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To Prof. Mathukumalli Vidyasagar on his
70th birthday.



M. Vidyasagar—A Brilliant Intellect

Vidya is a Sanskrit word and it signifies knowledge and learning. The word Sagar
translates into sea or ocean. Taken together, the word Vidyasagar means an ocean
of knowledge or sea of learning. Those of us who have had the privilege of
knowing Prof. M. Vidyasagar, and even those who know him only through his
scholarly achievements, will recognize the rare and remarkable match between the
person and the name.

My first exposure to Sagar’s remarkable intellect was in 1980. I was a doctoral
student at the University of Florida under the supervision of late Professor Kalman.
I was researching topics in algebraic system theory such as linear systems over
rings and matrix fraction representations of linear systems. I received a very kind
and quite unexpected letter from Sagar inviting me to the University of Waterloo
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for a visit. As a beginning graduate student, I greatly appreciated this as a wonderful
opportunity. During the week-long visit, we had many discussions along with a
little bit of tennis. As I was eagerly explaining my latest results and ideas to him, I
quickly realized that he knew a great deal more about these topics and their rela-
tions to other problems in control and system theory. I was deeply impressed by his
formidable and penetrating mind: not only was he able to answer questions as soon
as they were posed but did so in a way that demonstrated a great understanding
of the technical issues. During this visit, he and his wife Shakunthala offered their
warm and generous friendship at a personal level.

Over the last 37 years, my admiration and respect for Sagar as a scholar with
unparalleled depth and range has grown ever more profound. And he has been a
great friend and mentor, personally and professionally, for which I am most grateful.

In a later edition of the book Feedback Systems: Input-Output Properties, Sagar
writes:

It is difficult to believe that more than 30 years have passed since Charlie and I published
Feedback Systems: Input-Output Properties. In spite of the passage of time, the book
continues to get cited, primarily because there are many results in this book that are simply
not found anywhere else. Mathematics (or control theory) experiences its own winds of
fashion, just as any other subject does.

This passage highlights some of the salient characteristics of Sagar’s contribu-
tions. They have outlasted the winds of fashion in control theory and continue to
remain valuable and relevant. They are foundational in nature and address the most
essential issues in the field. They are solid and authoritative. For any researcher,
neophyte or seasoned, they can be relied upon to provide excellent building blocks
for future work.

Sagar’s book Control Systems: A Factorization Approach had a great influence
on me during the 1980s. I used it to teach advanced graduate level courses in
multivariable control at the University of Minnesota. For my graduate students, it
was core material they had to master in order to progress in their studies. It was a
potent combination of ideas and tools from advanced algebra as applied to essential
problems in multivariable control using stable matrix factorizations for transfer
functions. Moreover, it also contained the essential learnings from Sagar’s prior
work in stability theory, feedback systems, and input–output analysis. It also
brought in concepts, tools, and techniques from analysis and topology to comple-
ment the advanced algebra.

Sagar’s work has covered vast ground from circuit theory to power systems to
control theory to robotics to learning theory to cancer biology. In each case, he was
able to quickly master the state of the art and become a leader in the field. He has
been able to renew himself while building on his prior work and knowledge base.
There is a certain flow—widening and deepening—in his intellectual journey which
is breathtaking and inspiring. Equally impressive is his stellar career as a leader and
administrator in government, private, and academic organizations.

Sagar’s insatiable curiosity, razor-sharp intellect, wide range of scientific inter-
ests, enormous base of experiences, and natural talent for focusing on the essence of
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any situation make him a unique person to seek perspective and advice. I have been
very fortunate to be able to connect with him and seek his insights and analysis
throughout my career. Invariably, these conversations and discussions have left me
with a new perspective and understanding, clearing the way to progress and new
avenues.

As I reflect on Sagar’s remarkable career and contributions, I wonder what we
and, more importantly, future generations could and should learn from him.

Above all, his demonstrated excellence in working on important problems and
subjects at the leading edge of research should inspire us to periodically renew
ourselves to work on the frontiers of knowledge. He is a great example of con-
stantly learning about new areas and being open to new approaches and avenues.
This insatiable curiosity has been a major pillar of his wide-ranging research
career. It is trite to say that the pace of discovery and research is getting ever faster.
A natural implication is that research areas and fields become mature more quickly.
At the same time, research careers can last for five or more decades. Hence, the
ability to renew oneself is bound to be extremely important. There is no better role
model in the field of systems and control than Sagar to seek inspiration for renewal
and excellence.

Working on foundational questions is of great importance for making
long-lasting contributions to knowledge. Sagar exemplifies this trait and ability. It is
easy to get caught up in peripheral questions and marginal issues. Only a steadfast
commitment and determination to get to the roots and foundations can prevent one
from getting distracted. If only we could emulate Sagar in defining and choosing
foundational questions and topics, we will be well served.

Finally, Sagar has generously helped mentor a large group of fellow researchers
and scholars. Research careers are full of challenges and opportunities. Each one
benefits from the work and contributions of others. We can learn from Sagar how to
contribute to the intellectual and professional growth of (junior) colleagues in the
research community.

Sagar has made indelible imprints on all the research fields he has touched. He
has the gift of a most brilliant mind and intellect. For me, he has been a role model
and a great friend. I am grateful for all the benefits I have been able to derive from
him. I hope to enjoy his mentorship and friendship for decades to come. And I wish
him continued successes and fulfillment in all spheres of life.
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A Tribute to Roberto Tempo (1956–2017)

The controls community lost an exemplary leader, researcher, and educator when
Roberto Tempo passed away suddenly on 15 January, 2017. Roberto was not only a
leading researcher but also a visionary when it came to developing and furthering
all aspects of the controls community. As a researcher, he is perhaps best known for
his contributions to formulating randomized algorithms for intractable design
problems. Some of his former students have become leading researchers in their
own right, a testimony to Roberto’s mentorship. As a leader, he held many
administrative positions, of which only a few are mentioned here. He was an
Editor-in-Chief of Automatica and Senior Editor of IEEE Transactions on
Automatic Control during 2011–2014. He served as the President of the IEEE
Control Systems Society during 2010. In all of these capacities, he had a very clear
idea of how to spot talent and nurture it. Many of the initiatives that he started as

Photograph included with permission from M. Vidyasagar
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Editor of Automatica and as President of IEEE CSS have now become permanent
features. Aside from these, he also formulated alternative bibliographic metrics for
the widely used (and widely misused) citation indices such as the h-index, that were
less vulnerable to manipulation. These indices could be used to assess the reputa-
tions of individual researchers as well as journals.

Roberto was born in Torino in 1956, and in 1980 he graduated in Electrical
Engineering from Politecnico di Torino. After a period spent at Politecnico di
Torino, he joined the National Research Council of Italy (CNR) at the research
institute IEIIT, Torino, where he was a Director of Research of Systems and
Computer Engineering since 1991. He held many visiting appointments at leading
universities around the world. He is survived by his wife Cristina, sister Raffaella,
and daughter Giulia.

Beyond all of these dry statistics, those of us who were fortunate to have known
him lost a true friend and a wonderful human being. He was easily approachable,
selfless, and incredibly generous with his support and advice. He and I (and
Cristina) became instant friends when we first met in 1995, and subsequently our
families also became close friends. He will be dearly missed by all who knew him.

Roberto was originally supposed to have edited this volume, along with Steve
Yurkovich. I am grateful to Pradeep Misra for stepping in and taking over the task
of coediting the volume.

M. Vidyasagar
Systems Biology Science Department

The University of Texas at Dallas
Richardson, Dallas, TX, USA

e-mail: m.vidyasagar@utdallas.edu
April 2017
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Chapter 1
Passivity-Based Ensemble Control
for Cell Cycle Synchronization

Karsten Kuritz, Wolfgang Halter and Frank Allgöwer

Abstract We investigate the problemof synchronizing a population of cellular oscil-
lators in their cell cycle. Restrictions on the observability and controllability of the
population imposed by the nature of cell biology give rise to an ensemble control
problem specified by finding a broadcast input based on the distribution of the popu-
lation. We solve the problem by a passivity-based control law, which we derive from
the reduced phase model representation of the population and the aim of sending the
norm of the first circular moment to one. Furthermore, we present conditions on the
phase response curve and circular moments of the population which are sufficient
for synchronizing a population of cellular oscillators.

1.1 Introduction

The cell cycle is central to life. Every living organism relies on the cell division cycle
for reproduction, tissue growth, and renewal. Malfunction in this highly controlled
cell cycle machinery is linked to various diseases, including Alzheimer’s disease
and cancer [10, 26]. Cause and cure of these diseases are two sides of the same
coin, and thus understanding of the cell cycle machinery and approaches to control
it are subjects of ongoing research [20]. Mathematically, the cell cycle machinery
can be described as dynamical system which obeys limit cycle behavior [3, 7] with
dynamics of the general form

ẋ = f (x, u) . (1.1)

Therein, the states x represent different molecular species in the cell which can be
indirectly affected by external inputs u such as growth conditions, drugs, and other
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environmental factors. Another control approach can be realized by directly regulat-
ing the expression levels of specific proteins, e.g., by optogenetics [14]. Besides the
agent-based description, with each agent beeing a cellular oscillator with dynamics
(1.1), proliferating cell populations are often represented by structured population
models [2, 9]. The resulting dynamics are governed by partial differential equations,
belonging to the Liouville equations [1] of the general form

∂tρ(x, t) = −〈∂x , f (x, u)ρ(x, t)〉 . (1.2)

The concept of reduced phase models connects the nonlinear dynamics in (1.1) with
age-structured population models, thereby facilitating control approaches based on
the phase distribution of nonlinear oscillators [12, 18]. Control of these oscillators
is studied intensively, e.g., by the authors of [19, 22, 23].

In this article, we address the following control problem: Find a control input u for
a population of identical cellular oscillators such that the agents are synchronized in
their cell cycle. Several constraints imposed by the nature of cell biology complicate
the task. (1) Experimental observation of the cell cycle state of individual agents
over time is barely possible. A more realistic experimental observation is composed
of representative samples drawn from the population from which the distribution of
cells in the cell cycle must be reconstructed [13, 25]. (2) Two new agents arise by
division at the end of the cell cycle, resulting in exponential growth of the number
of controlled agents and non-smooth boundary conditions of the PDE. (3) Only
broadcast input signals can be realized, giving rise to an ensemble control problem.

Our approach to solve the above stated control problem is organized as follows.
Section1.2 introduces the theoretic foundation of our control approach, compromis-
ing the classical input-output framework for passivity-based controller design and
reduced phase models for the representation of weakly coupled oscillators. The con-
trol methodology is developed in Sect. 1.3. Section1.4 examines the control method-
ology applied to a nonlinear ODE model of the mammalian cell cycle. Section1.5
contains concluding comments.

1.2 Theoretical Foundation

As mentioned above, we are interested in controlling a population of many iden-
tical uncoupled dynamical systems (1.1). The dynamics of the population follows
the aforementioned Liouville equation (1.2), so for a given input u(t) and initial
distribution ρ(x, 0) = ρ0(x) we may find the solution of the PDE

ρ(·, t) = Υ (u, ρ0, t) , t > 0 . (1.3)

An observable feature may for instance be the moments of (1.3), and the output of
the system may be any function of these moments. More general, we consider any
function which maps the solution of the PDE to a scalar value as a possible output
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function
y(t) = h(ρ(·, t)) , y(t) ∈ R . (1.4)

We will develop our control methodology on the fundamentals of classical
input-output frameworks and the concept of reduced phase models, reviewed below.

1.2.1 Input/Output Mapping and Control Approach

With output (1.4) given, we note that the system can now be recast as an input-output
mapping of an input signal u to an output signal y. Following the formal framework
treated in [4], let x : R+ → R be a scalar function of time and

xT =
{
x(t), t ≤ T

0, t > T
(1.5)

the T -truncated signal. Given the L2 inner product

〈x, y〉 =
∫ ∞

0
x(t)y(t)dt , (1.6)

we let
Le �

{
x : ∀T ∈ R

+ , 〈xT , xT 〉 < ∞}
(1.7)

be the space of signals x with the property that all truncations have finite L2-norm
and

L � {x : 〈x, x〉 < ∞} (1.8)

the space of signals for which this holds for the complete signal.
We now define the mapping

H1 : Le → Le , (1.9)

u 	→ y

which takes an arbitrary input signal u ∈ Le and returns the output signal y ∈ Le,
depending on the initial distribution ρ0(x) and its evolution dynamics (1.2).

Given this approach, the passivity of such a system can be studied using the clas-
sical input-output framework treated in [4], avoiding the difficulties of formulating a
proper state space for defining a storage function. Such a state space may for instance
be found by taking the circular moments as state variables, however, moment clo-
sure might not be given. With the mapping H1 defined, we want to apply an output
feedback approach as depicted in Fig. 1.1.



4 K. Kuritz et al.

ur −
u

H1

H2

y

uc

Fig. 1.1 The output is chosen such that it is connected to our goal of synchronizing (or balancing)
the population of agents. If the mapping H1 is passive and the controller H2 is strictly passive one
concludes that y ∈ L

1.2.2 Reduced Phase Models

In the following, we review the basic concept of reduced phase models and phase
response curves briefly and refer the interested reader to the excellent book [11] and
references therein. The notion of reduced phase models greatly simplifies the system
to be controlled. The main statement of the concept of reduced phase models is the
following: Consider a family of dynamical systems of the form

ξ̇ (t) = f (ξ(t)) , ξ(t) ∈ R
n (1.10)

having an exponentially stable limit cycle γ ⊂ R
n with period Td . Then

θ̇ (t) = ω , θ(t) ∈ S1 (1.11)

is a local canonical model for such oscillators, where θ(t) is called the phase of the
oscillator with frequency ω = 2π

Td
. This statement is based on the notion of isochrons

introduced by Winfree [24] and its basic idea, illustrated in Fig. 1.2, is to find a
neighborhood W of γ and a function ψ : W → S1, such that θ(t) = ψ(ξ(t)) is a
solution of (1.11). Winfree called the set of all initial conditions z(0) ∈ R

n of which
the solution z(t) approaches the solution ξ(t), with ξ(0) ∈ γ an isochron of ξ(0)

Mξ(0) = {z(0) ∈ W : ‖ξ(t) − z(t)‖ → 0 as t → ∞} . (1.12)

Furthermore, Guckenheimer [8] showed, that there always exists a neighborhood W
of a limit cycle that is invariantly foliated by the isochronsMξ , ξ ∈ γ in the sense that
the flow maps isochrons to isochrons. Consider the function ψ2 : W → γ , sending
a point in the neighborhood z ∈ Mξ ⊂ W to the generator of its isochron ξ ∈ γ .
Additionally, the periodic orbit of an oscillator is homeomorphic to the unit circle.
One can, therefore, define the function ψ1 : γ → S1 which maps the solution ξ(t)
with ξ(0) ∈ γ to the solution of (1.11). The function ψ : W → S1 is a composition
of ψ1 and ψ2, ψ = ψ1 ◦ ψ2, mapping ξ(t) ∈ W uniquely to its corresponding phase
θ(t) of the reduced phase model (Fig. 1.2).
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Fig. 1.2 A neighborhoodW of the limit cycle γ of an oscillator is invariantly foliated by isochrons
Mξ . The flow maps isochrons to isochrons. The function ψ = ψ1 ◦ψ2 maps an oscillator ξ(t) ∈ W
uniquely to its phase on the unit circle θ(t) = ψ(ξ(t))

Applying the theory of reduced phase models to a weakly forced oscillator

ξ̇ (t) = f (ξ(t)) + u(t) , ξ(0) = ξ0 ∈ W (1.13)

where the term u(t) = εv(t) denotes an exogenous input, one obtains the reduced
phase model of the form

θ̇ (t) = ω + Z(θ(t)) u(t) . (1.14)

Here, weakly forced is in the sense that ε is sufficiently small such that ξ(t) stays
inside the neighborhood W for all t > 0. The function Z is called phase response
curve (PRC) and describes the magnitude of phase changes after perturbing an oscil-
latory system. Based on Malkins Theorem [15, 16], the PRC is the solution of the
adjoint problem dZ(t)/dt = − (D f (ξ(t))) Z(t), with the normalization condition
Z(t) f (ξ(t)) = 1 for any t , where D f is the Jacobian matrix which is evaluated
along the periodic orbit, ξ(t) ∈ γ .

1.2.3 From Reduced Phase Model to Age-Structured
Population Models

To simplify the notation, we replace the phase variable θ in the remainder by the
variable x ∈ S1. Given a family of weakly coupled identical oscillators in its reduced
phase representation (1.14), the corresponding Liouville equation for the time evo-
lution of the number density n(x, t) of oscillators on the unit circle reads

∂t n(x, t) + ∂x (κ(x, u)n(x, t)) = 0 . (1.15)
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The vector field equals the reduced phase model κ(x, u) = ω + Z(x)u. In case of
a cell population, a division of a mother cell into two daughter cells results in the
boundary condition

n(0, t) = 2 n(2π, t) . (1.16)

The model (1.15) and (1.16), with u(t) = 0, belongs to the model class of age-
structured population models, based on the well-known von Foerster–McKendrick
models [6, 17], which are widely used to study cell cycle-related processes. The
distribution of cells q(x, t) = n(x, t)/N (t), obtained by normalizing the number
density with the total cell number N (t) = ∫ 2π

0 n(x, t)dx admits a time-invariant
distribution

q̄(x) = 2γ e−γ x , (1.17)

where γ = log 2
Td

is the growth rate of the population [21].
We further define the k-th circular moment of some distribution ρ as

mk(ρ(·, t)) =
∫ 2π

0
eikxρ(x, t)dx . (1.18)

By omitting the argument in (1.18), we refer to the complex numbermk = reikφ , r ∈
[0, 1],φ ∈ S1, obtained by evaluatingmk(ρ(·, t))with some specified distribution. In
a synchronized population corresponding to a Dirac delta distribution, the length of
the first circularmoment |m1| = r is equal to one. The control problem to synchronize
(or balance) the agents in the population can now be stated as:

Problem 1.1 Given the system defined by (1.15) and (1.16), find a control input u,
such that |m1(q(·, t))| → 1(or 0).

1.3 Results

We will first elaborate how to choose an output function h such that it is connected
to our goal of synchronizing (or balancing) the population of agents. At the same
time, the mapping H1 is passive under this choice of output and by applying a strictly
passive controller H2 in the control approach of Fig. 1.1, we conclude that y ∈ L .We
will then study invariance properties and conditions of our system under the proposed
control law. An interpretation of this result along with some further considerations
indicate that the control law indeed synchronizes (or balances) the population of
agents, thereby solving Problem 1.1.
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1.3.1 Enabling Passivity-Based Controller Design

The controller design based on the theory of passive systems benefits from a sys-
tem model for which the control objective remains constant whenever u = 0. This
property is not met by the model (1.15). In the following section, we propose state
transformations n(x, t) → p(x, t) such that |m1(p(·, t))| remains constant when-
ever u = 0. The first transformation employing (1.17) eliminates the discontinuity
at the boundary by defining ñ(x, t) = n(x, t)/q̄(x), resulting in

∂t ñ(x, t)+ ∂x (κ(x, u)ñ(x, t)) = γ κ(x, u)ñ(x, t) , ñ(0, t) = ñ(2π, t) . (1.19)

Next, we define p(x, t) = ñ(x, t)/
∫ 2π
0 ñ(x, t)dx which is a proper probability dis-

tribution with PDE

∂t p(x, t) + ∂x (κ(x, u)p(x, t)) = uγ p(x, t)

(
Z(x) −

∫ 2π

0
Z(x)p(x, t)dx

)
,

p(0, t) = p(2π, t) .

(1.20)

The system (1.20) has now the favorable properties that facilitate the feedback
approach for synchronization of the population: (1) p(x, t) is a proper probability
distribution, (2) p(x, t) is smooth over the boundary, and (3) the length of the first
circular moment |m1(p(·, t))| remains constant whenever u = 0. Furthermore, if
|m1| = 1, then the agents are synchronized.

1.3.2 Synchronization of the Population

With the model (1.20) given, it remains to define an appropriate output and a suitable
output feedback control lawwhich synchronizes the population. Thiswill be achieved
by choosing the output y = h(p(·, t)) such that: (1) y = 0 whenever the population
is synchronized, and (2) the map H1 : u 	→ y is passive. As synchrony is equivalent
to |m1| = 1, we first study the time derivative of |m1(p(·, t))| evolving under (1.20),
viz.

d

dt
|m1(p(·, t))| =

(
(γ + i)m−1

∫ 2π

0
eix Z(x)p(x, t)dx

− 2γm1m−1

∫ 2π

0
Z(x)p(x, t)dx + (γ − i)m1

∫ 2π

0
e−ix Z(x)p(x, t)dx

)
u .

(1.21)
In the following, we define d p(x) = d(p(·, t), x) with
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d(p(·, t), x) =
1∑

l=−1

dl e
ilx ,

d−1 = (γ − i)m1 , d0 = −2γm1m−1 , d1 = (γ + i)m−1 .

(1.22)

This leads to a more practical representation of (1.21) in terms of the inner product

d

dt
|m1(p(·, t))| = 〈Z , d p p(·, t)〉 u , (1.23)

which is zero whenever u = 0. Thus, by choosing the output as

h(p(·, t)) = 〈Z , d p p(·, t)〉 , (1.24)

we arrive at the following observations.

Lemma 1.1 The system H1 given by (1.9) with output (1.24) and internal dynamics
(1.20) is passive.

Proof Following the definition of [4], the system is passive if 〈y, u〉T ≥ β, ∀u ∈ Le,
∀T ∈ R

+. We constructed y such that

〈y, u〉T =
∫ T

0
y(t)u(t)dt =

∫ T

0

d

dt
|m1(p(·, t))| dt = |m1(p(·, T ))|−|m1(p(·, 0))|

and as the norm of the first circular moment of a probability distribution is upper
bounded by 1, we can choose β = −1. �

Theorem 1.1 If the output feedback u(t) = −y(t) is chosen for system H1 and the
output y(t) is given by (1.24), y(t) converges to zero.

Proof The result follows directly from the basic passivity theorem given in [4],
namely that the output of a passive system H1 lies in L if the output is fed back
through a strictly passive system H2. By Lemma 1.1, H1 is a passive system. Further,
we chose H2 as the identity function H2x = x , which indeed is strictly passive, and
y ∈ L . With y being uniform continuous we know from Barbalat’s Lemma, that
y(t) → 0, thereby concluding the proof. �

Next, we study the invariance properties of our system having zero output. Our study
is based on the properties of Fourier series and the Fourier coefficients of Z , d p, and
p(·, t) in (1.24). The Fourier series of a function F : x 	→ F(x) in any 2π -interval is
F(x) = ∑∞

k=−∞ akeikx with Fourier coefficients ak = 1
2π

∫ 2π
0 e−ikx F(x) dx . To keep

the notation in accordance with the definition of the circular moments in (1.18), we
introduce a modified series representation with F(x) = ∑∞

k=−∞
bk
2π e

−ikx and altered

coefficients bk = ∫ 2π
0 eikx F(x)dx . A distribution p(·, t) is contained in a forward

invariant set in E = {p : h(p) = 0} if and only if h(p(·, t + τ)) = 0, ∀τ ≥ 0. The
modified series representation leads to the following lemma:
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Lemma 1.2 Let ck , dk , and mk be the coefficients of Z, d p and p(·, t), respectively.
Then E is invariant if and only if

kckνk = 0 , ∀k ∈ Z , (1.25)

with νk = ∑1
l=−1 dlmk−l .

Proof Due to the periodicity of the cell cycle we know that E is in an invariant set if
and only if h(p(·, t + τ)) = 0, ∀τ ∈ [0, T ], which is due to the constant propagation
(u = 0) of p(x, t) with dx

dt = ω equal to h(pωτ (·, t)) = h(pσ (·, t)) = 0, ∀σ ∈
[0, 2π ], where we define pσ (x, t) = p(x −σ, t). We will use this notation to denote
a shift in x also for Z later on. If h(pσ (·, t)) = 0, then this is also true for its derivative
d
dt h(pσ (·, t)) resulting in the following condition for invariance

d

dt
〈Z , d pσ pσ (·, t)〉 = 0 , ∀σ ∈ [0, 2π ] . (1.26)

The derivative is obtained by employing the identity from the PDE (1.20) with u = 0:
∂t p(x, t) = −ω∂x p(x, t) and subsequently integrating by parts. Furthermore, the
shift in x is transferred to the PRC by a change of variables x = ξ + σ , changing
(1.26) to

〈 d

dx
Z−σ , d p p(·, t)〉 = 0 , ∀σ ∈ [0, 2π ] . (1.27)

The last steps of the proof are: (1) substituting p(·, t) and Z−σ with its modified
Fourier series and (2) employing Parseval’s theorem. With (ck)k being the coeffi-
cients of Z , the coefficients of the argument shifted derivative dZ−σ /dx in (1.27)
are

(−ike−ikσ ck
)
k . The function d

p has Fourier coefficients d−1, d0, d1, and all other
coefficients equal zero. The product d p p(·, t) has modified coefficients (νk)k . By
Parseval’s theorem, the inner product in (1.27) equals the sum of its coefficients

〈 d

dx
Z−σ , d p p(·, t)〉 = −i

(2π)2

∞∑
k=−∞

e−ikσ kckνk (1.28)

which can be written as inner product, and therefore the condition for invariance is

〈(e−ikσ )k, (kckνk)k〉 = 0 , σ ∈ [0, 2π ] , k ∈ Z . (1.29)

The series
(
e−ikσ

)
k are basis functions of a complete orthogonal basis, hence the

inner product (1.29) is zero if and only if kckνk = 0, ∀k ∈ Z. This equals (1.25),
thereby concluding the proof of Lemma 1.2. �
With Lemma 1.2 at hand, we can identify conditions on the phase response curve Z ,
such that the synchronized and balanced population are the only invariant ones.

Theorem 1.2 If the the output feedback u(t) = −y(t) is chosen for system H1 and
the output y(t) is given by (1.24), then
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M0 = {p : |m1(p)| = 0} ,

M1 = {p : |m1(p)| = 1}

are invariant sets in E. Furthermore, if the first moment of Z is not equal to zero,
i.e., c1 �= 0, then no other invariant set exists.

Proof By Lemma 1.2, invariance of E requires Eq. (1.25) to be fulfilled. Invariance
of M0 and M1 is then verified by showing that νk = 0, ∀k ∈ Z. As |m1| = 0
implies m1 = m−1 = 0, (1.25) is trivially met, and M0 is invariant. If |m1| = 1,
then all moments have length one and mk = eikφ . All terms in νk cancel out, hence
M1 is invariant. To conclude the proof of Theorem 1.2 we verify that c1 = 0 is
a necessary condition for (1.25) by showing that ν1 �= 0 whenever |m1| /∈ {0, 1}.
m1 and m−1 are again represented as complex numbers. Furthermore p(·, t) is a
probability distribution with m0 = 1 by definition and we get

ν1 = r
(
e−iφ (γ + i) + eiφ ((γ − i)m2 − 2γ r)

)
. (1.30)

From |m1| = r �= 0, e−iφ and eiφ are orthogonal and γ > 0 by definition, it follows
that ν1 �= 0. Hence, M0 and M1 are the only invariant sets in E if c1 �= 0. �

We will now discuss some aspects regarding the convergence to a synchronized
(or balanced) population, given that the first moment of the phase response is not
equal to zero. If the output is given by (1.24) and the output feedback u(t) = −ε y(t),
ε > 0, is chosen for system H1, then

d

dt
|m1(p(·, t))| = −ε h(p(·, t))2 ≤ 0 , ∀t ≥ 0 , (1.31)

and |m1(p(·, t))| decreases monotonically. Furthermore, the average of (1.31) over
one period is strictly monotonically decreasing whenever |m1| /∈ {0, 1}. These obser-
vations suggest that |m1(p(·, t))| approaches M0 from almost all initial conditions
and the population is balanced. Synchronization of the population is achieved by sign
reversal of the output function y(t) = −h(p(·, t)) and the sameoutput feedback. Sign
reversal of the output preserves passivity of the system and by d

dt |m1(p(·, t))| ≥ 0,
p approaches M1 and a synchronized distribution is achieved.

Remark 1.1 Theorems 1.1 and 1.2 and the fact that an attractive set becomes a
repelling set by sign reversal, strongly suggest that the population with output (1.24)
and control input u(t) = ε y(t) converges to a Dirac delta distribution. However, due
to topological reasons, analysis of convergence of p(·, t) is difficult and beyond the
scope of the present study.
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1.4 Example

We conclude by demonstrating the developed control methodology on the reduced
phase model (1.20). The underlying ODE model is a 5-state skeleton model of a
mammalian cell cycle [7].Weextended themodel by an additive input to the dynamics
of Cyclin A

ẋCycA = fCycA(x) + 1.6 (α − xCycA)

0.1 + α − xCycA
u(t) . (1.32)

The input can be thought of, for e.g., an optogenetic signal causing a direct induction
of Cyclin A expression with the total amount of Cyclin A being upper bounded
by α. The phase response curve Z was obtained by solving the appropriate adjoint
equation using the dynamic modeling program XPPAUT [5]. We take u according
to Theorem 1.1 and simulated both the synchronizing and balancing scenario with
h as defined in (1.24). The results are depicted in Fig. 1.3. In the synchronizing
scenario, one observes how the first moment approaches the unit circle, indicating
that the distribution of cells indeed converges to the Dirac distribution. This can also
be observed in the simulation snapshots. By sign reversal of the output and starting
with an imbalanced cell density, we further see that this process is reversed and the
population approaches a uniform distribution.
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Fig. 1.3 Simulation of (1.20) derived from a 5-state cell cycle model with both a synchronizing
(top) and a balancing (bottom) controller. On the left: temporal evolution of the first circularmoment
m1 in the complex plane. On the right: snapshots of the cell density over the cell cycle position
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1.5 Conclusion and Outlook

We studied the ensemble control problem of synchronizing a cell population in their
cell cycle with restriction of the observation to representative samples of the pop-
ulation. Starting with a single cell as oscillator on a limit cycle, we developed a
reduced phase model of the population with a broadcast input acting via the phase
response curve. We then proposed state transformations for the age-structured pop-
ulation type model which enable controller design in the input-output framework
for passive systems. Formulating the control problem in terms of the first circular
moment of the population led to the desired output feedback which synchronizes the
population. Finally, we derived sufficient conditions on the phase response curve for
the synchronization of the population. We concluded by illustrating the controller
action on a model of the mammalian cell cycle.

The present study solves the ensemble control problem of cell cycle synchroniza-
tion by sending the first circular moment to one. However, we believe, that the here
presented approach might be suitable to achieve any desired moment-determinate
distribution by steering the circular moments of the population to the corresponding
values of the target distribution.
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Chapter 2
Collective Formation Control of Multiple
Constant-Speed UAVs with Limited
Interactions

Brian D. O. Anderson, Zhiyong Sun, Georg S. Seyboth and Changbin Yu

Abstract In this chapter, we consider coordination control of a group of UAV agents
with constant and in general nonidentical speeds. The control input is designed to
steer their orientations and the control objective is to achieve a desired formation
configuration for all the agents subject to constant-speed constraints. Through a
formation feasibility analysis by a three-agent example, we show that it is generally
impossible to control and maintain a formation by constant-speed agents if target
formation shapes are defined by agents’ actual positions. We then adopt a circular
motion center as a virtual position for each agent to define the target formation
shape. Two different formation design approaches, namely, a displacement-based
approach and a distance-based approach, are discussed in detail to coordinate a
group of constant-speed agents in achieving a target formation with stable circular
motions via limited interactions.
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2.1 Introduction

Collective coordination control of networked multi-agent systems has received con-
siderable attention in recent years, partly motivated by its applications in many areas.
In this chapter, we consider a particular class of cooperative tasks in multi-agent
coordination, namely formation control, in which the control objective is to form
or maintain a prescribed geometric shape for a group of agents. One of the most
active and important challenges in this area is to control and coordinate a group of
Unmanned Aerial Vehicles (UAVs) in a formation [1, 4, 14, 18]. A more realistic
and complicated model other than single- or double-integrators that can describe the
nonholonomic constraints of such vehicles is the unicycle model [7]. Early contri-
butions on coordination and formation control of unicycle-type agents include the
consensus-based formation control [10], the pursuit formation design [12], the ren-
dezvous control [5], etc. Other recent papers include e.g. [3, 6, 11] with different
control constraints, but all assume that not only the orientation but also the speed of
individual agents are controllable.

A particular constraint in the cooperative control design for UAV agents is that
on occasions the UAVs used in the control task (e.g. Aerosonde UAVs or other types
of fixed-wing aircraft) usually fly most efficiently at fixed, nominal speeds [1, 25].
Further, agents within one formationmay have different (but similar) speeds [19]. For
collective control of unicycle-like agents with constant speed, the problem becomes
more challenging. The two seminal papers [16, 17] provide comprehensive studies on
how to coordinate different collective planarmotions (e.g. parallelmotions or circular
motions) for such multi-unicycle systems with constant unit-speed constraints. More
recently, the paper [19] has extended the results in [16] to control collective circular
motions of heterogeneous unicycle-like agents with nonidentical constant speeds. It
is shown in [19] that two kinds of circular motions are possible: a circular motion
with a common angular frequency and different radii for each agent, or a circular
motion with a common radius but different angular frequencies for each agent.

In this chapter, we are particularly interested in how to design controllers to
achieve a target formation shape for a group of unicycle-type agents with constant
and nonidentical speeds (the trajectory tracking control problem involving constant-
speed agents has beendiscussed in a companionpaper [22]). The results build on these
previous papers including [16, 17, 19], but here we focus on formation shape control,
instead of the circular motion stabilization problem as discussed in [16, 17, 19].
The main challenge for formation controller design comes from agent kinematic
constraints, i.e., how to define the desired formations and how to design control laws
which comply with the constraint of constant speeds. Of course, the constant-speed
constraint indicates that all the agents are always moving, which significantly affects
the formation maintenance task. To address this issue, the main idea on formation
specification and control adopted in this chapter is to use circular motion center
positions as virtual positions instead of agents’ actual positions for defining a desired
formation shape. To this end, the controller aims to drive each agent to reach a
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stable circular motion while achieving a target formation shape. We also note that
circular motions are particularly useful in several real-life applications, including
surveillance, circumnavigation, target circling and area monitoring [23, 26].

2.2 Agent Models

Before presenting model equations, we first introduce some special notation to be
used in this chapter. The set S1 denotes the unit circle and an angle θi is a point in the
unit circle space, i.e., θi ∈ S

1. The n-torus is theCartesian productTn = S
1×. . .×S

1.
For a complex variable z ∈ C, we use z̄ to denote its complex conjugate. For z1, z2 ∈
C

n , the scalar product is defined by 〈z1, z2〉 = Re(z̄T1 z2), i.e., the real part of the
standard scalar product over Cn .

In this chapter, we consider a group of n agentsmodeled by unicycle-like kinemat-
ics subject to nonholonomic dynamics and constant-speed constraint. The kinematic
equations of agent k are described by

ẋk = vk cos(θk)

ẏk = vk sin(θk) (2.1)

θ̇k = uk

where xk ∈ R, yk ∈ R are the coordinates of agent k in the real plane and θk is the
heading angle. The agents have fixed cruising speeds vk > 0 which in general are
distinct for different agents; uk is the control input to be designed for steering the
orientation of agent k.

With complex number notation, the complex variable rk(t) = xk(t) + iyk(t) :=
|rk |eiφk (t) ∈ C denotes the position of agent k in the complex plane. We also define
the vectors r = [r1, r2, . . . , rn]T ∈ C

n , θ = [θ1, θ2, . . . , θn]T ∈ T
n and eiθ =

[eiθ1 , eiθ2 , . . . , eiθn ]T ∈ C
n to collect the positions and headings of all the agents.

Then the above model (2.1) for agent k can be rewritten as

ṙk = vke
iθk

θ̇k = uk(r, θ). (2.2)

2.3 Formation Feasibility Analysis: An Example of Rigid
Formation Maintenance by Constant-Speed Agents

In this section, we present a brief discussion on formation feasibility analysis for a
group of constant-speed agents, based on an illustrative example. In this example,
we suppose the formation is defined by a certain set of inter-agent distances between
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Fig. 2.1 Two feasible formations with a group of constant-speed agents in a triangular formation.
(Reproduced with permission from © IEEE 2016, Z. Sun and B.D.O. Anderson [20])

agents’ actual positions. This control task1 is termed rigid formation control, which
has received increasing attention in the research field of multi-agent coordination, in
particular since the publication of [9].

Consider a group of three constant-speed agents inmaintaining a triangular forma-
tion. The inter-agent distances are denoted by di j with i, j = 1, 2, 3, i �= j , for which
the three agents aim to achieve. If the distance error ei j = (xi −x j )

2+(yi − y j )2−d2
i j

is zero for all the three edges, then the target formation is achieved and main-
tained. For the aim of demonstration, in the following analysis we assume that
d12 = d23 = d31 = d, i.e., the target rigid formation is an equilateral triangle. In
determining whether there exist feasible trajectories for all the agents which respect
both the formation constraint and the kinematics constraint (i.e., constant-speed con-
straints), one needs to formulate a formation feasibility equation and to determine
whether such an equation has solutions. We refer the readers to [20, 24] for the
development of a formation feasibility theory under different constraints, while we
omit the detailed calculations here.

In the case that all agents have identical cruising speeds, i.e., v1 = v2 = v3, a
simple calculation from the formation feasibility theory [20] shows that the motion
solution is that either θ̇1 = θ̇2 = θ̇3 = 0, θ1 = θ2 = θ3, or θ̇1 = θ̇2 = θ̇3, θ1 =
θ2 + 2π

3 = θ3 + 4π
3 , which correspond to a translational motion with the same

direction or a rotational motion around the triangle centroid (see Fig. 2.1). In the case
that v1 = 0, v2 = v3, a feasible motion exists in which agents 2 and 3 rotate around
agent 1 with the same angular velocity. In the case that all agents have nonidentical
cruising speeds, there usually does not exist a solution to the feasibility condition
except for some special cases, which agrees with our intuition that maintaining a

1Section2.3 of this chapter includes material reproduced with permission from Sun, Z., Anderson,
B.D.O.: Formation feasibility on coordination control of networked heterogeneous systems with
drift terms. In: Proc. of the 55th Conference on Decision and Control, pp. 3462–3467. IEEE 2016.
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rigid shape by a group of UAV agents with nonidentical constant speeds is generally
impossible. This suggests that one needs to find an alternative way to define a target
formation and to formulate different formation control approaches in coordinating
multiple constant-speed agents.

2.4 Formulation of Target Formations
for a Constant-Speed Agent Group

In formation shape control, the target formation shape is usually defined by some
geometrical relationships between neighboring agents’ positions among the group.
However, as discussed in the preceding section, in the control problemwith constant-
speed unicycle-like agents the usual way of defining formation shapes in terms of
agents’ actual positions does not work in this context, since all the agents will always
havemotions due to the constant-speed constraints. Hence,we need to find alternative
variables that are some kind of surrogate of the actual positions to define the desired
formation shape.

Before presenting the formation control design, it is helpful to review the following
observations ([16, 19]) on motion properties of constant-speed agents:

• If the control uk, k = 1, 2, . . . , n is identically zero, then each agent travels in a
straight line (with the orientation determined by its initial heading θk(0));

• If the control uk = ω0, k = 1, 2, . . . , n where ω0 is a nonzero constant, then all
the agents travel in a circle of radius vk/|ω0|, with the rotation direction determined
by the sign of ω0.

• For the case of circular motion generated by a constant control input uk = ω0 �= 0,
the center of the circular motion for the k-th agent is described by

ck = rk + vk

ω0
ieiθk (2.3)

which could be regarded as the “state”(or “virtual position”) of agent k in the
formation shape control design.

In the following sections, wewill describe the desired formation shapes by agents’
virtual positions ck . Thus, the control aim is to drive each agent to reach a stable
circular motion and also a predefined formation shape specified by their circular
motion centers. In the next two sections, we will present two different approaches to
achieve a multi-agent formation for constant-speed agents with limited interactions,
in contrast to the all-to-all interaction as assumed in e.g. [16, 19].



20 B. D. O. Anderson et al.

2.5 Formation Control Design with Limited Interaction:
Displacement-Based Approach

2.5.1 Controller Design and Convergence Analysis

In this section, as well as the next section we assume the underlying interaction graph
is undirected and connected but not necessarily complete. This implies each agent
in the formation has limited interaction only to its neighboring agents, as opposed
to the all-to-all interaction in which the underlying graph topology is complete.

In the displacement-based approach, the desired formation is described by a set
of relative position vectors ĉk j for each ( j, k) ∈ E where E is the edge set of the
underlying interaction graph. The control task now is to drive each relative virtual
position ck j = ck − c j to converge to the desired formation shape described by ĉk j
where ( j, k) ∈ E . To achieve this formation control objective, we design the control
law as

uk = ω0 + γω0

〈 ∑
j∈N k

(
ck j − ĉk j

)
, vke

iθk

〉
(2.4)

where γ is a positive control gain and Nk denotes agent k’s neighboring set.
The main result in this section is summarized in the following theorem.

Theorem 2.1 For the designed controller (2.4) with an underlying undirected and
connected graph, agent k’s trajectory rk(t) of the closed-loop system (2.2) converges
to a stable circular motion with angular velocity ω0 and radius vk/|ω0| and all the
agents form a desired formation shape defined by the desired relative center positions
ĉk j where ( j, k) ∈ E .

Proof For the purposes of proof and analysis it is convenient to postulate that there
are underlying variables ĉ j , for all j with the property that ĉk j = ĉk − ĉ j with
( j, k) ∈ E Further define c̃k = ck − ĉk and a vector c̃ = [c̃1, c̃2, . . . , c̃m]T . Note
that c̃k is not an available control term in (2.4) since ĉk is not available for agent k.
That is, the control input available in each agent’s control term depends on relative
vectors instead of absolute vectors, which are made clear in the expression of (2.4).
The introduction of ĉk and c̃ is for the convenience of proof and analysis. To this end,
the control function (2.4) can be rewritten as

uk = ω0 + γω0

〈 ∑
j∈N k

(
(ck − c j ) − (ĉk − ĉ j )

)
, vke

iθk

〉

= ω0 + γω0
〈
Lk(c − ĉ), vke

iθk
〉

(2.5)

where Lk denotes the k-th rowof theLaplacianmatrix L for the underlying interaction
graph which is assumed to be connected but not necessarily complete.
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By the definition of c̃k and the control (2.4), one has

˙̃ck = ċk − ˙̂ck = vk

ω0
eiθk (ω0 − uk) = −γ vke

iθk
〈
Lkc̃, vke

iθk
〉
. (2.6)

Construct the following Lyapunov function candidate

V (c̃) = 1

2
〈Lc̃, c̃〉 = 1

2
〈Hc̃, Hc̃〉 (2.7)

where H is the incidence matrix for the underlying interaction graph. Note that for
an undirected graph there holds L = HT H (see e.g. [13, Chap. 2]). The function
V (c̃) is positive semi-definite in c̃ and positive definite in Hc̃. Furthermore, there
holds: (i) V ≥ 0 for all c̃ ∈ C

n , (ii) V = 0 if and only if Hc̃ = 0, and (iii) V → ∞
for ‖Hc̃‖ → ∞. Hence, the function V defined in (2.7) is a suitable Lyapunov
function to assess the stability and convergence of the formation system consisting
of constant-speed agents by the proposed control law (2.4). Note that c̃ is a vector
function of (r, θ) and we may also rewrite V (c̃) as V (r, θ).

The time derivative of V along the solution of the formation system (2.2) with
the control (2.4) can be computed as

V̇ (r, θ) = 〈Lc̃, ˙̃c〉 =
n∑

k=1

〈
Lkc̃, ˙̃ck

〉
=

n∑
k=1

〈
Lkc̃,−γ vke

iθk
〈
Lkc̃, vke

iθk
〉〉

= −
n∑

k=1

〈
Lkc̃, γ vke

iθk
〉 〈
Lkc̃, vke

iθk
〉 = −γ

n∑
k=1

〈
Lkc̃, vke

iθk
〉2 ≤ 0 (2.8)

The set on which V̇ = 0 is characterized by

O(r, θ) = {(r, θ) : uk = ω0,
〈
Lkc̃, vke

iθk
〉 = 0,∀k}. (2.9)

In the setO there holds either (i) Lkc̃ = 0 or (ii) Lkc̃ and vkeiθk are perpendicular.
Note that in O , uk = ω0 and hence θ̇k = ω0, ċk = 0. Consequently, because
vkeiθk is not constant, 〈Lkc̃, vkeiθk 〉 = 0 can be satisfied only if Lkc̃ = 0 for all
k = 1, 2, . . . , n. Thus, by LaSalle’s Invariance Principle, all trajectories converge to
the largest invariant set contained in Ō described as

Ō(r, θ) = {(r, θ) : uk = ω0, Lkc̃ = 0,∀k}
= {(r, θ) : uk = ω0, c̃ ∈ span{1},∀k}
= {(r, θ) : uk = ω0, ck j = ĉk j , ( j, k) ∈ E }. (2.10)

In the set Ō each agent reaches a stable circular motion with angular velocity ω0

and radius vk/|ω0| (for agent k) which forms a stable formation described by ĉk j as
desired. The proof is completed. �
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Remark 2.1 The above control law is a generalization of Theorem 2 (circular motion
stabilization) and Corollary 2 (SE(2) symmetry breaking) in [16] which stabilize a
group of unit-speed unicycles to a circular motion around a single and fixed beacon
point. The main idea in the controller design is inspired by the consensus-based
linear formation control [13, 15]. Note that in the above controller (2.4), the control
input term involves the relative information of neighboring agents, i.e., the current
displacement ck − c j of virtual positions and the desired center displacement ĉ j − ĉk
with respect to its neighbors, which can be calculated by using the formula (2.3).

2.5.2 Implementation Analysis

In this subsection, we discuss how the proposed controller (2.4) can be implemented.
By denoting the relative virtual position vector as ck j = ck −c j := rk−r j + vk

ω0
ieiθk −

v j

ω0
ieiθ j with rk j := rk − r j = |rk j |eiφrk j and the desired relative position vector as

ĉk j = ĉk − ĉ j = |ĉk j |eiφĉk j , we can obtain the following control term in real variables

〈 ∑
j∈N k

(
(ck − c j ) − (ĉk − ĉ j )

)
, vke

iθk

〉

=
〈 ∑
j∈N k

(rk − r j + vk

ω0
ieiθk − v j

ω0
ieiθ j − ĉk j ), vke

iθk

〉

=
〈 ∑
j∈N k

(rk j − v j

ω0
ieiθ j ), vke

iθk

〉
−

∑
j∈N k

Re(ĉk jvke
iθk )

=
∑
j∈N k

(
|rk j |vkcos(φrk j − θk) + v jvk

ω0
sin(θk − θ j )

)
−

∑
j∈N k

(
|ĉk j |vkcos(φĉk j − θk)

)
.

(2.11)

Note that in the third line of the above derivation we have used the equality〈
vk
ω0
ieiθk , vkeiθk

〉
= 0. As noted in Remark 2.1, only relative information is required

for the control implementation.

Remark 2.2 (Communicationandmeasurement requirement) It can be seen from
the designed controller (2.4) and its real variable version (2.11) that each agent needs
to measure the relative positions rk j and relative headings θk − θ j with respect to its
neighbors. We note that in practice information of relative headings θk − θ j can be
obtained either by bearing sensors or by communication. Thus, the controller (2.4)
is distributed since only neighboring information is involved.
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We also note that in the control function (2.11) there is one term ĉk j for defining
the target formation shape, which implies each agent needs global knowledge of the
orientation of a common coordinate frame such that these vectors can be correctly
interpreted.

2.6 Formation Control Design with Limited Interaction:
Distance-Based Approach

In this section, we aim to propose an alternative formation controller based on dis-
tance specifications. Suppose that the desired formation is specified by a set of m
inter-agent distances dkj for each ( j, k) ∈ E , which describes a desired rigid for-
mation shape (for the definition of rigid formation, the reader is referred to [2]). We
define the distance error as

εlk j = ‖ck − c j‖2 − d2
k j

and the distance error vector for all the edges is constructed as ε = [ε1, ε2, . . . , εm]T .
We also assume that any target formation that realizes the distances dkj via the virtual
position c is infinitesimally andminimally rigid [8]. By respecting the constant-speed
constraint, the control in such a distance-based framework aims to drive all the agents
to reach stable circular motions and to achieve the desired distances between their
circular motion centers.

For distance-based rigid formation control, the rigidity matrix, denoted by R,
plays a central role in shape specification and convergence analysis [2]. We show a
nice structure of R with complex variable entries, regarding it as an extension of the
standard rigidity matrix defined in real spaces. Denote the incidence matrix of the
graph as H . Construct a block diagonal matrix Z = diag{z1, z2, . . . , zl , . . . , zm},
where zl is the relative virtual position vector zl = ck − c j which relates to the
relative centers of agent k and agent j with ( j, k) ∈ E . The construction of Z
should be consistent with the direction specification of the incidence matrix H . Then
the complex rigidity matrix R can be written as R = ZH ∈ C

m×n .
In order to achieve the target formation defined by prescribed distances dkj

between adjacent agents involving their virtual positions and to drive all agents
to reach stable circular motions, we design the following distributed formation con-
troller

uk = ω0 + γω0

〈 ∑
j∈N k

(
εlk j (ck − c j )

)
, vke

iθk

〉

= ω0 + γω0
〈
RT
k ε, vke

iθk
〉

(2.12)
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where RT
k is the k-th row of the transposed rigidity matrix which involves complex

variables. The main result in this section is summarized in the following theorem.

Theorem 2.2 For the designed controller (2.12), agent k’s trajectory rk(t) of the
closed-loop system (2.2) converges to a stable circular motion with angular velocity
ω0 and radius vk/|ω0|. Furthermore, all agents’ circular motion centers converge
locally to the desired formation shape defined by the distances dk j .

Proof Let us define the following Lyapunov function candidate

V = 1

4
εT ε = 1

4

m∑
l=1

ε2li j = 1

4

∑
(k, j)∈E

(‖ck − c j‖2 − d2
k j

)2
. (2.13)

The quadratic function V in (2.13) satisfies (i) V ≥ 0 for all c ∈ C
n , (ii) V = 0 if and

only if ε = 0, and (iii) V → ∞ for ε → ∞. Hence, V defined in (2.13) is a suitable
Lyapunov function to assess the stability and convergence of the formation control
system with the proposed control law in (2.12). Note that ε is a vector function of
(r, θ) and we may also rewrite V (ε) as V (r, θ). Its derivative can be calculated as

V̇ (r, θ) = 1

2

∑
(k, j)∈E

(‖ck − c j‖2 − d2
k j

) 〈ck − c j , ċk − ċ j 〉. (2.14)

By the definition of ck and the control (2.12), one has

ċk = −γ vke
iθk

〈
RT
k ε, vke

iθk
〉

(2.15)

Thus, the derivative of V in (2.13) along the solution of the formation system (2.1)
with the controller (2.12) can be further written as

V̇ (r, θ) = −γ

n∑
k=1

〈
RT
k ε, vke

iθk
〉2 ≤ 0 (2.16)

The set on which V̇ = 0 is characterized by

O(r, θ) = {(r, θ) : uk = ω0,
〈
RT
k ε, vke

iθk
〉 = 0}. (2.17)

By LaSalle’s Invariance Principle and similar arguments as in Theorem 2.1, all tra-
jectories converge to the largest invariant set contained in Ō described as

Ō(ε, θ) = {(ε, θ) : uk = ω0, R
T ε = 0}. (2.18)

Thus in the limit, the trajectory of each agent (agent k) converges to a stable circular
motion with angular velocity ω0 and radius vk/|ω0|. Furthermore, the minimal and
infinitesimal rigidity of the target formation implies that R is of full row rank for
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a formation close to the target formation, and therefore the null space of RT is the
zero vector. If the initial distances between the center positions (i.e., ‖ck − c j‖2) are
close to the target distances dkj , the limit set for which RT ε = 0 also implies ε = 0,
i.e., the distance error also converges to zero (see e.g. [21]). The remaining analysis
is similar to that in Sect. 2.5. �

2.7 Simulation Examples

In this section, we show some simulation examples to illustrate the performance
of the two proposed controllers. Consider a unicycle-like agent group consisting of
four agents with constant speeds v1 = 1.0, v2 = 1.1, v3 = 1.2, v4 = 1.3. The
parameters in the control laws are set as γ = 0.1 and ω0 = 1. First consider the
displacement-based control law, which aims to stabilize a formation shape with
desired displacement vectors ĉ21 = 8 + 4i, ĉ32 = 5 − 3i, ĉ43 = −9 − 5i, ĉ14 =
−4+ 4i, ĉ24 = 4+ 8i , while the underlying graph is undirected and connected. The
initial positions are chosen randomly in the simulation. The simulated trajectories
by using the controller (2.4) are shown in Fig. 2.2, in which all four agents with
constant speeds achieve their respective stable circular motions and also form the
desired formation shape.

We then consider the distance-based formation control discussed in Sect. 2.6.
Suppose four agents in a group are tasked to achieve a rigid rectangle shape with
the desired distance set 3, 4, 5, 4, 3 under the control (2.12). The initial positions
are chosen such that the initial relative center distances are close to the desired
distances. The trajectories of each agent and the final shape are depicted in Fig. 2.3,
which shows that stable circular motions for each agent and a rigid target formation
are well achieved.
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Fig. 2.2 Performance of the displacement-based formation controller (2.4) of four constant-speed
unicycle agents with limited interaction
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Fig. 2.3 Performance of the
distance-based formation
controller (2.12) of four
constant-speed unicycle
agents with limited
communication
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2.8 Conclusions

In this chapter, we have considered the formation stabilization problem for a group
of unicycle-like agents with nonidentical and fixed cruising speeds. By respecting
the dynamics constraints caused by constant speeds for each agent, the target forma-
tion shape is defined with respect to the rotation center arising from stable circular
motions. Two different formation controllers based on different formation specifica-
tions and measurement requirements are proposed to coordinate multiple constant-
speed agents in achieving a target formation shape and stable circular motions.
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Chapter 3
Control and Optimization Problems
in Hyperpolarized Carbon-13 MRI

John Maidens and Murat Arcak

Abstract Hyperpolarized carbon-13 magnetic resonance imaging (MRI) is an
emerging technology for probing metabolic activity in living subjects, which promises
to provide clinicians new insights into diseases such as cancer and heart failure. These
experiments involve an injection of a hyperpolarized substrate, often pyruvate labeled
with carbon-13, which is imaged over time as it spreads throughout the subject’s body
and is transformed into various metabolic products. Designing these dynamic experi-
ments and processing the resulting data requires the integration of noisy information
across temporal, spatial, and chemical dimensions, and thus provides a wealth of
interesting problems from an optimization and control perspective. In this work, we
provide an introduction to the field of hyperpolarized carbon-13 MRI targeted toward
researchers in control and optimization theory. We then describe three challenge prob-
lems that arise in metabolic imaging with hyperpolarized substrates: the design of
optimal substrate injection profiles, the design of optimal flip angle sequences, and
the constrained estimation of metabolism maps from experimental data. We describe
the current state of research on each of these problems, and comment on aspects
that remain open. We hope that these challenge problems will serve to direct future
research in control.

3.1 Introduction

Carbon is arguably the most important element in biochemistry. It forms the basis
of all organic molecules that make up the human body, yet only recently have we
begun to be able to quickly image carbon in vivo using magnetic resonance imaging
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(MRI). The emerging technology that makes this possible is known as hyperpolar-
ized carbon-13 MRI, and it has enabled in vivo imaging with spatial, temporal and
chemical specificity for the first time. This development is leading to new insights
into the spatial distribution of metabolic activity through the analysis of dynamic
image sequences.

The processes that are imaged in hyperpolarized carbon-13 MRI are inherently
dynamic, resulting from blood flow, tissue perfusion, metabolic conversion, and
polarization decay. Thus there is an opportunity for control researchers to improve the
dynamic models, excitation inputs and estimation algorithms used in hyperpolarized
carbon-13 MRI.

The remainder of this paper is organized as follows. In Sect. 3.2 we present the
basics of hyperpolarized carbon-13 MRI. In Sect. 3.3 we present a dynamic model
of metabolic flux and discuss methods of estimating model parameters from experi-
mental MRI data. In Sect. 3.4 we discuss formulations of optimal design for dynamic
experiments. Finally, in Sect. 3.5 we present three control and optimization prob-
lems that arise in metabolic MRI using hyperpolarized carbon-13 and discuss open
questions.

3.2 Hyperpolarized Carbon-13 MRI for Imaging
Metabolism

The measurable signal in MRI arises from radio-frequency electromagnetic waves
generated by oscillating atomic nuclei. Nuclei containing an odd number of protons
and/or neutrons possess a nuclear spin angular momentum, each giving rise to a small
magnetic moment. Thus nuclei such as carbon (12C) and oxygen (16O) are invisible
to MRI, while hydrogen (1H) and the carbon-13 isotope (13C) exhibit magnetic res-
onance (MR). Hydrogen MR, sometimes known as proton MR, is currently the most
commonly-used in clinical settings due to the high abundance of hydrogen atoms
in the human body (largely in the form of H2O) and its high sensitivity [16]. Con-
ventional hydrogen MRI is pervasive for noninvasive imaging of anatomic structure,
but provides little functional information. In this work, we focus on carbon-13 MR,
which can be used to provide information about metabolic function.

3.2.1 Chemical Shift

The unique aspect of hyperpolarized carbon-13 MRI, when compared to competing
metabolic imaging technologies such as positron emission tomography (PET), is
that it is the only technique that provides chemical specificity. It is possible to infer
chemical information from MRI data due to a phenomenon known as chemical shift.

Chemical shift results in a small change in the resonant frequency of spins. This
change is caused by shielding of the nuclei from the main magnetic field B0 due to
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nearby electron orbitals [16]. The resulting frequency shift can be exploited to selec-
tively excite specific metabolites [10], or distinguish between metabolites produced.
This gives hyperpolarized carbon-13 MRI the unique ability to quantify metabolic
flux in specific pathways.

3.2.2 Hyperpolarization Using DNP

Hyperpolarized carbon-13 MRI has been enabled by new technologies for hyper-
polarizing carbon-13-containing substrates in liquid state, leading to a greater than
10000× increase in signal-to-noise ratio (SNR) when imaging carbon-13. This tech-
nology relies on dissolution dynamic nuclear polarization (D-DNP) to achieve sig-
nificant polarization gains [1].

Dynamic nuclear polarization relies on transferring polarization to carbon-13
nuclei from electrons using microwave radiation. In this procedure, a sample is doped
with a small quantity of stable electron radical. The sample is then cooled to cryogenic
temperature and placed in a strong magnet. At this temperature and magnetic field
strength, electrons become nearly 100% polarized. Then by irradiating the sample
with microwaves, polarization is transferred from the electrons to the carbon-13
nuclei in a biochemical substrate of interest. To prepare the sample for injection and
in vivo imaging, it is then rapidly dissolved in warm water, neutralized to a safe pH
and the electron radical is removed before injection [15].

3.2.3 Polarization Decay in Hyperpolarized Substrates

Upon warming and removal from the magnet, the magnetization induced by hyper-
polarization begins to decay over time toward the thermal equilibrium magnetization
due to a phenomenon known as T1 relaxation. The dynamics of the magnetization
vector are governed by a system of state equations know as the rotating frame Bloch
equations:

d

dt

⎡
⎢⎣
Mx

My

Mz

⎤
⎥⎦ =

⎡
⎢⎣

− 1
T2

u2 0

−u2 − 1
T2

u1

0 −u1
1
T1

⎤
⎥⎦

⎡
⎢⎣
Mx

My

Mz

⎤
⎥⎦ +

⎡
⎢⎣

0

0
M0
T1

⎤
⎥⎦ (3.1)

with initial condition M(0) = (0, 0, Mz(0)). Here, the evolution of the state M is
dependent on a sequence of control inputs u1 and u2 corresponding to the amplitude
and frequency of the applied radio-frequency (RF) electromagnetic excitation pulse
(known as the B1 field) that rotates the vector M about the origin, and T1 and T2

parameters that govern the relaxation time in the longitudinal (z) and transverse
(x, y) directions respectively.
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When the sample is hyperpolarized we have Mz(0) � M0, therefore the contri-
bution of the affine term in (3.1) is negligible. Thus in the absence of RF excitation,
the longitudinal magnetization exhibits exponential the decay

Mz(t) = Mz(0)e−t/T1 .

In addition to T1 relaxation, magnetization also decays due to repeated RF exci-
tation. Throughout this paper we will assume that the RF pulse occurs on a time
scale much faster than T1 and T2, therefore it can be modeled as an instantaneous
state reset that rotates M to some angle α away from the z axis, known as the flip
angle. We also assume that a spoiled gradient echo pulse sequence [2] is used, thus
between RF pulses a strong magnetic field gradient is applied to dephase the trans-
verse magnetization ensuring that Mx = My = 0. Thus at a time t+ immediately
after an RF pulse, the magnetization is given in terms of the magnetization at time
t− immediately before the RF pulse as

Mz(t
+) = cos(α)Mz(t

−)

Mxy(t
+) :=

√
Mx (t+)2 + My(t+)2 = sin(α)Mz(t

−).

It now follows that at a time t following a sequence of RF pulses with flip angles
α0, . . . , αN−1 the longitudinal magnetization remaining has decayed to

Mz(t) = Mz(0)e−t/T1

N−1∏
k=0

cos(αk).

3.3 Quantifying Metabolic Flux

Hyperpolarized carbon-13 MRI enables dynamic experiments that show metabolic
activity with spatial, temporal and chemical specificity. This enables quantifying the
spatial distribution of the activity of specific metabolic pathways. In this section,
we discuss model-based methods of fusing this information into spatial maps of
metabolic activity. This is done by estimating kinetic parameters in a model describ-
ing the evolution of the MR signal observed in each spatial volume element (voxel).

3.3.1 Kinetic Models of Hyperpolarized MRI Signal
in a Single Voxel

Hyperpolarized carbon-13 MRI researchers commonly rely on linear compartmen-
tal models for describing the evolution of signal in a voxel [4, 8, 9]. These models
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describe the magnetization exchange from the pool of injected hyperpolarized sub-
strate to pools corresponding to various metabolic products. In its simplest form,
this amounts to the irreversible metabolic conversion of the substrate S to a single
product P performed at a characteristic kinetic rate kSP :

S
kSP
⇀ P.

Throughout this article, we will focus on extremely simple pathways of this form,
though extension to multiple products or bidirectional conversion is straightforward.

In the absence of external RF excitation, magnetization in a particular voxel i
evolves via T1 decay and label exchange according to the differential equations

d

dt

[
Mz,i,S(t)

Mz,i,P(t)

]
=

[
−R1,i,S − kSP,i 0

kSP,i −R1,i,P

][
Mz,i,S(t)

Mz,i,P(t)

]
+

[
kT RANS,i

0

]
u(t)

(3.2)

where the states Mz,i,S and Mz,i,P represent the longitudinal magnetization in voxel i
in the substrate and product compartments respectively, the input u models an arterial
input function (AIF) describing the arrival of substrate from the circulatory system,
and the parameters kSP,i , R1,i,S , R1,i,P , and kT RANS describe the metabolic rate, T1

decay rate in the substrate pool, and T1 decay rate in the product pool, and perfusion
rate respectively.

When a constant flip angle excitation sequence and repetition time is used for
imaging, decay due to RF excitation can be modeled by replacing R1,i,X by an
effective decay rate

R1,i,X,effective = R1,i,X − log(cos α)

TR

where α is the flip angle and TR is the repetition time, and X denotes an arbitrary
compound (either S or P) [18]. However, when a variable flip angle sequence is used,
signal decay due to RF excitation must be accounted for as in Sect. 3.2.3. This leads to
a discrete time model for the transverse and longitudinal magnetization immediately
preceding excitation k given by

[
Mz,i,S[k + 1]
Mz,i,P [k + 1]

]
= Ad

[
cos αS[k] 0

0 cos αP [k]

] [
Mz,i,S[k]
Mz,i,P [k]

]
+ Bdu[k] (3.3)

where Ad and Bd are computed by discretizing (3.2) assuming a zero order hold with
sampling time TR . A model for the transverse magnetization immediately following
excitation k given by

Mxy,i,X [k] = sin αX [k]Mz,i,X [k]. (3.4)
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Fig. 3.1 Simulated trajectories for a pyruvate to lactate conversion model using a constant flip
angle sequence with αS[k] = αP [k] = 15◦. (Adapted from J. Maidens, J.W. Gordon, M. Arcak,
P.E.Z. Larson, IEEE Trans Med Imaging. 2016 Nov; 35(11): 2403–2412.) [13]

This transverse magnetization leads to the observable signal which we measure as
an output from voxel i at time k. In the case of normally-distributed measurements,
we model the generated data as

Yi,X [k] ∼ Mxy,i,X [k] + εi,X [k]

where ε is independent identically distributed gaussian noise with a known variance
σ 2. Simulated trajectories of this model are shown in Fig. 3.1.

3.3.2 Estimation of Unknown Model Parameters

Estimating metabolic rate parameters θi from experimental data collected from voxel
i involves minimizing a statistical loss function L(θi |Yi ) that describes how well a
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signal model fits the observed data Yi . Using the model Eqs. (3.3)–(3.4) as the basis
of a signal model describing the predicted measurement

yi (θi ) = [[Mxy,i,S[1] Mxy,i,P [1] . . . Mxy,i,S[N ] Mxy,i,P [N ]]

in terms of the vector model parameters θi . Loss functions include:

• the least squares loss
L(θi |Yi ) = ‖Yi − yi (θ)‖2

which corresponds to a nonlinear least squares estimation problem and
• the negative log likelihood loss

L(θi |Yi ) = − log pθi (Yi )

which corresponds to a maximum likelihood estimation problem. Unlike the least
squares loss function, this loss requires a that a probability density function describ-
ing the joint distribution ofYi be specified. Common choices areYi ∼ yi + ε where
ε is independent, identically distributed (iid) Gaussian noise or independent Rician
noise with location parameters given by yi [7].

3.4 Optimal Design of Dynamic Experiments

Two of the three problems we will discuss in this paper address the design of opti-
mized experiments for estimating the value of unknown parameters in a mathematical
model of a dynamical system from noisy output data. Thus, in this section we provide
background on optimal experiment design.

In dynamical systems with noisy outputs, the reliability of the parameter estimates
depends on the choice of input used to excite the system, as some inputs provide
much greater information about the parameters than others. Much work has been
done on the optimal experiment design problem in the last 50 years [5, 6, 11, 17,
19]. Historically, a great deal of work on this problem has taken a frequency domain
approach, where the input to the system is designed based on its power spectrum.
Here, we will approach this problem in the time domain, to be able to perform
experiment design for systems with nonlinear dynamics.

3.4.1 Problem Description

We consider a discrete-time dynamical system with noisy observations

xt+1 = f (t, xt , ut , θ)

Yt ∼ Pxt
(3.5)
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where xt ∈ R
n denotes the system’s state, ut ∈ R

m is a sequence of inputs to be
designed and θ ∈ R

p is a vector of unknown parameters that we wish to estimate.
Observations are drawn independently from a known distribution that is parametrized
by the system state xt . We assume that for all xt ∈ R

n the probability distribution
Pxt is absolutely continuous with respect to some measure μ and we denote its
density with respect to μ by pxt (yt ). We consider this system over a finite horizon
0 ≤ t ≤ N . Our goal is to design a sequence u that provides a maximal amount of
information about the unknown parameter vector θ . This problem can be addressed
by maximizing the Fisher information about θ .

3.4.2 Fisher Information

An important notion in frequentist statistics is the Fisher information matrix for the
vector of model parameters θ . The Fisher information is fundamental in the analysis
of numerous statistical estimators from unbiased estimation to maximum likelihood
estimation. We begin with a definition.

Definition 1 Let P = {Pθ : θ ∈ Ω} be a family of probability distributions
parametrized by θ in an open set Ω ⊆ R

p and dominated by some measure μ.
Denote the probability densities with respect to μ by pθ and assume that the densi-
ties are differentiable with respect to θ . We define the Fisher information matrix as
the p × p matrix I (θ) with (i, j)-th entry defined as

I (θ)i, j = E

[
∂ log pθ (Y )

∂θi

∂ log pθ (Y )

∂θ j

]

where Y ∼ Pθ .

3.5 Control and Optimization Problems in Hyperpolarized
Carbon-13 MRI

We now present three optimization problems that arise in the design of hyperpolarized
carbon-13 MRI experiments and the subsequent data analysis. The first involves
the design of substrate injection inputs to generate maximally informative data, a
problem in which the control input enters linearly. The second involves the design
of optimized flip angle sequences, again for generating maximally informative data.
In contrast with Problem 1, this problem involves a nonlinear control system model,
which is significantly more difficult to analyze globally. The third problem involves
estimating the spatial distribution of metabolic flux parameters from the acquired
data. Problem 3 completes the experimental sequence from experimental design to
data acquisition to data analysis.
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Problem 1: Substrate Injection Design

Data collected in MRI experiments is typically noisy due to thermal movement of
electrons in the receiver coil and the object being imaged. This makes it challenging
to estimate model parameters from dynamic data sets when the signal-to-noise ratio
is small. This challenge can be addressed by designing experimental parameters with
the goal of maximizing the information about unknown parameters contained in the
data collected.

The first problem we consider is the optimal design of the injection input subject
to constraints on the maximum injection rate and volume. This results in a dynamic
optimal experiment design problem of the form discussed in Sect. 3.4. More formally,
we consider the dynamic model defined in Eq. (3.3) with an output defined in Eq. (3.4)
which is corrupted by iid additive Gaussian noise. Problem 1 is to design an injection
input u[k] to maximize the Fisher information about the parameter of interest kSP
contained in the data generated from a finite number of samples under this model.
The input is constrained such that both the maximum injection rate ‖u‖∞ and the
maximum injection volume ‖u‖1 are upper bounded by some positive constant.

We first formulated this problem in [12], where we showed that this problem
can be reformulated as a nonconvex quadratic program (QP). We then developed
a procedure for approximating the global solution of the QP using a semidefinite
programming relaxation. This method allowed us to compute approximate solutions
to particular instances of this problem as well as bounds on the global solution.
In particular, for an instance with realistic values for model parameters, we found
that the optimal input consists of a bolus applied at the beginning of the experiment
injected at the maximum rate until the volume budget is reached (Fig. 3.2). Based
on the semidefinite relaxation, we then show that this input achieves an objective
function value at least 98.7% of the global optimum, for these particular values of
the model parameters.

We conjecture that all optimal solutions are of the form shown in Fig. 3.2: an
injection at the maximum rate until the volume budget is reached. We expect this

Fig. 3.2 Conjectured
solution to a particular
instance of Problem 1. The
optimal input sequence u[k]
applies a bolus injection at
the maximum allowable rate
until the total input budget is
reached
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Fig. 3.3 Optimized input
sequence for the flip angle
sequence design problem.
Reproduced with permission
from John Maidens, et al.
IEEE Trans Med
Imaging;35(11):2403–2412
[13]
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to hold independent of the choice of model parameters, as well as in more complex
metabolic networks. However, this conjecture remains unproven.

Problem 2: Flip Angle Sequence Design

Similarly to the first problem, the second problem we consider involves designing
experimental parameters to maximize the Fisher information about unknown rates
in the model. Here we consider the problem of designing optimal RF flip angle
excitation sequences.

Again we use the model defined in Eq. (3.3) with an output defined in Eq. (3.4)
corrupted by iid noise. In Problem 2, we wish to select a sequence of flip angles
αS[k] and αP [k] used to excite each of the chemical species. Here the choice of
αS[k] and αP [k] at each time is unconstrained. Since the flip angles enter the model
in a nonlinear fashion, the resulting optimization problem is no longer a QP, so other
optimization techniques must be used.

This problem is solved to local optimality under additional smoothness constraints
in [13] using a nonlinear programming approach. The resulting optimized flip angle
sequence is shown in Fig. 3.3. This flip angle sequence results in a 20% decrease in
the uncertainty of metabolic rate estimates, when compared against the best existing
sequences.

These results demonstrate that optimal experiment design can help to improve
the quality of parameter estimates in dynamic MRI experiments. But they could be
further improved by the development of techniques for computing global solutions
to this optimization problem.

Problem 3: Constrained Parameter Mapping

The third problem involves computing maps of metabolic activity from the exper-
imental data collected. Here we assume that we are given a statistical model for
the data as well as a loss function, as described in Sect. 3.3.2. The challenge is to
summarize the spatial, temporal and chemical information contained in the dynamic
experimental data into a single spatial map of metabolic activity. We do so by esti-
mating a value for the metabolic rate parameter θi = kSP,i for each voxel i in space.
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Since the objects imaged often contain spatial structure, this structure can be
exploited to improve the quality of the estimated parameter maps. This can be
achieved by adding regularization to the objective function that is optimized. For-
mally, we solve an optimization problem of the form

minimize
∑
i

L(θi |Yi ) + λr(θ)

where L is a loss function that depends on the data Yi collected in each voxel i , and r
is a regularization term that couples nearby voxels thereby enforcing spatial structure
in the estimated maps. Possible choices of regularization used to enforce smooth-
ness, sparsity and edge preservation include 
2, 
1 and total variation penalties. By
including such penalties to exploit spatial correlations in the data, we have shown
that better image quality can be achieved compared with independently fitting each
voxel [14].

Both choices of loss function described in Sect. 3.3.2 are nonconvex. However,
we have observed that despite the nonconvexity of the problem satisfactory solutions
can be found using convex optimization algorithms such as ADMM [3]. Problem 3
is to better understand the convergence of this algorithm for estimating parameters in
spatially-distributed dynamical system models. Why does this algorithm successfully
converge to the same optimum for various initial conditions? And can we provide
any formal guarantees of global convergence?
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Chapter 4
Parameter Selection and Preconditioning
for a Graph Form Solver

Christopher Fougner and Stephen Boyd

Abstract In the chapter “Block splitting for distributed optimization”, Parikh and
Boyd describe a method for solving a convex optimization problem, where each
iteration involves evaluating a proximal operator and projection onto a subspace. In
this chapter, we address the critical practical issues of how to select the proximal
parameter in each iteration, and how to scale the original problem variables, so as to
achieve reliable practical performance. The resulting method has been implemented
as an open-source software package called POGS (Proximal Graph Solver), that
targets multi-core and GPU-based systems, and has been tested on a wide variety of
practical problems. Numerical results show that POGS can solve very large problems
(with, say, a billion coefficients in the data), to modest accuracy in a few tens of
seconds, where similar problems take many hours using interior-point methods.

4.1 Introduction

We consider the convex optimization problem

minimize f (y) + g(x)

subject to y = Ax,
(4.1)

where x ∈ Rn and y ∈ Rm are the variables, and the (extended real-valued) func-
tions f : Rm → R ∪ {∞} and g : Rn → R ∪ {∞} are convex, closed and proper.
The matrix A ∈ Rm×n, and the functions f and g are the problem data. Infinite values
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of f and g allow us to encode convex constraints on x and y, since any feasible point
(x, y) must satisfy

x ∈ {x | g(x) < ∞}, y ∈ {y | f (y) < ∞}.

We will be interested in the case when f and g have simple proximal operators, but
for now we do not make this assumption. The problem form (4.1) is known as graph
form [39], since the variable (x, y) is constrained to lie in the graph G = {(x, y) ∈
Rn+m | y = Ax} of A. We denote p� as the optimal value of (4.1), which we assume
is finite.

The graph form includes a large range of convex problems, including linear and
quadratic programming, general conic programming [8, Sect. 11.6], and many more
specific applications such as logistic regression with various regularizers, support
vector machine fitting [29], portfolio optimization [8, Sect. 4.4.1] [25] [4], signal
recovery [16], and radiation treatment planning [38], to name just a few.

In [39], Parikh and Boyd described an operator splitting method for solving (a
generalization of) the graph form problem (4.1), based on the alternating direction
method of multipliers (ADMM) [5]. Each iteration of this method requires a projec-
tion (either exactly or approximately via an iterative method) onto the graph G , and
evaluation of the proximal operators of f and g. Theoretical convergence was estab-
lished in those papers, and basic implementations were demonstrated. However, it
has been observed that practical convergence of the algorithm depends very much on
the choice of algorithm parameters (such as the proximal parameter ρ), and scaling
of the variables (i.e., preconditioning).

The purpose of this chapter is to explore these issues, and to add some critical
variations on the algorithm that make it a relatively robust general purpose solver,
at least for modest accuracy levels. The algorithm we propose, which is the same
as the basic method described in [39], with modified parameter selection, diagonal
preconditioning, and modified stopping criterion, has been implemented in an open-
source software project called POGS (for Proximal Graph Solver), and tested on
a wide variety of problems. Our CUDA implementation reliably solves (to modest
accuracy) problems 103× larger than those that can be handled by interior-point
methods; and for those that can be handled by interior-point methods, 100× faster.

4.1.1 Outline

In Sect. 4.1.2 we describe related work. In Sect. 4.2 we derive the graph form dual
problem, and the primal-dual optimality conditions, which we use to motivate the
stopping criterion and to interpret the iterates of the algorithm. InSect. 4.3wedescribe
the ADMM-based graph form algorithm, and analyze the properties of its iterates,
giving some results that did not appear in [39]. In Sect. 4.4 we address the topic
of preconditioning, and suggest novel preconditioning and parameter selection tech-
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niques. In Sect. 4.5 we describe our implementation POGS, and in Sect. 4.6 we report
performance results on various problem families.

4.1.2 Related Work

Many generic methods can be used to solve the graph form problem (4.1), includ-
ing projected gradient descent [12], projected subgradient methods [42, Chap.5]
[47], operator splitting methods [32] [20], interior-point methods [35, Chap.19] [7,
Chap. 6], and many more. (Of course many of these methods can only be used when
additional assumptions are made on f and g, e.g., differentiability or strong convex-
ity.) For example, if f and g are separable and smooth, the problem (4.1) can be
solved by Newton’s method, with each iteration requiring the solution of a set of lin-
ear equations that requiresO(max{m, n}min{m, n}2) floating point operations (flops)
when A is dense. If f and g are separable and have smooth barrier functions for their
epigraphs, the problem (4.1) can be solved by an interior-pointmethod,which in prac-
tice always takes no more than a few tens of iterations, with each iteration involving
the solution of a system of linear equations that requires O(max{m, n}min{m, n}2)
flops when A is dense [8, Chap. 11] [35, Chap.19].

We now turn to first-order methods for the graph form problem (4.1). In [1]
Briceño-Arias and Combettes describe methods for solving a generalized version of
(4.1), including a forward–backward–forward algorithm and one based on Douglas–
Rachford splitting [17]. Their methods are especially interesting in the case when A
represents an abstract operator, and one only has access to A through Ax and ATy. In
[37] O’Connor and Vandenberghe propose a primal-dual method for the graph form
problemwhereA is the sum of two structuredmatrices. They contrast it withmethods
such as Spingarn’s method of partial inverses [49], Douglas–Rachford splitting, and
the Chambolle–Pock method [14].

Davis and Yin [18] analyze convergence rates for different operator splitting
methods, and in [24] Giselsson proves the tightness of linear convergence for the
operator splitting problems considered [22]. Goldstein et al. [26] derive Nesterov-
type acceleration, and show O(1/k2) convergence for problems where f and g are
both strongly convex.

Nishihara et al. [34] introduce a parameter selection framework for ADMMwith
over relaxation [19]. The framework is based on solving a fixed-size semidefinite
program (SDP). They alsomake the assumption that f is strongly convex. Ghadimi et
al. [27] derive optimal parameter choices for the casewhen f and g are both quadratic.
In [22], Giselsson and Boyd show how to choosemetrics to optimize the convergence
bound, and in [21]Giselsson andBoyd suggest a diagonal preconditioning scheme for
graph form problems based on semidefinite programming. This scheme is primarily
relevant in small to medium scale problems, or situations wheremany different graph
form problems, with the same matrix A, are to be solved. It is clear from these papers
(and indeed, a general rule) that the practical convergence of first-order methods
depends heavily on algorithm parameter choices.
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GPUs are used extensively for stochastic gradient descent-based optimization
when training neural networks [11, 31, 33], and they are slowly gaining popularity
in convex optimization as well [13, 41, 52].

4.2 Optimality Conditions and Duality

4.2.1 Dual Graph Form Problem

The Lagrange dual function of (4.1) is given by

inf
x,y

f (y) + g(x) + νT (Ax − y) = −f ∗(ν) − g∗(−ATν),

where ν ∈ Rn is the dual variable associated with the equality constraint, and f ∗ and
g∗ are the conjugate functions of f and g respectively [8, Chap. 4]. Introducing the
variable μ = −ATν, we can write the dual problem as

maximize − f ∗(ν) − g∗(μ)

subject to μ = −ATν.
(4.2)

The dual problem can be written as a graph form problem, if we negate the objective
and minimize rather than maximize. The dual graph form problem (4.2) is related to
the primal graph form problem (4.1) by switching the roles of the variables, replacing
the objective function terms with their conjugates, and replacing A with −AT .

The primal and dual objectives are p(x, y) = f (y) + g(x) and d(μ, ν) = −f ∗(ν)

− g∗(μ), respectively, giving us the duality gap

η = p(x, y) − d(μ, ν) = f (y) + f ∗(ν) + g(x) + g∗(μ). (4.3)

We have η ≥ 0, for any primal and dual feasible tuple (x, y, μ, ν). The duality gap η

gives a bound on the suboptimality of (x, y) (for the primal problem) and also (μ, ν)

for the dual problem:

f (y) + g(x) ≤ p� + η, −f ∗(ν) − g∗(μ) ≥ p� − η.

4.2.2 Optimality Conditions

The optimality conditions for (4.1) are readily derived from the dual problem. The
tuple (x, y, μ, ν) satisfies the following three conditions if and only it is optimal:
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Primal feasibility:

y = Ax. (4.4)

Dual feasibility:

μ = −ATν. (4.5)

Zero gap:

f (y) + f ∗(ν) + g(x) + g∗(μ) = 0. (4.6)

If both (4.4) and (4.5) hold, then the zero gap condition (4.6) can be replaced by
the Fenchel equalities

f (y) + f ∗(ν) = νT y, g(x) + g∗(μ) = μT x. (4.7)

We refer to a tuple (x, y, μ, ν) that satisfies (4.7) as Fenchel feasible. To verify the
statement, we add the two equations in (4.7), which yields

f (y) + f ∗(ν) + g(x) + g∗(μ) = yTν + xTμ = (Ax)Tν − xTATν = 0.

The Fenchel equalities (4.7) are also equivalent to

ν ∈ ∂f (y), μ ∈ ∂g(x), (4.8)

where ∂ denotes the subdifferential, which follows because

ν ∈ ∂f (y) ⇔ sup
z

(
zTν − f (z)

) = νT y − f (y) ⇔ f (y) + f ∗(ν) = νT y.

In the sequel we will assume that strong duality holds, meaning that there exists
a tuple (x�, y�, μ�, ν�) which satisfies all three optimality conditions.

4.3 Algorithm

4.3.1 Graph Projection Splitting

In [39] Parikh et al. apply ADMM [5, Sect. 5] to the problem of minimizing f (y) +
g(x), subject to the constraint (x, y) ∈ G . This yields the graph projection splitting
Algorithm 1.
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Algorithm 1 Graph projection splitting
Input: A, f , g
1: Initialize (x0, y0, x̃0, ỹ0) = 0, k = 0
2: repeat
3: (xk+1/2, yk+1/2) := (

proxg(x
k − x̃k ), proxf (y

k − ỹk )
)

4: (xk+1, yk+1) := Π(xk+1/2 + x̃k , yk+1/2 + ỹk )
5: (x̃k+1, ỹk+1) := (x̃k + xk+1/2 − xk+1, ỹk + yk+1/2 − yk+1)

6: k := k + 1
7: until converged

The variable k is the iteration counter, xk+1, xk+1/2 ∈ Rn and yk+1, yk+1/2,∈ Rm

are primal variables, x̃k+1 ∈ Rn and ỹk+1 ∈ Rm are scaled dual variables, Π denotes
the (Euclidean) projection onto the graph G ,

proxf (v) = argmin
y

(
f (y) + (ρ/2) ‖y − v‖22

)

is the proximal operator of f (and similarly for g), and ρ > 0 is the proximal param-
eter. The projection Π can be explicitly expressed as the linear operator

Π(c, d) = K−1

[
c + ATd

0

]
, K =

[
I AT

A −I

]
. (4.9)

Roughly speaking, in steps 3 and 5, the x (and x̃) and y (and ỹ) variables do not
mix; the computations can be carried out in parallel. The projection step 4 mixes the
x, x̃ and y, ỹ variables.

General convergence theory for ADMM [5, Sect. 3.2] guarantees that (with our
assumption on the existence of a solution)

(xk+1, yk+1) − (xk+1/2, yk+1/2) → 0, f (yk ) + g(xk ) → p�, (x̃k , ỹk ) → (x̃�, ỹ�), (4.10)

as k → ∞.

4.3.2 Extensions

We discuss three common extensions that can be used to speed up convergence in
practice: over-relaxation, approximate projection, and varying penalty.

Over-relaxation. Replacing xk+1/2 by αxk+1/2 + (1 − α)xk in the projection and
dual update steps is known as over-relaxation if α > 1 or under-relaxation if α < 1.
The algorithm is guaranteed to converge [19] for any α ∈ (0, 2); it is observed in
practice [36] that using an over-relaxation parameter in the range [1.5, 1.8] can
improve practical convergence.
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Approximate projection. Instead of computing the projection Π exactly one can
use an approximation Π̃ , with the only restriction that

∑∞
k=0‖Π(xk+1/2, yk+1/2) − Π̃(xk+1/2, yk+1/2)‖2 < ∞

must hold. This is known as approximate projection [36], and is guaranteed to con-
verge [1]. This extension is particularly useful if the approximate projection is com-
puted using an indirect or iterative method.

Varying penalty. Large values of ρ tend to encourage primal feasibility, while small
values tend to encourage dual feasibility [5, Sect. 3.4.1]. A common approach is to
adjust or vary ρ in each iteration, so that the primal and dual residuals are (roughly)
balanced in magnitude. When doing so, it is important to re-scale (x̃k+1, ỹk+1) by a
factor ρk/ρk+1.

4.3.3 Feasible Iterates

In each iteration, Algorithm 1 produces sets of points that are either primal, dual, or
Fenchel feasible. Define

μk = −ρx̃k , νk = −ρỹk , μk+1/2 = −ρ(xk+1/2 − xk + x̃k ), νk+1/2 = −ρ(yk+1/2 − yk + ỹk ).

The following statements hold.

1. The pair (xk+1, yk+1) is primal feasible, since it is the projection onto the graph
G .

2. The pair (μk+1, νk+1) is dual feasible, as long as (μ0, ν0) is dual feasible and
(x0, y0) is primal feasible. Dual feasibility implies μk+1 + ATνk+1 = 0, which
we show using the update equations in Algorithm 1:

μk+1 + ATνk+1 = −ρ(x̃k + xk+1/2 − xk+1 + AT (ỹk + yk+1/2 − yk+1))

= −ρ(x̃k + AT ỹk + xk+1/2 + ATyk+1/2 − (I + ATA)xk+1),

where we substituted yk+1 = Axk+1. From the projection operator in (4.9) it fol-
lows that (I + ATA)xk+1 = xk+1/2 + ATyk+1/2, therefore

μk+1 + ATνk+1 = −ρ(x̃k + AT ỹk) = μk + ATνk = μ0 + ATν0,

where the last equality follows from an inductive argument. Since we made the
assumption that (μ0, ν0) is dual feasible, we can conclude that (μk+1, νk+1) is
also dual feasible.
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3. The tuple (xk+1/2, yk+1/2, μk+1/2, νk+1/2) is Fenchel feasible. From the definition
of the proximal operator,

xk+1/2 = argmin
x

(
g(x) + (ρ/2)

∥
∥∥x − xk + x̃k

∥
∥∥
2

2

)
⇔ 0 ∈ ∂g(xk+1/2) + ρ(xk+1/2 − xk + x̃k )

⇔ μk+1/2 ∈ ∂g(xk+1/2).

By the same argument νk+1/2 ∈ ∂f (yk+1/2).

Applying the results in (4.10) to the dual variables, we find νk+1/2 → ν� and
μk+1/2 → μ�, fromwhichwe conclude that (xk+1/2, yk+1/2, μk+1/2, νk+1/2) is primal
and dual feasible in the limit.

4.3.4 Stopping Criteria

In Sect. 4.3.3 we noted that either (4.4, 4.5, 4.6) or (4.4, 4.5, 4.7) are sufficient for
optimality. We present two different stopping criteria based on these conditions.

Residual-based stopping. The tuple (xk+1/2, yk+1/2, μk+1/2, νk+1/2) is Fenchel fea-
sible in each iteration, but only primal and dual feasible in the limit. Accordingly,
we propose the residual-based stopping criterion

‖Axk+1/2 − yk+1/2‖2 ≤ εpri, ‖ATνk+1/2 + μk+1/2‖2 ≤ εdual, (4.11)

where the εpri and εdua are positive tolerances. These should be chosen as a mixture
of absolute and relative tolerances, such as

εpri = εabs + εrel‖yk+1/2‖2, εdual = εabs + εrel‖μk+1/2‖2.

Reasonable values for εabs and εrel are in the range [10−4, 10−2].
Gap-based stopping. The tuple (xk , yk , μk , νk) is primal and dual feasible, but only
Fenchel feasible in the limit. We propose the gap-based stopping criteria

ηk = f (yk) + g(xk) + f ∗(νk) + g∗(μk) ≤ εgap,

where εgap should be chosen relative to the current objective value, i.e.,

εgap = εabs + εrel|f (yk) + g(xk)|.

Here too, reasonable values for εabs and εrel are in the range [10−4, 10−2].
Although the gap-based stopping criteria is very informative, since it directly

bounds the suboptimality of the current iterate, it suffers from the drawback that
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f , g, f ∗, and g∗ must all have full domain, since otherwise the gap ηk can be infinite.
Indeed, the gap ηk is almost always infinite when f or g represent constraints.

4.3.5 Implementation

Projection. There are differentways to evaluate the projection operatorΠ , depending
on the structure and size of A.

One simplemethod that can be used ifA is sparse and not too large is a direct sparse
factorization. The matrix K is quasi-definite, and therefore the LDLT decomposition
is well defined [51]. Since K does not change from iteration to iteration, the factors
L and D (and the permutation or elimination ordering) can be computed in the first
iteration (e.g., using CHOLMOD [9]) and reused in subsequent iterations. This is
known as factorization caching [5, Sect. 4.2.3] [39, Sect.A.1]. With factorization
caching, we get a (potentially) large speedup in iterations, after the first one.

If A is dense, and min(m, n) is not too large, then block elimination [8, Appendix
C] can be applied to K [39, Appendix A], yielding the reduced update

xk+1 := (ATA + I)−1(c + ATd)

yk+1 := Axk+1

if m ≥ n, or

yk+1 := d + (AAT + I)−1(Ac − d)

xk+1 := c − AT (d − yk+1)

if m < n. Both formulations involve forming and solving a system of min(m, n)
equations with min(m, n) unknowns. Since the coefficient matrix is symmetric posi-
tive definite, we can use the Cholesky decomposition. Forming the coefficient matrix
ATA + I or AAT + I dominates the computation. Here too, we can take advantage
of factorization caching.

The regular structure of dense matrices allows us to analyze the computational
complexity of each step. We define q = min(m, n) and p = max(m, n). The first
iteration involves the factorization and the solve step; subsequent iterations only
require the solve step. The computational cost of the factorization is the combined
cost of computing ATA (or AAT , whichever is smaller), at a cost of pq2 flops, in
addition to the Cholesky decomposition, at a cost of (1/3)q3 flops. The solve step
consists of two matrix-vector multiplications at a cost of 4pq flops and solving a
triangular system of equations at a cost of q2 flops. The total cost of the first iteration
isO(pq2) flops, while each subsequent iteration only costsO(pq) flops, showing that
we obtain savings by a factor of q flops, after the first iteration, by using factorization
caching.
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For very large problems direct methods are no longer practical, at which point
indirect (iterative) methods can be used. Fortunately, as the primal and dual variables
converge, we are guaranteed that (xk+1/2, yk+1/2) → (xk+1, yk+1), meaning that we
will have a good initial guess we can use to initialize the iterative method to (approx-
imately) evaluate the projection. One can either apply CGLS (conjugate gradient
least-squares) [28] or LSQR [45] to the reduced update or apply MINRES (mini-
mum residual) [44] toK directly. It can be shown the latter requires twice the number
of iterations as compared to the former, and is therefore not recommended.

Proximal operators. Since the x, x̃ and y, ỹ components are decoupled in the prox-
imal step and dual variable update step, both of these can be done separately, and
in parallel for x and y. If either f or g is separable, then the proximal step can be
parallelized further. Combettes and Pesquet [15, Sect. 10.2] contains a table of prox-
imal operators for a wide range of functions, and the monograph [40] details how
proximal operators can be computed efficiently, in particular for the case where there
is no analytical solution. Typically, the cost of computing the proximal operator will
be negligible compared to the cost of the projection. In particular, if f and g are
separable, then the cost will be O(m + n), and completely parallelizable.

4.4 Preconditioning and Parameter Selection

The practical convergence of the algorithm (i.e., the number of iterations required
before it terminates) can depend greatly on the choice of the proximal parameter
ρ, and the scaling of the variables. In this section we analyze these, and suggest
a method for choosing ρ and for scaling the variables that (empirically) speeds up
practical convergence.

4.4.1 Preconditioning

Consider scaling the variables x and y in (4.1), by E−1 and D respectively, where
D ∈ Rm×m and E ∈ Rn×n are non-singular matrices. We define the scaled variables

ŷ = Dy, x̂ = E−1x,

which transforms (4.1) into

minimize f (D−1ŷ) + g(Ex̂)

subject to ŷ = DAEx̂.
(4.12)
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This is also a graph form problem, and for notational convenience, we define

Â = DAE, f̂ (ŷ) = f (D−1ŷ), ĝ(x̂) = g(Ex̂),

so that the problem can be written as

minimize f̂ (ŷ) + ĝ(x̂)

subject to ŷ = Âx̂.

We refer to this problem as the preconditioned version of (4.1). Our goal is to choose
D and E so that (a) the algorithm applied to the preconditioned problem converges
in fewer steps in practice, and (b) the additional computational cost due to the pre-
conditioning is minimal.

Graph projection splitting applied to the preconditioned problem (4.12) can be
interpreted in terms of the original iterates. The proximal step iterates are redefined
as

xk+1/2 = argmin
x

(
g(x) + (ρ/2)‖x − xk + x̃k‖2(EET )−1

)
,

yk+1/2 = argmin
y

(
f (y) + (ρ/2)‖y − yk + ỹk‖2(DTD)

)
,

and the projected iterates are the result of the weighted projection

minimize (1/2)‖x − xk+1/2‖2
(EET )−1 + (1/2)‖y − yk+1/2‖2

(DTD)

subject to y = Ax,

where ‖x‖P = √
xTPx for a symmetric positive-definite matrix P. This projection

can be expressed as

Π(c, d) = K̂−1

[
(EET )−1c + ATDTDd

0

]
, K̂ =

[
(EET )−1 ATDTD
DTDA −DTD

]
.

Notice that graph projection splitting is invariant to orthogonal transformations
of the variables x and y, since the preconditioners only appear in terms of DTD
and EET . In particular, if we let D = UT and E = V , where A = UΣV T , then
the preconditioned constraint matrix Â = DAE = Σ is diagonal. We conclude that
any graph form problem can be preconditioned to one with a diagonal nonnegative
constraint matrix Σ . For analysis purposes, we are therefore free to assume that A is
diagonal. We also note that for orthogonal preconditioners, there exists an analytical
relationship between the original proximal operator and the preconditioned proximal
operator.Withφ(x) = ϕ(Qx), whereQ is any orthogonalmatrix (QTQ = QQT = I ),
we have

proxφ(v) = QTproxϕ(Qv).
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While the proximal operator of φ is readily computed, orthogonal preconditioners
destroy separability of the objective. As a result, we cannot easily combine them
with other preconditioners.

Multiplying D by a scalar α and dividing E by the same scalar has the effect of
scaling ρ by a factor of α2. It however has no effect on the projection step, showing
that ρ can be thought of as the relative scaling of D and E.

In the case where f and g are separable and both D and E are diagonal, the
proximal step takes the simplified form

xk+1/2
j = argmin

xj

(
gj(xj) + (ρE

j /2)(xj − xkj + x̃kj )
2
)

j = 1, . . . , n

yk+1/2
i = argmin

yi

(
fi(yi) + (ρD

i /2)(yi − yki + ỹki )
2
)

i = 1, . . . ,m,

where ρE
j = ρ/E2

jj and ρD
i = ρD2

ii. Since only ρ is modified, any routine capable of
computingproxf andproxg can also be used to compute the preconditioned proximal
update.

4.4.1.1 Effect of Preconditioning on Projection

For the purpose of analysis, we will assume that A = Σ , where Σ is a nonnegative
diagonal matrix. The projection operator simplifies to

Π(c, d) =
[

(I + ΣTΣ)−1 (I + ΣTΣ)−1ΣT

(I + ΣΣT )−1Σ (I + ΣΣT )−1ΣΣT

] [
c
d

]
,

which means the projection step can be written explicitly as

xk+1
i = 1

1 + σ 2
i

(xk+1/2
i + x̃ki + σi(y

k+1/2
i + ỹki )) i = 1, . . . ,min(m, n)

xk+1
i = xk+1/2

i + x̃ki i = min(m, n) + 1, . . . , n

yk+1
i = σi

1 + σ 2
i

(xk+1/2
i + x̃ki + σi(y

k+1/2
i + ỹki )) i = 1, . . . ,min(m, n)

yk+1
i = 0 i = min(m, n) + 1, . . . ,m,

where σi is the ith diagonal entry of Σ and subscripted indices of x and y denote the
ith entry of the respective vector. Notice that the projected variables xk+1

i and yk+1
i are

equally dependent on (xk+1/2
i + x̃ki ) and σi(y

k+1/2
i + ỹki ). If σi is either significantly

smaller or larger than 1, then the terms xk+1
i and yk+1

i will be dominated by either
(xk+1/2

i + x̃ki ) or (yk+1/2
i + ỹki ). However if σi = 1, then the projection step exactly

averages the two quantities
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xk+1
i = yk+1

i = 1

2
(xk+1/2

i + x̃ki + yk+1/2
i + ỹki ) i = 1, . . . ,min(m, n).

As pointed out in Sect. 4.3, the projection step mixes the variables x and y. For this
to approximately reduce to averaging, we need σi ≈ 1.

4.4.1.2 Choosing D and E

The analysis suggests that the algorithm will converge quickly when the singular
values of DAE are all near one, i.e.,

cond
(
DAE

) ≈ 1, ‖DAE‖2 ≈ 1. (4.13)

(This claim is also supported in [23], and is consistent with our computational expe-
rience.) Preconditioners that exactly satisfy these conditions can be found using the
singular value decomposition of A. They will, however, be of little use, since such
preconditioners generally destroy our ability to evaluate the proximal operators of f̂
and ĝ efficiently.

So we seek choices of D and E for which (4.13) holds (very) approximately, and
for which the proximal operators of f̂ and ĝ can still be efficiently computed.We now
specialize to the special case when f and g are separable. In this case, diagonal D
and E are candidates for which the proximal operators are still easily computed. (The
same ideas apply to block separable f and g, where we impose the further constraint
that the diagonal entries within a block are the same.) So we now limit ourselves to
the case of diagonal preconditioners.

Diagonal matrices that minimize the condition number of DAE, and therefore
approximately satisfy the first condition in (4.13), can be found exactly, using
semidefinite programming [3, Sect. 3.1]. But this computation is quite involved, and
may not be worth the computational effort since the conditions (4.13) are just a
heuristic for faster convergence. (For control problems, where the problem is solved
many times with the same matrix A, this approach makes sense; see [21].)

Aheuristic that tends tominimize the condition number is to equilibrate thematrix,
i.e., choose D and E so that the rows all have the same p-norm, and the columns all
have the same p-norm. (Such a matrix is said to be equilibrated.) This corresponds
to finding D and E so that

|DAE|p1 = α1, 1T |DAE|p = β1T ,

where α, β > 0. Here the notation | · |p should be understood in the elementwise
sense. Various authors [6, 13, 36] suggest that equilibration can decrease the num-
ber of iterations needed for operator splitting and other first-order methods. One
issue that we need to address is that not every matrix can be equilibrated. Given
that equilibration is only a heuristic for achieving σi(DAE) ≈ 1, which is in turn a
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heuristic for fast convergence of the algorithm, partial equilibration should serve the
same purpose just as well.

Sinkhorn and Knopp [48] suggest a method for matrix equilibration for p < ∞,
and A is square and has full support. In the case p = ∞, the Ruiz algorithm [46]
can be used. Both of these methods fail (as they must) when the matrix A cannot be
equilibrated.We give below a simplemodification of the Sinkhorn–Knopp algorithm,
modified to handle the case when A is non-square, or cannot be equilibrated.

Choosing preconditioners that satisfy ‖DAE‖2 = 1 can be achieved by scaling
D and E by σmax(DAE)−q and σmax(DAE)q−1 respectively for q ∈ R. The quan-
tity σmax(DAE) can be approximated using power iteration, but we have found it
is unnecessary to exactly enforce ‖DAE‖2 = 1. A more computationally efficient
alternative is to replace σmax(DAE) by ‖DAE‖F/

√
min(m, n). This quantity coin-

cides with σmax(DAE)when cond(DAE) = 1. IfDAE is equilibrated and p = 2, this
scaling corresponds to (DAE)T (DAE) (or (DAE)(DAE)T when m < n) having unit
diagonal.

4.4.2 Regularized Equilibration

In this section, we present a self-contained derivation of our matrix-equilibration
method. It is similar to the Sinkhorn–Knopp algorithm, but also works when the
matrix is non-square or cannot be exactly equilibrated.

Consider the convex optimization problem with variables u and v,

minimize
m∑

i=1

n∑

j=1

|Aij|peui+vj − n1T u − m1T v + γ

⎡

⎣n
m∑

i=1

eui + m
n∑

j=1

evj

⎤

⎦ ,

(4.14)

where γ ≥ 0 is a regularization parameter. The objective is bounded below for any
γ > 0. The optimality conditions are

n∑

j=1

|Aij|peui+vj − n + nγ eui = 0, i = 1, . . . ,m,

m∑

i=1

|Aij|peui+vj − m + mγ evj = 0, j = 1, . . . , n.

By defining Dii = eui/p and Ep
jj = evj/p, these conditions are equivalent to

|DAE|p1 + nγD1 = n1, 1T |DAE|p + mγ 1TE = m1T ,
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where 1 is the vector with all entries one. When γ = 0, these are the conditions for
a matrix to be equilibrated. The objective may not be bounded when γ = 0, which
exactly corresponds to the case when the matrix cannot be equilibrated. As γ → ∞,
both D and E converge to the scaled identity matrix (1/γ )I , showing that γ can be
thought of as a regularizer on the elements of D and E. If D and E are optimal, then
the two equalities

1T |DAE|p1 + nγ 1TD1 = mn, 1T |DAE|p1 + mγ 1TE1 = mn

must hold. Subtracting the one from the other, and dividing by γ , we find the rela-
tionship

n1TD1 = m1TE1,

implying that the average entry in D and E is the same.
There are various ways to solve the optimization problem (4.14), one of which

is to apply coordinate descent. Minimizing the objective in (4.14) with respect to ui
yields

n∑

j=1

eu
k
i +vk−1

j |Aij|p + nγ eu
k
i = n ⇔ eu

k
i = n

∑n
j=1 e

vk−1
j |Aij|p + nγ

and similarly for vj

ev
k
i = m

∑n
i=1 e

uk−1
i |Aij|p + mγ

.

Since the minimization with respect to uki is independent of u
k
i−1, the update can be

done in parallel for each element of u, and similarly for v. Repeated minimization
over u and v will eventually yield values that satisfy the optimality conditions.

Algorithm 2 summarizes the equilibration routine. The inverse operation in steps
4 and 5 should be understood in the element-wise sense.

Algorithm 2 Regularized Sinkhorn-Knopp
Input: A, ε > 0, γ > 0
1: Initialize e0 := 1, k := 0
2: repeat
3: k := k + 1
4: dk := n (|A|pek−1 + nγ 1)−1

5: ek := m (|AT |pdk + mγ 1)−1

6: until ‖ek − ek−1‖2 ≤ ε and ‖dk − dk−1‖2 ≤ ε

7: return D := diag(dk )1/p, E := diag(ek )1/p
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4.4.3 Adaptive Penalty Update

The projection operator Π does not depend on the choice of ρ, so we are free to
update ρ in each iteration, at no extra cost. While the convergence theory only holds
for fixed ρ, it still applies if one assumes that ρ becomes fixed after a finite number
of iterations [5].

As a rule, increasing ρ will decrease the primal residual, while decreasing ρ will
decrease the dual residual. The authors in [5, 30] suggest adapting ρ to balance the
primal and dual residuals. We have found that substantially better practical conver-
gence can be obtained using a variation on this idea. Rather than balancing the primal
and dual residuals, we allow either the primal or dual residual to approximately con-
verge and only then start adjusting ρ. Based on this observation, we propose the
following adaptive update scheme.

Algorithm 3 Adaptive ρ update
Input: δ > 1, τ ∈ (0, 1],
1: Initialize l := 0, u := 0
2: repeat
3: Apply graph projection splitting
4: if ‖AT νk+1/2 + μk+1/2‖2 < εdual and τk > l then
5: ρk+1 := δρk

6: u := k
7: else if ‖Axk+1/2 − yk+1/2‖2 < εpri and τk > u then
8: ρk+1 := (1/δ)ρk

9: l := k
10: until ‖AT νk+1/2 + μk+1/2‖2 < εdual and ‖Axk+1/2 − yk+1/2‖2 < εpri

Once either the primal or dual residual converges, the algorithm begins to steer ρ

in a direction so that the other residual also converges. By making small adjustments
to ρ, we will tend to remain approximately primal (or dual) feasible once primal
(dual) feasibility has been attained. Additionally by requiring a certain number of
iterations between an increase in ρ and a decrease (and vice versa), we enforce that
changes to ρ do not flip-flop between one direction and the other. The parameter τ

determines the relative number of iterations between changes in direction.

4.5 Implementation

Proximal Graph Solver (POGS) is an open-source (BSD-3 license) implementation
of graph projection splitting,written inC++. It supports bothGPUandCPUplatforms
and includes wrappers for C, MATLAB, and R. POGS handles all combinations of
sparse/densematrices, single/double precision arithmetic, and direct/indirect solvers,
with the exception (for now) of sparse indirect solvers. The only dependency is a
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tunedBLAS library on the respective platform (e.g., cuBLASor theAppleAccelerate
Framework). The source code is available at

https://github.com/foges/pogs

In lieu of having the user specify the proximal operators of f and g, POGS contains
a library of proximal operators for a variety of different functions. It is currently
assumed that the objective is separable, in the form

f (y) + g(x) =
m∑

i=1

fi(yi) +
n∑

j=1

gj(xj),

where fi, gj : R → R ∪ {∞}. The library contains a set of base functions, and by
applying various transformations, the range of functions can been greatly extended.
In particular we use the parametric representation

fi(yi) = cihi(aiyi − bi) + diyi + (1/2)eiy
2
i ,

where ai, bi, di ∈ R, ci, ei ∈ R+, and hi : R → R ∪ {∞}. The same representation
is also used for gj. It is straightforward to express the proximal operators of fi in
terms of the proximal operator of hi using the formula

proxf (v) = 1

a

(
proxh,(e+ρ)/(ca2)

(
a (vρ − d) /(e + ρ) − b

)
+ b

)
,

where for notational simplicity we have dropped the index i in the constants and
functions. It is possible for a user to add their own proximal operator function, if
it is not in the current library. We note that the separability assumption on f and g
is a simplification, rather than a limitation of the algorithm. It allows us to apply
the proximal operator in parallel using either CUDA or OpenMP (depending on the
platform).

The constraint matrix is equilibrated using Algorithm 2, with a choice of p = 2
and γ = m+n

mn

√
εcmp, where εcmp is machine epsilon. Both D and E are rescaled

evenly, so that they satisfy ‖DAE‖F/
√
min(m, n) = 1. The projection Π is com-

puted as outlined in Sect. 4.3.5. We work with the reduced update equations in all
versions of POGS. In the indirect case, we chose to use CGLS. The parameter ρ is
updated according to Algorithm 3. Empirically, we found that (δ, τ ) = (1.05, 0.8)
workswell.We also use over-relaxationwithα = 1.7. POGS supports warm starting,
whereby an initial guess for x0 and/or ν0 may be supplied by the user. If only x0 is
provided, then ν0 will be estimated, and vice versa. The warm-start feature allows
any cached matrices to be used to solve additional problems with the same matrix A.
POGS returns the tuple (xk+1/2, yk+1/2, μk+1/2, νk+1/2), since it has finite primal and
dual objectives. The primal and dual residuals will be nonzero and are determined by
the specified tolerances. Future plans for POGS include extension to block-separable
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f and g (including general cone solvers), additional wrappers for Julia and Python,
support for a sparse direct solver, and a multi-GPU extension.

4.6 Numerical Results

To highlight the robustness and general purpose nature of POGS,we tested it on 9 dif-
ferent problem classes using random but realistic data. We considered the following
9 problem classes: basis pursuit, entropy maximization, Huber fitting, lasso, logistic
regression, linear programming, nonnegative least-squares, portfolio optimization,
and support vector machine fitting. For each problem class, the number of nonzeros
in A was varied on a logarithmic scale from 100 to 1 Billion. The aspect ratio of A
also varied from 1:1.25 to 1:10, with the orientation (wide or tall) chosen depending
on what was reasonable for each problem. We report running time averaged over
all aspect ratios. These problems and the data generation methods are described in
detail in a longer version of this chapter [10]. All experiments were performed in
single precision arithmetic on a machine equipped with an Intel Core i7-870, 16GB
of RAM, and a TitanXGPU. Timing results include the data copy fromCPU to GPU.

We compare POGS to SDPT3 [50], an open-source solver that handles lin-
ear, second-order, and positive semidefinite cone programs. Since SDPT3 uses an
interior-point algorithm, the solution returned will be of high precision, allowing us
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Fig. 4.1 POGS (GPU version) versus SDPT3 for dense matrices (color represents problem class)
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to verify the accuracy of the solution computed by POGS. Problems that took SDPT3
more than 200 seconds (of which there were many) were aborted.

The maximum number of iterations was set to 104, but all problems converged
in fewer iterations, with most problems taking a couple of hundred iterations. The
relative tolerance was set to 10−3, and where solutions from SDPT3 were available,
we verified that the solutions produced by both solvers matched to 3 decimal places.
We omit SDPT3 running times for problems involving exponential cones, since
SDPT3 does not support them.

Figure4.1 compares the running time of POGSversus SDPT3, for problemswhere
the constraint matrix A is dense. We can make several general observations.

• POGS solves problems that are 3 orders of magnitude larger than SDPT3 in the
same amount of time.

• Problems that take 200 s in SDPT3 take 0.5 s in POGS.
• POGS can solve problems with 1 Billion nonzeros in 10–40 s.
• The variation in solve time across different problem classes was similar for POGS
and SDPT3, around one order of magnitude.

In summary, POGS is able to solve much larger problems, much faster (to moderate
precision).
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Chapter 5
Control and Systems Theory for Advanced
Manufacturing

Joel A. Paulson, Eranda Harinath, Lucas C. Foguth
and Richard D. Braatz

Abstract This chapter describes systems and control theory for advanced
manufacturing. These processes have (1) high to infinite state dimension; (2) prob-
abilistic parameter uncertainties; (3) time delays; (4) unstable zero dynamics; (5)
actuator, state, and output constraints; (6) noise and disturbances; and (7) phenom-
ena described by combinations of algebraic, ordinary differential, partial differen-
tial, and integral equations (that is, generalizations of descriptor/singular systems).
Model predictive control formulations are described that have the flexibility to handle
dynamical systems with these characteristics by employing polynomial chaos theory
and projections. Implementations of these controllers on multiple advanced manu-
facturing processes demonstrate an order-of-magnitude improved robustness and
decreased computational cost. Some promising directions are proposed for future
research.

5.1 Introduction

Many countries and companies in recent years have become interested in advanced
manufacturing, which is the highly efficient, effective, and reliable manufacturing
of complex products to satisfy tight specifications. Such products include micro-
electronic devices, biomedical devices, and pharmaceutical products. This chapter
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considers the systems and control theory associated with the generation of tools
for the design of control systems that satisfy all of the needs of advanced manu-
facturing. For broader descriptions of advanced manufacturing and closely related
activities such as Industry 4.0, Smart Manufacturing, industrial internet of things,
cyberphysical systems, and cloud computing, the readers are encouraged to read
some of the many recent publications on the topics.

Advanced manufacturing systems have many characteristics that break existing
control theories, which include (1) high to infinite state dimension; (2) probabilistic
parameter uncertainties; (3) time delays; (4) unstable zero dynamics; (5) actuator,
state, andoutput constraints; (6) noise anddisturbances; and (7) phenomenadescribed
by combinations of algebraic, ordinary differential, partial differential, and integral
equations (that is, generalizations of descriptor/singular systems). While many theo-
ries have been developed to design control systems that address processes with some
of these characteristics, attempting to address all of these characteristics results in
computational costs that are too high to be implemented, a lack of theoretical guar-
antees, and/or conservatism. While industry has been able to hobble along with the
existing control technology, more powerful systems and control theory have the
potential to lead to step improvements in manufacturing efficiency and reliability
and product quality and consistency. This chapter expands upon [1].

Notation.Hereafter,R andN = {1, 2, . . .} are the sets of real and natural numbers,
respectively; R≥0 and N0 are the sets of non-negative real and integer numbers; Nb

a
is the set of integers from a to b; E{·} is the expected value; Var{·} is variance; Pr(A)

denotes probability of event A; p(x) is the probability density function (pdf) of a
random variable x ; the symbol ∼ means “distributed as”; N (μ,Σ) is the normal
distribution with mean μ and covariance Σ ; and 1A(·) is the indicator function
defined on set A.

5.2 General Problem Formulation

Consider a stochastic discrete-time nonlinear dynamical system described by

xk+1 = f (xk, uk, θ), yk = h(xk, vk), (5.1)

with states x ∈ R
nx , control inputs u ∈ R

nu , parameters θ ∈ R
nθ , measured outputs

y ∈ R
ny , measurement noise v ∈ R

nv , and time index k ∈ N0. The parameters θ are
time invariant with known probability density function (pdf) p(θ), and the initial
states x0 are have known pdf p(x0). The noise sequence {vk}k∈N0 are realizations of
an independent and identically distributed (i.i.d.) zero-mean random variable V with
known pdf p(V ).

This formulation contrasts with most model-based control algorithms for stochas-
tic systems, which consider time-varying uncertainty {θk}k∈N0 assumed to be real-
izations of i.i.d. random variables so that the system is a Markov process. These
θk , which replace θ in (5.1), can be interpreted as time-varying parameters or
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exogenous disturbances. Also, although this chapter considers discrete-time sys-
tems (5.1), the results straightforwardly extend to continuous-time systems, ẋ(t) =
f (x(t), u(t), θ). Some algorithms reviewed in Sect. 5.5 are formulated in continuous
time, and readers are referred to those papers for details.

From applying (5.1) recursively, the states xk at time k are functions of the initial
condition x0, control input sequence u0, . . . , uk−1, and random parameters θ . These
explicit functional dependencies are dropped for notational convenience. At any
given time k, past inputs and outputs are available to the controller which are grouped
into an information vector Ik defined by

Ik =

⎧
⎪⎪⎨

⎪⎪⎩

(y0) if k = 0

(y0, y1, u0) if k = 1
...

...

Then, Ik ∈ R
(k+1)ny+knu with size that is a function of the current time index, and

Ik+1 = (Ik, yk+1, uk) can be defined recursively where Ik ⊂ Ik+1.
Of importance in manufacturing are hard input constraints, uk ∈ U, k ∈ N0, in

which the setU ⊆ R
nu can be any set in theory but is closed and bounded in practice.

Important in advanced manufacturing are probabilistic state constraints of the form

Pr(xk+1 ∈ X) ≥ 1 − α, k ∈ N0, (5.2)

whereα ∈ [0, 1) is themaximum allowed probability of violation. A control problem
may have a number of constraints of the form (5.2) with possibly different probability
levels α. Since (5.2) includes the special case of α = 0, this formulation includes a
mixture of probabilistic (α > 0) and robust (α = 0) constraints.

Of interest are methods that (approximately) solve an optimal control prob-
lem over a horizon N . Define the policy ΠN to be a finite sequence of functions
πk : R(k+1)ny+knu → R

nu for k = 0, . . . , N − 1 such that ΠN = {π0(·), π1(·), . . . ,
πN−1(·)}. The class of admissible control policies Π̄N is defined by

Π̄N =

⎧
⎪⎪⎪⎨

⎪⎪⎪⎩

ΠN

∣
∣
∣
∣
∣
∣
∣
∣
∣

xk+1 = f (xk, πk(Ik), θ), k ∈ N
N−1
0

yk = h(xk, vk), k ∈ N
N
0

Pr(πk(Ik) ∈ U) = 1, k ∈ N
N−1
0

Pr(xk ∈ X) ≥ 1 − α, k ∈ N
N
1

⎫
⎪⎪⎪⎬

⎪⎪⎪⎭

, (5.3)

where the hard input constraints Pr(πk(Ik) ∈ U) = 1 can be equivalently written as
πk(Ik) ∈ U for all reachable Ik .

Problem 5.1 (Closed-loop stochastic optimal control) Given the pdfs p(x0), p(θ),
and p(V ) of the initial states, parameters, and measurement noise, respectively,
determine the optimal policy Π�

N , belonging to admissible set Π̄N , that minimizes
the multistage cost function
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JN (ΠN ) = E

{

F(xN ) +
N−1∑

k=0

L(xk, πk(I
k))

}

, (5.4)

where L : Rnx × R
nu → R≥0 is the stage cost function, and F : Rnx → R≥0 is the

terminal cost function. Then, the optimal control policy is defined by

Π�
N = argmin

ΠN∈Π̄N

JN (ΠN ), (5.5)

with optimal cost J �
N = JN (Π�

N ) = minΠN∈Π̄N
JN (ΠN ). �

Under the assumptions, the quantity F(xN ) + ∑N−1
k=0 L(xk, uk) is a random vari-

able. This formulation is flexible enough to penalize moments or probability directly
by defining L in terms of powers of xk and uk or in terms of the indicator function,
taking advantage of the fact that E{1A(X)} = Pr(X ∈ A). The ΠN in Problem 5.1
are a sequence of functions, and the optimal policy (5.5) cannot be determined using
standard optimization solvers. Some considerations to address in the derivation of
a more tractable approximate solution of Problem 5.1 are as follows: (1) choice of
feedback parametrization, (2) accurate uncertainty propagation, (3) chance constraint
enforcement, (4) online implementation cost, and (5) stability and recursive feasibil-
ity. The following sections discuss these considerations and provide an overview of
some algorithms for stochastic control under time-invariant uncertainty.

5.3 Challenges and Requirements

5.3.1 Incorporation of Feedback

In theory, Π�
N could be solved by dynamic programming (DP), which breaks

Problem 5.1 into smaller subproblems based on Bellman’s principle of optimality.
Application of this technique leads to theBellman equations,whose solutionmethods
suffer from thewell-known curse of dimensionality which limits the approach to sim-
ple problems. Approximate DP (ADP) approximately solves the Bellman equations
through intelligent sampling/discretization schemes [2]. ADP is too computationally
expensive for advanced manufacturing applications, and a more tractable approach
is to incorporate feedback through parametrization of the control policy.

The popular parametrization is linear state feedback πk(Ik) = Kk x̂k + ck , where
Kk ∈ R

nu×nx and ck ∈ R
nu for k = 0, . . . , N − 1 become the real-valued decision

variables in the optimization (5.5), and x̂k denotes the state estimate at time k. When
the states are perfectlymeasured yk = xk , then x̂k = xk and the current state is exactly
known to the controller (i.e., full state feedback). Rarely are all xk measurable in
advanced manufacturing applications and instead x̂k must be estimated from Ik
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(i.e., output feedback). Some common choices for determining x̂k = E{xk | Ik}
include particle filtering [3] and moving horizon estimation [4].

The explicit parametrization in the state feedback law makes the optimization
more tractable but suboptimal. For a nonlinear dynamical system, a simple functional
form for the state feedback law that provides nearly optimal performance can be
difficult to select a priori or may not even exist.

A popular approximation to Problem 5.1 is receding-horizon control, aka model
predictive control (MPC). MPC directly handles most of the characteristics of
advanced manufacturing systems including constraints, time delays, unstable zero
dynamics, and complex dynamics. StochasticMPC (SMPC) is an extension of classi-
cal MPC to handle probabilistic uncertainty. In this case, the control policy is defined
as the solution to a constrained optimization with real-valued decision variables.

Problem 5.2 (SMPC) Let uN |k = (u0|k, u1|k, . . . , uN−1|k) ∈ R
nu N be the set of

“open-loop” control inputs over the horizon N and x̂k ∈ R
nx be a point estimate

of the states at time k (i.e., some function of Ik). Given the pdf p(θ) of the parame-
ters, define the optimization to be solved at each time k as

min
uN |k

Ek

{

F(xN |k) +
N−1∑

i=0

L(xi |k, ui |k)

}

(5.6a)

subject to: xi+1|k = f (xi |k, ui |k, θ), i ∈ N
N−1
0 (5.6b)

ui |k ∈ U, i ∈ N
N−1
0 (5.6c)

Prk(xi |k ∈ X) ≥ 1 − α, i ∈ N
N
1 (5.6d)

x0|k
a.s.= x̂k, θ ∼ p(θ), (5.6e)

where xi |k are the (uncertain) predicted values of xk+i at time k. Denote the solution
to the optimization (5.6) as u�

N |k(x̂k), which is implicitly a function of Ik through
the state estimate x̂k . Then, the SMPC control law κN : Rnx → R

nu is given by
κN (x̂k) = u�

0|k(x̂k), based on the first part of the optimal trajectory. �

For the SMPC to be computationally tractable, N must be finite. The system
behavior from N to infinity is usually lumped into the terminal cost F(xN |k). In other
words, the terminal cost should provide information about the desirability of any state
reachable by finite-horizon SMPC. The terminal cost ideally would be selected as the
value function for the infinite-horizon problem, as defined by the Bellman equation.
Since its computation is not possible in most practical applications, approximations
of the value function are typically employed. Readers are referred to [5] and citations
therein for more details.

The xk from (5.1) and xi |k from (5.6) have significant differences. System (5.1)
describes the evolution of a non-Markovian stochastic process wherein the states are
elements of a function space with some probability measure. Controller design for
(5.1) is complicated because the full ensemble of trajectories must be considered
simultaneously. In contrast, SMPC considers only specific state realizations that can
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be measured (or estimated) online, which leads to predictions modeled as random
variables that are used in the control design to steer to a particular sample path.

SMPC defines an implicit control law in terms of an optimization, with no explicit
functional form for κN as a function of the state, which makes the analysis of prop-
erties of the closed-loop system more challenging even in the full state feedback
case. In particular, as shown in Sect. 5.6, the probabilistic constraints (5.2) are not
guaranteed to be satisfied by the closed-loop system controlled by SMPC even when
the optimization (5.6) is feasible at every time.

5.3.2 Uncertainty Propagation

Another consideration in solving Problems 5.1 or 5.2 is the propagation of prob-
abilistic uncertainty through the system dynamics. To illustrate, consider x1 =
A(θ)x0 + B(θ)u0. For a particular value of u0, the cumulative distribution func-
tion (cdf) of x1 is defined as Pr(x1≤ x) = ∫

{θ,x0|A(θ)x0+B(θ)u0≤x} p(θ)p(x0)dθdx0.
The calculation of state cdfs or pdfs can be rarely carried out in closed form, and
calculations quickly grow to be intractable for higher dimensions. Additionally, the
distributions are a function of the control input so any closed-form expression would
need to include this dependency.

The intractability of propagating entire distributions exactly through uncertain
systems for all but the simplest systems has motivated the development of two main
classes of approximate methods. This first class of methods involves sampling tech-
niques such as Monte Carlo (MC) or scenario approaches [6]. The second class of
methods represents the distributions in terms of basis function expansions such as
power series [7] or polynomial chaos [8]. The latter approach optimally selects the
basis functions based on the parameter distributions, which allows for high accuracy
with a relatively low number of terms, and hence lower computational complex-
ity. Polynomial chaos is reviewed in the next section as a technique for providing
tractable solutions for Problem 5.2.

5.3.3 Chance Constraints

In Problem 5.1, evaluation of the probabilistic constraints requires the pdf of the
states at every time k to be known, Pr(xk ∈ X) = ∫

X
p(xk)dxk , which generally

cannot be found in closed form since this pdf is a complicated nonconvex function
of the control policies π0(·), . . . , πk−1(·), system functions f (·) and h(·), parameter
pdf p(θ), and noise pdf p(V ). Similarly, the enforced chance constraints (5.6d) in
SMPC are nonconvex and difficult to implement.

As an aside, note that constraints on the marginal probability of the states (5.2)
are different from constraints on the one-step conditional probability of the states
(5.6d). The former are typically hard to address due to involving all possible state
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trajectories. The latter, on the other hand, are based on particular sample paths of the
system (5.1) as they have been conditioned on all available measurements. In fact,
(5.6d) is only a sufficient (not necessary) condition for (5.2), making this one-step
constraint potentially conservative as seen from the law of total probability:

Pr(xk+1∈ X) =
∫

Pr(xk+1 ∈ X | yk, . . . , y0)
︸ ︷︷ ︸

≥1−α for all yk ,...,y0

p(yk, . . . , y0)dyk, . . . , dy0 ≥ 1 − α.

The general intractability and nonconvexity of these probabilistic constraints
have inspired the use of well-known probabilistic bounds for approximating these
constraints. Two of the most common examples include the Markov inequality
Pr(X ≥ a) ≤ E{X}/a, which holds for any random variable X ∈ R≥0, and the
Chebyshev inequality Pr(|X − μ| ≥ a) ≤ σ 2/a2, where X is any random variable
with mean μ and variance σ 2. Boole’s inequality for a countable number of events
has also been used to approximate joint chance constraint as a series of individual
chance constraints, but can be conservative in certain applications [9].

5.3.4 Fast Implementation

In theory, Problem 5.1 can be solved offline for the optimal control policy Π�
N .

The cost of implementing the controller online is then related to how fast the map
can be evaluated at the current information state Ik , which can be fast depending
on how Π�

N is stored (for example, interpolation over a finitely discretized grid).
However, as discussed above, Problem 5.1 is too expensive to solve for advanced
manufacturing systems soSMPC (Problem5.2) has been proposed as a less expensive
alternative. SMPC control κN requires that the optimization (5.6) can be solved fast
enough online for real-time implementation. Sampling algorithms require a large
number of simulations in order to obtain information about distributions, so such
implementations of SMPC have high online computational cost.

Ensuring convexity of the optimization is useful when implementing receding-
horizon control, as efficient algorithms have been developed for convex optimizations
that are guaranteed to find the global optimum.

5.3.5 Stability and Recursive Feasibility

Problems 5.1 and 5.2 do not explicitly ensure that the closed-loop system is sta-
ble. In robust model predictive control (RMPC), robust stability is guaranteed by
ensuring stability for all possible realizations of the parameters. This guarantee can
be provided by using, for example, robustly positively invariant sets, tubes, or in
some cases by guaranteeing stability for each vertex of the uncertainty set (e.g.,
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[10]). These methods are conservative for the SMPC analog of the RMPC problem.
These considerations are further complicated by hard constraints on the input that
must be always be satisfied. Based on this discussion, it may be beneficial to require
stability in a probabilistic sense (for example, that the closed-loop states are mean-
square bounded). A nonconservative analysis, however, is expected to be at least as
challenging as implementing a chance constraint nonconservatively.

The optimal control problem in SMPC is solved recursively at every sampling
time so that the constraintsmay become infeasible at a certain point. Potential infeasi-
bility can be avoided if the optimization (5.6) can be shown to be recursively feasible,
which occurs if, whenever there is a solution to (5.6) at time k, a solution to (5.6)
is guaranteed to exist at time k + 1. Ways of ensuring recursive feasibility in SMPC
have been explored for linear systems subject to additive white noise using proba-
bilistic tubes [11] and a first step constraint (e.g., [12]); however, little work has been
published for systems (5.1) subject to time-invariant uncertainty.

5.4 Uncertainty Propagation Using Polynomial Chaos

Polynomial chaos theory (PCT) is a collection of computationally efficient methods
for propagating time-invariant uncertainty through dynamic equations. This method
has gained interest in the control community as an efficient alternative to sampling
approaches, such as MC or Latin hypercube sampling, which require repeated sim-
ulation of the system model for a large number of uncertainty realizations.

The term polynomial chaos was introduced by Norbert Wiener [13], in which a
generalized harmonic analysis was applied to Brownian motion. The basic idea was
to expand finite-variance random variables by an infinite series of Hermite poly-
nomials that are functions of a normally distributed input random variable. These
expansions then allow for easier computation and analysis. Later, the convergence
of the polynomial chaos expansions was established [14].

Although Wiener–Hermite chaos expansions converge as long as the random
variable η ismeasurablewith respect to theGaussianHilbert space, their convergence
rate can be slow for non-Gaussian input random variables [15]. This behavior is
a result of the fact that, when expressed as functions of Gaussian input random
variables, η can be highly nonlinear so that high-order expansions are required.
Generalized polynomial chaos (gPC) [8] replaces the Hermite polynomials with
polynomials that are orthogonal with respect to possibly non-Gaussian input random
variables that are more closely related to η.

5.4.1 Generalized Polynomial Chaos

Let (Ω,F ,Pr) be a probability spacewhereΩ is the abstract set of elementary events
(sample space),F is a σ -algebra composed of subsets of Ω , and Pr : F → R is the
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probability measure. Let ξ = (ξ1, . . . , ξn) be a vector composed of independent real-
valued random variables ξi : Ω → R, each of which induces a probability measure
on the real line with probability space (R,B(R), Fξi (dx)), whereB(R) denotes the
Borel σ -algebra on R, and Fξi (x) = Pr(ξi ≤ x) is the cdf of ξi .

For any random variable η ∈ L2(Ω, σ(ξ),Pr) that is measurable with respect to
ξ , somemeasurable functionψ : Rn → Rwith η = ψ(ξ)must exist from theDoob–
Dynkin lemma (e.g., [16]). Whenever Fξ is continuous and has finite moments of all

orders, η can be written as an abstract Fourier series expansion, η
L2= ∑∞

i=0 aiΦi (ξ),

where
L2= denotes mean-square convergence, ai = 〈ηΦi 〉/〈Φ2

i 〉 are the expansion
coefficients with inner product 〈h, g〉 = E[h(ξ)g(ξ)] = ∫

h(ξ)g(ξ)p(ξ)dξ , and
{Φi }i∈N0 are the set of polynomials orthogonal to the distribution of ξ , satisfy-
ing 〈ΦiΦ j 〉 = ∫

Φi (ξ)Φ j (ξ)p(ξ)dξ = 〈Φ2
i 〉δi j , with δi j being the Kronecker delta

(δi j = 1 when i = j and δi j = 0 otherwise).
Due to the independence of the elements of ξ , the multivariate basis can be con-

structed from products of each univariate basis, Φi (ξ) = ∏n
j=1 φ

( j)

α
(i)
j

(ξ j ), where φ
( j)
k

is the univariate polynomial basis function for the j th random variable of order k,
and α

(i)
j ∈ N0 is a multi-index that represents all possible combinations of the uni-

variate basis functions that can be thought of as the order of ξ j in the i th expansion
term. Basis sets that are orthogonal with respect to commonly used distributions are
available in many references (e.g., [8]).

To implement the method numerically, the infinite PC expansion is truncated at
some finite order NPC. Let d denote the highest order of polynomial kept in the
truncated expansion, then the total number of terms is given by NPC = (n+d)!

n!d! − 1,

which imposes a constraint on the multi-index,
∑n

j=1 α
(i)
j ≤ d for all i ∈ N

NPC
0 . By

taking advantage of the orthogonality property, the moments of η can be calculated
directly from the gPCcoefficients. For example, expressions for thefirst twomoments
are E{η} = a0 and E{η2} = ∑∞

i=0 a
2
i 〈Φ2

i 〉.

5.4.2 Galerkin Projection for Dynamic Systems

PCT can be used for the propagation of parameter and/or initial condition uncertainty
through nonlinear dynamical systems (5.1) by approximating the states by a truncated
gPC expansion

xk ≈
NPC∑

i=0

ai (k)Φi (ξ), (5.7)

where ai (k) is the i th time-dependent coefficient of the expansion at time k ∈ N0, and
ξ is a collection of independent standard random variables related to the uncertain
parameters through diffeomorphism T such that θ = T (ξ).



72 J. A. Paulson et al.

In general, a collection of correlated random variables, such as θ , can be related to
a set of independent uniform random variables through the method described in [17]
which provides a way to construct the diffeomorphism T . Amore detailed discussion
on this topic is given in [18].

Several methods are available for determining ai (k) over time. A popular method
is collocation wherein a set of grid points is generated over the support of ξ , the
difference equation (5.1) is solved at each grid point, and then these solutions are fit
to (5.7) using least-squares [19]. Quadrature methods numerically approximate the
integrals defining the inner products 〈·〉 using the Gauss quadrature rule [20]. Since
the coefficients ai (k) are functions of the inputs u0, . . . , uk−1, these methods often
lead to a large numerical cost in optimization-based control as many simulations
must be performed for each candidate input sequence tried by the optimizer.

An alternative to grid-based approaches is Galerkin projection, which substitutes
(5.7) into (5.1) and derives deterministic equations for the coefficients by projecting
their error onto each of the basis functions [21]. This procedure leads to

a j (k + 1) = 1

〈Φ2
j 〉

〈

f

(
NPC∑

i=0

ai (k)Φi (ξ), uk, T (ξ)

)

, Φ j (ξ)

〉

, j ∈ N
NPC
0 . (5.8)

By evaluating these inner products offline and stacking into vectors, closed-form
expressions for the evolution of the gPC coefficients,

ak+1 = f(ak, uk), (5.9)

can be determined where ak = (a0(k), . . . , aNPC(k)) is the concatenated vector of
state gPC coefficients at time k, and f is the projected function with elements (5.8).

Once ak have been calculated, (5.7) can be used as a surrogate model for xk
to generate approximate pdfs (by substituting randomly drawn samples of ξ ) or
to efficiently calculate moments. Although the dimension has been increased to
(NPC + 1)nx in (5.9) in order to capture the state pdf evolution, this increase can be
lower than sampling approaches or other series expansions due to the fact that the
basis functions were chosen optimally and the projection operator is typically sparse.

5.5 Stochastic Model Predictive Control Approaches

This section reviews some promising approaches for control of systems subject to
time-invariant uncertainty (5.1). Since Problem 5.1 is intractable, we focus on the
SMPC approaches formulated similarly to Problem 5.2. Due to the computational
advantages of PCT described in Sect. 5.4, there is a particular emphasis on methods
that tackle solving (5.6) with PCT.

One of the first applications of PCT to control problems analyzed the distribution
of closed-loop finite-time processes with uncertain parameters, which was demon-
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strated for a batch crystallization process [7]. A second-order PCE provided more
accurate pdfs than a power series expansion of the same order and provided nearly
identical pdfs as direct MC at three orders of magnitude lower computational cost.

Problem 5.2 has been tackled using PCT [19]. Individual chance constraints were
considered with X = {x ∈ R

nx : cx ≤ d}. Since chance constraints are nonconvex
and intractable (Sect. 5.3), (5.6d) was replaced by a conservative approximation of

the form [22,Thm. 3.1] c
Ek{xi |k} +

√
1−α
α

√
cVark{xi |k}c ≤ d,whichonly requires

knowledge of the first two moments of the distribution. This result is distributionally
robust in that, whenever this inequality is satisfied, the probabilistic constraint (5.6d)
is met for all possible distributions with that mean and variance. PCT can then be
used to approximate the moments of xk as discussed in Sect. 5.4. Since Galerkin
projection can be difficult to execute for general nonlinearities, [19] suggested using
collocation to compute the gPC coefficients. Full state feedback was assumed.

The algorithm was applied to control the manufacturing of crystals modeled by
partial differential equation (PDEs) that were converted to nonlinear ordinary dif-
ferential equations (ODEs) using the method of moments. The pdfs of five kinetic
parameters were determined from parameter estimation. The control objective was
to minimize the nucleation of crystals of a desired form while preventing any nucle-
ation or growth of crystals of an undesired form and avoiding the dissolution of the
desired crystal form. The latter requirement was enforced through a 95% chance
constraint. SMPC provided tighter distributions of the control objectives and much
lower constraint violation than nominal NMPC (see [19, Figs. 2–3]).

Advanced manufacturing systems are typically composed of many different com-
plex interacting units that collectively are described by a system of mixed differential
and algebraic equations (DAEs) of high state dimension. Quadratic dynamic matrix
control (QDMC) is an input–output formulation of MPC that is widely applied in
manufacturing in part because its online computational cost is independent of the
number of states in the original model. QDMC does not explicitly account for uncer-
tain parameters, however, which can lead to closed-loop performance degradation.

A fast SMPC algorithm that combines the concepts of QDMCwith PCT has been
derived that handles uncertain nonlinearDAEmodels of high (including infinite) state
dimension [21]. The high-order DAE is replaced by a low-dimensional surrogate for
prediction of the output distribution as a function of the control inputs by propagating
uncertainty through a local linearization of the DAE using PCT and Galerkin projec-
tion. The Galerkin-projected model is a deterministic linear DAE that is sparse. To
reduce dimensionality, a finite step response (FSR) is computed that maps the control
inputs directly to the output PCE coefficients, Y PC

k+1 = MY PC
k + SΔuk , where Y PC are

the collection of PCE coefficients for the output over the model length horizon (i.e.,
number of FSR coefficients retained) and M and S are known FSRmatrices [21, 23].
Let yPCN |k denote the predictions of the output PCE coefficients over the horizon N .
Using the equation for Y PC

k+1, the yPCN |k can be computed as a function of the future
input moves, yPCN |k = MpY PC

k + GΔuN |k + I (yk − NY PC
k ), where expressions for

the matrices Mp, G, I , and N are given in [23]. The last term I (yk − NY PC
k ) is a

feedback correction term based on the classical disturbance update rule in QDMC.
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Fig. 5.1 Integrated continuous pharmaceutical manufacturing plant process flow diagram. Red
boxes indicate inputs to which the outputs are most sensitive based on dynamic sensitivity analysis

The expression for the PCE moments can be used to derive Ek{yN |k(θ)} = EyPCN |k
and Ek{y

N |k(θ)QyN |k(θ)} = (yPCN |k)QPCyPCN |k , with E and QPC defined in [23]. The
predicted expected output value and its variance are linear and quadratic in the output
coefficients, respectively. For a quadratic stage L and terminal cost F , SMPC using
this model can posed as a quadratic program (QP) that can efficiently be solved to
global optimality.

This efficient SMPC method was applied for control of an end-to-end continuous
pharmaceutical manufacturing plant with nearly 8000 states (see Fig. 5.1). The fast
SMPC algorithm yielded much lower variability in the active pharmaceutical ingre-
dient (API) and production rate than nominal QDMC. The fast SMPC optimization
was solved in less than one second at every iteration and can easily be implemented
in real time in advanced manufacturing systems (see [21] for details).



5 Control and Systems Theory for Advanced Manufacturing 75

5.6 Future Outlook

Any MPC algorithm can be categorized in terms of practical value and theoreti-
cal rigor. For example, QDMC is one of the most widely applied advanced control
methodologies for industrial processes [24] due to the simplicity of implementa-
tion/maintenance combined with improved performance (compared to classical con-
trol methods) on a wide variety of real-life applications. Over the past two decades,
MPC has been rigorously characterized (from a theoretical perspective), resulting
in a number of elegant proofs regarding stability and/or recursive feasibility in a
plethora of different scenarios (see, for example, [5] for a theoretical overview of
MPC). Simultaneous research on both practical and theoretically rigorous algorithms
is necessary to advance the field of control as these two areas can inform and com-
plement one another.

In SMPCwith time-invariant uncertainty, the focus has been on developing practi-
cal algorithms with low online cost. Methods have been proposed that, in simulation
studies, outperform their nominal counterparts under similar tuning metrics [19, 25],
but the theoretical properties of these algorithms have not been well characterized.
For example, little is known of the effect of truncation error of the gPC expansion
on closed-loop performance. Even if p(xi |k) could be exactly determined at every
i ∈ N

N
1 , it is not clear that chance constraints (5.2) will be satisfied by the closed-

loop system. These points, as well as some possible interesting future directions for
SMPC, are discussed below.

5.6.1 Chance Constraints in SMPC

Here, we prove by counterexample that satisfaction of chance constraints in stan-
dard receding-horizon control formulations, such as Problem 5.2, does not imply
satisfaction of these constraints by the closed-loop system of interest.

Theorem 5.1 Consider the system (5.1) and the SMPC control law κN (specified
by Problem 5.2) in the case of full state feedback. Then, the stochastic closed-loop
system

xk+1 = f (xk, κN (xk), θ) (5.10)

may not satisfy the probabilistic constraints Pr(xk ∈ X) ≥ 1 − α even when con-
straints (5.6d) are feasible at each time k.

Proof This result is shown by selecting a system function f , parameter pdf p(θ),
constraint sets X and U, probability violation α, horizon N , and costs L and F such
that Pr(xk ∈ X) ≥ 1 − α is not satisfied by (5.10). Consider the choices
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f (xk, uk, θ) = θxk + uk, x0 = 1, p(θ) = 0.5δ(θ − 1) + 0.5δ(θ − 2),

X = {x | x ≤ 2}, U = R, α = 0.5, N = 2, L(xk, uk) = 0, F(xN ) = 0.

Clearly, the control law κN (xk) is time invariant and simply maps the current states
to the current inputs. Let’s evaluate this map for different xk values. For the specific
case defined above, it can be shown that

κN (1) = −1.1, κN (−0.1) = 2.2, κN (0.9) = 1.1

is a feasible SMPC control law. We only show these three values of the map as they
are the only values required in this proof (note that κN could be replaced by any
smooth function that goes through these three points). To show that the constraints
are satisfied in (5.6) for this κN , note that the predicted state pdfs from any xk = x
can be derived to be

p(x1|k) = 0.5δ(x1|k − x − u0|k) + 0.5δ(x1|k − 2x − u0|k),

p(x2|k) = 0.5δ(x2|k − x − u0|k − u1|k) + 0.5δ(x2|k − 4x − 2u0|k − u1|k).

For x = 1, x = −0.1, and x = 0.9, uN |k = [−1.1, 0.3], uN |k = [2.2,−1], and
uN |k = [1.1, 0] are, respectively, feasible input sequences that can be selected under
some objective (the trivial case of J = 0 is chosen here).

Now let’s determine how (5.10) evolves under this control law for the chosen
system dynamics. Two cases for the parameter must be considered:

θ = 1 : x1 = 1(1) + κN (1) = −0.1 −→ x2 = 1(−0.1) + κN (−0.1) = 2.1,

θ = 2 : x1 = 2(1) + κN (1) = 0.9 −→ x2 = 2(0.9) + κN (0.9) = 2.9.

The closed-loop state distribution p(x2) = 0.5δ(x2 − 2.1) + 0.5δ(x2 − 2.9) indi-
cates that the true system reaches x2 = 2.1 with 50% probability and x2 = 2.9 with
50% probability. Since Pr(x2 ≤ 2) = 0, the probabilistic constraint is violated by the
closed-loop system and the assertion directly follows. �

Theorem 5.1 shows that chance constraints may not be satisfied when a system
is controlled using SMPC. Clearly, this theorem directly extends to the case of out-
put feedback, which is a more challenging problem. This result can be understood
intuitively from the fact that distributions predicted along sample individual paths
do not equal the marginal distributions that consider all uncertainty simultaneously.
This result does not show that all systems will behave in this manner. Notice, for
example, that the closed-loop simulations presented in [19] do meet chance con-
straints even though this issue was not considered. Chance constraint satisfaction in
[19] was likely aided by its conservative approximation, and this result may not have
been observed with a tighter approximation of (5.6d).
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5.6.2 Frequentist Versus Bayesian Viewpoint

The result of Theorem 5.1 is especially important for advanced manufacturing due to
the stringent requirements imposed on these types of systems. For these cases, guar-
anteed performance and constraint satisfaction are often required. Two approaches
are suggested to be pursued for amore rigorous treatment of chance constraints based
on two different interpretations of the pdf p(θ).

The first potential direction involves interpreting p(θ) using the frequentist view-
point, such as a collection of batches or a number of parallel runs of continuous-flow
processes. An example application is batch crystallization of pharmaceutical prod-
ucts, in which the parameters (e.g., growth and nucleation) are different from batch
to batch, but essentially constant within a given batch. Marginal chance constraints
can be difficult to enforce in a nonconservative manner using SMPC as realizations
are treated independently as shown explicitly in Theorem 5.1.

An alternative approach is to interpret p(θ) as a quantification of subject belief
according to the Bayesian viewpoint. Most continuous-flow processes would behave
in this way, as the true system behavior is time invariant (or slowly time varying)
but unknown. Assuming the model structure is accurate, the real system would be
deterministic of the form (5.1) with unknown parameters θ = θ�. The pdf p(θ) is
then a prior that can be determined using parameter estimation techniques. Chance
constraints in this case would not have physical meaning since the true deterministic
system either meets constraints or does not. Problem 5.2 does not take this approach
either as the prior should be recursively updatedwith newmeasurements usingBayes’
rule. This pdf p(θ | y0, . . . , yk) should then replace the p(θ) in (5.6). An efficient
algorithm for solving this estimation problem using PCT in conjunction with SMPC
has been developed [26]. Significant improvements were observed on a benchmark
chemical reactor example by updating the parameter distribution.

5.6.3 New Directions and Open Questions

An interesting future direction involves analysis of the closed-loop properties of
(5.10) using PCT. Similar to the ideas discussed in Sect. 5.5, gPC expansions could
be used as cheap surrogates of the true system. Then, the performance and con-
straint violation of the marginal states could be efficiently calculated. In addition,
this analysis could be performed iteratively to aid in the selection of important tuning
parameters such as weight matrices or violation levels. An open question involves
the approximation error of the PCE as a function of the order retained in the truncated
expansion. Theory related to the convergence of these expansions must be developed
to systematically provide guaranteed performance bounds. Ways for ensuring stabil-
ity and recursive feasibility (by design) also need to be developed. These tasks are
complicated by the gPC truncation error, which must be properly taken into account
in SMPC.
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Recently, a number of papers have been published on SMPC for time-varying
parameters and disturbances (see [27] for a recent review of these methods). While
considering i.i.d. noise may not be conservative, treating the parameters as i.i.d. will
often be conservative for describing complex advanced manufacturing systems. A
possiblemethod for reducing the conservatism of this assumption is to place low-pass
filters in series with the time-varying parameters so that their variation is bounded
by the choice of the filter time constant λ f . This approach may allow for simpler
theoretical analysis and algorithm design, and requires that λ f is mapped to a bound
on the time variation of the parameters. An open question is to whether thesemethods
would hold for λ f → ∞, which corresponds to the parameters being time invariant.

Lastly, as recently explored in the literature, these issues become more compli-
cated for distributed parameter and mixed continuous-discrete systems (aka hybrid
systems), which are commonplace in many industries. Handling uncertainty within
these complex systems is not well established in the literature.
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Chapter 6
Robustness Sensitivities in Large Networks

T. Sarkar, M. Roozbehani and M. A. Dahleh

Abstract This article focuses on developing a framework to assess robustness in
large interconnected networks that arise frequently in many socioeconomic networks
such as transportation, economics, and opinion dynamics. We first introduce the
idea of “asymptotic” resilience, i.e., a measure of robustness to disturbances, as
the network size increases, keeping the underlying structure invariant. We argue
that such a notion of robustness is different from existing ideas in robust control
theory that do not account for network topology and dimension. Under this new
framework, we formulate a hierarchy of resilience for different network topologies.
We present examples of commonly encountered network topologies and comment
on their resilience. We then provide a formal characterization of how edge link
perturbation affects resilience in large networks. Further, we show how each node
of the network contributes to its resilience and identify critical nodes that become
“fragile” as the network dimension grows. A major contribution of our work is that
the analysis is no longer limited to undirected networks, as in previous literature.

6.1 Introduction

In recent years, substantial interdisciplinary research has been devoted to understand-
ing socioeconomic systems like transportation and consensus in decision-making.
Representing such systems as networks has been a widely adopted modeling tech-
nique (see [6, 9, 20] and references therein), however, despite the preponderance of
such network formulations, a unified framework to analyze the properties of such an
abstraction is still lacking.
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A real-life network is characterized by its topology and the dynamical behavior on
the topology. Another important characteristic of such socioeconomic systems is the
network dimension, e.g., a transportation network may be composed of thousands
of nodes and edges, or a social opinion dynamics system is comprised of millions
of agents. As a result, questions of how robustness in such systems varies with
topology and dimension become important. This requires a union of tools from
standard control theory, where the robustness of systems with complex dynamics
in response to external disturbances is well understood, and algebraic graph theory,
where notions of criticality, centrality, and robustness in graphs are well studied.

There is a great body of interdisciplinary research on the fragility, or the lack
of robustness, in large interconnected networks (see [3, 7, 9, 10, 12, 16, 22], for
example). Examples of networks that grow fragile as the network dimension increases
can be found in [1–3, 9]. Different measures to quantify fragility in general networks
are introduced in [10, 12].H2 norm-based robustness measures to quantify network
volatility are studied in [10]; however, the analyses there are limited to symmetric, or
undirected, networks. Robustness in consensus problems, where the spectral radius
of the system is unity, has also been investigated previously in [10, 12].

Here, we build on the work introduced in [17]. In Sect. 6.3, we briefly review the
framework studied in [17], basedon thatwebuild a hierarchyof resilience. Section6.4
describes how modifying edge links affect the robustness of networks and prove that
a resilient network can have no “fragile” links. In Sect. 6.5, we identify the critical
nodes and formalize the notion of nodal volatility before concluding.

6.2 Mathematical Notation

Matrix Theory: A vector v ∈ R
n×1 is of the form [v1, . . . , vn]T , where vi denotes the

i th element, unless specified otherwise. The vector 1 is the all 1s vector of appropriate
dimension; to specify the dimension, we sometimes refer to it as 1n , where it is a
n × 1 vector. Similarly, for a m × n matrix, A, we refer to it as Am×n when we want
to specify dimension. We refer to An×n as An for shorthand. For a matrix, A, we
denote by ρ(A) its spectral radius, and by σi (A) the i th largest singular value of A.
I is the identity matrix of appropriate dimension. The Lp norm of a matrix, A, is
given by ||A||p = supv ||Av||p/||v||p. Finally, Πn = In − 1n1Tn /n is the projection
matrix.

Order Notation: For functions, f (·), g(·), we have f (n) = O(g(n)), when there
exist constants C, n0 such that f (n) ≤ Cg(n) for all n ∈ N > n0. Further, if f (n) =
O(g(n)), then g(n) = Ω( f (n)). For functions g(·), h(·), we have g(n) = Θ(h(n))

when there exist constants C1,C2, n1 such that C1h(n) ≤ g(n) ≤ C2h(n) for all
n ∈ N > n1. Finally, for functions h1(·), h2(·), we have h1(n) = o(h2(n)) when
limn→∞ |h1(n)/h2(n)| = 0.

Graph Theory: A graph is the tuple G = (VG ,EG ,wG ), where VG = {v1, v2,
. . . , vn} represents the set of nodes, and EG ⊆ VG × VG represents the set of edges
or communication links. An edge or link fromnode i to node j is denoted by e[i, j] =
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(vi , v j ) ∈ EG , andwG : EG → R. Denote byAG the incidence matrix of G . A graph,
G , is symmetric or undirected if wG (vi , v j ) = wG (vi , v j ) for all 1 ≤ i, j ≤ |VG |. G
is induced by a matrix, An×n if VG = {1, . . . , n}, and (i, j) ∈ EG if [A]i j �= 0, and
wG (i, j) = [A]i j .

Miscellaneous: Denote byPd is the family of polynomials withmaximum degree
d ∈ N.

6.3 Resilience Measures

Consider the following discrete time LTI dynamics:

x(k + 1) = A x(k) + ω δ(0, k), k ∈ {0, 1, 2, . . .} (6.1)

Here, x(k) = [x1(k), . . . , xn(k)]T is the vector of state variables. A is the n × n
state transition matrix. δ(0, k) is the Kronecker delta function, with δ(0, 0) = 1, and
δ(0, k) = 0 ∀ k �= 0 and ω = [ω1, . . . , ωn]T is an input disturbance exogenous to
the system.

We impose the following distributional assumption on the noise, ω.

Assumption 6.1 ω is an n × 1 random vector with E[ωωT ] = In×n and E[ω] = 0.

Definition 6.1 A network, N (A;G ), is a graph G = (VG ,EG ,wG ), where VG =
{1, 2, . . . , n}, and for each node, i ∈ VG , there is an associated dynamical behavior,
i → xi (·), given by Eq. (6.1). Further, wG (i, j) = [A]i j for all 1 ≤ i, j ≤ n.

Resilience, or robustness, analysis in large networks differs from standard control
theory in one major way—any performance/robustness/resilience measure for a net-
work should explicitly include its dimension and topology. Therefore, we will need
a clear idea of what it means to be a “large” network. To visualize such a network,
one needs to keep the topology fixed and progressively increase the dimension. For
example, to evaluate the robustness of a “large" line network, we would compute the
robustness measure on a sequence of line networks, of dimensions {1, 2, . . .}. This
idea is described in greater detail in [3], [18].

The following discussion will revisit measures of (asymptotic) robustness for
large networks introduced in [17].

6.3.1 Resilience in Stable Networks

Consider the network given in Fig. 6.1, with some state matrix, A. At time k = 0,
each node i is hit with a shock, ωi as shown, then we are interested in the following
questions:
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Fig. 6.1 Network with noise
on every node, k = 0

• If ω = [ω1, . . . , ωn]T is a deterministic shock, with ||ω||2 ≤ K , then what is the
maximum effect of the shock on the network ?

• If ω is a random shock, then what is the effect of the shock on the network, on
average ?

We measure the energy of the network by the quantity, E∞ = ∑∞
k=0 x

T (k)x(k),
where we assume without loss of generality that x(0) = 0. Then, depending on the
stochasticity of the input, we have:

Definition 6.2 Given a network, N (A;G ), with a stable A, as in Eq. (6.1) and a
deterministic shock, ω, at time k = 0, to the system, the max norm, M (A), or just
M , is given by

M (A) = sup
||ω||2=1

E∞ (6.2)

Definition 6.3 Given a network, N (A;G ), with a stable A, as in Eq. (6.1) and a
random shock, ω, at time k = 0, that satisfies Property 6.1, the average norm, E (A),
or just E , is defined as the following:

E (A) = Eω[E∞] (6.3)

Proposition 6.1 The max norm,M , is σmax(P), and the average norm, E , is tr(P)

where
AT P A + I = P (6.4)

Here, σmax(P) is the largest singular value of P and tr(P) is the trace of P. Alter-
natively, P(A) = P = ∑∞

k=0(A
T )k Ak.

Assumption 6.2 For a sequence of networks, with network matrices {An}∞n=1, we
have that lim supn→∞ maxi, j |[An]i j | < ∞. Further, lim supn→∞ ρ(An) < 1.

Definition 6.4 A sequence of networks, {N (An,Gn)}nn=1, with network matrices
{An}∞n=1, is asymptotically robust, or resilient, if we have

• Network matrix, An , is stable for each n.
• ||P(An)||2 = O(p(n)).
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Here, p(·) ∈ Pd for some d ∈ N. Fragility is the lack of resilience in the sense
of super-polynomial or exponential scaling of ||P(An)||2, for the network matrix
sequence {An}∞n=1.

6.3.2 Resilience in Consensus Graphs

For a consensus network, we are interested in the amplification of the state vector,
x(·), in a subspace perpendicular to 11T /n (see [17] for details).

Define the consensus system as

x(k + 1) = Ax(k) + ωδ(0, k) (6.5)

Here, δ(·, ·) is the Kronecker delta function, and ω is a n × 1 input vector. Next, we
define the projection matrix, Π , that is perpendicular to the vector [1, . . . , 1]T :

Π = I − 11T /n (6.6)

Further, we will impose the following assumption on A in a consensus system for
the rest of this paper.

Assumption 6.3 The state transition matrix for a consensus system is an aperiodic
and irreducible stochastic matrix.

We study the Π projection of the state x(k) at each time point k, where x(k) is
generated as in Eq. (6.5). Roughly, for resilient large stochastic networks, we expect
that the “total amplification” of the projection should not grow uncontrolled in the
dimension of the network. We have xΠ(k) = Π x(k), and we redefine our average
and max norms as

MΠ(A) = sup
||ω||2=1

( ∞∑

k=0

xTΠ(k)xΠ(k)

)

E Π(A) = Eω

[( ∞∑

k=0

xTΠ(k)xΠ(k)

)]

where ω is deterministic in the definition ofMΠ , and stochastic in the definition of
E Π , with distributional assumptions as in Assumption 6.1.

Proposition 6.2 Under Assumption 3 on the network matrix, A, we have the follow-
ing equations:

E Π(A) = tr(PΠ)

MΠ(A) = σmax(PΠ) (6.7)
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Here, PΠ = AT PΠ A + Π . Further, PΠ = PΠ(A) can be represented by

PΠ(A) =
∞∑

k=1

(AT )k Π Ak + Π (6.8)

Definition 6.5 A sequence of stochastic network matrices, {An}∞n=1, is asymptoti-
cally robust, or resilient if

• E Π(An) = O(p(n))

Here, p(·) ∈ Pd for some d ∈ N.

Definition 6.4 is general in the sense that resilience is a property of the sequence
{P(An)}∞n=1, and hence {An}∞n=1, and not specific to the Lp norm that we use. This
follows from the following fact about vector norms, for p > r > 0:

||x ||p ≤ ||x ||r ≤ n1/r−1/p||x ||p (6.9)

Specifically, Eq. (6.9) implies that if an induced norm of Pn is polynomial in dimen-
sion, then so are all other induced norms of Pn . Further, fixing anLp norm gives us
a hierarchy of resilience, in that norm, which we formally define below.

Definition 6.6 For a given polynomial, p(n), we call a network sequence, {An}∞n=1,
Lq − p(n) order if ||P(An)||q = Θ(p(n)).

It follows that M (An) = ||P(An)||2, i.e., is a measure of resilience in the L2

norm. Figure6.2 shows some common network topologies. The undirected line in
the figure means that the network is undirected. Further, for the regular network, we

Fig. 6.2 Different network topologies
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Table 6.1 Hierarchy of resilience under L2 norm

Topology Resilient Order

Line Yes L2–linear order

Ring Yes L2–constant order

Regular Yes L2–constant order

Chain with self-loops No Mn = Ω(exp (an))

assume that the edge weight is 1/(n − 1). In Table6.1, we present the examples of
resilience order that we will commonly visit in this work.

6.4 Edge Link Effects on Resilience Measures

In previous sections,wepresentedwhyquantifying resilience as a functionof network
dimension is important. We showed how different network topologies behave under
an input shock. Specifically, we used the tools we developed in Sect. 6.3 to analyze
the resilience in these topologies. In this section, we will demonstrate how individual
edge links affect the resilience properties of a network topology.

The primary focus of this section is to determine if in a fragile network sequence,
does their exist a set of bottleneck links, i.e., those links that give substantial improve-
mentwhenmodified. Trivially, this set includes removing all the links of the network;
however, the challenge is to find a nontrivial set and formalize this notion of “sub-
stantial improvement.”

When is an edge link fragile?

Definition 6.7 A link between nodes i, j in a network, An , in the network sequence,
{An}∞n=1 is fragile if

∂tr(P(An))

∂ani j
= Ω(SP(n))

Here, ani j = [An]i j and SP(·) is some super-polynomial function in n.

If a network sequence is fragile (or a large network is fragile), one might expect that
there exists a critical link, or a set of critical links, in every network of the network
sequence. Definition 6.7 attempts to capture this notion of criticality. Then, this leads
to the question whether this definition of edge link fragility is consistent with the
definition of network resilience, i.e.,

Do we find fragile links only when a large network is fragile?
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Lemma 6.1 For each network, An, in the network sequence, {Ak}∞k=1, with ani j ≥ 0
we have:

∂tr(P(An))

∂ani j
≥ 2[Pn An]i j (6.10)

Here ani j = [An]i j .
Theorem 6.1 There exists a fragile link in a large network, An, if and only if it is
fragile.

As an example for Theorem6.1,we show in Fig. 6.3 the fragile links in the directed
chain with self-loops. In the extreme case when the link weight of all edges from
i → i + 1 is 0, this reduces to the disconnected network. However, such a reduction
is in no way unique, since if we removed all the self-loops, we would obtain a simple
chain network that we already know is resilient. We find that from Chain 1 to Chains
2, 3 in Fig. 6.3, the log edge link sensitivities,

∂tr(Pn)

∂ani j
= Ω(exp (cn)), c > 0

Fig. 6.3 Different chain networks
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6.5 Nodal Dependence of Performance Measure

In many practical situations, there maybe a subset of nodes that are observable and
of interest (see [20]). It then becomes important to study the effect of a subset of
nodes on the performance measure, for example, the nodal volatilities, i.e., effect of
one node on the robustness. Here, we consider the canonical form of a discrete time
LTI system:

x(k + 1) = Ax(k) + w(k)

y(k) = Cx(k) (6.11)

Here, A ∈ R
n×n, x(k), w(k) ∈ R

n×1, C ∈ R
m×n , where m ≤ n. Following

[10, 20], we have the discrete time Lyapunov equation:

AT PC A + CTC = PC (6.12)

For brevity, call PC = LYAP(A,C), then P in Eq.6.1 is given by P = LYAP
(A, I ), where I is the identity matrix of appropriate dimension. Informally, one
should think of C as a matrix that “mixes” the outputs of each node, or “hides” away
a few nodes.

Theorem 6.2 For the canonical discrete time linear system in Eq. (6.11) and the
corresponding Lyapunov equation in Eq. (6.12), with ||C ||F = K, we have that

trace
(
LYAP(A,C)

)
=

n∑

i=1

n∑

j=1

b2i jσ j

where A is an n × n matrix,
∑n

j=1

∑n
i=1 b

2
i j = K 2 for all i , and σ1 ≥ . . . ≥ σn are

the eigenvalues of LYAP(A, I ). Further, if (π1, . . . , πn) be the right eigenvectors
(such that ||π i ||2 = 1 for all i ≥ 1) of LYAP(AT , I ) corresponding to the eigenvalues
σ1 ≥ . . . ≥ σn, then ci = ∑n

j=1 bi jπ
j where ci is the i th column of C.

Theorem 6.2 gives a closed-form dependence of different nodes on the robustness
of a networkmatrix. For example, consider the sequence of networks, {An}∞n=1, where
An has the following form:

An = μ ×

⎛

⎜
⎜
⎜
⎝

0 1
n−1 · · · 1

n−1
1 0 · · · 0
...

...
. . .

...

1 0 · · · 0

⎞

⎟
⎟
⎟
⎠

(6.13)

Here, 0 < μ < 1, and this network looks as in Fig. 6.4. Now, for each n, and
dynamics as in Eq. (6.14), one can show that σ1(LYAP(A, I )) = M (An) = Θ(n).
Further, for LYAP(AT

n , I ), the leading eigenvector corresponding to M (An) is
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Fig. 6.4 Weighted star
network

π1 = [1, 0, . . . , 0]T . Therefore, to reduce M (An), by obfuscating the effects of
σ1(LYAP(A, I )), one needs to pick the columns of C from an orthogonal subspace
toπ1. This coincideswith the idea of “hiding" themost vulnerable node, which in this
case is node 1 in Fig. 6.4. Now, if the columns C lie in an orthogonal subspace to π1,
then we have that σ1(LYAP(A,C)) = Θ(1). Similarly, in Definition 6.4 of asymp-
totic robustness, we take C = I , i.e., all nodes are equally important (Table6.2).

x(k + 1) = Anx(k) + ωδ(0, k) (6.14)

Nodal volatilities in a network can be intuitively thought as the effect on the
robustness of the network, when the observability of the node is changed. More
formally,

Definition 6.8 For a node, i , the nodal volatility is defined as

Vi = lim
ε→0+

(
trace(LYAP(A, I )) − trace(LYAP(A, I iε ))

)

ε

Here, I iε = diag(1, 1, . . . , 1 − ε, 1, . . . , 1), with 1 − ε at the i th position.

Table 6.2 Nodal volatilities

Topology Maximum nodal volatility

Line Θ(n)

Ring Θ(1)

Regular Θ(1)

Weighted star Θ(n)

Chain with self-loops Ω(exp (an))
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Then, as a consequence of Theorem 6.2, we have the following result on nodal
volatility, studied in [10].

Corollary 6.1 The nodal volatility at node, i , is given by Vi = Pii , where Pii is the
i th diagonal element of P = AT P A + I .

6.6 Conclusion

In this work, we studied the dependence of transient dynamics of networks on their
topology. Motivated by applications in socioeconomic networks such as economics,
transportation systems, and social networks, we provided a framework to assess
resilience in general network topologies. Specifically, we showed how resilience
varies with edge weights and nodal degrees. We found that a network was fragile if
and only if it had fragile links, which showed that the notion of resilience developed
here consistently captures the effects of interconnections on the transient behavior of
a networked system. We also derived a formal characterization of nodal volatilities
in any general network.

Although we show that our measures of resilience capture the effect of inter-
connections in a network, finding the critical links in a general network is a future
direction of research. An important unexplored area is when the dynamics of the
network are linear but time varying.
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Chapter 7
Feedback Control for Distributed Massive
MIMO Communication

S. Dasgupta, R. Mudumbai and A. Kumar

Abstract We present a distributed nullforming algorithmwhere a set of transmitters
transmit at full power to minimize the received power at a designated receiver. Each
transmitter adjusts the phase and frequency of its transmitted RF signal in a purely
distributed fashion as it uses only an estimate of its own channel gain to the receiver,
and a feedback signal from the receiver, that is common across all the transmitters.
This assures its scalability; in contrast any noniterative approach to the nullforming
problem requires that each transmitter know every other transmitter’s channel gain.
We prove that the algorithm practically, globally converges to a null at the designated
receiver. By practical convergence we mean that the algorithm always converges to a
stationary trajectory, and though some of these trajectories may not correspond to a
minimum, those that do not are locally unstable, while those that do are locally stable.
Unlike its predecessors the paper does not assume prior frequency synchronization
among the transmitters, but asymptotically secures frequency consensus.

7.1 Introduction

Multiple Input Multiple Output (MIMO) techniques [1–4] have played an important
part in the remarkable explosion of wireless communication systems in the past two
decades, and MIMO is now an integral component of all recent WiFi and cellular
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standards e.g. 802.11ac [2] and 5G [3]. Specifically, MIMO communication involves
transceivers equipped with multiple antennae. This allows directional transmission,
permitting control of the interference produced by wireless transmitters, and orders
of magnitude increases in energy and spectral efficiency.

Yet the applicability of MIMO is in practice severely limited by constraints such
as form factors, and the size and the number of antennae that can be realistically
supported. An attractive alternative, springing from the pioneering work of [5], is
distributed MIMO (DMIMO), [6] where instead of deploying centralized antenna
systems, groups of single antennae transceivers collaborate to form a virtual anten-
nae system that mimics the functionality of a centralized multi-antennae system.
Studied extensively by theoreticians, until recently, this concept has been dismissed
by practioners as being beyond the realm of practicality for several reasons. Among
these are issues engendered by uncertain geometries and the fact that unlike central-
ized systems, by its very definition, each constituent of a DMIMO system carries its
own clock and oscillator. These suffer significant and rapid drift modeled as a second-
order stochastic process, [7] that induces DMIMO units to migrate from synchrony
to complete incoherence within mere hundreds of milliseconds.

Over the last decade several authors, [8–22], have sought to realize this decades-old
concept, by addressing two salient components of DMIMO: distributed beamform-
ing, [8–16] and distributed nullforming, [17–22]. In the former, groups of trans-
mitters, collaborate to form a beam of maximum possible power using constructive
interference at a receiver. In the latter their transmissions cancel each other at the des-
ignated receiver. On the other hand [21] simultaneously forms nulls at some receivers
and beams at others. Physical implementations of both beam and nullforming algo-
rithms on software defined radio (SDR) platforms, are described in [12, 13, 20].
Apart from being important constituents of the overall DMIMO architecture, beam-
forming is key to power efficient communication, just as nullforming has applications
in interference avoidance for increased spatial spectrum reuse [23], cognitive radio
[24] and cyber security [25].

This brings us to the role of feedback control in these schemes. Ultimately in all
these applications all transmissions must arrive at their target receiver synchronized
in frequency and with precise phase, and for nullforming, amplitude relationships.
Uncertain geometries and mobility, make it impossible for the transmitters to deter-
mine the phases, and amplitudes of their transmission at the receiver. Thus all the
references cited above rely on some receiver cooperation. This takes the form of
feedback from the receiver to the transmitters, and possibly between the transmit-
ters, using which the transmitters must adjust the phase, amplitude and frequency of
their transmissions to achieve synchronization at the receiver. A key issue, of course,
is what type of feedback is needed, the minimum information exchange required to
achieve one’s objective.

In this light, among the DMIMO papers we have cited here, barring [11, 19], all
assume, prior frequency synchronization, presumably through information exchange
among the transmitters. The earliest among the DMIMO papers, [8], assumes
prior frequency synchronization, and requires that the receiver feed back to each
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transmitter a separate feedback signal throughout its operation. Such an algorithm
is thus not scalable.

A breakthrough idea introduced in [9], and used in several subsequent papers, is
the notion of common aggregate feedback. This involves the receiver broadcasting
to all the transmitters either the complex baseband version of its total received signal
or some attribute there of. In either case the burden of repeatedly feeding back a
separate signal to each transmitter is alleviated. To wit [9], assumes prior frequency
synchronization among the nodes and executes a 1-bit feedback algorithm to achieve
beamforming. The algorithm itself is in the mold of randomized ascent. Each trans-
mitter updates its phase according to a preselected distribution. The 1-bit feedback
is whether or not the net received power declines as a result of these updates. If the
power declines, the updates are discarded. Else they are retained.Undermild assump-
tions on the distribution from which the phase updates are chosen, this algorithm is
provably convergent.

In this paper we consider distributed nullforming without prior frequency syn-
chronization with only phase and frequency updates. The algorithm we formulate is
akin to Lyapunov redesign in the controls and adaptive systems literature, [26, 27].
We observe that distributed nullforming algorithms can be found in [17–22]. Each of
these, however assumes prior frequency synchronization at the outset of operation,
presumably through information exchange among transmitters. While this is reason-
able, oscillator frequencies also undergo drift modeled as Brownian motion, albeit
at orders of magnitude slower rates than oscillator phases. On the other hand drift
in oscillator frequencies has a more dramatic impact on performance than has phase
drift. Furthermore Doppler shift occurs at receivers, thus receiver feedback should
be used to guide the adjustment of frequencies at transmitters.

Nullforming is fundamentally more difficult than is beamforming, [22], for two
reasons. First, it is much more sensitive to phase drift. Because of this, a 1-bit algo-
rithm like in [9] is unable to adjust quickly enough to achieve a decent null. Second,
while beamforming only requires frequency and phase alignment at the receiver,
nullforming requires the precise control of the amplitude and phase of the radio-
frequency signal transmitted by each cooperating transmitter to ensure that they
cancel each other. Accordingly, [17, 18], requires that in addition to the common
aggregate feedback of the total baseband received signal, each transmitter must also
learn the channel state information of every transmitter to the receiver. This latter
requirement is substantially relaxed in [22], where each channel, at the point of
setup requires only the knowledge of its channel to the receiver. Simulations in [22]
show that the gradient descent algorithm it employs is robust to substantial channel
estimation errors, while capable of tracking significant oscillator drift.

This paper extends [22] to the case where the transmitters even if initially fre-
quency synchronized undergo small frequency drifts. These frequency drifts even if
small, can destroy a good null very quickly. As in [22], we assume that each user
knows its complex channel gain to the receiver. Unlike [17, 18] it does not have the
CSI seen by the other transmitters. Like [22], the receiver feeds back the net base-
band signal. In [22] this feedback is used by each transmitter to perform a distributed
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gradient descent minimization of the total received power. The minimization is
distributed, as each transmitter can perform it using only the aggregate feedback
and its own complex channel gain to the receiver. Similarly, in this paper each trans-
mitter adjusts its phase and frequency knowing only its CSI to the receiver and the
aggregate feedback signal, to asymptotically drive the received signal to zero. How-
ever, we show that the lack of frequency synchronization precludes the use of gradient
descent. Instead a Lyapunov redesign is needed.

We observe that [11, 19] also eschew the assumption of prior frequency syn-
chronization. Among these, [11] uses a 1-bit type algorithm to beamform. We have
however, discovered a conceptual error in the algorithm. On the other hand the pre-
liminary paper, without proofs, [19], has the important difference that it critically
assumes that each transmitter equalizes its complex channel gain. In this paper we
equalize only the phase and not the magnitude of the channel. This is in the vein of
[22] and permits a key application of distributed nullforming: Namely, permitting
transmission at full power, thus maximizing incoherent power pooling gains, while
protecting the null target. As explained in [22] this opens up the prospect of both
Space Division Multiple Access (SDMA) and cyber security.

Section7.2 provides the algorithm. Section7.3 has some preliminary analysis.
Section7.4 presents a stability analysis. Received power which must be minimized
is a nonconvex function of the transmitter phases and frequencies. Unsurprisingly
our Lyapunov redesign yields a distributed algorithm that has multiple stationery
points/trajectories thatmaynot correspond to aminimum.Yetwe show that only those
stationary points are locally stable that do correspond to global minima. Section7.5
is the conclusion.

7.2 The Algorithm

We now describe a scalable gradient descent algorithm for distributed nullforming
in a node. As in [22] and unlike [17, 18], we assume that at the beginning of a
nullforming epoch, each transmitter has access only to its own complex channel
gain to the receiver, usingwhich it equalizes the phase rather than also the magnitude
of the channel to the receiver. Assume there are N transmitter nodes.

Denote θi (t) to be the equalized phase of the i-th transmitter and ri > 0 is the
magnitude of the received signal. Assume that ωi (t), is a frequency offset of the
i-th transmitter, from a nominal frequency to which each transmitter should ide-
ally have been synchronized, but oscillator drift prevents the maintenance of such
synchronization.

Then the complex baseband signal received at the cooperating receiver is:

s(t) = R(t) + j I (t) (7.1)
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where

R(t) =
N∑

i=1

ri cos(ωi (t)t + θi (t)) (7.2)

and

I (t) =
N∑

i=1

ri sin(ωi (t)t + θi (t)). (7.3)

As in [22], the transmission process is thus, equivalent to each transmitter trans-
mitting, the phase equalized complex baseband signal, e j ((ωi (t)t+θi (t)). The baseband
signal the receiver sees is

s(t) =
N∑

i=1

ri e
j ((ωi (t)t+θi (t)) (7.4)

see (7.1). Indeed it is s(t) that the receiver broadcasts to all transmitters, which they
must use to adjust their frequency and phase. Define θ(t) = [θ1(t), · · · , θN (t)]� and
ω(t) = [ω1(t), · · · , ωN (t)]�.We note the key difference with [19], which apart from
not providing any proofs, assumes that all ri = 1. The received power is:

J (θ, ω, t) = I 2(t) + R2(t). (7.5)

The receiver feeds back s(t). The i-th transmitter uses s(t) to adjust its θi (t) and
ωi (t) to asymptotically force J (θ, ω, t) to zero. In reality both the adjustment and
feedback will be discrete time. However, should the continuous time algorithm be
uniformly asymptotically stable (u.a.s), then averaging theory, [28] ensures that for
high enough feedback rates, and small enough gains, an obvious discretized version
will also be u.a.s.

As noted above, [22] where ω = 0, uses a gradient descent algorithm. The result-
ing J is autonomous in [22]. The frequency offsets here make the cost function
nonautonomous, as it may change its value even if the phases and frequencies are
not adjusted. To amplify this point observe that a pure gradient descent algorithm
would take the form:

θ̇ (t) = −∂ J (θ, ω, t)

∂θ
; ω̇(t) = −∂ J (θ, ω, t)

∂ω
. (7.6)

Now observe that under (7.6)

J̇ = ∂ J

∂t
+ ∂ J

∂θ
θ̇ + ∂ J

∂ω
ω̇

= ∂ J

∂t
−

∥∥∥∥
∂ J

∂θ

∥∥∥∥
2

−
∥∥∥∥
∂ J

∂ω

∥∥∥∥
2

.
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Should
∂ J

∂t
be zero, as is the case is in [22], this guarantees a nonincreasing J (θ, ω, t).

However, with ωi potentially nonzero under (7.2),
∂ J

∂t
need not be zero, preventing

guaranteed decrescence of J (θ, ω, t). Thus a Lyapunov redesign of the nullforming
algorithm is needed.

In Sect. 7.3 we present a Lyapunov function, and show that its decrescence is
guaranteed by the following algorithm.

θ̇ = −∂ J

∂θ
− ω

2
(7.7)

ω̇ = −1

2

∂ J

∂θ
. (7.8)

Thus the i-th node can implement these as long as it has access to its frequency,
phase, CSI to the receiver and the common feedback signals I (t) and R(t) permitting
a totally distributed implementation, as

∂ J

∂θi
= −2R(t)ri sin(ωi (t)t + θi (t)) + 2I (t)ri cos(ωi (t)t + θi (t)), (7.9)

and
∂ J

∂ω
= t

∂ J

∂θ
. (7.10)

Also observe that unlike (7.6) there is an additional corrective term ω
2 in (7.7),

that accounts for the frequency offsets. In keeping with our mandate for phase and
frequency only updates the gains ri are not updated.

7.3 Preliminaries of the Stability Analysis

In this section, we present certain preliminary results that among other things show
the uniform convergence of the gradient of J with respect to θ , and explore the
properties of the stationary points of (7.7, 7.8).

But first, a result used in [29].

Lemma 7.1 Suppose on a closed interval I ⊂ R of length T , a signal w : I → R

is twice differentiable and for some ε and M ′

|w(t)| ≤ ε1 and |ẅ(t)| ≤ M ′ ∀ t ∈ I .

Then for some M independent of ε1, I and M ′, and M ′′ = max(M ′, 2ε1T −2) one
has:

|ẇ(t)| ≤ M(M ′′ε1)1/2 ∀ t ∈ I .
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We begin by deriving a preliminary relation.

∂ J

∂t
= −2R(t)

N∑

i=1

ωi (t)ri sin(ωi (t)t + θi (t)) + 2I (t)
N∑

i=1

riωi (t) cos(ωi (t)t + θi (t)),

= ω�(t)
∂ J

∂θ
. (7.11)

We now show that under (7.7, 7.8) there is a Lyapunov function that is nonin-
creasing and the gradient of J with respect to θ converges uniformly to zero.

Lemma 7.2 Consider (7.7, 7.8) with (7.2–7.5) initial time t0 ≥ 0. Then the following
hold:

(a) For all t ≥ t0,

V (t) = J (t) + ‖ω(t)‖2
2

(7.12)

is nonincreasing.
(b) The following occurs uniformly in t0.

lim
t→∞

∂ J

∂θ
(t) = 0. (7.13)

Proof Because of (7.5), (7.9–7.10) and (7.7, 7.8), there holds:

J̇ + d

dt

{
ω�ω

2

}
= ∂ J

∂t
+ θ̇� ∂ J

∂θ
+ ω̇� ∂ J

∂ω
+ ω�ω̇

= ω� ∂ J

∂θ
−

∥∥∥∥
∂ J

∂θ

∥∥∥∥
2

− ω�

2

∂ J

∂θ

−ω�

2

∂ J

∂θ
− t

2

∥∥∥∥
∂ J

∂θ

∥∥∥∥
2

= −
(
1 + t

2

) ∥∥∥∥
∂ J

∂θ

∥∥∥∥
2

(7.14)

Consequently (a) holds. Further, ω is uniformly bounded. Consequently from (7.9)
there is an M1, independent of t0, such that for all t ≥ t0

∥∥∥∥
d

dt

{
∂ J

∂θ
(t)

}∥∥∥∥ ≤ M1.
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Equally, there exists an M2, also independent of t0, such that for all t ≥ t0,

∥∥∥∥
∂ J

∂θ
(t)

∥∥∥∥ ≤ M2.

Further, since the initial time t0 ≥ 0, from (7.14) and V (t) is nonnegative, one obtains
that for all t ≥ t0:

∫ t

t0

∥∥∥∥
∂ J

∂θ
(s)

∥∥∥∥
2

ds ≤
∫ t

t0

(
1 + s

2

) ∥∥∥∥
∂ J

∂θ
(s)

∥∥∥∥
2

ds

≤ V (t0).

Thus, for every ε > 0, there exists a T independent of t0 such that for all t ≥ T + t0,

∫ t

T +t0

∥∥∥∥
∂ J

∂θ
(s)

∥∥∥∥
2

ds ≤ ε.

Then from Lemma7.1, there is a K independent of t0 such that for all ε > 0, there
exists a T independent of t0 such that for all t ≥ T + t0,

∥∥∥∥
∂ J

∂θ
(s)

∥∥∥∥
2

≤ ε, ∀s ≥ T + t0.

Thus indeed (b) holds uniformly in t0.

Thus, (7.7, 7.8) converges uniformly to a trajectory where:

∂ J

∂θ
= 0. (7.15)

Because of (7.2, 7.3), (7.9) there holds:

1

2

∂ J

∂θi
= −R(t)

N∑

i=1

ri sin(ωi (t)t + θi (t)) + I (t)
N∑

i=1

ri cos(ωi (t)t + θi (t))

=
N∑

i=1

N∑

l=1

rirl {cos(ωi (t)t + θi (t)) sin(ωl(t)t + θl(t))

− sin(ωi (t)t + θi (t)) cos(ωl(t)t + θl(t))}

=
N∑

i=1

N∑

l=1

rirl sin((ωl(t) − ωi (t))t + θl(t) − θi (t)). (7.16)
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Thus (7.15) also implies that for some constantω∗ on this trajectory the frequency
offsets

ωi = ω∗, ∀i ∈ {1, · · · , N }. (7.17)

Observe from (7.5), (7.2) and (7.3),

J (θ, ω, t) =
(

N∑

i=1

ri cos(ωi (t)t + θi (t))

)2

+
(

N∑

i=1

ri sin(ωi (t)t + θi (t))

)2

=
N∑

i=1

r2i + 2
N∑

i=1

N∑

l=1
l =i

ri rl cos((ωl(t) − ωi (t))t + θl(t) − θi (t)) (7.18)

This shows that these are in fact manifolds rather than points.
We now turn to a major nontrivial consequence of having potentially nonunity ri ,

a problem absent in [19] where all ri are 1. There are sets of positive ri for which
a null may not be possible. It is thus useful to first characterize conditions on the ri

that ensure that a null is possible. The theorem below provides this characterization.
We note it is similar to a result in [22] where the ωi are all fixed to zero. The theorem
also characterizes the global minimum value

J ∗ = max
t≥0

min
θ,ω

J (θ, ω, t). (7.19)

Theorem 7.1 Consider J (θ, ω, t) defined in (7.2, 7.3, 7.5) and J ∗ as in (7.19), with
all ri > 0. Without loss of generality label ri , so that ri ≥ ri+1. Then the following
hold:

(i) J ∗ = 0 iff

r1 ≤
N∑

i=2

ri . (7.20)

(ii) If (7.20) is violated

J ∗ =
(

r1 −
N∑

i=2

ri

)2

. (7.21)

Proof Observe J (θ, ω, t) = |s(t)|2, with s(t) defined in (7.4). Suppose (7.20) is
violated. Clearly, under (7.4), as ri > 0,

J (θ, ω, t) ≥
(

r1 −
N∑

i=2

ri

)2

.
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Thus J ∗ > 0. Further this minimum is attained by choosing ωi = ωl , for all i, l,
θ1 = 0 and θi = π, ∀ i > 1. This proves (ii) and the “only if” part of (i).

To prove the “if” part of (i), set allωi to zero and assume that (7.20) holds. We use
induction. Consider N = 2. Then r1 = r2. Thus with θ1 = 0, θ2 = π , J (θ, 0, t) =
|r1 − r2|2 = 0, ∀t . Now suppose the result holds for some N = n ≥ 2. Consider
N = n + 1.

Observe with

J (0, 0, t) =
n+1∑

i=1

ri > 0. (7.22)

Consider two cases.

Case I: r2 >
∑n+1

i=3 ri : In this case, by hypothesis 0 < r2 − ∑n+1
i=3 ri < r1. Thus,

J (π [1, 0, [1, · · · , 1]]T , 0, t) = −r1 + r2 −
n+1∑

i=3

ri < 0.

As for every t , J (θ, 0, t) is continuous in θ , and (7.22) holds, there exist a θ for
which J (θ, 0, t) = 0, ∀t . Thus J ∗ = 0.

Case II: r2 ≤ ∑n+1
i=3 ri : From the induction hypothesis, there exist θ̂2, · · · , θ̂n+1

such that
∑n+1

i=2 ri e j θ̂i = 0 < r1. Moreover, by assumption
∑n+1

i=2 ri ≥ r1. Since∣∣∣
∑n+1

i=2 ri e jθi

∣∣∣ is continuous in θ , moving continuously between [θ2, · · · , θn+1]
between 0 and [θ̂2, · · · , θ̂n+1] one can find a set of phases [θ∗

2 , · · · , θ∗
n+1] such

that
∣∣∣
∑n+1

i=2 ri e jθ∗
i

∣∣∣ = r1. Thus, for some δ,
∑n+1

i=2 ri e jθ∗
i = r1e jδ . Then J ([π +

δ, θ∗
2 , · · · , θ∗

n+1]T , 0, t) = 0, completing the proof.

Returning to the stationary trajectories, given by (7.15) and (7.17), some of these
correspond to the desired null, or in their absence (7.19). Others do not, and will be
called false stationary points. We show below that the latter are locally unstable and
are thus, rarely attained, and even if attained cannot be practicallymaintained as noise
would drive the trajectories away from them. Thus, by showing the local stability of
the global minimum, we will demonstrate the practical uniform convergence of the
algorithm to the global minimum.

In the stationary trajectory, (7.15) and (7.17) are not nulls, i.e., s(t) = 0, then
from (7.9) for all i, l, and t > 0, tan(ω∗t + θi ) = tan(ω∗t + θl). Consequently on
stationary trajectories that are not nulls,

θi − θl = kilπ, ∀{i, l} ⊂ {1, · · · , N } (7.23)

where kil are integers.
The local analysis of these stationary trajectories, will require the examination

of the Hessian with respect to θ on these trajectories. Consider again (7.16). Due to
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(7.17), along (7.15) and (7.17) the il-th element of the Hessian along the stationary
trajectory is given by:

[H(θ)]il |ωi =ωl
= ∂2 J (θ)

∂θi∂θl
=

{−2
∑

i =l ri rl cos(θi − θl) i = l

2ril cos(θi − θl) i = l
(7.24)

7.4 Stability Analysis

Armed with the preliminary results in Sect. 7.3 we now complete our stability analy-
sis. Lemma7.2 shows that uniform convergence to a stationary trajectory is guaran-
teed. Some of these trajectories correspond to a null. Other do not. In this section, we
show that only those that correspond to a null are locally stable. The others are not.
Consequently, one is assured of practical uniform convergence in the sense that sta-
tionary trajectories that do not correspond to the desired nulls if at all attained, cannot
be practically maintained. Thus for all practical purposes, the algorithm defined in
(7.7, 7.8) achieves a desired null.

First we demonstrate the local instability of spurious stationary trajectories. To
this end we present need the following lemma.

Lemma 7.3 The linear system below with scalar a > 0 is unstable:

η̇ =
[

a ta + 1
2

a
2

at
2

]
η (7.25)

Proof Consider the initial condition η(0) = [0, 1]�. Then it is evident that both
elements of the state are nonegative for all t > 0. Then the first element of the state
vector is

η1(t) ≥ eat .

Thus the system is unstable.

Consider next the Hessian with respect to θ at a critical trajectory. As given in
(7.24) this is identical to the Hessian studied in [22]. From [22] we have the following
lemma.

Lemma 7.4 Assume all ri > 0. Consider a false stationary manifold i.e., a station-
ary manifold on which J = 0 and J = J ∗. Then H(θ)|∀i,ωi =ω∗ has at least one
negative eigenvalue.

We now prove that a false stationary trajectory is unstable.

Theorem 7.2 Assume all ri > 0. Consider (7.7, 7.8), and a stationary manifold
defined by (7.15), (7.17) such that along this trajectory J = 0 and J = J ∗. Then
this trajectory is unstable.
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Proof Observe, that for all i, l

∂2 J (θ)

∂θi∂ωl
= t

∂2 J (θ)

∂θi∂θl

(7.7, 7.8), linearized around (7.15), (7.17) is given by:

ẋ =
[−H(θ) −t H(θ) + I

2

− H(θ)

2 − t
2 H(θ)

]
x . (7.26)

In view of Lemma7.4 and the symmetry of H(θ), there is an orthogonal matrix Ω

and real λi , with λ1 > 0, such that with

Λ = diag {−λ1, · · · , λN },

H(θ) = ΩΛΩT

Define β = diag {Ω,Ω}x . Then the linearized systems is equivalent to:

β̇ =
[
−Λ −tΛ + I

2

−Λ
2 − t

2Λ

]
β.

Then instability follows from Lemma7.3.

Thus indeed false stationary manifolds are unstable. To complete the result, it
suffices to show that the global minima, nulls or otherwise, are locally stable. As the
Hessian is indefinite this is a nonhyperbolic system and a linearization approach will
be inconclusive. Thus we use a more direct approach to proving local stability.

Because of (7.18) and (7.23) at false stationary points the cost function takes the
values

N∑

i=1

r2i + 2
N∑

i=1

N∑

l=1
l =i

ri rlμil , μil ∈ {−1, 1}. (7.27)

Assume again ri ≥ ri+1 > 0. With r = [r1 · · · , rN ]T , define:

f (r) =

⎧
⎪⎪⎪⎪⎪⎪⎪⎪⎨

⎪⎪⎪⎪⎪⎪⎪⎪⎩

min

⎧
⎪⎨

⎪⎩

⎧
⎪⎨

⎪⎩

N∑
i=1

r2i + 2
N∑

i=1

N∑
l=1
l =i

ri rlμil |μil ∈ {−1, 1}

⎫
⎪⎬

⎪⎭
\ {0}

⎫
⎪⎬

⎪⎭
if r1 ≤

N∑
i=2

ri

min

⎧
⎪⎨

⎪⎩

⎧
⎪⎨

⎪⎩

N∑
i=1

r2i + 2
N∑

i=1

N∑
l=1
l =i

ri rlμil |μil ∈ {−1, 1}

⎫
⎪⎬

⎪⎭
\ {r1 −

N∑
i=2

ri }

⎫
⎪⎬

⎪⎭
else

(7.28)

In other words f (r) is the smallest value that J can take at a false stationary point.
We can now prove local stability of the null manifold.

Theorem 7.3 Suppose ri ≥ ri+1 > 0 and with f (r) defined in (7.28). Then with pos-
itive initial time t0, (7.7, 7.8) uniformly converges to a global minimum of J (θ, ω, t)
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if V (t0) < f (r). Further for a constant ω∗ and all i ∈ {1, · · · , N },

lim
t→∞ ωi (t) = ω∗ (7.29)

Proof Item (b) of Lemma7.2 holds uniformly in t0. Further for all t ≥ t0

J (θ(t), ω(t), t) ≤ V (t) ≤ V (t0) < f (r).

As Lemma7.2 guarantees convergence to a stationary manifold, and only stationary
manifold atwhich J (θ(t), ω(t), t) < f (r), convergenceoccurs to a globalminimum.
Finally, (7.29) follows from (7.15) and (7.8).

As convergence to a stationary manifold is guaranteed, and all false stationary
points are locally unstable, this thus proves practical uniform convergence to a global
minimum. Observe in addition the transmitters attain frequency consensus.

In principle the phases need not converge to a fixed point. However, there is a
subtlety. On a stationary trajectory, (7.7) and (7.8) reduces to, (7.17) and for each i ,

θ̇i (t) = −ω∗

2
.

Thus for suitable αi the i-th transmitted signal becomes

e j ( ω∗
2 t+αi ).

thus effectively, the attained phases are constants, and de facto frequency synchro-
nization obtains.

7.5 Conclusion

We have provided a new distributed nullforming algorithm that is guaranteed to
achieve a null, through phase and frequency adapatation. Unlike [22] this paper does
not assume prior frequency synchronization. Its effect though is the achievement
of frequency synchronization. That all this can be achieved with no cooperation
between the transmitters, a feedback of the aggregate received signal by the receiver,
and the knowledge to each transmitter of only its CSI is in our opinion an intriguing
fact. Also intriguing is the fact that an otherwise nonconvex cost function has the
attractive property that all its local minima are global minima. Further studies that
delineate the minimum information needed to achieve distributed nullforming are
warranted.
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Chapter 8
The “Power Network” of Genetic Circuits

Yili Qian and Domitilla Del Vecchio

Abstract Synthetic biology is an emergent research field whose aim is to engineer
gene regulatory networks (GRNs) in living cells for useful functionalities. How-
ever, due to the unwanted interactions among nodes and with the cellular “chassis”,
behavior of a GRN is often context dependent. One source of context dependence
that has received much attention recently is the competition among nodes in a GRN
for a limited amount of resources provided by the host cell. In this paper, we review
our recent research outcomes on the modeling and mitigation of resource compe-
tition in GRNs from a control theoretic perspective. In particular, we demonstrate
that resource competition gives rise to hidden interactions among nodes that change
the intended network topology. By regarding hidden interactions as disturbances, we
formulate a network disturbance decoupling problem that can be solved by imple-
menting decentralized feedback controllers in the nodes. Our results provide exam-
ples of how introducing concepts in systems and control theory can lead to solutions
to pressing practical problems in synthetic biology.

8.1 Introduction

Synthetic biology is an emergent research field whose aim is to engineer novel
genetic circuits in living cells. It has potential applications ranging from increasing
biofuel production [14], to sensing environmental hazards [2], as well as detect-
ing and/or killing cancer cells [6]. However, the efforts to engineer large scale and
complex genetic circuits are often impeded by context dependence. Context depen-
dence is the phenomenon in which functional genetic modules behave differently
when they are connected in a circuit as opposed to when they are in isolation, often
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due to unintended interactions among genes and with the cellular “chassis” [5].
These unintended interactions lead to ad-hoc design processes and unpredictable
outcomes, largely hindering our capability to scale up genetic circuits for real-world
applications. Therefore, much of the current research in the field is devoted to the
mitigation of context dependence in genetic circuits [7]. These research questions can
be formulated as classical systems and control theory problems such as disturbance
attenuation and output regulation [8]. However, their solutions are often challenged
by physical constraints in living cells [8]. In particular, feedback control needs to be
realized by a limited set of available biomolecular processes. In this paper, we review
our latest research outcomes on the modeling, analysis and mitigation of a specific
form of context dependence that has received much attention recently: the competi-
tion among synthetic genes for a limited amount of cellular resources provided by
the host cell [4, 11, 16].

Gene expression in vivo relies on the key processes of transcription and translation.
Transcription is initiated by RNA polymerases (RNAPs) binding with the promoter
sites of DNAs to produce messenger RNAs (mRNAs), which are then translated by
ribosomes to produce target proteins. Genetic circuits are gene regulatory networks
(GRNs) that are constructed by allowing transcription of one gene to be regulated
by proteins expressed by other genes. These proteins are called transcription factors
(TFs), which can either activate or repress transcription by binding with promoter
sites onDNAs (Fig. 8.1a). Therefore, naturally, the functionality of anyGRN requires
the availability of RNAPs and ribosomes [9].

Recent experimental results have suggested that the limited amount of ribosomes
is the main bottleneck for gene expression in E. coli bacteria in exponential growth
phase [11, 12]. In particular, it has been demonstrated experimentally that, due to
resource competition, expression of an unregulated gene can be reduced bymore than
60% when expression of another gene is activated [4, 11, 19]. However, resource
limitation is often neglected in standard gene expression models [1, 9], and rarely
considered in circuit design, leading to unexpected design outcomes. Therefore, it
is desirable to develop a systematic framework to model and mitigate the effects of
resource competition in genetic circuits.

In this paper, we review our recent progress towards these goals [15–17]. In [15,
16], we developed and experimentally validated a general gene expression model
accounting for resource competition. These results are briefly reviewed in Sects. 8.2
and 8.3. In Sect. 8.4, we reviewour recent theoreticalwork onmitigating the effects of
resource competition by introducing a system concept and formulating the problem
as a disturbance decoupling problem for networks [17]. The problem can be solved
by implementing decentralized feedback controllers which are described in Sect. 8.5.
Section8.6 discusses the stability of the decentralized control scheme. Simulation
examples are provided in Sect. 8.7.



8 The “Power Network” of Genetic Circuits 111

mRNA (mi)

protein (xi)

TFs (ui) gene i

Limited cellular resources

Node i

RNAPs

Ribosomes

Genetic circuit

xi

(a)
(b)

ui

Fig. 8.1 a: Schematic of gene expression process in a node i . b: In a GRN, all nodes are competing
for a limited amount of resources in the host cell

8.2 Modeling Resource Competition in Gene Networks

AGRN is an interconnection of gene expression cassettes, whichwe call nodes. Each
node i is an input/output system that takes li TFs as inputs to regulate the production
of a TF xi as output (Fig. 8.1a). We denote the set of TF inputs to node i by Ui

(Fig. 8.1b), and use ui = [u1, · · · , uli ]T to represent their concentrations. A series of
chemical reactions take place in node i . The input TFs bind with its DNA promoter
site to regulate mRNA (mi) transcription; free ribosomes then bind with mRNAs
to initiate translation and produce output TF xi. Assuming that binding reactions
are much faster than transcription and translation [1, 9], the state of node i can be
described by the concentrations of its mRNA transcriptmi and TF output xi (italics).
In a standard gene expression model [1, 9], the free amount of ribosomes available
for translation is assumed to be constant, yielding the following node dynamics:

ṁi = Ti Fi (ui ) − δimi , ẋi = Rimi − γi xi , (8.1)

where Ti is themaximum transcription rate constant, Ri is the translation rate constant
proportional to the free concentration of ribosomes, and δi and γi are the mRNA and
protein decay rate constants, respectively. The function Fi (ui ) describes regulatory
effects of the input TFs on node i , and can be written as a standard Hill function [1,
9]. Specifically, based on reaction rate equations, when node i takes a single activator
with concentration ui as input, Fi (ui ) = βi+(ui/ki )ni

1+(ui /ki )ni
; if the TF input is a repressor,

then Fi (ui ) = 1
(ui/ki )ni

. Parameter ki is the dissociation constant of TF ui binding
with the promoter site of node i . The stronger the binding affinity, the smaller the
dissociation constant. Parameter ni is the binding Hill coefficient, and βi ∈ [0, 1)
characterizes basal expression (i.e. expression when ui = 0).

In a GRN, nodes are connected through regulatory interactions, where the output
of node i (xi) can regulate gene expression in node j . In a GRN composed of n nodes,
let x = [x1, · · · , xn]T represent the concentrations of all TFs in the network, we have
ui = Qix, where Qi is a binary selection matrix, whose ( j, k)-th element is 1 if xk is
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the j-th input to node i , and 0 otherwise. When ribosomes are limited, the constant
free ribosome assumption used to derive (8.1) fails. Since the host cell produces a
limited amount of ribosomes [3], resource availability depends on the extent to which
different nodes in the network demand them (Fig. 8.1b).We use zT , z and zi to denote
the concentrations of total ribosomes, free ribosomes, and that of ribosomes bound
to mi, respectively. In particular, we obtain zi = zmi/κi from reaction rate equations,
where smaller κi indicates stronger capability of mi to sequester free ribosomes (z).
Therefore, the concentration of ribosomes in a GRN follows the conservation law
[3]

zT = z +
n∑

i=1

zi = z · (1 +
n∑

i=1

mi/κi ), (8.2)

indicating that the total ribosome concentration is the summation of its free con-
centration (z) and its concentration bound in the nodes (zi ). From Eq. (8.2), the free
concentration of ribosomes z can be found as z = zT

1+∑n
i=1 mi/κi

, and by replacing the
constant free ribosome concentration in (8.1) with this state-dependent free amount,
the node dynamics in (8.1) can be modified as:

ṁi = Ti Fi (ui ) − δimi , ẋi = Ri
mi/κi

1 + mi/κi + ∑
j �=i m j/κ j

− γi xi . (8.3)

In the next section, we demonstrate that (8.3) implies that hidden interactions arise
due to ribosome competition in GRNs.

8.3 Hidden Interactions and Effective Interaction Graphs

Synthetic biologists often analyze and design genetic circuits based on interaction
graphs, which use directed edges to represent regulatory interactions among nodes. A
standard interaction graph is drawn based on regulatory interactions among nodes. In
particular, the regulatory interaction from xj to xi is determined by sign(∂Fi/∂x j ). If
sign(∂Fi/∂x j ) > 0 (< 0), then the regulatory interaction is an activation (repression),
represented by a xj → xi (xj � xi). Here, we expand the concept of interaction graph
to incorporate hidden interactions due to resource competition. We call the resultant
graph the effective interaction graph. We then illustrate its applications to predict the
behavior of two simple GRNs.

Since an interaction graph represents the interactions among TFs in a GRN and
since mRNA dynamics are often much faster than those of the TFs [1, 9], we set the
mRNA dynamics in (8.3) to quasi-steady state [1, 9] to obtain:
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ẋi = T̄i Fi (ui )

1 + Ji Fi (ui ) + ∑
k �=i Jk Fk(uk)︸ ︷︷ ︸

Gi (x):node i effective production rate

−γi xi , (8.4)

where parameter T̄i := RiTi/δiκi represents the maximum protein production rate
and parameter Ji := Ti/δiκi represents the resource sequestration capability in node
i , which we call its resource demand coefficient.

The effective production rate of node i , Gi (x), encapsulates the joint effects of
regulatory interactions and hidden interactions due to resource competition. The
effective interaction from node j to node i is determined based on sign(∂Gi/∂x j ),
representing how xj affects the production rate of xi. In particular, we draw xj → xi
(xj � xi) if sign(∂Gi/∂x j ) > 0 (< 0). We draw xj � xi if sign(∂Gi/∂x j ) is unde-
termined, that is, it depends on parameters and/or the steady state the network is
operating at. We say there is a hidden interaction from xj to xi if ∂Fi/∂x j = 0 but
∂Gi/∂x j �= 0.

Based on (8.4), we identify the effective interaction graphs of two simple GRNs
shown in Fig. 8.2, where we use black solid edges to represent regulatory interactions
and red dashed edges to represent hidden interactions. Figure8.2a shows a single-
input motif [1], where a TF input u represses two targets x1 and x2. According to
a standard model of this network [1], the steady states of both x1 and x2 decrease
with u. However, due to resource competition the effective interactions from u to
its targets become undetermined and steady state x1 increases with u for some u
levels (Fig. 8.2a). In Fig. 8.2b, we demonstrate that the steady state i/o response of an
activation cascade can become biphasic due to hidden interactions. This prediction
has been verified experimentally [16]. We refer the readers to [15, 16] for detailed
discussions on graphical rules to draw effective interactions and on how to mitigate
hidden interactions by tuning resource demand coefficients.
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Fig. 8.2 Effects of resource competition on a single-input motif (a) and a two-stage activation
cascade (b). Steady state i/o responses with resource competition are simulated according to
model (8.3), and steady state i/o responses without resource competition are obtained by assuming∑

j �=i m j/κ j = 0 for all i in (8.3)
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Due to the global feature of resource competition, its effects must be re-examined
when additional nodes are added to the network, complicating the design process.
Therefore, it is desirable to design a feedback controller that can automatically miti-
gate the effects of hidden interactions so that networks can be designed solely based
on regulatory interactions, and additional nodes can be included in a “plug-and-play”
fashion. In the next section, we formulate this problem as a network disturbance
decoupling problem.

8.4 Mitigation of Hidden Interactions Through Network
Disturbance Decoupling

In this section, we introduce a system concept that allows us to formulate the mitiga-
tion of hidden interactions as a network disturbance decoupling problem. The main
difference between model (8.3) and the standard model in (8.1) is that in (8.3), xi
dynamics depend on the mRNA concentrations of other nodes (m j , j �= i). With
reference to Fig. 8.3a, according to model (8.3), each node in the network can be
regarded as a two-input-two-output system that takes a reference input vi := Fi (ui ),
a disturbance input wi , a reference output yi := xi and a disturbance output di . The
disturbance input wi represents how resource demand by the rest of the network
affects node i , and the disturbance output di quantifies resource demand by node i
(Fig. 8.3b). In particular, they follow

wi :=
∑

j �=i

m j/κ j , di := mi/κi , wi =
∑

j �=i

d j . (8.5)

We would like that the steady state reference output of each node (yi ) be only depen-
dent on its own reference input vi and essentially independent of disturbances among
them (wi ). This concept, which we call static network disturbance decoupling, is
visualized in Fig. 8.3c and described as follows.

We consider a GRN where the steady state i/o responses of each node are
parametrized by a small parameter ε, and can be written as:

yi = hi (vi ,wi , ε), di = gi (vi ,wi , ε). (8.6)

Functions hi (·) and gi (·) are C2 in ε for (vi ,wi , ε) ∈ Vi × Wi × (−ε∗, ε∗) with
Vi × Wi ⊆ R

2+, and 0 < ε∗ � 1. We further assume that each node is a posi-
tive i/o system such that for all vi , di > 0, we have yi ,wi > 0. We use the fol-
lowing notations: V := V1 × · · · × Vn , W := W1 × · · · × Wn , v := [v1, · · · , vn]T ,
w := [w1, · · · ,wn]T , y := [y1, · · · , yn]T and d := [d1, · · · , dn]T .
Definition 1 (Network disturbance decoupling) A network is said to have local
ε-static network disturbance decoupling property in V × W̃ if there exists an ε∗
sufficiently small and an open set W̃ ⊆ W such that for all i = 1, · · · , n,
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Fig. 8.3 a: Each node i in a GRN with resource competition can be treated as a two-input-two-
output system. Black edges represent reference input/outputs due to regulatory interactions, and
red dashed edges represent hidden interactions modeled as disturbances. b: In a network setting,
disturbance input to node i (wi ) is produced by resource demand by the rest of the network; resource
demand of node i (di ) becomes disturbance inputs to the other nodes. c In a networkwith disturbance
decoupling property, the steady state behavior of the network is essentially the same as that of a
network without disturbances

yi = hi (vi ,wi (v, ε), ε) = hi (vi , 0, 0) + O(ε). (8.7)

In principle, network disturbance decoupling requires each node to possess some dis-
turbance attenuation property. In addition, since wi = wi (v, ε) depends on resource
demand by other nodes (d j ), we need to ensure that wi is not amplified while we
increase disturbance attenuation capability in each node. In what follows, we give
algebraic conditions on the node and the network such that static network disturbance
decoupling can be achieved.We first state the definition of ε-static disturbance atten-
uation, which is the property required for each node.

Definition 2 (Node disturbance attenuation) Node i has ε-static disturbance atten-
uation property in Vi × Wi if hi (vi ,wi , 0) = hi (vi , 0, 0) for all (vi ,wi ) ∈ Vi × Wi .

For a node with ε-static disturbance attenuation property, the effect of distur-
bance input on reference output is attenuated by a factor of ε, and can be written
as yi = hi (vi , 0, 0) + O(ε) for ε sufficiently small. This property does not require
any information on the network, and is a characterization of node i in isolation.
It can be achieved, for example, by implementing decentralized controllers in the
nodes. When node i is part of the network, since wi also depends on ε, it may grow
unbounded as ε → 0, in principle. The next property on the network excludes this
possibility and guarantees that wi is smooth in ε as ε → 0.

Definition 3 (Network ε -well-posedness) Consider a network where the nodes are
connected according towi = ∑

j �=i d j , and the steady state i/o response of each node
follows (8.6). It is locally ε-well-posed in V × W ⊆ V × W if there is an open set
W ⊆ W and ε∗ > 0 such that there exists w(v, ε) ∈ W that satisfies

wi =
∑

j �=i

g j (v j ,wj , ε), for all i ∈ {1, · · · , n}. (8.8)

Furthermore, w(v, ε) is C1 in ε for all (v, w, ε) ∈ V × W × (−ε∗, ε∗).
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The following result provides sufficient conditions for local ε-static network dis-
turbance decoupling (see [17] for details).

Theorem 1 A network has local ε-static network disturbance decoupling property
in V × W if (i) each node i has ε-disturbance attenuation property in Vi × Wi , and
(ii) the network is locally ε-well-posed in V × W .

While condition (i) in Theorem 1 can be obtained by implementing decentralized
controllers in the nodes, condition (ii) needs to be certified by exploring more prop-
erties of the network. We further assume that when ε = 0, steady state disturbance
output of each node (di ) is affine in its disturbance input (wi ) for all (v, w) ∈ V × W

gi (vi ,wi , 0) = ḡi (vi ) + ĝi (vi )wi . (8.9)

In this case, the local ε-well-posedness property of a network can be certified by
the diagonal dominance of an interconnection matrix A, whose ( j, k)-th element is
defined to be 1 if j = k and −ĝk(vk) if j �= k. This result is stated in the following
theorem, and we refer the readers to [17] for detailed proofs and discussions.

Theorem 2 Assume that the steady state disturbance i/o response of each node i
follows (8.9) and that the nodes are connected by wi = ∑

j �=i d j , if the interconnec-
tion matrix A is diagonally dominant for all v ∈ V , then there exists an open set W
such that the network is locally ε-well-posed in V × W .

The diagonal dominance condition in Theorem 2 resembles a network small-gain
theorem for stability test [18]. However, in the context of [18], the elements in the
interconnection matrix are dynamic i/o gains of the individual nodes, while here,
the elements in interconnection matrix A are static i/o gains. Therefore, instead of
guaranteeing stability, Theorem 2 guarantees, roughly speaking, that a steady state of
the network remainsO(1) as ε → 0. In the next section, we propose a biomolecular
feedback controller design that guarantees ε-static network disturbance decoupling
in resource-competing GRNs. We then discuss its stability in Sect. 8.6.

8.5 Biomolecular Realization of Disturbance Decoupling
Through Decentralized sRNA-Based Feedback

Small RNAs (sRNAs) are short non-coding RNAs that can bind to complementary
RNAs to induce rapid degradation [13]. In this section, we demonstrate that decen-
tralized sRNA-based feedback controllers (Fig. 8.4) can achieve ε-static network
disturbance decoupling. We first introduce the biomolecular mechanism of this con-
troller and then show that each node has ε-static disturbance attenuation property
and the resulting network is ε-well-posed.

A diagram of node i equipped with the proposed sRNA-based feedback is shown
in Fig. 8.4b. In node i , the output protein xi activates production of sRNA si. sRNA
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Fig. 8.4 a: Decentralized implementation of sRNA-based feedback controllers in a GRN. b:
Biomolecular mechanism of the controller, where elements of the controller are shaded in blue

si binds with mRNA mi to form a complex which degrades rapidly [13]. When
ribosome availability decreases, less xi is produced, resulting in reduced production
of si, which in turn increases mRNA concentration to compensate for reduction
in ribosome concentration. Using mi , si and xi to represent the concentrations of
mRNA, sRNA and TF produced in node i , respectively, an ODE model of node i
can be written as follows:

ṁi = GTi vi − δmi − G
mi si
ki

, ṡi = GTsi Fsi (xi ) − δsi − G
mi si
ki

, ẋi = Ri Hi (mi ,wi ) − γ xi ,

(8.10)

where Fsi (xi ) = xi/ksi
1+xi /ksi

,Hi (mi ,wi ) = mi /κi
1+mi /κi+wi

andwi = ∑
j �=i m j/κ j from (8.5).

In (8.10), δ and γ are the decay rate constants of mRNAs and proteins, respectively,
which we assume to be the same for all nodes without loss of generality; ki and ksi
characterizes mRNA-sRNA binding, and the binding of xi with the sRNA promoters,
respectively; and G 	 δ represents the rapid degradation of the mRNA-sRNA com-
plex. To compensate for the decrease in gene expression due to rapid degradation
(G) of mRNAs and sRNAs, we set their transcription rates (GTi and GTsi ) to scale
with G. By letting ε := δ/G, the steady state of mi and xi can be written as:

mi = Tiκi ksiγ vi (1 + wi )

Tsi Ri − (γ ksi + Ri )Tivi
+ O(ε), xi = Tiksi vi

Tsi − Tivi
+ O(ε), (8.11)

when vi belongs to the node admissible input set Vi =
{
vi : 0 < vi < Tsi Ri

Ti (γ ksi+Ri )

}
.

Since the zero-th order approximation of steady state output xi in (8.11) is inde-
pendent of disturbance input wi , node i has ε-disturbance attenuation property for
all vi ∈ Vi and wi positive. To verify if the GRN with decentralized sRNA-based
controllers is locally ε-well-posed, we note that the steady state disturbance output
of node i is: di = mi

κi
= Ti ksiγ vi (1+wi )

Tsi Ri−(γ ksi+Ri )Ti vi
+ O(ε), which is affine in wi when ε = 0.

This satisfies the assumption in (8.9) with ĝi (vi ) = Ti ksiγ vi
Tsi Ri−(γ ksi+Ri )Ti vi

.
Thus, according to Theorem 2, the network is ε-well-posed in a network admissi-

ble input set V , if the interconnection matrix A is diagonally dominant for all v ∈ V .
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Specifically, we can writeV :=
{

v ∈ V : ∑
j �=i ĝ j (v j ) < 1,∀i = 1, · · · , n

}
. Hence,

due to Theorem 1, the network has the ε-disturbance decoupling property if v ∈ V .
This implies that steady state output of each node i in the GRN tracks its reference
input vi , and becomes essentially decoupled from resource demand by the rest of the
network. A major trade-off of this design is that due to positive ĝ j (v j ), adding more
nodes shrinks the size of V , making regulatory level design more difficult.

8.6 Stability of Decentralized sRNA-Based Feedback

Results in the previous section do not imply stability of the corresponding network
steady state. To study stability, we consider a special case where the network is
homogeneous such that parameters of and external reference inputs to all nodes are
identical. We further assume that there is no regulatory interaction among nodes,
so that we do not account for instability, if any, due to regulatory interactions. Let
xi := [mi , si , xi ]T be the states of node i , due to homogeneity, one steady state of
the network lies on the diagonal of the 3n-dimensional space: x∗ = [x∗T

1 , · · · , x∗T
n ]T

with x∗
1 = · · · = x∗

n . Here, through linearization, we demonstrate that steady state
x∗ is indeed locally asymptotically stable. To this end, we leverage the following
result on vehicle formation stabilization [10]. Consider a network consists of N
homogeneous nodes, the dynamics of each node i are:

η̇i = PAηi + PBui , ζi = PC1ηi , ψi j = PC2(ηi − η j ), j ∈ Ji , (8.12)

where ηi ∈ R
m are the states of the node, ui is the input, ζi and ψi j are the absolute

and relative measurements, respectively, and Ji ⊆ {1, · · · , N } \ {i} represents the
set of nodes that communicate with node i . The communication scheme defines a
directed graph of the network. The graph Laplacian L is a matrix description of the
graph. Its (i, j)-th element is defined to be 1 if i = j , to be −1/|Ji | if j ∈ Ji , and to
be 0 otherwise.We assume that the following decentralized controller with controller
state θi ∈ R

p is applied to each node i :

θ̇i = KAθi + KB1ζi + KB2ψi , ui = KCθi + KD1ζi + KD2ψi , (8.13)

where ψi = 1
|Ji |

∑
j∈Ji

ψi j . The following result converts the stability problem of
the network, which is an N × (m + p)-dimensional system, into stability problems
of N disconnected (m + p)-dimensional systems.

Theorem 3 [10] Decentralized controllers (8.13) stabilize the network if and only
if the following matrices (8.14) are Hurwitz for all N eigenvalues (λ1, · · · , λN ) of
L:

[
PA + PBKD1PC1 + λl PBKD2PC2 PBKC

KB1PC1 + λl KB2PC2 KA

]
, l = 1, · · · , N . (8.14)
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Applying Theorem 3 to a GRN connected by (8.5) significantly reduces the tech-
nical difficulties in stability certification. In particular, since wi = ∑

j �=i m j/κ j , the
resultant graph of the network is complete and its Laplacian L is such that L(i,i) = 1
and L(i, j) = −1/(n − 1) for all j �= i . The Laplacian L has eigenvalues

λ1 = 0 and λ2 = n/(n − 1) (repeated). (8.15)

Therefore, by linearizing the network at steady state x∗, its local stability can be
certified by that of only 2 lower dimensional systems. In particular, linearizing (8.10)
results in the following linearized node dynamics

ṁi = −(Gs∗
i /ki + δ)mi − Gm∗

i si/ki , ẋi = Riqiimi + Ri

∑

j �=i

qi jm j − γ xi ,

ṡi = GTsi fsi xi − Gs∗
i mi/ki − (Gm∗

i /ki + δ)si , (8.16)

wherewedefine fsi = d
dxi

Fsi

∣∣∣
x∗
,qii = ∂

∂mi
Hi

∣∣∣
x∗
, andqi j = ∂

∂m j
Hi

∣∣∣
x∗
. System (8.16)

can be put into the form in Theorem 3. Specifically, we take ηi = [mi , si ]T , θi =
xi , KA = −γ , Kc = 1, KD1 = KD2 = 0, KB1 = Ri (qii + (n − 1)qi j ), KB2 = n −
1, PC1 = [1 0], PC2 = [−Riqi j 0], and

PA =
[−Gs∗

i /ki − δ −Gm∗
i /ki−Gs∗

i /ki −Gm∗
i /ki − δ

]
, PB =

[
0

GTsi fsi

]
. (8.17)

Using (8.15), Theorem 3 implies that stability of the network can be implied by
demonstrating that the following matrices Al

equiv (l = 1, 2) are Hurwitz:

Al
equiv =

⎡

⎣
−Gs∗

i /ki − δ −Gm∗
i /ki 0

−Gs∗
i /ki −Gm∗

i /ki − δ GTsi fsi
Ri {qii + [−1 + λl(n − 1)]qi j } 0 −γ

⎤

⎦ . (8.18)

Assume that the reference inputs are within the admissible reference input set V ,
by substituting in the steady states found in (8.11) and using Routh-Hurwitz condi-
tion, both matrices can be found Hurwitz. This shows that a homogeneous network
composed of decentralized sRNA-based feedback controllers is stable when v ∈ V .

8.7 Application Examples

Here, we apply the decentralized sRNA-based feedback controllers to the two GRNs
of Fig. 8.2. Both networks failed to perform as expected due to hidden interactions
arising from resource competition and are now equipped with decentralized feed-
back controllers described in Sect. 8.5. As shown in Fig. 8.5, consistent with our
predictions, as G increases, the steady state i/o responses of the networks become
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Fig. 8.5 Steady state i/o responses of the single-input motif (a) and the activation cascade (b) with
different G values. We use model (8.5) and (8.10) for simulation, and assume wi = 0 for all i to
obtain the responses without resource competition

closer to the hypothetical case where disturbance inputs to all nodes are assumed to
be zero (i.e. wi = 0 for all i). These simulations support our claim that decentralized
sRNA-based feedback can increase network’s robustness to resource competition.

8.8 Discussion and Conclusions

In this paper, we demonstrate that resource competition creates hidden interactions
in GRNs that change the network’s intended topology. To mitigate the effects of
these hidden interactions, we take a control theoretic perspective and formulate a
static network disturbance decoupling problem. We demonstrate that this problem
can be solved by implementing decentralized sRNA-based feedback controllers in
vivo. While these results are promising, we still need to tackle the case in which
the inputs to the nodes are time-varying and the results we obtain are global instead
of being local. These problems are particularly difficult due to the nonlinear and
singular structure of the dynamics when feedback gains are increased, and a solution
will likely require the development of novel control theoretic methods.

Our results provide examples of how introducing systems and control concepts can
help address concrete problems in synthetic biology. In general, synthetic biology is
an exciting platform to leverage existing control theoretic tools and to introduce new
ones. Due to various sources of uncertainties and disturbances present in living cells,
the advancement of synthetic biology relies heavily on our capabilities to engineer
robust genetic circuits. While such capabilities are still largely missing at this stage,
they can be significantly improved by synthesizing feedback controllers in cells.
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Chapter 9
Controlling Biological Time: Nonlinear
Model Predictive Control for Populations
of Circadian Oscillators

John H. Abel, Ankush Chakrabarty and Francis J. Doyle III

Abstract In mammals, circadian regulation of gene expression is accomplished
within each cell through a transcriptional oscillator commonly modeled by a limit
cycle. There has been recent interest in regulating this oscillator by delivering doses
of pharmaceuticals or light in a systematic manner. Generally, controller design for
circadian manipulation has been formulated by considering the dynamics of a sin-
gle oscillator representing the average dynamics of the population. We illustrate
in this paper that such an approximation can result in desynchronization of circa-
dian oscillators even if the mean dynamics attain desired behavior, due to the range
of dynamic responses elicited among oscillators in a population with nonidentical
phases. To address this issue, we present herein nonlinear MPC for control of phase
and synchrony within a population of uncoupled circadian oscillators, by explicitly
predicting the evolution of the phase probability density function. We then demon-
strate in silico phase shifting of an example oscillator population while maintaining
a high degree of synchrony. The MPC strategy formulated herein is a step toward
a detailed, systems approach integrating population effects, pharmacokinetics and
pharmacodynamics, and interactions between different oscillator populations.
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9.1 Introduction

Disruption to the circadian clock, such as misaligned light or feeding, or extended
night shift work, has been associatedwith awide range of disorders such as decreased
cognitive function [6, 13, 15]. Circadian rhythms are endogenous oscillatory pro-
cesses involved in biological timekeeping and temporal regulation of biological func-
tion in nearly all forms of life [7]. Although the mechanism driving these oscilla-
tions varies between organisms, circadian rhythms share the characteristics of being
endogenously generated, entrainable to environmental rhythms, and maintain a near-
24h periodicity. In mammals, a transcriptional–translational oscillator present in
nearly every cell type regulates transcriptional architecture, and along with further
posttranscriptional regulation, intricately coordinates cellular and tissue function
[23]. These cell-autonomous oscillators regulate gene expression within local tis-
sue and, in turn, are coordinated by signals from the hypothalamic suprachiasmatic
nucleus (SCN) which responds to light cues to entrain to the environment [26]. The
sleep-wake cycle is the most immediately recognizable feature of circadian regula-
tion, however, it is estimated that 5–20% of all transcripts within anymammalian cell
type oscillate with a circadian frequency [28], and circadian regulation is broadly
integrated with metabolic function [6, 16].

Low-amplitude circadian oscillation within tissue may result from perturbations
to the oscillator driving lower amplitudes within individual cells, or driving desyn-
chronization of the oscillators comprising the tissue population [22, 25]. Meanwhile,
high-amplitude circadian oscillations are associatedwith goodmetabolic health [17].
Thus, there is a need to develop therapies to mitigate the effects of disruption to the
circadian clock, to rapidly realign circadian phase with the environment following
jet lag or shift work to avoid cognitive difficulty, and to promote high-amplitude cir-
cadian oscillation. Light, and more recently, small-molecule pharmaceuticals [10]
provide possible two paths toward control of the clock. Since circadian rhythms
are highly complex phenomena, phase and amplitude control of the clock may be
achieved by a control theoretic approach to timing the delivery of drugs or light [5,
18, 27].

Control strategies devised for the manipulation of mammalian circadian rhythms
may analogously be applied to other oscillatory biological systems, provided they are
well described by limit cycle oscillators. Circadian oscillators in other species such
as the KaiABC system in the cyanobacterium Synechococcus [12], or the Period-
Timeless oscillator inDrosophila [8] have been modeled as limit cycle oscillators for
more than a decade. More generally, genetic or phosphorylation-driven oscillators
are a ubiquitous biological motif involved in the metabolic processes of numerous
organisms from prokaryotes to mammals [9, 11], and the development of strategies
for manipulating these systems is broadly desirable.

Several previous studies have examined the phase control of circadian rhythms.
Several recent studies have focused on the application of light to drive phase shifts
in the Drosophila [19, 20] or mammalian [18, 27] clock using an optimal control
approach. However, solving the resulting optimal control problem is computationally
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prohibitive due to the inherent nonlinearity of the model, and the computed optimal
control trajectory is susceptible to modeling errors and disturbances. Iteratively solv-
ing finite-horizon optimal control problems (as in model predictive control (MPC))
has provided demonstrably superior control performance. For example, MPC was
used for shifting of the Drosophila clock [4, 5] or the mammalian clock [2]. This
work uses nonlinear MPC as in [2] as a starting point for developing control of
an oscillator population. These studies of the control of biological oscillators have
focused on control of a single oscillator despite notable mismatch between single-
cell and population dynamics [14]. Additionally, these studies have primarily focused
on the application of light to the clock. Recently, pharmaceuticals have presented
advantages for control of the clock, as they are much less invasive than strict control
of an individual’s light environment, and may be delivered at any time of day. A
more detailed approach to control of circadian dynamics would integrate tissue or
population-scale effects, pharmacokinetics and pharmacodynamics, and interactions
between different oscillator populations.

Herein, we begin to approach this detailed formulation by presenting a MPC
framework for manipulating phase and synchrony within populations of uncoupled
biological oscillators using a pharmaceutical agent, and demonstrate the efficacy of
such an approach by in silico simulations of phase shifting in the mammalian clock.
We do so by describing the population of oscillators as a phase probability density
function (PDF), as in [22], and using the parametric infinitesimal phase response
curve (PRC) to calculate how the phase PDF evolves in response to control input.
By using a predictor that accounts explicitly for the variability in phase within a
synchronized population, we are able to maintain synchrony of oscillators while
performing a phase shift, unlike the single-oscillator case.

Chapter Overview

In this chapter, we present a framework for the control of a population of biolog-
ical oscillators, motivated by the example of the mammalian circadian clock. In
Sect. 9.2.1, we present an established model of the mammalian circadian oscilla-
tor and its response to the small molecule KL001, an early [10, 21]. In Sect. 9.2.2,
we motivate and formulate the phase shifting control problem. We use a previously
derived simplification of oscillator dynamics using the parametric phase response to
a control input to reduce the dynamical model to a phase-only representation [2]: this
is advantageous in reducing the dimensionality of theMPC problem, thereby curbing
computational effort. In Sect. 9.2.3, we describe a controller for the case for a sin-
gle oscillator, and demonstrate its function in silico in Sect. 9.2.4. In Sect. 9.3.1, we
demonstrate that although this formulation may successfully control a single oscilla-
tor, applying this controller to manipulate mean phase of a population of oscillators
may effect a desynchronization detrimental to biological function. We then modify
the MPC problem in Sect. 9.3.2 using a probability density function of population
phase in conjunction with the simplified dynamics to exert simultaneous control over
phase and synchrony within an oscillator population. We demonstrate in Sect. 9.3.3
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the in silico efficacy of this approach in maintaining synchrony throughout a phase
realignment. Finally in Sect. 9.4, we discuss limitations of this approach, and chal-
lenges to its implementation in vivo and in vitro.

9.2 Control of a Single Circadian Oscillator

A standard approximation in the control of the circadian oscillator is describing the
targeted circadian system (i.e., the population of cells comprising clocks in brain or
peripheral tissues such as the liver) as a single limit cycle oscillator [2, 4, 5, 18–20,
27].We begin our treatment of applying control to phase shift the circadian oscillator
by exploiting this approximation, as in our previous work [2], to illustrate where it
fails to capture population-scale phenomena.

9.2.1 Modeling the Circadian Oscillator

The mammalian circadian oscillator within an individual cell is comprised of inter-
locked transcriptional–translational feedback loops. The core negative feedback
loop involves isoforms of the genes Period (Per) and Cryptochrome (Cry), which
form PER-CRY heterodimers and enter the nucleus to bind to BMAL1-CLOCK E-
box activators to repress their own transcription. As these repressors are degraded,
BMAL1-CLOCK dimers activate transcription of Pers and Crys, resulting in a self-
sustained oscillation. Downstream of the circadian feedback loops, clock compo-
nents regulate transcriptional architecture through D-box, E-box, and ROR-binding
elements. For an excellent review of the genetic components of the mammalian
oscillator, see [23].

Numerousdynamicalmodels of the circadianoscillator havebeenproposed. In this
work,we selected themodel from [10, 21], as itwas created to identify the effect of the
small-moleculeKL001 on themammalian oscillator. Thismodel consists of 8 nonlin-
ear coupledODEs and21kinetic parameters, fully described in the supplement to [21]
and not reproduced here due to space considerations. Because KL001 was found to
stabilize nuclear PER-CRY transcription factors, control is implemented in themodel
by modifying the ODEs describing the degradation of PER-CRY dimers as follows:

dC1P

dt
= va,CPP · C1 − vd,CPC1P − (vdCn − u(t))C1P

kdeg,Cn + C1P + C2P
(9.1a)

dC2P

dt
= va,CPP · C2 − vd,CPC2P − (vdCn − u(t))mC2NC2P

kdeg,Cn + C2P + C1P
, (9.1b)

where u(t) ∈ [0, ū] is control input at time t , which reduces degradation rate vdCn.
Generally ū should not be greater than vdCn, as a degradation reaction cannot be
reversed so far as to synthesize new PER-CRY. Throughout, we set this value to 0.08.
The states present in this model, and the effect of KL001, are shown in the schematic
in Fig. 9.1a.
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Fig. 9.1 Schematic of mammalian circadian oscillator and effect of KL001. a Diagram of the
core negative feedback loop driving mammalian circadian rhythms. All states and reactions shown
are included explicitly in the model [21]. b Parametric infinitesimal PRC describing response to
KL001 (reduction in parameter vdCn). Note that this is double plotted to allow visualization. c
Synchrony of a population is affected by timing of KL001 application. Two example probability
density functions (PDFs) of phase are plotted before (solid) and after (dashed) application of KL001
in silico at the phases shown. In regions of positive slope (blue), the phase PDF is dispersed, whereas
in regions of negative slope (red), the PDF is condensed, even though the mean phase is unchanged

9.2.2 Model Reduction and the Phase Control Problem

Control of the circadian clock is primarily focused on shifting the phase of the
circadian oscillator. A unique phase φ ∈ [0, 2π) may be assigned to each unique
point on the limit cycle. An unperturbed oscillator on the limit cycle will advance
in phase at a constant rate. Thus, points in state space that are not on the limit cycle
may be assigned the phase of the point on the limit cycle to which they converge
asymptotically in time [2].

The 8-ODE oscillator may be reduced to a single-ODE describing phase [24]:

dφ

dt
= 2π

τ
− u(t)

d

dt

dφ

d(vdCn)

∣
∣
∣
xγ

, (9.2)
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where τ is the period of oscillation (set to 24h here), u(t) is the control input, and
− d

dt
dφ

d(vdCn)

∣
∣
xγ is the parametric infinitesimal phase response curve (PRC), the first-

order Taylor approximation of the phase responsewith respect to changing parameter
vdCn, evaluated on the limit cycle trajectory xγ . The negative sign here is included
in the PRC to reflect that u(t) is defined to have a positive value. Importantly, the
PRC is itself a function of phase, resulting in a nonlinear ODE. This function may
be calculated numerically in advance from the 8-ODE model by previously defined
methods [2, 24]. The PRC is plotted in Fig. 9.1b. One may consider the control input
to be either “speeding up” or “slowing down” the oscillation depending on the sign
of the PRC. We opted to set the reference φ = 0 where the concentration of Per
mRNA is at a maximum.

As in [2], we are aiming to align the phase of the circadian oscillator (φ) with
an external tracking phase (denoted φe), for example, the phase of the environment
before and after a plane flight through multiple time zones or before and after begin-
ning a shift work cycle. This externally imposed phase may be captured by a single
ODE as well:

dφe

dt
= 2π

τe
+ Δφ δ(tshi f t ), (9.3)

where τe is the period of the environment (set to 24h), andΔφ ∈ [−π, π) is the phase
shift of the environment that occurs at time tshi f t , for example, when disembarking
from the flight or starting a period of shift work. We are searching for a control
trajectory that will drive the oscillator φ to external phase φe and maintain it at φe

for all subsequent time. That is:

lim
t→∞ ‖φ(t, u) − φe(t)‖ = 0.

9.2.3 Control of Single-Oscillator Phase

While light may be applied or removed instantaneously, pharmaceutical perturbation
of the clock is constrained bypharmacokinetics. To alleviate numerical complications
arising due to unidentified (and likely nonlinear) pharmacokinetics, we selected a
piecewise constant parameterization of the control:

u(t) = u(tk) ∀ tk ≤ t < tk+1, (9.4)

and denote the sampling time tk+1 − tk as τu . For a predictive horizon of Np steps of
duration τu , we define

U �
[

u(tk) u(tk + τu) · · · u (

tk + (Np − 1)τu
)]�

(9.5)
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as the knots of the control trajectory defined at each of the Np steps. To estimate the
phase at the end of each step, the phase dynamics in (9.2) may be integrated over
each of the � ∈ [

1 · · · Np
]

steps to yield:

φ̂(ti + �τu) = φ(ti ) + 2π�τu

τ
−

�−1
∑

k=0

∫ tk+1+i

tk+i

u(tk)
d

dt

dφ

d(vdCn)

∣
∣
∣
xγ
dt, (9.6)

where φ̂ is the predicted phase, ti is the current time, φ(ti ) is measured, and the
PRC is a function of φ̂. We define the phase error to be the magnitude of the phase
difference between the predicted phase and the environmental phase:

eφ(·) �
∣
∣
∣∠

(

exp(iφ̂(·) − iφe(·))
)∣
∣
∣ , (9.7a)

where i = √−1. Computationally, driving phase error to 0 is numerically unstable,
so we relax the terminal constraint by ignoring phase error below a constant δφ :

gφ(·) �
{

0 if eφ(·) < δφ

eφ(·) otherwise
(9.7b)

so that numerical imprecisions do not result in controller action. Thus, the finite-
horizon optimal control problem at each time t j may be solved for the optimal
trajectory u	:

u	 = argmin
U

Np
∑

�=1

wφ

� g
2
φ(ti + �τu) + wu

�−1u
2(ti + (� − 1)τu)

subject to:

φ̂(ti + �τu) = φ(ti ) + 2π�τu

τ
−

�−1
∑

k=0

∫ tk+1+i

tk+i

u(tk)
d

dt

dφ

d(vdCn)

∣
∣
∣
xγ
dt, (9.8)

0 ≤ u�−1 ≤ ū,

for all � = 1, · · · , Np, where w
φ

� and wu
�−1 are positive weighting scalars evaluated

at the end of the time step and start of the time step, respectively, as phase error
is calculated after the control is applied for that step. After identifying the optimal
piecewise control trajectory u	, we applied u	(ti ) to the full 8-state ODE model for
t ∈ (ti , ti + τu] as is standard in model predictive control.

For this MPC formulation, wφ , wu , Np, and τu are design parameters which may
vary. We have selected:

wφ

� = �,

wu
�−1 = 1,
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for � = 1, · · · , Np. We have elsewhere investigated optimal selection of design vari-
ables Np and τu for this exact formulation of MPC [1]. Based on these findings, we
set Np = 3 (and Nu = Np where Nu is the number of length of the control horizon)
and τu = 2h, and instead studied the how phase control of a single oscillator differs
from an oscillator population.

9.2.4 Case Study #1: Nonlinear MPC for a Single Oscillator

To demonstrate the behavior of this controller, we applied it for the phase shifting
control problem where a phase delay of 6h occurs at 12h (a phase delay of π/4 at
a phase of π ). The environmental phase for this example was given by (9.3), where
Δφ = −π/2, and tshi f t = 12h. We used the Python language to solve the MPC
problem, specifically, we used CasADi [3] and SciPy for formulation, and PySwarm
to solve the nonlinear programming optimization problem. Here, the numerical error
in calculating phase was O(10−2) and so design variable δφ = 0.1.

The results of this simulation are shown in Fig. 9.2. Briefly, the controller began
its action at t = 12h to achieve a phase delay. The full 6h phase delay could not
be achieved within the initial negative region, and so the remainder of the shift was
accomplished when the PRC returned to a negative value near 30h. A decrease in
amplitude occurred near t = 30h due to transient deviation from the limit cycle, and
the full amplitude returned for the following peak.

Fig. 9.2 Application of the
controller detailed in
Sect. 9.2.3 for a phase delay
of 6h (Δφ = −π/2) with
tshi f t = 12h. The controller
acts immediately beginning
at t = 12h, and completes
the phase delay to align with
the desired reference
trajectory after the PRC
returns to a negative value.
Note that the initial negative
region of the PRC is
elongated due to control
slowing the advance of phase
and maintaining the
oscillator in a phase with a
negative PRC for longer
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9.3 Control of Population Phase and Synchrony

The circadian oscillator is cell-autonomous, and each tissue is comprised of many
thousands of individual oscillators. While the SCN master pacemaker maintains
its synchrony through intercellular communication, other tissues such as the liver
that lack paracrine signaling are kept synchronized through a variety of identified
and as-yet unidentified means, as guided by the SCN [26]. The application of a
pharmaceutical to any of these populations will affect this synchrony, and thus the
amplitude of oscillation [22, 25].

While transient deviations from the limit cycle eventually return to the limit cycle
amplitude, reduction in amplitude due to desynchrony will persist in the absence of
signaling, making populations with weak coupling susceptible to long-term desyn-
chrony from mistimed control. The change in synchrony in response to perturbation
may be calculated from the PRC [22]. In Fig. 9.1c, we show how this may be intu-
itively understood based on the slope of the PRC: oscillator populations that lie on
regions of positive slope result in the cells which are ahead in phase advancing fur-
ther (or being delayed less) than oscillators which lag to begin with, broadening the
probability density function (PDF) of phase. Inversely, populations lying on a region
of negative slope are condensed in phase by a similar argument.

Here, we first apply the previously described controller to a population of uncou-
pled oscillators to demonstrate the deleterious effect of a population-agnostic non-
linear MPC on synchrony. We then modify the MPC controller to explicitly penalize
population desynchronization and demonstrate the ability to simultaneously control
phase and synchrony of a population.

9.3.1 Case Study #2: Limitation of Single-Oscillator
Assumption

We first applied the controller from Sect. 9.2.3 to a population of oscillators, with
slight modification for tracking the mean phase of the population. We modified the
predictor in (9.6) to use the mean phase of the population φ̄ rather than the phase of
an individual oscillator:

φ̂(ti + �τu) = φ̄(ti ) + 2π�τu

τ
−

�−1
∑

k=0

∫ tk+1+i

tk+i

u(tk)
d

dt

dφ

d(vdCn)

∣
∣
∣
xγ
dt. (9.9)

Here, we calculated φ̄(ti ) from the phases of each oscillator φn in the population by
the parameter z ∈ C describing the population:

z = ρ exp(iφ̄) = 1

N

N
∑

n=1

exp(iφn), (9.10)
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Fig. 9.3 Application of the
controller from Sect. 9.2.3
for a phase delay of 6h
(Δφ = −π/2) with
tshi f t = 12, for shifting
mean phase of a population
of 200 circadian oscillators
(individual trajectories
plotted in gray). While
control is applied in nearly
the same regions as Fig. 9.1
and a −6h shift was attained,
this resulted in a dispersion
of phase, a decrease in
synchrony index, and a
reduction in mean oscillatory
amplitude

where ρ is the Kuramoto order parameter, or colloquially, the synchrony index. We
emphasize that the controller did not observe any information about the popula-
tion aside from its mean phase, and as such, the predictor (9.6) used in the finite
horizon optimal control problem was imprecise due to slight differences between
single-cell and population mean phase response [22]. The controller was otherwise
parameterized identically to that in Sect. 9.2.3.

Figure9.3 shows the result of applying this controller to a population of 200
identical uncoupled oscillators with initial phases sampled from the PDF:

p(φ) = fW N (φ;φ0, σ ), (9.11)

where fW N indicates a wrapped normal distribution with mean φ0 (set to 0, to match
the mean with the single oscillator case), and standard deviation σ (set to π/12,
approximately capturing the distribution of phases observed) [22]. As in the single-
cell case, control was applied immediately starting at t = 12h to begin correcting
for the 6h phase delay. In the population case, this corresponds to a region of pos-
itive slope of the PRC, and intuitively resulted in a desynchronization of phase as
evidenced by the decline in synchrony index for the duration of the KL001 pulse.
Despite the amplitudes of the individual oscillators (gray) returning after a tran-
sient to their pre-pulse levels, the population mean [PER] amplitude was reduced by
approximately one-third due to desynchronization of the population. Because there
was no intercellular or external communication driving synchrony, the amplitude of
the mean remained diminished for the duration of the simulation.
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9.3.2 Population MPC Algorithm for Phase Coherence

A more sophisticated approach to control of an oscillator population involves pre-
dicting the evolution of the PDF itself rather than only mean phase. Methods have
been developed previously to compute the change in PDF directly in response to
stimulation [22]. A change in variables allows the numerical computation of the new
phase PDF:

p̂(φ, t)dh(φ) = p(φ, t)dφ, (9.12)

where p̂(φ, t) is the predicted PDF at time t for phases φ, and h(φ) = φ + Δφ,
called the phase transition curve (PTC), is the total response to perturbation. We
may therefore revise the prediction model to explicitly involve calculation of the
phase PDF at each step of the predictive horizon. The PTC for each step within the
predictive horizon may be calculated in a similar fashion to the predictor for the
single-oscillator case:

hk(φ) = φ + 2πτu

τ
− u(tk)

∫ tk+1

tk

d

dt

dφ

d(vdCn)

∣
∣
∣
xγ
dt, (9.13)

where u is piecewise constant and the integrand is a function ofφ whichmay be calcu-
lated numerically in advance as previously defined. This function may be calculated
numerically for each step, and used to calculate the evolution of the PDF:

p̂(φ, tk+1)dhk(φ) = p̂(φ, tk)dφ. (9.14)

To calculate the first step, p̂(φ, t) = p(φ, t) is measured from the population under
control. The population predicted mean phase φ̂ and synchrony index ρ̂ may then be
calculated from the predicted PDF:

ρ̂(tk) exp(iφ̂(tk)) =
∫ 2π

0
p̂(θ, tk) exp(iθ)dθ, (9.15)

where θ is a dummy variable of phase. The phase error term gφ may remain as defined
in (9.7), and we define a similar error term penalizing desynchrony

gρ(·) �
{

0 if ρ > δρ

(1 − ρ(·)) otherwise
(9.16)

which reduces to 0 for a satisfactorily synchronized population.
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Thus, the population control problem is:

u	 = argmin
U

J

subject to:

J =
Np
∑

�=1

wφ
�
g2φ(ti + �τu) + wρ

�
g2ρ(ti + �τu) + wu

�−1u
2(ti + (� − 1)τu),

hk(φ) = 2πτu

τ
− u(tk)

∫ tk+1

tk

d

dt

dφ

d(vdCn)

∣
∣
∣
xγ

dt,

p̂(φ, tk+1)dhk(φ) = p̂(φ, tk)dφ (9.17)

ρ̂(tk) exp(iφ̂(tk)) =
∫ 2π

0
p̂(θ, tk) exp(iθ)dθ

0 ≤ u�−1 ≤ ū,

where phase error and synchrony are calculated at the end of each step within the
predictive horizon.

9.3.3 Case Study #3: Implementation of Population
Nonlinear MPC Controller

As before, wφ , wu , wρ , Np and τu are design parameters. These parameters were set
as in Sect. 9.2.3, with the exception of the new weighting of synchrony:

wρ = 10(� + 1),

which was set such that the synchrony term is of the same order of magnitude as the
phase term, and increases to allowflexibility of synchrony early in the horizon.Tuning
this parameter will adjust the sensitivity of the controller to temporary desynchrony.
Aswρ → ∞, the controllerwill take no actionunless it results in no loss of synchrony,
i.e., the population lies completely on a region of negative slope of the PRC. For lower
but nonzerowρ , as in the case here, some flexibility is permitted, in that the controller
may apply action that desynchronizes the population if it results in a large reduction
in phase error. Correspondingly, the controller will later resynchronize the population
to account for this early desynchrony. For wρ = 0, the controller will behave as the
population-agnostic case. After calculating the finite-horizon optimal control u	, we
apply the first step u	(t j ) to all oscillators within the population for t ∈ [t j , t j + τu),
and repeat this process.

We applied the controller described in Sect. 9.3.2 to the same phase shifting prob-
lem as the previous controllers: tshi f t = 12h, Δφ = −6h. The initial phase of the
200 uncoupled oscillators comprising the population was sampled from the PDF:
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Fig. 9.4 Application of the controller from Sect. 9.3.2 for a phase delay of 6h (Δφ = −π/2)
at tshi f t = 12 for a population of 200 oscillators (individual trajectories plotted in gray). This
controller explicitly accounted for synchrony of the population. After a brief input to begin the
shift, the controller delayed the majority of its input to find a region where population synchrony
would be maintained. Indeed, synchrony is slightly improved by the control action, and a phase
delay of 6h was achieved

p(φ) = fW N (φ;φ0, σ ), (9.18)

where fW N indicates a wrapped normal distribution with mean φ0 = 0 and standard
deviation σ = π/12.

Results from this simulation are shown in Fig. 9.4. The controller first applied
input briefly in a slight desynchronizing region of the PRC, then paused for the
remainder of the first negative PRC region due to the likelihood of further desyn-
chronizing the population. Once the population PDF returned to a region of negative
PRC and a negative first derivative of the PRC, the controller resumed input driving
the population to its 6h phase delay and restoring full synchrony. Strikingly, chang-
ing the time of input resulted in a slight increase in the synchrony of the population
in comparison to its original state, evidenced by an increase in the synchrony index.
Visually, this is evident from the clear alignment of individual oscillators within
the population (plotted in gray) in comparison to the dispersion in phase evident in
Fig. 9.3 where synchrony was ignored.
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9.4 Conclusion

We have presented a modification of nonlinear MPC for phase manipulation of cir-
cadian oscillator populations, in which a PDF of phase is used in solving the finite-
horizon optimal control problem, allowing mean phase and population synchrony to
be regulated simultaneously. For many PRCs that have been calculated, there exists
a region where the PRC or first derivative of the PRC is zero [7], it is therefore possi-
ble to manipulate phase and synchrony independently for a population of circadian
oscillators through a single control input. In reality, the ability to target these regions
is limited by precision of the measurements of the PRC and population phase PDF.

One significant challenge in implementing this control algorithm in vitro or in vivo
is the construction of an observer with sufficient accuracy to accurately reconstruct
the phase PDF. Current methods of assessing the phase of circadian oscillators rely
on either noisy single-cell bioluminescent markers in vitro or system level metrics
in vivo such as melatonin, activity, or body temperature. However, even a simplistic
assumption such as a wrapped normal PDF with an arbitrary estimate of standard
deviation of phase could help avoid delivering control inputs where the slope of the
PRC is expected to be positive, and thus help avoid desynchrony. In this case, a long
predictive horizon would quickly become inaccurate, however, necessitating careful
selection of design variables τu and Np.

Another challenge toward implementing such an algorithm is incorporating the as-
yet uncharacterized pharmacokinetics and pharmacodynamics (PK/PD) for a small
molecule such as KL001. This could potentially be achieved by including these terms
directly in the prediction step of the MPC. Uncertainty and individual variability
in PK/PD measurements may reduce the accuracy of such an approach, however,
further study is necessary to determine the extent of this variability, and how these
inaccuracies affect controller performance.

It is our hope that these and similar control theoretic methods will inform the
discovery of circadian therapies, and enable novel experimental design toward better
understanding the dynamics of cellular populations and communication.
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Chapter 10
Wasserstein Geometry of Quantum States
and Optimal Transport of Matrix-Valued
Measures

Yongxin Chen, Tryphon T. Georgiou and Allen Tannenbaum

Abstract Weoverview recent results on generalizations of theWasserstein 2-metric,
originally defined on the space of scalar probability densities, to the space of Hermi-
tian matrices and of matrix-valued distributions, as well as some extensions of the
theory to vector-valued distributions and discrete spaces (weighted graphs).

10.1 Introduction

Optimal mass transport (OMT) is currently a very active area of research with appli-
cations to areas both applied and theoretical including control, transportation, econo-
metrics, fluid dynamics, probability theory, statistical physics, shape optimization,
expert systems, and meteorology; see [25, 30] for extensive lists of references. The
original problem was first formulated by the civil engineer Gaspar Monge in 1781,
and concerned finding the optimal way, in the sense of minimal transportation cost,
of moving a pile of soil from one site to another. Much later the problem was exten-
sively analyzed by Kantorovich [18], and is now known as the Monge–Kantorovich
(MK) or optimal mass transport (OMT) problem.
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In this paper, we present certain generalizations of OMT to matrix and vector-
valued transportation.Our originalmotivation for this rather nontraditional viewpoint
was provided by problems in Signal Analysis, more specifically, the need of a weakly
continuous metric to compare (matrix-valued) power spectra of multivariate time
series (see [24]). Soon afterward it became apparentQuantumMechanicswas another
field that would stand to benefit from such an unusual extension of OMT. In fact,
it was this latter subject that provided some of the clues of how to properly set up
noncommutative OMT.

The basis of the new theory is a suitable extension of the Liouville (continuity)
equation that allows flows in matrix or other spaces. To this end, in [8], we first pro-
posed such a continuity equation and a noncommutative counterpart of OMT where
probability distributions are replaced by density matrices (i.e., Hermitian positive-
definite matrices with unit trace). The appropriate Wasserstein metric now corre-
sponds to the minimal value of an action integral evaluated on flows connecting
end-point density matrices. The key insight, to use such a dynamic formulation in
seeking the needed generalitywas provided by the seminal approach of Benamou and
Brenier [3]. Indeed, the Benamou–Brenier formulation recasts OMT as a stochastic
control problem. The work we are reporting herein takes this idea along several dif-
ferent directions, and in particular to OMT between matrices, matricial distribution
and vectorial distributions [8, 10]. Extensions of these results to distributions that
have end-point distributions of unequal overall mass (unbalanced) are reported in
[11] (and not included in the current survey).

We note that at about the same time as [8] was originally reported, closely related
approaches were formulated independently and simultaneously in [6, 20]. In fact,
in our work, we greatly benefited from earlier work by Carlen and Maas [7] on a
fermionic Fokker–Planck equation.

10.2 Quantum Continuity Equation

The three papers [6, 8, 20] all begin with the Lindblad equation that describes the
evolution of open quantum systems.Open quantum systems are thought of as coupled
to a larger system (referred to as the environment or the ancilla) and, thereby, cannot,
in general, be described by the Schrödinger equation [17]. In this case, the evolution
of density operators ρ [17] is given by the Lindblad equation

ρ̇ = −i[H, ρ] (10.1)

+
N∑

k=1

(LkρL
∗
k − 1

2
ρL∗

k Lk − 1

2
L∗
k Lkρ),

where ∗ denotes conjugate transpose, and throughout, we assume that � = 1. The first
term on the right-hand side describes the evolution of the state under the effect of the
Hamiltonian H (Schrödinger unitary evolution). The other terms on the right-hand
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side model diffusion and, thereby, capture the dissipation of energy–they constitute
the quantum analogue of Laplace’s operator Δ and are referred to as the Lindblad
terms.

Our approach [8, 9] relies on a suitable continuity equation in the space of Hermi-
tian matrices H (of a given dimension). To this end, we invoke suitable definitions
for the gradient ∇L and divergence ∇∗

L operators on spaces of matrices that are
explained below and express the continuity equation in the familiar form

ρ̇ = ∇∗
L J, (10.2)

where J is a matricial flux, in complete analogy with the continuity equation on
scalar densities.

Throughout,ρ(t) ∈ H is a positive-semidefinitematrix of trace one, i.e., adensity
matrix of quantum mechanics. Regarding notation, we let H+ and H++ denote the
cones of nonnegative and positive-definite matrices, respectively,

D+ := {ρ ∈ H++ | tr(ρ) = 1}

the space of density matrices, and S the space of skew-Hermitian matrices (of the
same dimension asH ). The flux J is taken inS N , i.e., a vector with matrix entries.
Flux typically arises in the form

J = ρ ◦ v or in the form J = ∇Lρ.

The symbol ρ ◦ v denotes one of several possible choices of noncommutative multi-
plication. We have considered specifically the following two choices, referred to as
the anticommutator multiplication (i) and Kubo-Mori product (ii), respectively:

(i) ρ ◦ v = 1

2
(ρv + vρ) and (ii) ρ ◦ v =

∫ 1

0
ρsvρ1−sds,

where, for ρ ∈ H and v ∈ S N ,

vρ :=
⎡

⎢⎣
v1ρ
...

vNρ

⎤

⎥⎦ , and ρv :=
⎡

⎢⎣
ρv1
...

ρvN

⎤

⎥⎦ .

On the other hand, we define the gradient operator with respect to L ∈ H N to be

∇L : H → S N , X �→
⎡

⎢⎣
L1X − XL1

...

LN X − XLN

⎤

⎥⎦ .
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With respect to the standard Hilbert–Schmidt inner product 〈X,Y 〉 = tr(X∗Y )

(and, for the case when X,Y are in H N or S N , the inner product 〈X,Y 〉 =∑N
k=1 tr(X

∗
k Yk)), the divergence operator turns out to be

∇∗
L : S N → H , Y =

⎡

⎢⎣
Y1
...

YN

⎤

⎥⎦ �→
N∑

k

LkYk − YkLk,

and this is what is used in (10.2). We note that for technical reasons, the definition
of gradient and divergence require that Lk = L∗

k , i.e., L ∈ H N , as above. Also, one
can easily verify that ∇L is a derivation, in that,1

∇L(XY + Y X) = (∇L X)Y + X (∇LY )

+ (∇LY )X + Y (∇L X), ∀X,Y ∈ H .

With these definitions in place, we define the (matricial) Laplacian as

ΔL X := −∇∗
L∇L X

=
N∑

k=1

(2Lk XLk − XLkLk − LkLk X), X ∈ H ,

which is exactly (after scaling by 1/2) the diffusion term in the Lindblad equation2

(10.1). Hence, Lindblad’s equation can be rewritten as

ρ̇ = −∇∗
H (ρi) + 1

2
∇∗

L(∇Lρ)

= −∇H (ρi) + 1

2
ΔLρ.

10.3 Matricial Wasserstein 2-Metric

From here on we consider the continuity equation,

ρ̇ = ∇∗
L(ρ ◦ v), (10.3)

without the diffusion term, but for a general velocityfieldv ∈ S N .A tacit assumption
throughout is that the identity matrix I spans the null space or∇L ; this can be ensured

1The domain of ∇L is H , hence the identity requires XY + Y X , instead of simply XY .
2The Lindblad term is in the so-called symmetric form since the coefficients are Hermitian.
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if one chooses L1, . . . , LN to form a basis of H (which is a sufficient, but not a
necessary condition).

A Wasserstein distance between two density matrices can now be defined as the
least action (minimum control problem) to steer one density matrix to another,

W2,a(ρ0, ρ1)
2 := min

ρ,v

∫ 1

0
〈v, ρ ◦ v〉dt, (10.4a)

ρ̇ = 1

2
∇∗

L(ρ ◦ v), (10.4b)

ρ(0) = ρ0, ρ(1) = ρ1. (10.4c)

In this, ρ0 and ρ1 inD+ and the optimization is over ρ(·) ∈ D+ and v ∈ S N . In fact,
for v ∈ S N , (10.3) already preserves positive definiteness and trace of ρ(·).

The choice of the anticommutator product ρ ◦ v = 1
2 (ρv + vρ) is especially ap-

pealing since, in this case, the matricial Wasserstein metric (10.4) is readily com-
putable. Indeed, (10.4) can be cast as a convex optimization problem in a manner
analogous to that in the scalar case [3]. To see this, let u := ρv = [u∗

1, . . . , u
∗
N ]∗ and

u∗ := [u1, . . . , uN ]∗, and observe that

tr(ρv∗v) =
N∑

k=1

tr(ρv∗
kvk)

=
N∑

k=1

tr((ρvk)
∗ρ−1ρvk) = tr(u∗ρ−1u).

Thus, (10.4) can be equivalently expressed as

W2(ρ0, ρ1)
2 = min

ρ,u

∫ 1

0
tr(u∗ρ−1u)dt, (10.5a)

ρ̇ = 1

2
∇∗

L(u − u∗), (10.5b)

ρ(0) = ρ0, ρ(1) = ρ1. (10.5c)

In this, it turns out that although we do not require any structural constraint on u, the
optimal u satisfies u = ρv for some v ∈ S N .

The choice of the Kubo-Mori product, on the other hand, provides a matricial
version of the Wasserstein metric for which the gradient flow of the von Neuman
entropy tr(ρ log(ρ)) is the Lindblad equation [6, 8, 20]. Thus, it generalizes to the
noncommutative setting, the famous result by Jordan, Kinderlehrer, and Otto [16] for
the ordinaryWasserstein-2 metric on probability densities where the heat equation is
the gradient flow of the entropy. However, it is interesting to note that computation of
the Wasserstein metric for the Kubo-Mori product appears challenging as compared
to the one based on the anticommutator product above.
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To characterize the form of minimizer one can proceed to consider the dual
problem, which for the case of the anticommutator product goes as follows. With
λ(·) ∈ H a smooth Lagrangian multiplier for the constraints we construct the La-
grangian

L (ρ, v, λ) =
∫ 1

0

{
1

2
tr(ρv∗v) − tr(λ(ρ̇ − 1

2
∇∗
L (ρv + vρ)))

}
dt

=
∫ 1

0

{
1

2
tr(ρv∗v) + 1

2
tr((∇Lλ)∗(ρv + vρ)) + tr(λ̇ρ)

}
dt − tr(λ(1)ρ1) + tr(λ(0)ρ0).

Point-wise minimization over v yields

vopt (t) = −∇Lλ(t)

and the expression for the corresponding minimum

∫ 1

0

{
−1

2
tr(ρ(∇Lλ)∗(∇Lλ)) + tr(λ̇ρ)

}
dt

−tr(λ(1)ρ1) + tr(λ(0)ρ0),

from which we conclude the following sufficient condition for optimality: Suppose
there exists λ(·) ∈ H satisfying

λ̇ = 1

2
(∇Lλ)∗(∇Lλ) = 1

2

N∑

k=1

(∇Lλ)∗k(∇Lλ)k (10.6a)

such that the solution of

ρ̇ = −1

2
∇∗

L(ρ∇Lλ + ∇Lλρ) (10.6b)

matches the marginals ρ(0) = ρ0, ρ(1) = ρ1. Then the pair (ρ, v) with v = −∇Lλ

solves (10.4).
The Wasserstein metric induces a Riemannian structure

〈δ1, δ2〉ρ = 1

2
tr(ρ∇λ∗

1∇λ2 + ρ∇λ∗
2∇λ1)

on the tangent space of Hermitian matrices with a specified trace,

Tρ = {δ ∈ H | tr(δ) = 0}.
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Here λ j , j = 1, 2 is the solution to the Poisson equation

δ j = −1

2
∇∗

L(ρ∇Lλ j + ∇Lλ jρ). (10.7)

The proof of existence and uniqueness of the solution of (10.7) follows exactly along
the same lines as in [7]; details are given in [9]. In fact, given a tangent direction δ,
−∇Lλ is the unique minimizer of tr(ρv∗v) over all v ∈ S N satisfying

δ = 1

2
∇∗

L(ρv + vρ).

With the above definition of inner product,W2(·, ·) indeed defines a metric onD+
for which D+ is a geodesic space, i.e., the distance between two given ρ0, ρ1 ∈ D+
can be rewritten as

W2,a(ρ0, ρ1) = min
ρ

∫ 1

0

√〈ρ̇(t), ρ̇(t)〉ρ(t)dt,

where the minimum is taken over all piecewise smooth paths on the manifold D+.
We finally note that, more generally, OMT can be formulated on the space of

matrix-valued distributions. In this case, the mass constraint becomes
∫
trρ(x)dx =

1, where x represents a vector of spatial coordinates and dx the volume element.
Transport along spatial coordinates, e.g., with x ∈ R

m , is effected by a term ∇x ·
(ρ ◦ w) in the continuity equation, with w ∈ H m , i.e.,

ρ̇ = ∇∗
L(ρ ◦ v) − ∇x · (ρ ◦ w).

Likewise, the cost of transport is duly penalized in a corresponding problem to
minimize a suitable action integral; see [8] for details.

10.4 Vector-Valued Transport on R
N

A vector-valued density ρ = [ρ1, ρ2, · · · , ρ�]T , on R
N or on a discrete space, may

represent power reflected off a surface at different frequencies/colors. The “mass”
of these components may transfer between different entries of the density vector
(e.g., due to different angles of reflection) along time flows of the vectorial density.
Thus, while the total power may be invariant (under some lighting conditions), the
proportion of power at different frequencies or polarization may smoothly vary with
viewing angle. As another example consider the case where the entries of ρ represent
densities of different species, or particles, and allow for the possibility that mass
transfers from one species to another (“mutate”), i.e., between entries of ρ. Thus, in
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general, we postulate that transport of vector-valued quantities captures flow across
space as well as between entries of the density vector.

In this context, anOMT-inspired geometry is aimed to express a suitable continuity
and to quantify transport cost for such vectorial distributions. We highlight some of
the key elements in [10] for such a theory. It follows a line which is analogous to
development of quantum transport that was discussed above.

We begin by considering a vector-valued density ρ on R
N , i.e., a map from R

N

to R
�+ such that

�∑

i=1

∫

RN

ρi (x)dx = 1,

and consider the entries of ρ as representing density or mass of species/particles that
can mutate between one another while maintaining total mass. We denote the set of
all vector-valued densities and its interior byD andD+, respectively. The dynamics
are described by the following continuity equation:

∂ρi

∂t
+ ∇x · (ρivi ) −

∑

j �=i

(ρ jw ji − ρiwi j ) = 0, ∀i = 1, . . . , �. (10.8)

Here vi is the velocity field of particles i and wi j ≥ 0 is the transfer rate from i to
j . Equation (10.8) allows for the possibility to mutate between each pair of entries.
More generally, mass transfer may only be permissible between specific types of
particles and can be modeled by a graph G = (V ,E ) (where the entries denote
nodes and edges, respectively), in which case, for a subset of indices, the transfer
rates wji may be restricted to be zero.

Given μ, ν ∈ D+, we formulate the optimal mass transport

W2(μ, ν)2 := inf
ρ,v,w

∫ 1

0

∫

RN

⎧
⎨

⎩

�∑

i=1

ρi (t, x)‖vi (t, x)‖2 + γ

�∑

i, j=1

ρi w
2
i j (t, x)

⎫
⎬

⎭ dxdt (10.9)

∂ρi

∂t
+ ∇x · (ρivi ) −

∑

j �=i

(ρ j w ji − ρi wi j ) = 0, ∀i = 1, . . . , �

wi j (t, x) ≥ 0, ∀i, j, t, x
ρ(0, ·) = μ(·), ρ(1, ·) = ν(·).

The coefficient γ > 0 specifies the relative cost between transporting mass in
space and trading mass between different types of particles. When γ is large, the
solution reduces to independent OMT problems for the different entries to the degree
possible. In general, W2 is a quasi-metric in that it satisfies the triangle inequality
and positivity, but may not be symmetric.
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Setting pi j = ρiwi j ≥ 0 and ui = ρivi , we have ρiw2
i j = ρ−1

i p2i j , and ρi‖vi‖2 =
ρ−1
i ‖ui‖2. It follows that

W2(μ, ν)2= inf
ρ,u,p

∫ 1

0

∫

RN

⎧
⎨

⎩

�∑

i=1

ρi (t, x)
−1‖ui (t, x)‖2 + γ

�∑

i, j=1

ρ−1
i p2i j (t, x)

⎫
⎬

⎭ dxdt

∂ρi

∂t
+ ∇x · ui −

∑

j �=i

(p ji − pi j ) = 0, ∀i = 1, . . . , �

pi j (t, x) ≥ 0, ∀i, j, t, x
ρ(0, ·) = μ(·), ρ(1, ·) = ν(·) which is a convex problem.

Finally, a Riemannian-like metric on D+ can be obtained by symmetrizing the
above expression [10]. This is,

W2,sym(μ, ν)2 = inf
ρ,u,p

∫ 1

0

∫

RN

{
�∑

i=1

ρi (t, x)
−1‖ui (t, x)‖2 (10.10)

+γ

2

�∑

i, j=1

(ρ−1
i + ρ−1

j )p2i j (t, x)

⎫
⎬

⎭ dxdt

under the same constraints. This vector-valued OMT structure is further explored
and developed in [10].

10.5 Vector-Valued Transport on Graphs

We conclude by highlighting elements of an OMT theory solely on graphs, cast in
the setting of vector-valued densities [10]. As explained earlier, such densities may
represent the distribution of multiple species/resources that are allowed to mutate
between each other as they transition from node to node. The theory is aimed to
capture cost of transport in such a setting.

A vector-valued mass distribution on the graph G = (V ,E ) (with n nodes and m
edges) is a �-tuple ρ = (ρ1, · · · , ρ�) with each ρi = (ρi,1, · · · , ρi,n)

T being a vector
in R

n+ such that
�∑

i=1

n∑

k=1

ρi,k = 1.

That is, each entry ρi , for i ∈ {1, . . . , �}, is a vector with nonnegative n-entries
representing, e.g., color intensity for the i-th color, at the node corresponding to the
respective entry.Wedenote the set of all nonnegative vector-valuedmass distributions
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with D and its interior with D+. Equation (10.8) is now replaced by the following
continuity equation:

ρ̇i − ∇∗
G ((DT

2 ρi ) ◦ vi − (DT
1 ρi ) ◦ v̄i ) −

∑

j �=i

(ρ j ◦ wji − ρi ◦ wi j ) = 0, ∀i = 1, . . . , �,

(10.11)
since the spatial domain is now also discrete (i.e., it is G instead of R

N ). Here,
D = D1 − D2 is the incident matrix of the graph, with D1, D2 are matrices with
positive entries reflecting the position of sources (D1) and sinks (D2) by a entry
equal to 1 in the corresponding place. Thus, the vector DT

1 ρ represents density at the
sources of an edge and, likewise, DT

2 ρ represents density at the sinks. Then, also,
∇G represents differencing between neighboring nodes and ∇∗

G represents its dual
(i.e., negative divergence) [10]. Finally, ◦ represents entry-wise multiplication (Shur)
between two vectors.

Now following the Benamou–Brenier [3] philosophy once again, given two
marginal densities μ, ν ∈ D+, we define their Wasserstein distance as

W2(μ, ν)2 := inf
ρ,v,w

∫ 1

0

⎧
⎨

⎩

�∑

i=1

[vTi ((DT
2 ρ) ◦ vi ) + v̄Ti ((DT

1 ρ) ◦ v̄i )] + γ

�∑

i, j=1

n∑

k=1

ρi,kw
2
i j,k

⎫
⎬

⎭ dt

subject to (10.11) as well as wi j ≥ 0, vi ≥ 0, v̄i ≥ 0 for all (or a subset) of (i, j)’s
and ρ(0) = μ, ρ(1) = ν.

We should note that the problem of transporting vector-valued mass on a graph
is quite simpler than in the case where the underlined space is continuous, since it
reduces essentially to a scalar mass situation on a suitably larger graph. Indeed, we
can view the vector-valued mass as a scalar mass distribution on � identical layers
of the graph G where the same nodes at different layers are connected through a
complete graph. The two velocity fields v,w represent mass transfer within the same
layer and between different layers, respectively.

Once again, the computation of the metric has a convex formulation by changing
optimization variable from (ρ, vi , v̄i ,wi j, k) to momenta “mass” ρ and momenta
ui = ρivi and pi j = ρiwi j , instead.

10.6 Conclusion

The basic fluid dynamical formulation of OMT can be generalized to flows on the
space of matrices or vectors, that belong to a simplex of a suitable positive cone.
A Wasserstein metric in these spaces can then be defined as a minimal quadratic
cost for transferring between two end points. Such metrics appear natural as, in
particular, for the space of quantum density matrices, render the Lindblad equation
as the gradient flow of the vonNeumann entropy. Our interest stems fromproblems in
signal analysis and, more specifically, spectral and image analysis. In both of these
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application areas, the relevance of weakly continuous metric that can be used to
quantify distances between, e.g., matrix-valued power spectra or multicolor images,
is self-evident. In particular, geodesics in such spaces naturally model flows and
allow morphing between spectra and images, respectively.
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Chapter 11
Identification of Dynamical Networks

Michel Gevers, Alexandre S. Bazanella and Guilherme A. Pimentel

Abstract Weconsider the identification of networks of linear time-invariant dynam-
ical systems whose node signals are measured and are connected by causal linear
time-invariant transfer functions. The external signals at the nodes may comprise
both known excitation signals and unknown stationary noise signals. The identifi-
cation of such networks comprise two essentially different problems. The first is to
find conditions on the external excitation signals that allow the identification of the
whole network from the measured node signals and excitation signals. The second
problem is the identification of a particular module (i.e., transfer function) embedded
in the network. We present state of the art results for both problems.

11.1 Introduction

The identificationof networks of dynamical systemshas recently emerged as an active
topic in the systems and control community. Attention has focused on networks in
which the node signals are connected by scalar causal rational transfer functions.
These node signals are excited through the network by a combination of known
external excitation signals and unknown noise sources. The node signals and the
known external excitation signals are assumed to be measured without error. The
identification of such networks essentially contains two different questions.
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The first question is the identification of the whole network using all measured
node signals and the known external excitation signals. This approach estimates
all transfer functions of the network and, as a result, also delivers the topology of
the network by detecting which of these transfer functions are zero, so that one
can construct the directed graph describing its interconnection structure. As we shall
show, there is a fundamental unidentifiability problem in the sense that it is impossible
to reconstruct such dynamical networks from measurements of the nodes and of the
known external excitation signals, unless some prior knowledge is available about the
structure of the network. The question is thus to produce conditions on the network
structure (in the form of prior knowledge) and on the external excitation signals
that lead to a unique identification of the whole network. To illustrate how virgin this
questionwas until recently, we quote from [8] published in 2010: “Remarkably, while
networks of dynamical systems have been deeply studied and analyzed in automatic
control theory, the question of reconstructing an unknown dynamical network has
not been formally investigated yet. Indeed, in most applicative scenarios the network
is given or it is the very objective of design. However, there are also some interesting
situations where the link structure is actually unknown and dynamic, such as in
biological neural networks, biochemical metabolic pathways and financial markets
with a high frequency trade.”

The second question concerns the identification of a particular transfer function
within the network, assuming that its interconnection structure is known. It involves
questions such as which signals need to be measured, and which external excitation
signals need to be applied in order to estimate the desired transfer function. A number
of results on this topic have been obtained recently [2, 3, 9].

In this chapter, we present state of the art results on these two questions. We first
consider the problem of global identification of a network of dynamical systems. An
early result pointing to the unidentifiability problem mentioned above can be found
in [6] where the authors showed that, for a strictly proper continuous time system
with known inputs, the transformation from input–output form to a network form
is nonunique. More recent research has focused on the modeling and identification
of high-dimensional stochastic processes, where the focus has been on detecting the
causal links between variables [1, 7, 11].

We examine under what conditions on the network structure and on the external
signals such network can be uniquely identified from the measured node signals
and the known external signals, for networks with both deterministic and stochastic
inputs. Our results take the form of a range of sufficient conditions on the network
structure and on the external signals that will guarantee that the network can be
uniquely reconstructed from the measured data. They are close to those of [10], even
though our approach takes a different route inspired by the deterministic approach
of [6].

We adopt the network model structure studied in [10], and we first show that
this network model can be transformed into an equivalent Multiple Input Multiple
Output (MIMO) model with added noise, which can be identified in open loop. The
identifiability conditions for open-loopMIMO systems are well established, and they
lead to a unique Input–Output (I/O) model and a unique noise model under the usual
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assumptions that the system is in the model set and that the data are informative with
respect to the adopted model structure. The question of whether the network model
can be identified from measured data then turns into the question of whether or not
the mapping from the network model to the I/O model is injective.

We first propose a definition of network identifiability that relates to the objective
of identifying the true network from measured data. A network model structure that
is able to represent the true network will be called identifiable if no other different
network model structure, that is unable to represent the true network, can produce
the same I/O model. By extending the results of [6] to networks with unmeasured
noise signals and with transfer functions that need not be strictly proper, we then
show that, generically, there is an infinity of network models that produce the same
I/O model, and we provide a parametrization of all these indistinguishable network
models. These indistinguishable network models may even have different intercon-
nection structures, i.e., the zero transfer functions are in different locations, leading
to different corresponding graphs. This implies that a network model structure that
is able to represent the true network will be identifiable only if some adequate prior
knowledge is available about its structure. Such prior knowledge can take many
different forms, such as the topology of the interconnection structure between the
nodes, or the topology of the external excitation structure by the known excitation
signals or by the noise signals.

We present a range of sufficient conditions on the structure of the external excita-
tion signals—reference excitation signals and noise signals—that make the network
model structure identifiable. These conditions show that the known excitation sig-
nals and the unknown noise signals play the same role in terms of their capacity to
make the network structure identifiable; in other words identifiability can be achieved
either by the known excitation signals, or by the noise signals, or by a combination
of both.

In the second part of this chapter, we consider the problem of identifying a mod-
ule (i.e., a transfer function) embedded in the network. Several contributions have
recently been made for this problem [2, 3, 9]. A major open problem is that of find-
ing conditions on the external excitation signals (known or noisy) that will lead to a
consistent estimate of the desired transfer function. We illustrate this problem on a
3-dimensional network. Our contribution is twofold: show which external excitation
signals are required to make the data informative, and show how adding additional
excitation at other nodes affects the parameter variances of the estimated transfer
function.

The outline of this chapter is as follows. The network model structure is presented
in Sect. 11.2. In Sect. 11.3we present a definition of identifiability of a networkwhich
relates to the objective of identifying the true network.We then show that a network is
generically unidentifable and we parametrize the set of all indistinguishable network
models. Using this parametrization, we present a range of sufficient conditions on the
structure of the external excitation that render the network identifiable. In Sect. 11.4
we illustrate the problemof obtaining an informative experiment for the identification
of an embedded module. We conclude in Sect. 11.5.
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11.2 Problem Statement

We consider a network made up of L nodes, with node signals denoted {w1(t), . . . ,
wL(t)}. These node signals are related to each other and to external excitation signals
r j and white noise signals e j by the following network equations, which we call the
network model and in which the matrix G0 will be called the network matrix:

⎡
⎢⎢⎢⎣

w1

w2
...

wL

⎤
⎥⎥⎥⎦ =

⎡
⎢⎢⎢⎢⎣

0 G12 . . . G1L

G21 0
. . . G2L

...
. . .

. . .
...

GL1 GL2 . . . 0

⎤
⎥⎥⎥⎥⎦

⎡
⎢⎢⎢⎣

w1

w2
...

wL

⎤
⎥⎥⎥⎦ + K 0(q)

⎡
⎢⎢⎢⎣

r1
r2
...

rL

⎤
⎥⎥⎥⎦ + H 0(q)

⎡
⎢⎢⎢⎣

e1
e2
...

eL

⎤
⎥⎥⎥⎦(11.1)

Or, equivalently

w(t) = G0(q)w(t) + K 0(q)r(t) + H 0(q)e(t) (11.2)

with the following properties:

• Gi j are proper but not necessarily strictly proper transfer functions. Some of them
may be zero, indicating that there is no direct link from wj to wi .

• there is a delay in every loop going from one wj to itself.
• the network is well-posed so that (I − G0)−1 is proper and stable.
• all node signals wj , j = 1, . . . , L are measurable.
• ri are external excitation signals that are available to the user in order to produce
informative experiments for the identification of the Gi j . K 0(q) reflects how the
external excitation signals affect the node signals.

• e ∈ �L is a white-noise vector with a positive definite covariance matrix �. H(q)

is a L × L stable rational matrix.
• the external excitation signals ri are assumed to be uncorrelated with all noise
signals e j , j = 1, . . . , L .

• q−1 is the delay operator.

The network model (11.2) can be rewritten in a more traditional form as follows:

w(t) = T 0(q)r(t) + N 0(q)e(t) (11.3)

where

T 0(q)
Δ= (I − G0(q))−1K 0(q), N 0(q)

Δ= (I − G0(q))−1H 0(q). (11.4)

The description (11.3) will be called the input–output (I/O) description of the
network. A corresponding parametrized version Mio = [T (q, η), N (q, η)] will be
called the input–output (I/O) model.
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11.3 Identifiability of the Whole Network

11.3.1 Definition of Network Identifiability

Consider now that our objective is to estimate the matrices G0(q), K 0(q) and H 0(q)

of the network (11.2) using the available measurementsw(t) and r(t). Assuming that
the network is driven by sufficiently informative excitation signals r(t) and white-
noise signals e(t), what are the conditions (in the form of required prior knowledge)
on the network matrices G0(q), K 0(q), H 0(q) such that they can be uniquely iden-
tified from the known measured signals w(t) and r(t)?

It is well known from the theory of identification of multi-input multi-output
(MIMO) linear time-invariant (LTI) systems that from the signals w(t) and r(t)
one can uniquely identify the matrices T 0(q) and N 0(q) of the input–output
model (11.3) if the chosen model structure Mio = [T (q, η), N (q, η)] is such that
[T 0(q), N 0(q)] = [T (q, η0), N (q, η0)] for some unique η0 (this is the identifiability
question), and if the signals r(t) are sufficiently rich for the chosen parametriza-
tions (this is the informativity question). The identification of (11.3) is an open loop
identification problem.

The question of network identifiability then relates to the mapping from [T 0(q),

N 0(q)] to [G0(q), K 0(q), H 0(q)], namely under what conditions (in the form of
prior knowledge on the network matrices G0(q), K 0(q), H 0(q)) can one uniquely
recover the network matrices [G0(q), K 0(q), H 0(q)] from the true input–output
description [T 0(q), N 0(q)]? It can be formally defined as follows.

Definition 11.1 (Identifiability of the true network model) Consider the true net-
work (11.2) defined by the triple S = [G0, K 0, H 0] and a parametrized net-
work model structure {M(θ) = [G(θ), K (θ), H(θ)], θ ∈ Dθ } with the property that
M(θ0) = S = [G0, K 0, H 0] for some θ0 ∈ Dθ . Let [T 0, N 0] be the correspond-
ing true I/O model defined by (11.4). Then S is network identifiable if there
exists no other networkmodel structure {M̃(ν) = [G̃(ν), K̃ (ν), H̃(ν)], ν ∈ Dν} such
that (I − G̃(ν0))

−1 K̃ (ν0) = T 0 and (I − G̃(ν0))
−1 H̃(ν0) = N 0 for some ν0, with

[G̃(ν0), K̃ (ν0), H̃(ν0)] �= [G0, K 0, H 0].
We illustrate this definition with the following example studied in [10].

Example 11.1 Consider the following 3-node noise-free network S1:

G0(q) =
⎡
⎣

0 0 0
A(q) 0 0
0 B(q) 0

⎤
⎦ , K 0(q) =

⎡
⎣
1 0 0
0 1 0
1 0 0

⎤
⎦ (11.5)

i.e., G0
21(q) = A(q),G0

32(q) = B(q), where A(q) and B(q) are rational transfer
functions, and all other G0

i j are zero. The corresponding I/O description of the true
network is given by (11.3) with



156 M. Gevers et al.

T 0(q) =
⎡
⎣

1 0 0
A(q) 1 0

A(q)B(q) + 1 B(q) 0

⎤
⎦ (11.6)

The following Ḡ and K̄ yield a networkS2 with the same I/Omodel T 0 as the “true”
network (11.5):

Ḡ(q) =
⎡
⎣

0 −B(q) 1
A(q) 0 0
0 B(q) 0

⎤
⎦ , K̄ (q) =

⎡
⎣
0 0 0
0 1 0
1 0 0

⎤
⎦ (11.7)

Thus, the network [Ḡ, K̄ ] is indistinguishable from the true network even though it
has a different topology. It means that if the same data {r(t)} excite the two networks
(11.5) and (11.7), they will generate the same data {w(t)}, despite the fact that the
graphs of these two networks are different.

11.3.2 The Set of All Indistinguishable Networks

We show in this section that there exists an infinite set of network models M(θ) =
[G(q, θ), K (q, θ), H(q, θ)] ∈ M ∗ that produce the same I/O model [T (q), N (q)],
and we parametrize the set of these indistinguishable network models. This will
allow us to derive conditions on prior knowledge of the true network model struc-
ture that will make this network identifiable in the sense of Definition 11.1. This
parametrization is an extension to networks with noisy inputs of a result of [6] which
addressed the case of a noiseless network with strictly proper transfer functions. We
first introduce the notion of admissible network matrix.

Definition 11.2 (Admissible network matrix) A network matrix G(q, θ) is called
admissible if the following conditions hold:

• the diagonal elements of G(q, θ) are zero;
• there is a delay in every loop going from one wj to itself;
• all Gi j (q, θ) are proper
• (I − G(q, θ))−1 is stable

The following theorem describes the set of all network models that produce the same
I/O model [T N ]. For brevity of notations, we delete the (q, θ) dependence.

Theorem 11.1 The set of all network models that produce an I/O model Mio =
[T N ] is given by

{[G̃ K̃ H̃ ] = [G̃ (I − G̃)T (I − G̃)N ]} (11.8)
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where G̃ is any admissible network matrix of size L × L, in the sense of Defini-
tion 11.2.

Proof We first show that the set of network matrices defined in (11.8) produce the
correct I/O model Mio = [T, N ]. Indeed, the I/O transfer function matrices derived
from (11.8) are

T̃ = (I − G̃)−1 K̃ = (I − G̃)−1(I − G̃)T = T

Ñ = (I − G̃)−1 H̃ = (I − G̃)−1(I − G̃)N = N

Conversely, let [G̃, K̃ , H̃ ] be any network that produces the correct T and N with G̃
admissible. Then, necessarily, we must have (I − G̃)−1 K̃ = T and (I − G̃)−1 H̃ =
N . Premultiplying both equations by (I − G̃) shows that this network has the form
(11.8).

This result shows that without prior knowledge about the network structure, any
admissible G̃ can produce the true I/O model [T 0(q), N 0(q)]. The choice of any
particular G̃ fixes the corresponding K̃ = (I − G̃)T and H̃ = (I − G̃)N , and the
network [G̃, K̃ , H̃ ] is then indistinguishable from the “true” [G0, K 0, H 0]. This
means that if they are driven by the same {r(t), e(t)} signals, they will generate
the same {w(t)}. Thus, a network is generically not identifiable from measured data
{w(t), r(t)}, unless some prior information is known about G0(q) and/or K 0(q)

and/or H 0(q).
The following corollary, which is an extension to noisy networks of Lemma 4 of

[6], will help us generate constraints that make a network identifiable.

Corollary 11.1 Let [G0, K 0, H 0] be the transfer matrices of the “true” network.

Let ΔG be any transfer function matrix of size L × L such that G̃
Δ= G0 + ΔG is

admissible in the sense of Definition 11.2. Let K̃ = K 0 + ΔK and H̃ = H 0 + ΔH
be the corresponding matrices defined by (11.8). Then the network [G̃, K̃ , H̃ ] has
the same I/O model as the true network [G0, K 0, H 0] if and only if

[ΔG ΔK ΔH ]
⎡
⎣
T 0 N 0

I 0
0 I

⎤
⎦ = [0 0] (11.9)

Proof The proof follows immediately from Theorem 11.1 by noting that for all these
[G̃ K̃ H̃ ] we have (I − G̃)−1[K̃ H̃ ] = [T 0 N 0].

11.3.3 Conditions for Network Identifiability

In this section we use the result of Corollary 11.1 to derive a range of sufficient
conditions under which the true network is identifiable. These conditions take the
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form of prior knowledge on the structure of the excitationmatrices K 0(q) and H 0(q).
As stated in the introduction, it is a realistic situation that theway inwhich the external
signals enter the network is known a priori. The following theorem provides a first
set of sufficient conditions.

Theorem 11.2 The network structure (11.1) is identifiable if L − 1 columns of the
matrix [K 0 H 0] are known and linearly independent.

Proof It follows from Corollary 11.1 that the network [G0 K 0 H 0] is identifiable
if and only if there is no triple [ΔG ΔK ΔH ] that satisfies

ΔG(I − G0)−1[K 0 H 0] = −[ΔK ΔH ] (11.10)

Since ΔG has zeroes on its diagonal, it contains L × (L − 1) unknown elements.
Now letW denote the L × (L − 1) submatrix of [K 0 H 0]made up of its known and
linearly independent columns. Then the corresponding columns of [ΔK ΔH ] are
zero. From (11.10) we can thus extract the following subset of equations for ΔG:

ΔG(I − G0)−1W = O (11.11)

whereW and O have size L × (L − 1). This represents a set of L × (L − 1) linearly
independent equations for the L × (L − 1) unknown elements of ΔG, from which
it follows that ΔG = 0. It then follows from (11.10) that ΔK and ΔH are also zero.

By applying this theorem to Example 11.1 we note that if K 0 is known, then
the network is identifiable. A network is also identifiable when either K 0(q) or
H 0(q) is diagonal with nonzero diagonal elements, a situation that is not covered by
Theorem 11.2.

Theorem 11.3 Consider the network structure (11.1) and assume that either K 0(q)

or H 0(q) is diagonal and of full rank. Then the network is identifiable.
The proof can be found in [4].

Alternative sets of sufficient conditions for identifiability of the whole network have
also been derived in [10].

11.4 Identification of an Embedded Module

In this section we consider the other major problem in the identification of networks,
namely the identification of a single embedded module. Without loss of generality,
consider that the objective is to identify the module G12(q) in the network (11.1).

Historically, this problem was addressed first in [9]. In that paper, the authors pro-
posed several solutions to this problem, based on existing closed-loop identification
methods. Indeed, if the objective is to identify G12(q), it is easy to show that the
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network model (11.1) can be rewritten as a Multiple Input Single Output (MISO)
closed-loop system, where w1 acts as the single output and [w2 w3 . . .wL ]T acts as
the input vector of this closed-loop system. Thus, the various methods of closed-loop
identification can be applied for the identification of G12(q).

An important problem that has not been solved so far is that of deciding which
external excitation signals, measured or unmeasured, need to be applied for the iden-
tification algorithms to converge to the true G12. This is the question of informativity
of the identification experiment. In [2, 9] it is assumed that the vector w(t) of node
signals is informative, but this is an internal constraint. The difficult question is what
are the requirements on the external signals, ri (t) and ei (t), that will deliver informa-
tive data for the identification of the moduleG12(q). Assuming that different choices
of external signals can yield informative data, then another interesting question is
how do these different choices affect the variance of the estimated Ĝ12(q).

The objective of obtaining necessary and sufficient informativity conditions on
the external excitation signals for the identification of a specific module, say G12, is
illusory, since these informativity conditions will depend on the method that is used
for the identification of G12 and, in particular, on the signals that are used. Thus,
the aim is to find sufficient conditions for informativity. The first contribution to this
informativity question for an embedded module is to be found in [3], where we have
analyzed a 3-node network.We have shown that, even in such simple network, differ-
ent alternatives exist for the identification ofG12 and we have proposed a framework,
based on [5], for the computation of sufficient conditions for informativity depending
on the identification method used.

Here we study the direct identification of G12 using the first equation of (11.12),
and we extend the analysis of [3] by computing not just the informativity require-
ments, but also the way in which informative excitation signals affect the variance of
the estimated G12. In order to obtain an unbiased estimate of G12, the direct method
requires the identification of the vector [G12 G13]. To keep the analysis simple, we
shall assume that K 0 = H 0 = I . Thus, consider the following 3-node network:

⎡
⎣
w1

w2

w3

⎤
⎦ =

⎡
⎣

0 G12 G13

G21 0 G23

G31 G32 0

⎤
⎦

⎡
⎣
w1

w2

w3

⎤
⎦ +

⎡
⎣
r1
r2
r3

⎤
⎦ +

⎡
⎣
e1
e2
e3

⎤
⎦ (11.12)

where it is desired to identifyG12. For the purpose of analyzing the effect of different
excitation scenarios on the estimates, we adopt the following model structure for the
parametrization of G12, G13:

M =
{
G12(α),G13(α, β), θ = (

αT βT
)T ∈ Dθ ⊂ Rd

}
(11.13)

where G12(α) and G13(α, β) are rational transfer functions, θ ∈ Rd is the vector of
model parameters, and Dθ is a subset of admissible values for θ . Thus, α are the
possibly common parameters of G12(θ) and G13(θ).
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We shall assume that there exists some θ0 = (αT
0 , βT

0 )T ∈ Dθ that represents the
true G0

12 and G0
13. The one-step ahead prediction error for w1(t) is given by

ε1(t, θ)
Δ= w1(t) − ŵ1(t |t − 1, θ) = [w1(t) − G12(α)w2(t) − G13(α, β)w3(t) − r1(t)]

If the model structure is identifiable and the data informative, the parameter vector
estimate θ̂ N converges asymptotically to the true θ0, and the per sample asymptotic
covariance matrix is given by Pθ = [I (θ0)]−1 where I (θ) is the information matrix:

I (θ)
Δ= Ē[ψ(t, θ)ψT (t, θ)] (11.14)

The pseudoregressor vector ψ(t, θ)
Δ= ∂ε1(t,θ)

∂θ
is expressed as follows as a function

of the excitation signals:

ψ(t, θ) = V (q, θ)

⎡
⎣
r1(t) + e1(t)
r2(t) + e2(t)
r3(t) + e3(t)

⎤
⎦ (11.15)

where V (q, θ) is a d × 3 matrix of transfer functions obtained as follows from the
partial derivatives of G12(θ) and G13(θ) with respect to the unknown parameters.

V (q, θ) = [
V1 V2 V3

]
, where (11.16)

⎡
⎣
V1

V2

V3

⎤
⎦ =

⎡
⎣
T 0
21 T 0

31
T 0
22 T 0

32
T 0
23 T 0

33

⎤
⎦

[∇1

∇2

]
, with ∇1 =

[
∂G12
∂α

0

]
and ∇2 =

[ ∂G13
∂α

∂G13
∂β

]
.

(11.17)
Here the T 0

i j are the elements of the second and third column of the transfer matrix

T 0 Δ= (I − G0)−1 of the true network (11.12).
A data set is informative if the information matrix that it produces is nonsingular,

i.e., I (θ) > 0. By the above expressions, this is equivalent with the condition that
there exists no vector μ ∈ �d with μ �= 0 such that

μT V (q, θ) = 0. (11.18)

We now apply this informativity analysis to the identification of G12 = a1q−1 +
a2q−2 and G13 = bq−1 using the direct prediction error method based on the first
equation in the following 3-node example.
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⎡
⎣
w1

w2

w3

⎤
⎦ =

⎡
⎣

0 a1q−1 + a2q−2 bq−1

q−1 0 0
0 cq−1 0

⎤
⎦

⎡
⎣
w1

w2

w3

⎤
⎦ +

⎡
⎣
r1
r2
r3

⎤
⎦ +

⎡
⎣
e1
e2
e3

⎤
⎦ (11.19)

Applying expressions (11.16)–(11.17) to this example, with α = (a1 a2) and β = b,
yields:

[
V1 V2 V3

] = 1

Δ

⎡
⎣

q−2 q−1 bq−3

q−3 q−2 bq−4

cq−3 cq−2 q−1 − a1q−3 − a2q−4

⎤
⎦ (11.20)

where Δ = 1 − a1q−2 − (a2 + bc)q−3. From (11.20) it is clear that μT [V1 V2] = 0
for μ = [0 c − 1]T , while Ker(V 3) = {0}. This shows that applying either r3 �= 0
or e3 �= 0 is a necessary and sufficient condition for the generationof informative data,
and thus for convergence of the parameters a1, a2, b to their true values. Additional
signals at other nodes may reduce the variance of these estimates, and hence of
Ĝ12, since I (θ) is given by (11.14), which leads to the following covariance of the
estimate:

P
θ̂N

= λ1

N
[I (θ0)]−1 I (θ) = 1

2π

∫ 2π

0

⎧⎨
⎩

3∑
1

[Vi V �
i �ri + Vi V

�
i λi ]

⎫⎬
⎭ dω (11.21)

where N is the number of data used in the identification and λi is the variance of ei .
We illustrate our informativity analysis and the effect of different scenarios of

external excitation on parameter variance by calculating the variance from (11.21)
using the following true parameters: a1 = −0.3, a2 = 0.8, b = −0.5, c = 0.5. We
consider there different scenarii: excitation of r3 alone, excitation of r3 and r1, and
excitation of all inputs. In all cases, the inputs are white noise with unit variance,
while a white noise with variance λ1 = 2 is present in the first equation - the one that
is used for prediction error identification. The variances of the parameter estimates
are calculated for N = 2, 000 data.

Table11.1 below shows the different experimental scenarii and the corresponding
values of the covariancematrix—note that the individual variances of each parameter
correspond to the diagonal elements of thismatrix. Recall that either e3 �= 0 or r3 �= 0
is necessary and sufficient for informativity. Sufficiency is confirmed in the first part
of the Table, which gives a finite covariance for the first scenario where only node 3
is excited. Necessity is confirmed by simulations, which yield an infinite covariance
matrix if identification is performed with r3 = e3 = 0. Notice in the Table how the
variances are reduced as excitation in the other inputs is added, although this reduction
is very slim in the variance of parameter b. Identical covariancematrices are obtained
if r3 = 0 while e3 �= 0 is applied with the same unit variance as that used for r3.
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Table 11.1 Covariance matrices using white-noise (WN) inputs and data length N = 2, 000; all
inputs have variance equal to one, and λ1 = 2

r1(t) = 0, r2(t) = 0, r3(t) =WN,
e1(t) =WN (λ1 = 2), e2(t) = 0 and e3(t) = 0

P(θ̂N ) = 10−5

⎡
⎢⎣
4.76 1.09 1.09

1.09 7.35 −5.56

1.09 −5.56 11.5

⎤
⎥⎦

r1(t) = WN , r2(t) = 0, r3(t) =WN,
e1(t) =WN (λ1 = 2), e2(t) = 0 and e3(t) = 0

P(θ̂N ) = 10−5

⎡
⎢⎣
3.27 0.754 0.752

0.754 5.95 −5.57

0.752 −5.57 11.4

⎤
⎥⎦

r1(t) = WN , r2(t) = WN , r3(t) =WN,
e1(t) =WN (λ1 = 2), e2(t) = 0 and e3(t) = 0

P(θ̂N ) = 10−5

⎡
⎢⎣
2.49 0.576 0.573

0.576 5.21 −5.58

0.573 −5.58 11.4

⎤
⎥⎦

11.5 Conclusions

We have described two major problems of current research interest in the identi-
fication of dynamical networks: the identification of the whole network (both the
topology and the transfer functions) and the identification of a particular module
embedded in the network. For the first problem, we have shown that there is a funda-
mental identifiability problem and we have described the set of all indistinguishable
networks; this parametrization has allowed us to obtain sufficient conditions for iden-
tifiability by imposing constraints in the form of prior knowledge on the excitation
structure. For the second problem, a major open problem is that of finding informa-
tive excitation experiments. We have illustrated on a simple 3-node network how the
experiment conditions affect informativity, as well as the variance of the estimated
parameters.
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Chapter 12
Smooth Operators Enhance Robustness

Keith Glover and Glenn Vinnicombe

Abstract The problem of synthesizing an H∞ loop-shaping controller, but with
a bound on its complexity, is shown to be a tractable optimization problem. Here
complexity is defined in terms of the smoothness of the transfer function.

12.1 Introduction

The gap metric between a nominal plant with transfer function, P(s), and a per-
turbed plant, PΔ(s), given by δ(P, PΔ), [1] and the ν-gap, δν(P, PΔ), [2] have been
demonstrated as very effective measures of plant uncertainty when subject to feed-
back control, and together withH∞ loop-shaping [3] give a very straightforward and
effective design methodology [4, 5]. These measures are essentially pointwise in fre-
quency plus a closed-loop stability or winding number requirement. Hence if a plant
has poles and zeros near the imaginary axis then a small change in frequency scale to
give, PΔ, can result in a large gap and perhaps the false impression that the plant and
perturbed plant will be difficult to control with a single robust controller. In [6] they
concluded that the gap metric could be too conservative. In [7] uncertainty in the ‘s’
variable in P(s) was analysed in detail showing that the effective distance between
P and PΔ could be small when the complexity/smoothness of the controller, K (s), is
small. In Sect. 12.2 these results are summarized. The purpose of the present paper is
to consider the problem of synthesizing controllers with a bound on the complexity
to meet anH∞ loop-shaping specification. A motivation for revisiting this problem
came in [8] where exactly these difficulties were encountered in an example of stabi-
lizing combustion instabilities and poor stability margins were experienced with an
optimal controller but a reduced order, lower complexity controller gave satisfactory
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results. A positive feedback convention is used so in examples the phase of −K ( jω)

will be used to be consistent with the normal use of phase advance. Otherwise the
notation is standard in the area1.

12.2 Background onH∞-Loop Shaping and Complexity

This paper is built on a simple premise. For a generalized plantG, and bound γ , the set
of internally stabilizing controllers achieving ‖Fl(G, K )‖H∞ < γ is either empty
or very large indeed. If there exists such a K then it will stabilize all plants of the
formFu(G,Δ) : Δ ∈ H∞, ‖Δ‖H∞ ≤ 1/γ .However, if you let PΔ = Fu(G,Δ) for
someΔ ∈ H∞ with σ̄ (Δ( jω)) > 1/γ at some frequency, then so long as there is no
smallerΔ such that PΔ = Fu(G,Δ), there will always exist an internally stabilizing
controller Kbad, achieving ‖Fl(G, Kbad)‖H∞ < γ , which destabilizes PΔ [2]. In fact,
define any number of perturbed plants in the same way and, as long as there exists
a disjoint set of frequencies at which each Δ exceeds the bound, there will always
exist a single internally stabilizing controller Kbad achieving ‖Fl(G, Kbad)‖H∞ < γ

which destabilizes each and every one of them. Such a controller might be expected
to have an extremely complex frequency response. Fortunately, the central solution
to theH∞ control problem is not usually this badly behaved, and this is particularly
so for the H∞ loop-shaping generalized plant, but even then can sometimes seem
unnecessarily complex. One useful trick is to attempt to restrict theMcMillan degree
of the controller but this comes with no guarantees of added robustness. However,
by restricting the complexity of K in the frequency domain, making it a smoother
operator, it is possible to guarantee extra robustness a priori as the following simple
example shows.

12.2.1 A Very Simple Example

The formulation of the problem in the gap framework tends to hide the simplicity
of the underlying issue, so we start with a motivating example based on an additive
uncertainty description.H∞ control is rooted in the observation that internal stability
plus

∥
∥
∥
∥

K

1 − P1K

∥
∥
∥
∥
H∞

< γ (12.1)

guarantees that K will stabilize any plant PΔ which has the same number of RHP
poles as P1 and satisfies ‖P1 − PΔ‖L∞ ≤ 1/γ . Let

1i.e. P∗ = (P(−s))T ; P(s) = D + C(s I − A)−1B =
[

A B
C D

]

; F�

([

P11 P12
P21 P22

]

, K

)

= P11 +
P12K (I − P22K )−1P21.
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Pλ = 1

s + λ
so P1 = 1

s + 1
and P2 = 1

s + 2
= P1 + −1

(s + 1)(s + 2)
.

Any controller stabilizing P1 and satisfying
∥
∥
∥

K
1−P1K

∥
∥
∥
H∞

< 2 is guaranteed to stabi-

lize P2. This is equivalent to requiring

inf
ω

|P1( jω) − 1/K ( jω)| > 1/2.

Moreover, there exist controllers achieving infω |P1( jω) − 1/K ( jω)| = 1/2 which

destabilize P2. An example is Kbad = − s/
√
2+1

s−1/2 . Note that this controller has to work
rather hard to destabilize P2 and not P1. On the other hand, it is straightforward
to find controllers for P1 which stabilize P2. Indeed any constant controller which
stabilizes P1 (i.e. any K < 1) will also stabilize P2 (which requires K < 2). Is there a
way of capturing the notion that any sufficiently simple controller which stabilizes P1
also stabilizes P2? Note that P2(s) = P1(s + 1), and (12.1) guarantees that |P1(s) −
1/K (s)| > 1/γ for all s : �(s) ≥ 0. So, if 1/K (s) and 1/K (s + 1) are similar, that
is if 1/K (s) doesn’t change rapidly, then everything should be fine. To make this idea
concrete, note that for all λ and all δ ≥ 0

|Pλ( jω) − 1/K ( jω)| ≥ |P1( jω + δ) − 1/K ( jω + δ)|
− |Pλ( jω) − P1( jω + δ)| − |1/K ( jω) − 1/K ( jω + δ)|

≥ 1/γ − |Pλ( jω) − P1( jω + δ)| − |1/K ( jω) − 1/K ( jω + δ)|.
(12.2)

Taking δ = λ − 1 for example, we have Pλ( jω) = P1( jω + δ) and

|1/K ( jω) − 1/K ( jω + δ)| ≤ δ‖ d
ds 1/K (s)‖H∞ ≤ ‖ d

ds 1/K (s)‖H∞ for λ ∈ [1, 2]

and so if ‖ d
ds 1/K (s)‖H∞ < 1/γ then K (s) is guaranteed to stabilize Pλ for all

λ ∈ [1, 2], as no closed-loop poles can cross the imaginary axis aswe perturb from P1
to P2. Alternatively, any controller which satisfies (12.1) and yet destabilizes P2 must
necessarily have ‖ d

ds 1/K (s)‖H∞ ≥ 1/γ , and indeed stronger results are possible by
optimizing (12.2) over δ. Thus the smoothness of K can be used to guarantee greater
robustness. For this example, then provided ‖ d

ds 1/K (s)‖H∞ = μ < 1

|P2( jω) − P1( jω + δ)| + |1/K ( jω) − 1/K ( jω + δ)| ≤ |P2( jω) − P1( jω + δ)| + δμ

and there will always exist a δ such that |P2( jω) − P1( jω + δ)| + δμ < 0.5, mean-

ing that any controller which stabilizes P1, with
∥
∥
∥

K
1−P1K

∥
∥
∥∞

≤ 2, and destabi-

lizes P2 must necessarily satisfy ‖ d
ds 1/K (s)‖H∞ ≥ 1, whereas || d

ds 1/Kbad(s)‖H∞ =
1 + 1

2
√
2

= 1.3536. Note that this result is fundamentally asymmetric; to stabilize a
ball around P1 and destabilize P2 requires a complex controller, yet it is straightfor-
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ward to stabilize a ball around P2 and destabilize P1 with a smooth controller. For

example, K = 1, with ‖ d
ds 1/K (s)‖H∞ = 0, achieves

∥
∥
∥

K
1−P2K

∥
∥
∥∞

= 2 and destabi-

lizes P1.

12.2.2 A Useful Complexity Defintion

Now, the result of the previous subsection is a curiosity, but not useful in itself. The
criterion chosen above is not one that would ever be used alone, and this particular
approach is limited to minimum phase K (s). However, in the same way, any H∞
criterion will naturally induce a complexity measure on the controller by which
stronger a priori robustness results, and “better” controllers, can be obtained. In the
case ofH∞ loop shaping, the induced measure is particularly appealing and can be
defined in such a way as to only depend on the rate of change of frequency response
on the imaginary axis.

One of the great appeals of the H∞ loop-shaping design procedure is that it
usually results in “good” controllers, however there are cases where it doesn’t, as the
next example will show. First though we state a simplified version the main result
from [7]. Rather than using the complex plane we measure distances as follows

κ(P1, P2; s1, s2) = σ̄
(

(I + P1P
∗
1 )1/2(s1)

)−1
(P1(s1) − P2(s2))

(

(I + P∗
2 P2)

1/2(s2)
)−1

where we take an antistable, with stable inverse, spectral factor in each case.2 For
s1 = jω1 and s2 = jω2 this is precisely the chordal distance between P1( jω1) and
P2( jω2) on theRiemann sphere, or it’s higher dimensional generalization.We further
define an effective distance between P1 and P2 as

δeff(P1, P2;α) = sup
s2:�(s2)=0

inf
s1:�(s1)≥0

κ(P1, P2; s1, s2) + α |log s1/s2|

noticing the asymmetry here again. As before, P1 is to be taken as the “nominal”
system, and we are interested in robustness guarantees for P2. We also define

VK = sup
s:�(s)≥0

lim
δ→0

κ(K , K ; s, s + δ)

log((s + δ)/s)
=

∥
∥
∥
∥
(I + KK ∗)−1/2 s

dK

ds
(I + K ∗K )−1/2

∥
∥
∥
∥
L∞

since it will attain it’s maximum value on the imaginary axis, in which case any
square root may be taken. State-space formulae for these objects are given in a later
section. Finally, we define as usual

2This ensures that κ(P1, P2; s1, s2) is analytic and bounded (by 1 in fact) for s1, s2 in the closed
RHP, with no requirements for either P1 or P2 themselves to be stable or minimum phase, since
RHP zeros of the inverted spectral factors cancel any unstable poles of the plants.
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bP,K =
∥
∥
∥
∥

[

I
K

]

(I − PK )−1 [

I P
]
∥
∥
∥
∥

−1

H∞
=

∥
∥
∥
∥
∥
∥

F�

⎛

⎝

⎡

⎣

I 0 0
0 0 I
I 0 0

⎤

⎦+
⎡

⎣

I
0
I

⎤

⎦ P(s)
[

0 I I
]

, K

⎞

⎠

∥
∥
∥
∥
∥
∥

−1

H∞
(12.3)

and note the close compatibility between δν , bP,K and the definition of VK that is
implied by the following theorem.

Theorem 12.1 Given K and Pλ, with λ ∈ [1, 2] �→ Pλ, continuous in the graph
topology.3 If bP1,K > δeff(P1, Pλ; VK ) for all λ then K stabilizes P2 and

bP2,K ≥ bP1,K − δeff(P1, P2; VK )

Note that if P2(s) = P1(ks) then δeff(P1, P2; VK ) ≤ | log(k)|VK

12.2.3 Illustrative Example

In this subsection, we present a motivational example to illustrate the potential prob-
lems inH∞-loop shaping when the optimal controller has high complexity. Let the
nominal plant be

P1(s) = s(s2 + 1)

(s2/q + 0.1s + q)(s2/q − 0.1s + q)

with q = 1.05, and a perturbed plant be given by P2(s) = P1(s/r)with r = 1.1 i.e. a
10% change in the frequency scale. The optimal controller in this case will be (using
a positive feedback convention),

Ko(s) ≈ −(1.22s2 + 0.1282s + 1.345)

(s2 − 0.1048s + 1.103)

giving bopt(P1) = bP1,Ko = 0.633, which is a good stability margin with the nominal
plant. However with perturbed plant bP2,Ko = 0.047 which is an unsatisfactory sta-
bility margin. The log-complexity of Ko, VKo = 19.6, and the potential reduction in
stability margin given by Theorem 12.1 of VKo ∗ log(1.1) = 1.87 gives no assurance
of stability. However the simple phase lead controller, K1(s) = −(2.5s+1)

(s+2.5) satisfies
bP1,K1 = 0.353withVK1 = 0.362 and for the perturbed plant satisfiesbP2,K1 = 0.354,
which is consistent with Theorem 12.1:

0.354 = bP2,K1 ≥ bP1,K1 − VK1 | log(r)| = 0.353 − 0.035 = 0.318 (12.4)

3This is the simplest way to state the theorem. If instead continuity requirements are placed on the
implied map from s1 to s2 in the definition of δeff then an explicit path linking P1 and P2 is not
required. See [7] for more details.
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Fig. 12.1 Loop gain Nyquist diagrams for −Ko(s)P1(s) (solid) and −Ko(s)P2(s) (dotted) (for
positive frequencies only) in left figure, and for −K1(s)P1(s) (solid) and −K1(s)P2(s) (dotted) in
centre figure; and for the optimal 2nd order controller with VK ≤ 2 for right figure

Note that in this case Ko has two unstable poles in the neighbourhood of the poles
and zeros of the plant giving both the plant and the optimal controller closely aligned
and rapidly changing phase and magnitude. This alignment does not occur in the
perturbed case as can be seen in the Nyquist diagrams in Fig. 12.1 (left panel).
Whereas in the corresponding results for K1(s) there is very little difference between
the nominal and perturbed loop gains as seen in Fig. 12.1 (centre panel). Note the the
gap metric distance, δν(P1, P2) = 1 whereas the effective distance δeff(P1, P2; VK1)

is no greater than VK1 log(r) ≈ 0.035 (as used in (12.4)).

12.3 Controller Synthesis

In this section we will consider the synthesis of a controller, K (s), that satisfies:

VK ≤ α and bP,K ≥ β if such exists for a given α, β > 0 (12.5)

12.3.1 A State-Space Approach

Suppose a candidate controller is parameterized in the state-space by K (s) =
D(p) + C(p)(s I − A(p))−1B(p), where p is a vector of parameters which is to
be designed to meet the specification in (12.5). The specification on VK will first be
written in terms of the state space.

VK :=
∥
∥
∥
∥
(I + KK ∗)−1/2 s

dK

ds
(I + K ∗K )−1/2

∥
∥
∥
∥
L∞

now define M1 :=
[−K ∗

I

]

(I + KK ∗)−1/2 ⇒ M∗
1M1 = I

M2 := (I + K ∗K )−1/2
[

I −K ∗ ] ⇒ M2M
∗
2 = I
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Pre and post multiplying by M1 and M2 gives,

VK =
∥
∥
∥
∥

[−K ∗
I

]

(I + KK ∗)−1 s
dK

ds
(I + K ∗K )−1 [

I −K ∗ ]
∥
∥
∥
∥
L∞

and

[−K ∗
I

]

(I + KK ∗)−1 = F�

⎛

⎝

⎡

⎣

I K
0 I
I K

⎤

⎦ ,−K ∗
⎞

⎠

(I + K ∗K )−1
[

I −K ∗ ] = F�

([

I 0 I
K I K

]

,−K ∗
)

Now
dK

ds
= C(s I − A)−1(s I − A)−1B

s
dK

ds
= C(s I − A)−1

(

B + A(s I − A)−1B
)

⇒ VK = ∥
∥F�

(

FL ,−K ∗) F�

(

FR,−K ∗)∥∥
L∞

(12.6)

where FL =

⎡

⎢
⎢
⎣

A I B
0
C
C

0 I
0 D
0 D

⎤

⎥
⎥
⎦

, FR =
⎡

⎣

A B 0 B
A
C

B 0 B
D I D

⎤

⎦

The state dimension for this calculation is hence just four times that of K . The
specification that bP,K ≥ β is a standardH∞-norm condition as in (12.3). Note that
the system in (12.6) has no closed-loop stability requirement.

Finding parameters, p, such that β is maximized whilst (12.6) is satisfied is a
highly nonconvex problem with no guarantees of success, however software such as
the systune toolbox in MATLAB can accommodate such a problem formulation
and should produce a local solution. This has been implemented and in the example
of Sect. 12.2.3 maximizing β with α = 2 gave a first order controller very similar to
phase lead compensator, K1(s), and with a second order controller bP1,K = 0.486
was achieved that also gave bP2,K = 0.469 as illustrated in Fig. 12.1.A furthermodest
increase in bP1,K is possible with increased controller order but no greater than 0.525
was achieved.

This section has demonstrated that adding a complexity constraint in the synthesis
of a parameterized controller is a relatively straightforward addition and can avoid
the occasional robustness issues that can occur with H∞-loop shaping for plants
with poles and zeros near the imaginary axis. Since this is not a convex problem
there are no guarantees of global solutions but in the normal situation with relatively
few parameters to tune good results have been demonstrated.
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12.3.2 Non-parametric Optimization over Frequency
in the Single-Input/Single-Output Case

The purpose of this section is to consider optimizing over K ( jωi ) for a fine grid
of frequencies, ωi , i = 1, . . . N + 1, rather than over a state-space model as in the
previous section. In the SISO case the requirement that bP,K ≥ β can be written in
terms of the pointwise stability margin,

ρ(P( jω), K ( jω) := |1 − K ( jω) P( jω)|
√

(1 + |K ( jω)|2)√(1 + |P( jω)|2) (12.7)

as ρ(P( jωi ), K ( jωi ) ≥ β, ∀ i = 1, . . . , N + 1 (12.8)

Similarly the condition, VK ≤ α can be approximated by,

vK (ωi ) ≤ α, ∀ i = 1, . . . N + 1 (12.9)

where vK (ω) : =
∣
∣ω dK

dω

∣
∣

(1 + |K ( jω)|2) (12.10)

The problem will now be transferred from the imaginary axis to the unit circle via
sT
2 = z−1

z+1 , giving for z = e jθ , ω = 2
T tan(θ/2). A frequency grid on the unit circle

is chosen as,

θi = (i − 1)π/N , and hence ωi = 2

T
tan(θi/2) for i = 1, . . . , N + 1

Let L(θ) = K
(

j 2
T tan(θ/2)

)

. Then

∣
∣
∣
∣
ω
dK

dω

∣
∣
∣
∣
=

∣
∣
∣
∣
ω
dL

dθ

dθ

dω

∣
∣
∣
∣
=

∣
∣
∣
∣
sin(θ)

dL

dθ

∣
∣
∣
∣

and (12.9, 12.10) become,

vdL(θi ) ≤ α,∀ i = 1, . . . N + 1 (12.11)

where vdL(θ) : =
∣
∣
∣
∣
sin(θ)

dL

dθ

∣
∣
∣
∣

/

(1 + |L(θ)|2) (12.12)

An approach is now to consider a coarser set of discrete frequencies, θ̂k =
(k − 1)π/M for k = 1 · · · M + 1 and let Lx (θ̂k) = Re(L(θk)) be unknowns over
which the optimization is performed. In order to minimize ripple between these fre-
quencies a cubic spline is then calculated to interpolate between these frequencies
at the above finer grid θi with N a multiple of M . The cubic spline can then also



12 Smooth Operators Enhance Robustness 173

give dLx
dθ

at θ = θi . If we assume that K (s) is open-loop stable then the discrete-time

Hilbert transform of Lx will now give Ly(θ) = Im(L(θ)) and dLy

dθ
at θi from Lx and

dLx
dθ

resp. at these frequencies together with θ = iπ/N for i = −(N − 1), . . . ,−1
with Lx (−θ) = Lx (θ), dLx

dθ
(−θ) = − dLx

dθ
(θ).

The optimization problem is therefore ((12.8) and (12.12)) maximize β over
Lx (θi ), i = 1 · · · M + 1, subject to,

ρ(P( jωi ), L(θi ) ≥ β, ∀ i = 1, . . . , N + 1

vdL(θi ) ≤ α, ∀ i = 1, . . . , N + 1

This optimization problem has M + 2 unknowns and 2N + 2 constraints which
could be computationally expensive due to its scale rather than the nature of the
nonlinearities. The constraints are relatively benign but unfortunately not convex.

The use of the Hilbert transform here assumes that the controller, K (s) is open-
loop stable. In addition, the condition is on the pointwise stability margin with no
explicit test on closed-loop stability. The relevant winding number condition can
be checked after the optimization and if it fails then no conclusion can be drawn.
However, if the optimization starts from a stabilizing solution then it would have to
cross a bP,K = 0 boundary to violate the closed-loop stability condition.

If in addition to open-loop stability of K (s) it was assumed that the controller
was also minimum phase then |L(θ̂i )| could be used as the unknowns with ∠(L(θi ))

obtained from the Bode relation (i.e. the Hilbert transform of d log(|L(θ)|)
dθ

).
The final step is to generate K (s) from {K ( jωi )}N+1

i=1 or equivalently from
{L(θi )}N+1

i=1 . The approach adopted is to take the inverse discrete Fourier transform of
{L(θi )}N+1

i=1 and form the corresponding N × N Hankel matrix and perform a trun-
cated balanced realization. Finally the inverse bilinear transform of this discrete-time
state-space system Dd + Cd(z I − Ad)

−1Bd to continuous time is carried out, giving
K (s) = D + C(s I − A)−1B with

A = 2
T (I + Ad)

−1(Ad − I ); B = 2
T (I + Ad)

−1Bd;
C = 2Cd(I + Ad)

−1; D = Dd − Cd(I + Ad)
−1Bd

12.3.2.1 Example

Theexamplegiven inSect. 12.2.3 is studiedusing the abovenon-parametric approach.
The results of the optimization are given in Fig. 12.2 for α = 1. A 10th order approx-
imation to this frequency response gave a good match and essentially the same
performance giving β ≈ 0.475 which is slightly better than that obtained earlier in
Sect. 12.3.1 with a 2nd-order controller but with α = 2.
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Fig. 12.2 Example with P(s) = s(s2+1)
(s2/q+0.1s+q)(s2/q−0.1s+q)

with controller Ko(s) maximizing
bP,Ko subject to VKo ≤ 1. a gain of |Ko( jω)| c phase of Ko( jω) b ρ(P( jω), Ko( jω)) demon-
strating the maximal β = 0.475. d vKo (ω) demonstrating that VKo ≤ 1 as required

12.4 Observations on the Properties of Optimal Solutions

In this section the properties of the problem β = maxK (s)(bP,K ) subject to VK ≤ α

for a given α ≥ 0 and (P, K ) internally stable. Or equivalently maxK (s)(β) subject
to ρ(P( jω), K ( jω)) ≥ β and vK (ω) ≤ α for all ω. There are two extreme cases
where a rational K (s) gives the solution:

If α ≥ VKo where Ko is the optimal controller maximizing bP,K then Ko will be
optimal here since the complexity constraint is not active, and will have degree
less than that of the plant.
If there exists a stabilizing constant gain controller then it will satisfy dK

ds = 0 and
maximizing bP,K over this gain will be optimal with the constraint VK ≤ α = 0.

An interesting question is whether within these extremes the optimal solutions are
typically irrational. This is a similar in style to the question addressed in [9] in con-
sidering optimal mixed H∞/H2 problems and finding the solution to be typically
irrational. Analytical results have not been found for our problem but some obser-
vations will be made based purely on the properties of the solution when P(s) = 1

s2

when,
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bopt(P) = 1

2

√

2 − √
2 = 0.3827... = bP,Ko

where Ko = (hs + 1)

(s + h)
, h = 1 + √

2 (12.13)

This controller is in fact a very satisfactory controller and corresponds to classical
phase advance controller. This problem has some pleasing features for example it is
easily verified that since P(s) = P−1(1/s) then defining J (s) = K−1(1/s)

ρ(P( jω), J ( jω)) = ρ(P(1/jω), K (1/jω))

vJ (ω) = vK (1/ω)

Hence the controller J (s) will have identical performance to K (s) except with the
frequencies reversed, ω ↔ 1/ω. One might expect that the optimal solution for such
a plant would satisfy K (s) = K−1(1/s) and the numerical evidence supports this
expectation, however this conjecture has not been proved.

The numerical results for this example are presented in Fig. 12.3 and it is seen that
the above expectation is confirmed for these three cases as well as with the optimal
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Fig. 12.3 Example with P(s) = 1
s2

with controller Ko(s) maximizing bP,Ko subject to VKo ≤
α with α = 0.1, 0.2, 0.3 (solid, dot-dashed, dashed lines resp.). a gain of |K ( jω)| c phase of
K ( jω) b ρ(P( jω), K ( jω)) demonstrating the maximal β = 0.162, 0.306, 0.372 resp. d vK (ω)

demonstrating that VK ≤ 0.1, 0.2, 0.3 as required



176 K. Glover and G. Vinnicombe

for bopt (P) in (12.13). It is noted in Fig. 12.3 that the slope of the log-magnitude plot
is approximately constant around ω = 1 and hence defining K ( jω) = r(ω)e jφ(ω),
M(u) = log(r(eu) where u = log(ω) the Bode formula would give,

φ(ω) ≈ π

2

dM

du
= π

2

ω

r(ω)

dr

dω

ω
dr

dω

/

(1 + r2) ≈ 2r

1 + r2
φ(ω)

π
= φ(1)

π
at ω = 1 when r = 1

At ω = 1, dφ

dω
= 0 and hence vK (1) ≈ φ(1)/π . It can also be shown that under these

assumptions, ρ(P( j), K ( j)) = sin(φ(1)/2) and bP,K ≈ sin(VKπ/2). This approx-
imation to the trade-off between α and β is good for α = 0.1, 0.2, but less so when
the constant slope assumption is less accurate.

In this example at each frequency at least one of the two constraints is active and
there are intervals where one constraint is active for all frequencies in the interval.
This would imply that the corresponding controller cannot be rational. The results
for the example in Sect. 12.2.3 presented in Fig. 12.2 indicate there are frequency
ranges where neither constraint is active, e.g. ω < 0.06.

12.5 Conclusions

The following observations are made:

In certain situations, (although not normally), an optimal H∞ loop-shaping con-
troller can have high complexity, giving a good value for bP,K , but nevertheless
poor robustness to small perturbations in s.
In state-space controller synthesis including a side condition on the complexity,
VK , is straightforward to specify, but any optimization may have difficulty finding
an optimal solution.
An optimal, K (s), may well be irrational but low order approximations can be
close to optimal. A non-parametric frequency domain method has been described
that can give estimates of the potential reduction in complexity against which the
performance of a lower order controller can be compared.
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Chapter 13
Hierarchically Decentralized Control for
Networked Dynamical Systems with Global
and Local Objectives

Shinji Hara, Koji Tsumura and Binh Minh Nguyen

Abstract This article deals with hierarchically decentralized control structure for
large-scaled dynamical networked systems by aggregation. Our main idea to clarify
the trade-off and the role-sharing of the global and the local controllers is to introduce
a model set named “Global/Local Shared Model Set,” which should be taken in both
the global and local cites. We set up a fairly general framework and derive the global
and local control problems. We then clarify the trade-off through the size of the
model set and demonstrate it by a simple example.

13.1 Introduction

In recent years, systems to be treated in various fields of engineering including
control have become large and complex. Typical examples include meteorological
phenomena, energy network systems, traffic flow networks and biological systems.
They can be regarded as hierarchical networked dynamical systems, and several new
frameworks to treat such systems from the viewpoint control have been proposed
(See e.g. [1–3]). Hara et al. proposed a new research area so-called “Glocal Control”
meaning that both desired global and local behaviors are achieved by local actions
of measurement and control [3]. The key framework is based on hierarchical net-
worked systems with multiple-resolution in time and space, and each layer has its
own objective which might be in conflict with other layers’ objectives. Hence, one
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of the big issues to realize the glocal control is to establish a unified way of handling
global/local objectives properly as a hierarchically decentralized control.

We consider the following situation. There are a bunch of subsystems which are
slightly different each other, and we assume that each of them is equipped with
a local controller which can be designed independently so that it stabilizes its own
subsystem and optimizes a certain local objective. There also exists a so-called global
controller which uses the average or sumof a certain quantity of the locally controlled
subsystems to coordinate all the subsystems properly for optimizing a certain global
objective.

There are two main reasons to consider such a situation. The first reason is from
the practical viewpoint. A typical example is electric power network systems, where
the global control objective is to make the balance of demand and supply of the total
power of multiple generators, and each generator is locally controlled to achieve the
local performance better. The second reason is from the theoretical viewpoint. As
seen in [4], averaging or low-rank inter-layer interactions in general is quite effective
to achieve the rapid consensus, and the property is fit to the glocal control concept
based on hierarchical networked systems with multiple time/space resolutions [3].

There are two theoretical key issues to be investigated for hierarchically decen-
tralized control by aggregation, namely (i) how to guarantee the stability of the
whole system? and (ii) how to derive the global/local trade-off relation and how to
compromise it?

To this end, we introduce a model set named “Global/Local Shared Model Set,”
which is defined by a standard LFT form consisting of the nominal model and norm-
bounded perturbations. The nominal model is set for both the aggregated system
and each locally controlled subsystem to be followed within a certain error bound.
Then, each local controller is designed to make the resultant feedback loop system
of the local subsystem to be in the class and simultaneously attain a local control
performance. On the other hand, the global controller is designed to attain control
performance for this nominal model under consideration of the errors between the
nominal model and the local feedback loop systems. Thus, through changing the
size of the model set we will clarify the trade-off in the hierarchically decentralized
control systems and provide a simple illustrative example to show the effectiveness
of the approach.
Notation: RH∞: stable rational ring

Sc(P): a set of all stabilizing controllers for P

13.2 General Problem Setting

We here propose a fairly general setting, which is represented by a block diagram
depicted in Fig. 13.1. The system consists of two layers, the upper layer for global
control and the lower layer for local control. They are connected each other by
aggregation 1

N 1
� from bottom to up and distribution 1 from up to bottom, where

1 := [1, 1, . . . , 1]� with size N .
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Fig. 13.1 Structure of total system

The upper and lower layer generalized plants are represented by G(s) and L(s),
respectively. The block diagonal property of L(s) means that the lower layer is
a collection of independent subsystems. Each subsystem thus has an independent
local controller C (i)

� (s), and hence we have the block diagonal property of C�(s).
The collections of inputs and outputs of the local controllers are denoted by

y� and u�, respectively. Signals v� and r� are N -dimensional vectors which corre-
spond to signals to link the upper layer, i.e., vg = 1

N 1
�v� and r� = 1rg . Signals

w� and z� are the collections of input and output variables for representing the
local objective, respectively. The element-wise representation of u� is given by
u� = [u1, u2, . . . , uN ]�, and the same notation is used for y�, v�, r�, w�, and z�.
The upper layer is controlled by the global controller Cg(s) with input ug and output
yg . Signals vg and rg are the aggregated signal from the lower layer and the reference
signal to be sent out to the lower layer, respectively. Signals wg and zg are the input
and output variables for representing the global objective, respectively.

Our main idea to achieve the two requirements (i) and (ii) mentioned above, or (i)
stability of total system and (ii) global/local performance trade-off, is to introduce
a set of model set named “Global/Local Shared Model Set,” which is defined by a
standard LFT form as

Mδ :=
{
M̃ = F� (Mo(s),Δ(s)) : ‖Δ‖∞ ≤ δ

}
, (13.1)
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where

Mo(s) =
[
M0(s) M1(s)
M2(s) 0

]
. (13.2)

The set is expected to be shared by both upper and lower layers in the following sense.
The upper layer expects that each local agent is controlled such that the closed-loop
transfer function from ri to vi denoted by Φ

(i)
Lvr (s) belongs to Mδ , and hence the

lower layer tries to optimize the local objective related to the closed-loop transfer
function from wi to zi denoted by Φ

(i)
Lzw(s) under the requirement from the upper

layer, where

Φ
(i)
Lvr := F�

([
L(i)
vr L(i)

vu
L(i)
yr L(i)

yu

]
, C (i)

�

)
, Φ

(i)
Lzw := F�

([
L(i)
zw L(i)

zu
L(i)
yw L(i)

yu

]
, C (i)

�

)
.

Then, the upper layer designs the upper layer controller Cg(s) so that the global
control performance represented by the transfer function from wg to zg is optimized
under uncertainty channelMδ connected in between rg and vg . Note thatMδ includes
the classes of additive and multiplicative perturbations and that the averaging does
not change the size of uncertainty δ as will be shown in the next section.

Consequently, we can split the global/local controller design into two independent
designs, Global Controller Design and Local Controller Design.

Global Controller Design:

min
Cg∈S c(Gyu)

{
max
M̃∈M δ

‖ΦGzw‖∞

}
, (13.3)

where

ΦGzw := Fu

⎧⎨
⎩F�

⎧⎨
⎩

⎡
⎣
(
Gyu Gyw
Gzu Gzw

) (
Gyv
Gzv

)

(
Gru Grw

)
Grv

⎤
⎦ , M̃

⎫⎬
⎭ , Cg

⎫⎬
⎭

Local Controller Design:

min
C (i)

� ∈S c(L
(i)
yu)

∥∥∥Φ(i)
Lzw

∥∥∥∞
s.t. Φ

(i)
Lvr (s) ∈ Mδ (13.4)

The global and local problems are a robust performance problem and a 2-disk
problem, respectively, and hence they are not so easy to derive the optimal controllers.
However,we can investigate the global/local performance trade-off by the uncertainty
level δ. We can readily see that the smaller δ leads to the better global performance
and that the larger δ yields the better local performance. Note that we have a freedom
of the selection of Mo(s), although we assume in this paper that Mo(s) is a priori
selected for simplicity.
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13.3 A Typical Situation with Multiplicative Perturbations

13.3.1 Aggregation of Local Systems

In this section, we give detailed formulations for a case of aggregation of local
subsystems, where we replace notations C (i)

� (s) and Φ
(i)
Lvr (s) defined in the previous

section by C (i)
� (s) = Ci (s) and Φ

(i)
Lvr (s) = Φi (s) for simplicity.

We assume that the whole system consists of the following N local and SISO
subsystems;

vi = Pi (s)uoi , Pi (s) = ni (s)

di (s)
, ni (s), di (s) ∈ RH∞,

where i (= 1, 2, . . . , N ) represents the index of a local subsystem, uoi is the input,
vi is the output, Pi (s) is the transfer function represented by a coprime factorization
over the stable rational ring, and ni and di are the numerator and the denominator.
Suppose that the input uoi consists of a local input ui and a global input ri = rg such
as uoi = ui + ri and the local input ui is generated by a local controller Ci (s) as

ui = Ci (s)yi , yi = vi + wi (13.5)

Suppose that Ci (s) is designed to stabilize Pi (s) and then it is represented by Youla
parametrization such as

Ci (s) = −αi (s) + di (s)qi (s)

βi (s) − ni (s)qi (s)
, ni (s)αi (s) + di (s)βi (s) = 1, (13.6)

whereαi (s), βi (s), qi (s) ∈ RH∞. The local controllerCi (s) is also designed to attain
given local control performances.

We consider a case that the output of the group of these local subsystems is
the average of their local outputs such as vg = 1

N

∑N
i=1 vi where we call vg as the

aggregated output of the group of the local subsystems. Define a transfer function
Φi (s) from the global input ri = rg to the local output vi as

vi = Pi (s)

1 − Pi (s)Ci (s)
ri =: Φi (s)rg. (13.7)

Thus Φi (s) (= 1, 2, . . . , N ) can be regarded as the transfer function of the locally
controlled subsystem composed of the local system Pi (s) and the local controller
Ci (s).

Consequently, the local feedback system can be shown in Fig. 13.2, where the i-th
component of L(s) is given by
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Fig. 13.2 Feedback loop of local subsystem

Also define M as the aggregated subsystems such as

M(s) :=
N∑
i=1

1

N
Φi (s), (13.8)

then, the aggregatedoutput vg canbe represented as vg = 1
N

∑N
i=1 Φi (s)ri = M(s)rg .

We call M(s) as the aggregated transfer function from rg to vg .
Next, the global controller Cg(s) is designed to generate the global input ug from

the global output yg such as

ug = Cg(s)yg. (13.9)

The purpose of the global controller Cg(s) is basically to attain the stability of the
whole system and global control performances.

The strategy of the hierarchically decentralized control system considered in this
paper is divided into three layers; lower layer, upper layer, and middle layer as
follows: (lower layer) design of the local controllers Ci (s) in the lower layer for
given local control objectives, (upper layer) design of the global controller Cg(s)
in the upper layer for a given global control objective, (middle layer) design of a
nominal model Mo(s) to which the locally controlled subsystems are designed to be
close.

The actual design procedure of the whole system is as follows: At first, set a
stable nominal model Mo(s) appropriately in the middle layer and its information
is broadcasted to each local subsystem. The control objective for a local controller
Ci (s) are both of to make its closed-loop system composed of Pi (s) and Ci (s) to be
close to the nominal model Mo(s) and to attain a given local control performance.
On the other hand, the control objective for the global controller Cg(s) in the upper
layer is to attain a given global control performance with consideration of the error
between M(s) and Mo(s), that is, a robust control performance. When the selected
nominal model Mo(s) is not appropriate for both of the local control performance
and the global control performance, we reset Mo(s) and repeat the above procedure.
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In the following subsections, we give actual formulae for the above-mentioned
control strategy and clarify the relationship between controller designs in the upper
layer and the lower layer, and the setting of the model set Mδ . Then we discuss
trade-offs between the attained global control performance and the local control
performance.

13.3.2 Hierarchically Decentralized Control Design

At first, in the lower layer, we consider to design a local controller Ci (s) which
simultaneously satisfies a given local control performance and a multiplicative per-
turbed model matching problem between the local closed-loop system Φi (s) and the
nominal model Mo(s) as follows:

find Ci (s) for each i s.t.

∥∥∥∥WSL
1

1 − PiCi

∥∥∥∥∞
< 1 (13.10)

∥∥∥∥
Φi − Mo

Mo

∥∥∥∥∞
=
∥∥∥∥

1

Mo

(
Pi

1 − PiCi
− Mo

)∥∥∥∥∞
< δ

(13.11)

where WSL(s) is a given weight function and δ represents the size of the model set
Mδ . Note that Φi (s) can be represented as

Φi (s) = Pi (s)

1 − Pi (s)Ci (s)
= ni

di
(diβi − diniqi ) = ni (βi − niqi ) (13.12)

and also similarly 1/(1 − PiCi ) = di (βi − niqi ), then, the above problem can be
represented as follows:

find qi (s) ∈ RH∞ for each i s.t. ‖WSLdi (βi − niqi )‖∞ < 1 (13.13)∥∥M−1
o (ni (βi − niqi ) − Mo)

∥∥∞ < δ (13.14)

Next, denote Δi (s) as the multiplicative error between Φi (s) and Mo(s);

Δi (s) := Φi (s) − Mo(s)

Mo(s)
= 1

Mo

(
Pi

1 − PiCi
− Mo

)
, (13.15)

and the multiplicative error between the aggregated system M(s) and the nominal
model Mo(s) can be represented as
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M − Mo

Mo
= 1

Mo

(
N∑
i=1

1

N
Φi − Mo

)
= 1

N

N∑
i=1

Φi − Mo

Mo
= 1

N

N∑
i=1

Δi =: Δ.

(13.16)

Then,when the error condition (13.11) on subsystem i , that is,‖Δi‖∞ < δ is satisfied,
we get

‖Δ‖∞ =
∥∥∥∥∥
1

N

N∑
i=1

Δi

∥∥∥∥∥
∞

< δ. (13.17)

On the other hand, in the upper layer, the global controller Cg(s) is designed for
satisfying the following global control objective under consideration of the pertur-
bation (13.17), that is, the robust performance problem, on the aggregated system:

find Cg(s) ∈ Sc(Mo) s.t.

∥∥∥∥∥WS
1

1 − (1 + Δ̃)MoCg

∥∥∥∥∥∞
< 1 ; ∀Δ̃ s.t.

∥∥∥Δ̃
∥∥∥∞

< δ

(13.18)

where WS(s) is an appropriate weight function. This problem can be also reduced
to [5]

find Cg(s) ∈ Sc(Mo) s.t. |WSS| + |δT | ≤ 1,∀ω, (13.19)

where S(s) and T (s) are

S(s) := 1

1 − Mo(s)Cg(s)
, T (s) := Mo(s)Cg(s)

1 − Mo(s)Cg(s)
. (13.20)

Remark 13.1 In this robust control performance problem, the detailed information
on each subsystem Φi (s) or each Δi (s) is not necessary and only δ is necessary.
This implies the detailed information is aggregated and the computation complexity
can be restrained in the whole control system design. Such control design strategy is
necessary for controlling large-scaled systems.

Note that Mo(s) is assumed to be stable, then its stabilizing controller Cg(s) is
given as

Cg(s) = − q(s)

1 − Mo(s)q(s)
, q(s) ∈ RH∞, (13.21)

and then S(s) and T (s) can be represented as

S(s) = 1 − Mo(s)q(s), T (s) = Mo(s)q(s). (13.22)
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Therefore, the robust performance problem in the upper layer can be reduced into
the following:

find q(s) ∈ RH∞ s.t. |WS(1 − Moq)| + |δMoq| ≤ 1, ∀s = jω (13.23)

Although the nominal model Mo(s) ∈ RH∞ is also a design parameter, we here
assume that it is set appropriately in advance. Then, we have the following method
of hierarchically decentralized control design.

[Hierarchically Decentralized Control Design]
Upper layer:

find q(s) ∈ RH∞ s.t. ‖ |WS(1 − Moq)| + |δMoq| ‖∞ ≤ 1 (13.24)

Lower layer:

find qi (s) ∈ RH∞ for each i s.t. ‖WSLdi (βi − niqi )‖∞ < 1 (13.25)∥∥M−1
o (ni (βi − niqi ) − Mo)

∥∥∞ < δ (13.26)

Remark 13.2 Atfirst, note thatMo(s) is fixed in this paper and then q(s) and qi (s) are
the design parameters. In (13.24), even if we set q(s) in the upper layer appropriately,
it is known that there exists an unavoidable trade-off between δ and the magnitude of
WSL . On the other hand, in order to improve the local control performance (13.25) in
the lower layer, an arbitrary high control performance is attained by a setting qi → βi

ni

when the zeros of ni is stable. Then, when we set qi = (1 + εi )
βi

ni
where εi has an

enough small gain, (13.26) is represented by

∥∥M−1
o (ni (βi − niqi ) − Mo)

∥∥∞ = ∥∥−niβiεi M
−1
o − 1

∥∥∞ < δ. (13.27)

Therefore, from (13.27), it is known that the possible δ which satisfies (13.27)
becomes large. In summary, there exists a trade-off between the global control per-
formance and the local control performance and it is represented by means of the
size δ of the model set Mδ .

13.4 An Illustrative Example

This section demonstrates the global/local performance trade-off by a very simple
example defined as follows:

Local Subsystems: The plant of each local system is represented by
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Pi (s) = ki
s + hi

, hi , ki > 0, (13.28)

ki ∈ [k p, k p], k p, k p > 0, hi ∈ [h p, h p], h p > 0, h p < 1,

and the objective is to satisfy

(ia)

∥∥∥∥WSL
1

1 − PiCi

∥∥∥∥∞
< 1 ; WSL(s) := η�

s + 1
, η� > 0 (13.29)

The requirement (ia) is to reduce the sensitivity and η� represents the local perfor-
mance to be maximized.

Global System: The original global control objective is to satisfy

(g)

∥∥∥∥WS
1

1 − MCg

∥∥∥∥
∞

< 1 ; WS(s) = ηg

τ s + 1
, ηg > 0, τ > 0, (13.30)

where M is defined by (13.8) and it represents the average of Φi (s). The global
objective is to reduce the sensitivity, i.e., to maximize ηg .

Shared Model Set Mδ: The shared model set Mδ is given by

Mδ :=
{
M̃ | M̃ = Mo(1 + Δ), ‖Δ‖∞ < δ

}
; Mo(s) = b

s + a
, a, b > 0.

(13.31)

Global Controller Design: First note that (13.24) is a function of q̂(s) :=
Mo(s)q(s), which is strictly proper and stable, (13.24) can be rewritten as

q̂(s) ∈ RH∞ & strictly proper s.t. ‖ ∣∣WS(1 − q̂)
∣∣+ ∣∣δq̂∣∣ ‖∞ ≤ 1. (13.32)

The problem is normally difficult to solve, and hencewewill consider one of standard
sufficient condition of (13.32) which is represented by [5]

‖ ∣∣WS(1 − q̂)
∣∣2 + ∣∣δq̂∣∣2 ‖∞ ≤ 1/2. (13.33)

Multiplying an appropriate inner matrix function from left yields

‖
[
A1(s)q̂(s) − B1(s)

B2(s)

]
‖∞. ≤ 1

2
, (13.34)

A1(s) := (

√
η2
g + δ2 − δs)/(1 + s), (13.35)

B1(s) := η2
g/(1 + s)(

√
η2
g + δ2 + δs), B2(s) := ηgδ/(

√
η2
g + δ2 + δs), (13.36)
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where we assume that τ = 1 without loss of generality. It is clear that ‖B2‖2∞ ≤ 1/2
is a necessary condition for the feasibility. Using this condition we can see that the
necessary and sufficient condition for (13.33) is given by

(i) |B1(sz)/B̂2(sz)| ≤ 1, (ii) ‖B2‖2∞ ≤ 1/2, (13.37)

where

B̂2(s) :=
s +

√
1 + η2

g(1 − δ2)/δ2

√
2(s +

√
η2
g + δ2/δ

, sz =
√
1 + (

ηg

δ
)2.

We can also see from certain computation that condition (i) always holds if condition
(ii) is satisfied, and hence we can conclude that condition (ii) is the necessary and
sufficient condition for the feasibility. Consequently, we can get the achievable global
performance level η∗

g as follows:

[Global Control Performance Limitation] η∗
g(δ)

δ > 1/
√
2 : η∗

g = δ/
√
2δ2 − 1 (otherwise : η∗

g = +∞). (13.38)

Fig. 13.3 shows the plot (dotted line) of η∗
g(δ).

Local Controller Design:
The objective is to satisfy both of (13.11) and (13.29) for a class of Φi (s) given

by

(ib) Φi (s) := Pi (s)

1 − Pi (s)Ci (s)
= ki

s + ai
, ai > 0. (13.39)

The constraint (ib) is for specifying the class of desirable responses. By using the
Youla parametrization of Ci (s), any ai > 0 can be attained and it is a design param-
eter. In order to describe the optimal η∗

�i (δ) of Pi (s) for a given δ, we define the
following functions and notations:

a∗(δ) := ki
b(1 − δ)

a

X∗(a∗) := −h2i +
√
h4i + (a∗)2(1 − h2i ) − h2i

Rα(a∗) :=
(

(X∗(a∗) + 1) (X∗(a∗) + (a∗)2)
X∗(a∗) + h2i

) 1
2

, Rβ(a∗) := a∗

hi

δ := k p − k p

k p + k p

, ho :=
√

h2i
1 − h2i

The following is the summary of the optimal η∗
�i (δ):
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Fig. 13.3 Trade-off curves
between the global control
performance η∗

g(δ) (dotted
line) and the local control
performance η∗

�i (δ) ∗ 0.2
(dashed line)

[Local Control Performance Limitations] η∗
�i (δ)

Suppose δ > δ, k/(1 + δ) < b < k/(1 − δ).

Then η∗
�i (δ) =

{
Rα(a∗(δ)), a∗(δ) ≥ ho
Rβ(a∗(δ)), a∗(δ) < ho

(13.40)

Note that η∗
�i (δ) is an increasing function of δ. Figure13.3 shows a numerical

simulation of η∗
g(δ) and η∗

�i (δ), where a = 1.2, b = 1, ki = 1, hi = 0.6, k p = 0.9,

and k p = 1.1. The figure shows a trade-off between η∗
g(δ) and η∗

�i (δ) by using the
size δ of the shared model set Mδ .

13.5 Conclusion

In this article, we have proposed a fairly general formulation of hierarchically
decentralized control for large-scaled systems by aggregation. We have introduced
Global/Local Shared Model Set to split the global and local control problems and
to clarify the global/local performance trade-off. The effectiveness of the method
has been confirmed by a simple example. The future topics include investigating the
analytical formulae of the trade-off by an optimal choice of the nominal model Mo.
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Chapter 14
Bioaugmentation Approaches
for Suppression of Antibiotic Resistance:
Model-Based Design

Aida Ahmadzadegan, Abdullah Hamadeh, Midhun Kathanaruparambil
Sukumaran and Brian Ingalls

Abstract We present a systems modelling investigation of a bioaugmentation
approach to suppression of antibiotic resistance. Bioaugmentation is the manipu-
lation of an environment by the addition of biological agents. We investigate a strat-
egy for limiting the threat of antibiotic-resistant bacterial pathogens by delivery of
engineered genetic elements to a target pathogen population. This genetic payload
can either trigger cell death or suppress the expression of antibiotic resistance genes
and then be passed on to other cells. We present both deterministic (ordinary dif-
ferential equation) and stochastic (master equation-based) models of the proposed
strategy, using the mammalian gut as a representative environment.We provide a sta-
bility analysis of the deterministic model, along with an investigation of the potential
behaviours of the model through simulation over a range of parameterizations and
a global sensitivity analysis. Our focus is on the role of the design parameters in
achieving a successful treatment.

14.1 Introduction

The use of antibiotics to treat infectious disease marked a major advance in pub-
lic health. Since the mid-twentieth century, anthropogenic production and release
of antibiotics has imposed significant selection pressure on microbial populations,
resulting in increased prevalence of resistance genes [1]. Antibiotic resistance has
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been a rising obstacle to therapy for decades; the continually increasing prevalence of
antibiotic-resistant bacterial pathogens is now recognized as a significant worldwide
health concern [2, 3]. Proposed approaches for combating this threat include reduc-
tions in antibiotic use, increased surveillance of pathogen genetics, and development
of new antibiotics and alternative strategies for suppression of pathogens [4, 5].

In addition to killing pathogens, alternative suppression strategies could involve
targeting pathogenicity [6] or other aspects of their physiology to impact their ecology
or evolution [7]. In this chapter, we apply systems theoretic modelling to explore a
bioaugmentation strategy to suppress the activity of antibiotic resistance genes in
microbial populations [8].

Bioaugmentation is themanipulation of environments by the addition of biological
organisms. This strategy has been demonstrated to improve the metabolic function
of bioremediation and waste-water treatment populations [9, 10]. In particular, it has
been demonstrated that the addition of strains harbouring mobile genetic elements
can result in the transfer of function to the resident microbial population [9].

Our group is investigating a bioaugmentation approach that involves transfer of
genetic material to pathogens with the goal of suppressing their resistance to antibi-
otics. Treatment would begin with the introduction of an engineered bacterial strain.
Delivery of genetic material can be achieved via plasmid conjugation (cell-to-cell
transfer of extra-chromosomal DNA) or phage transduction (virus-based DNA trans-
fer), both of which can facilitate spread of the introduced genetic element within the
target population.

Suppression of antibiotic resistance pathogens by delivery of genetic material can
occur through a number of mechanisms. Yosef et al. [11] demonstrated a CRISPR-
based system that eliminates antibiotic resistance plasmids. Another approach is to
make use of plasmid incompatibility to dilute an antibiotic resistance plasmid from
the population [7, 8]. Alternatively, the introduced material could trigger cell death
in the presence of active resistance genes, e.g. by activating a toehold switch [12].

Implementation of such a strategy could target reservoirs of antibiotic resistance
genes in environments which are rife with gene transfer (such as waste-water treat-
ment plants [13]) or are clinically relevant, such as hospital surfaces [14] or the human
gut microbiome, from which antibiotic resistance genes have been isolated [15].

There has been much recent interest in manipulation of the gut microbiome
[16, 17]. Successful deployment of a synthetic sensory gene circuit has been demon-
strated in the mouse gut [18] and progress has been made in developing genetic
engineering tools for species that are prevalent in the gut environment [19].

Model-based design has played a central role in the development of a wide range
of synthetic biology constructs [20]. For bioaugmentation approaches, mechanistic
modellingwill be needed to characterize and predict aspects of the delivery of genetic
material, the consequent effects on cellular function, and the population dynamics
of the introduced vector and the targeted pathogen population.

Several models of propagation of conjugating plasmids have appeared in the
literature, starting with [21]. Our group recently used model comparison and uncer-
tainty analysis to confirm that this modelling framework generates accurate model
predictions from quantitative time-series observations [22]. Genetic mechanisms for
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suppression of resistant pathogens have received less attention.We presented amodel
of displacement of antibiotic resistance plasmids by unilateral plasmid incompatibil-
ity [8]. Suppression by CRISPR activation has not been modelled in the context of
bioaugmentation, but a related model of intracellular CRISPR activity was presented
in [23].

In this chapter, we explore suppression of resistant pathogens in a model of the
mammalian gut, as an instance of a promising application of the proposed bioaug-
mentation approach. We based our analysis on the model presented in [24], which
describes the natural transfer of antibiotic resistance genes in the bovine gut. While
the model used for our analysis is speculative, the qualitative results are likely to be
indicative of system behaviour in a range of relevant scenarios.

14.2 Deterministic Model Development

Focusing on implementation of the proposed design in the mammalian gut, we take
the ordinary differential equationmodel of [24] (analogous to descriptions of chemo-
stat dynamics) as a foundation for model development. For each subpopulation, the
model accounts for inflow, outflow, competition-limited growth, and gene transfer.
The model describes two populations of E. coli (donors and recipients), each of
which can flow continuously into the fixed reaction volume. Any resident microbial
population that is made up of other species (which would be significant in the gut) is
not represented. Thus the populations being described are presumed to occupy their
own niche, within which subpopulations compete with one another.

We modified the model of [24] by including an introduced (engineered) strain,
which acts as the vector for delivery of genetic material to the target population.
We thus consider three subpopulations: introduced donors (abundance D), target
recipient cells (T ), and recipient cells that have received a delivery of the genetic
payload (C , for ‘cured’):

d

dt
D(t) = αD + rDD(t)

(
KD − βDDD(t) − βDT (T (t) + C(t))

KD

)
(14.1)

d

dt
T (t) = αT + rT T (t)

(
KT − βT T (T (t) + C(t)) − βT DD(t)

KT

)
− (γDD(t) + γCC(t))T (t)

d

dt
C(t) = rCC(t)

(
KT − βT T (T (t) + C(t)) − βT DD(t)

KT

)
+ (γDD(t) + γCC(t))T (t)

where, for each subpopulation, αi is the inflow rate, ri is the growth rate, Ki is the
carrying capacity, and βi j characterize competition-dependent removal. The rate of
delivery of genetic material from donors to recipients is characterized by γD . Cured
cells (i.e., recipient cells that carry the genetic payload) transfer it to target cells at a
rate characterized by γC . (Note: implementation would more likely involve pulsatile
dosing of donors, rather than a constant inflow as described by αD . The responses are
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similar provided the pulses are relatively frequent.) Thismodel describes adisarming
strategy, in which the cured cells persist, and can help transfer the genetic payload
to their neighbouring recipient cells.

A simpler approach is for the genetic payload to trigger death once delivered to a
target cell. We refer to this as an elimination strategy. In this case the C population
is absent. The dynamics are described by:

d

dt
D(t) = αD + rDD(t)

(
KD − βDDD(t) − βDT T (t)

KD

)
(14.2)

d

dt
T (t) = αT + rT T (t)

(
KT − βT T T (t) − βT DD(t)

KT

)
− γDD(t)T (t)

14.3 Steady States and Stability

The goal of the proposed treatment is to reduce the target (i.e., antibiotic-resistant)
population. We are thus interested in steady states for which the target population
is small. In the case of αT = 0 (i.e., no influx of the target population), we derive
conditions on the parametrization that guarantee the existence of a locally stable
steady state forwhich T = 0. These are necessary conditions for successful treatment
with the proposed strategy.

Elimination Strategy: Considering model (14.2), and assuming no inflow of target
cells (i.e., αT = 0), the model admits a single relevant steady state with T = 0, given
by:

T = 0, D =
rD +

√
r2D + 4αDrDβDD/KD

2rDβDD/KD
.

At this point the eigenvalues of the Jacobian are:

λ1 = −
√
r2D + 4rDαDβDD

KD
, (14.3)

λ2 = rT − KD(rTβT D + KT γD)

2KTβDD

(
1 +

√
1 + 4rDαDβDD

KDrD

)
. (14.4)

Thus λ1 will be negative provided the parameters are positive. The expression for
λ2 reveals that, with the other parameters fixed, stability of this T = 0 steady state
can be achieved by increasing any of the design parameters αD (dosage of donors
cells), γD (transfer rate from donor cells) or KD (carrying capacity of donor cells)
sufficiently.
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Stability of the T = 0 steady state is necessary, but not sufficient, for targets
to be ultimately eliminated from the system. Model (14.2) can exhibit bistability
over parameter ranges corresponding to weak competition between the populations.
Bistability will not occur (at T = 0) provided the following condition holds.

(
KTβDT√

KD
− √

KDβT T

)2

<
4αDβT T (rTβDTβT D − rTβDDβT T + KTβDT γD)

rDrT
.

(14.5)

This condition can be guaranteed by increasing the design parameter γD (delivery
rate) in conjunction with increasing αD (dosing level).

Disarming Strategy: Again focusing on the T = 0 case, we impose further the
conservative condition that βT D = 0, corresponding to the assumption that the donor
population exerts no competitive effect on the resident recipient population.With this
additional assumption, two steady states satisfy T = 0. The first is

C = 0, D =
rD +

√
r2D + 4αDrDβDD/KD

2rDβDD/KD
.

The second steady state has C = KT
βT T

and D given by the positive solution to

0 = αD + rD

(
1 − KT

KD

βDT

βT T

)
D − rD

βDD

KD
D2

which exists provided αD > 0 and rD
βDD

KD
> 0.

The eigenvalues of the Jacobian of (14.1) are (for T = 0, βT D = 0):

λ1 = −rD

(
2
βDD

KD
D + βDT

KD
C

)
(14.6)

λ2 = rT − rT
βT T

KT
C − γDD − γCC (14.7)

λ3 = rC

(
1 − 2

βT T

KT
C

)
(14.8)

We see that the steady state at which C = 0 is unstable because λ3 = rC > 0.
In contrast, the steady state at which C = KT

βT T
is locally asymptotically stable since

there λ1, λ2, λ3 < 0.
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14.4 System Performance and Sensitivity

We next carry out numeric analysis, centering our attention at a nominal param-
eterization, shown in Table14.1. Simulations of system behaviour at this nominal
parametrization are shown in Fig. 14.1.

Elimination Versus Disarming: Comparing the two treatment strategies, the disarm-
ing approach has the advantage that the cured cells help spread the genetic payload
through the recipient population. In contrast, in the elimination strategy, a target cell
is only ‘cured’ by being killed. However, cured cells have a secondary effect on the

Table 14.1 Nominal parametrization: The value of rT (target growth rate) is taken from [24]. The
reduced growth rate of the cured population, rC , reflects the metabolic burden of maintaining the
genetic payload. The growth rate of the introduced donors, rD , reflects the presumed weakness of
these newcomers to the environment. Population densities are given in dimensionless units relative
to KT , the carrying capacity of the recipient population. The carrying capacity of the introduced
donors, KD , is presumed smaller. The transfer rate from the donor population, γD , is inspired
by [24]. Transfer from the cured population, γC , is presumed less effective. The competition terms
are equal except for the donor population’s effect on the resident target cells, which is presumed
weak. The immigration rates are in the range corresponding to [24]

rT 0.16 h−1 γC 0.004 h−1

rC 0.12 h−1 βT T 1

rD 0.016 h−1 βDT 1

KT 1 βDD 1

KC 1 βT D 0.5

KD 0.1 αT 0.01 h−1

γD 0.04 h−1 αD 0.4 h−1
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Fig. 14.1 Dynamics of the populations in the elimination (model (14.2)) and disarming
(model (14.1)) scenarios. Parameter values are given in Table14.1. For each strategy, two cases
are shown: constant inflow of target cells, or no inflow of target cells. The initial target population
is the steady state in the absence of the other populations



14 Bioaugmentation Approaches for Suppression of Antibiotic Resistance … 199

(a) (b) (c)

Fig. 14.2 Performance comparison of the disarming and elimination strategies. Regions in param-
eter space in which each strategy is more effective (as measured by the size of asymptotic target
population) are indicated. Nominal parameter values in Table14.1

treatment: they compete for resources with both the donor population (inhibiting
treatment performance) and the target population (improving performance). Conse-
quently, the elimination strategy can outperform the disarming strategy, depending
on the parametrization.

To investigate the performance of the two strategies, we fixed all but two param-
eters to the nominal values in Table14.1 and performed parameter scans comparing
the outcome (steady state target population size) for the two strategies. The results
are shown in Fig. 14.2. We focus on parameter γC , which characterizes the spread of
the genetic payload by the cured population. For the most part, we found that in the
parameter region near the nominal operating point, the disarming strategy was more
effective. In particular, this approach is always preferred for sufficiently large γC
values. In contrast, referring to Fig. 14.2, we note that for a fixed γC the elimination
strategy is preferable for (a) sufficiently large rates of transfer γD , (b) sufficiently
large donor populations (i.e., sufficiently small βDD), or (c) sufficiently slow growth
of target cells (rT ).

Sensitivity Analysis: The nominal parameterization chosen in the previous section is
only loosely justified. Consequently,we explored the parameter space further through
global sensitivity analysis.We focused our attention on the disarming strategy, which
was found to be themore robust approach.We considered two scenarios: (i) no inflow
of targets (αT = 0), forwhichwe took the time atwhich the target population drops to
90% of its pretreatment level as the performance measure; and (ii) constant inflow of
target cells (αT = 0.01), in which case we assigned the steady state target population
as the performance measure.

The analysis was carried out with Sobol’s variance-based method [25]. Given
a probability distribution for one of n parameters pi (i = 1, · · · , n), this proce-
dure quantifies the percentage of the total variance of the performance measure
y = f (p1, · · · , pn) (arising from the parametric uncertainty) that is attributable to
any one parameter or set of parameters. The proportion of the total variance that
results solely from uncertainty in the i th parameter, termed the parameter’s first
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order Sobol index, Si , is evaluated as

Si = Var(E ( f (p1, · · · , pn|pi )))
Var( f (p1, · · · , pn))

(14.9)

where E (·) and Var(·) represent the expectation and variance operators respectively.
The proportion of the total variance that results from the interaction of parameter i
with all other parameters is the parameter’s total effects Sobol index, Ti , evaluated
as

Ti = Var( f (p1, · · · , pn)) − Var(E ( f (p1, · · · , pn|p−i )))

Var( f (p1, · · · , pn))
(14.10)

where we define p−i as the set of all parameters excluding pi .
We calculated the first and total order indices using the procedure presented in

[26], as follows. Each of the N rows of two N × n matrices, A and B, is constructed
by sampling each of the n parameters once from its respective distribution. The
performance measure is evaluated once for each row of parameters, for each matrix,
to form the column vectors f̂ (A), f̂ (B) ∈ R

N . In addition, the matrix BAi is formed
by replacing the column of samples of parameter i in matrixBwith its corresponding
column inmatrixA. The performancemeasure is then evaluated at each row ofBAi to
form the column vector f̂ (BAi ). Finally, for N large, we obtain the variance estimates

Var( f (p1, · · · , pn)) ≈ 1

N
f̂ (A)T f̂ (A) −

(
1

N
1T f̂ (A)

)2

Var(E ( f (p1, · · · , pn|pi ))) ≈ 1

N
f̂ (A)T f̂ (BAi ) −

(
1

N
1T f̂ (A)

)2

Var(E ( f (p1, · · · , pn|p−i ))) ≈ 1

N
f̂ (B)T f̂ (BAi ) −

(
1

N
1T f̂ (A)

)2

(14.11)

where 1 is the column vector of ones in RN .
From Figs. 14.3a, b, we note that the design parameters αD (the dose), KD (the

donor carrying capacity), and γD (rate of delivery) have significant impacts on the
rate of loss of target cells. In contrast, the growth rate of cured cells rC , and the
competitive effect of donors on targets, βT D , have little impact. From Figs. 14.3c and
d, we see that when considering the asymptotic performance, the parameters αD and
αT (inflow), and βDD and βT D (competitive effects of the donor population) have
significant impact, while RT ,βT T , and KT , which characterize the target population’s
growth dynamics, have little effect. Overall, the finding that the design parameters
(i.e., features of the donor strain) have significant impact on the performance is
encouraging.
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(a) (b)

(c) (d)

Fig. 14.3 Global sensitivity analysis. First and total order effects of parameter variation. For
model (14.1), each parameter was varied two orders of magnitude above and below the nominal
value (Table14.1), over 5000 samples

14.5 Stochastic Modelling

Environmentalmicrobial populations are generally large, and sodeterministicmodels
are sometimes sufficient to capture population-averaged behaviours. Of the antibiotic
resistance suppression approaches described above, one such strategy—displacement
of resistance-conferring plasmids by incompatibility—relies on intrinsic variability
in plasmid copy numbers, and so cannot be accurately described by deterministic
models. In [8], we presented a simple stochastic model of this process. Here, we
present an improvedmodel formulation, which incorporates appropriate descriptions
of the cell population dynamics as described in the previous sections.

Themodel describes a population of cells in a reaction vessel of fixed volume. Two
cell types are considered: donor cells and recipient cells. Donor cells can contain any
number of engineered (self-conjugative) plasmids (hereafter E plasmids); recipient
cells can contain any number of E plasmids and of antibiotic resistance plasmids
(A plasmids). In the ODE model described above, recipient cells are presumed to
be cured of their resistance trait the instant they receive the engineered plasmid.
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In this stochastic model, we more accurately track a transition state: recipient cells
that contain at least one A plasmid and at least one E plasmid; these we refer to as
transconjugant cells. We reserve the term cured for those recipient cells that have
lost all A plasmids.

The system state consists of the number of donor cells, the number of recipient
cells, and the number of E and A plasmids in each cell. The state updates at discrete
timepoints via any of the following seven events (i.e., as a jump process):

1. Donor inflow: a new donor cell is added to the system.
2. Recipient inflow: a new recipient cell is added to the system.
3. E replication: the E plasmid complement in one cell increases by one.
4. A replication: the A plasmid complement in one cell increases by one.
5. Conjugation: a target cell (recipient with no E plasmid) receives one copy of an

E plasmid.
6. Removal: a cell is removed from the system.
7. Cell division: a cell is replaced with two daughters of the same type (donor or

recipient). Each of the mother cell’s plasmids is distributed at random to one of
the two daughters.

The first six events are treated with a Chemical Master Equation approach, and
are simulated via Gillespie’s Stochastic Simulation Algorithm (SSA) [27]. Event
propensities are determined as follows:

1. Donor inflow: constant propensity αD .
2. Recipient inflow: constant propensity αR .
3. E replication: for each cell, propensity (NEKtr )(1 + NE

K2tB /Tcdc
)−1, where NE is

the number of E plasmids in the cell, tB is the elapsed time since cell birth, Ktr

and K are kinetic constants (equal for all cells), and Tcdc is the mean cell cycle
length. This propensity corresponds to a hyperbolic copy number control system
as described in [28].

4. A replication: for each cell, propensity (NAKtr )(1 + ηNE+NA

K2tB /Tcdc
)−1, where NA is the

number of A plasmids in the cell, NE is the number of E plasmids in the cell, tB is
the elapsed time since cell birth, Ktr , K , and η are kinetic constants (equal for all
cells), and Tcdc is the mean cell cycle length. The ηNE term describes unilateral
incompatibility as discussed in [8].

5. Conjugation: propensity γDND + γRNRD where ND is the number of E plasmid-
containing donor cells and NRD is the number of recipient cells containing at least
one E plasmid.

6. Removal: donor removal propensity: βDDND + βDRNR ; recipient removal
propensity: βRRNR + βRDND .

Cell division: Cell division events are not assigned propensities. Instead, each cell,
when born, is assigned a cell division time, drawn from a normal distribution with
mean Tcdc and variance vcdc. Throughout the SSA implementation of the other six
events, time elapses toward division for each cell. When the timing of the next event
surpasses the division time for a cell, that event is replaced with the corresponding
division event.
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Fig. 14.4 Simulation of the stochasticmodel. Parameter values: Initial target cell population= 100,
αD = 0.4 h−1, αR = 0 h−1, Tcdc = 4.3 h, vcdc = 0.43 h2, Ktr = 120 h−1, K = 0.12, η = 1.2,
γD = 0.001 h−1, γR = 0.0005 h−1, βDD = βRR = βDR = 0.0016, βRD = 0.0008

A representative sample path simulation is shown in Fig. 14.4. The system was
initialized with recipient cells bearing A plasmids at their stationary level. Initialized
cells were assigned a uniformly distributed range of cell division times to avoid
synchrony in division. For this parametrization, conjugation occurs relatively quickly
compared to plasmid loss.

14.6 Conclusion

The model presented in this chapter is speculative, but the model analysis provides
insight into a range of system behaviours. Our group is gathering data to calibrate
the model dynamics in several proof-of-principle instances. More complex model
formulations will be required to capture spatial effects and variability within popula-
tions, but the design lessons captured from the analysis presented here—predictions
of time-scales, limitations of an elimination strategy, identification of key design
parameters—will be valuable in continued investigation of the proposed bioaug-
mentation approach for tackling the problem of antibiotic resistance.
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Chapter 15
Grid Integration of Renewable Electricity
and Distributed Control

Pratyush Chakraborty, Enrique Baeyens and Pramod P. Khargonekar

Abstract Motivated by climate change and sustainability, and the resulting need to
decarbonize the electricity sector, there is a major global movement toward large-
scale integration of renewable energy, i.e., wind and solar, into the existing power
grid. The inherent variability of wind and solar energy production poses a major
challenge in achieving these goals. The problem becomes more challenging as we
consider issues of competitive markets, low cost and high reliability. In the last few
years, we have been working on new systems and control problems that arise from
these considerations. In this paper, we will present some highlights of our work on
developing demand response methods using distributed control and bounding the
loss of efficiency in these methods.

15.1 Introduction

Carbon emissions leading to climate change and sustainability are some of the major
reasons motivating adoption of renewable energy sources such as wind and solar into
the electric energy system. Large-scale integration of wind and solar electric energy
poses significant technological challenges. These energy sources are inherently un-
certain (power generation not known in advance), intermittent (large fluctuations and
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ramps) and non-dispatchable (unable to follow a command). The term variability is
used to represent these three characteristics [17] and is a significant hurdle in the
large-scale integration of renewables. A promising solution to address the variability
is to deploy demand side management (DSM) or demand response (DR) programs
that adjust the consumption to match the predicted generation.

A paradigm shift in the power system operations is underway where consumers
will be incentivized to manage their demand by leveraging the flexibility of their
loads such as electric vehicles (EV), air conditioning, heat pumps, water heaters, etc.
[2, 18]. DSM or DR programs in power systems operations exploit this flexibility
in power consumption loads. Distributed control has been used as a major tool to
solve problems where a central authority sends a control signal, e.g., price of elec-
tricity, and consumers decide their consumption schedules according to some private
utility function [13]. A strategy for assigning quantities in a distributed price-based
framework is the proportional allocation mechanismwhere the central authority cal-
culates a price for all the consumers in such a way that the assigned quantity to each
agent is proportional to the monetary value that the agent is willing to pay [12]. This
mechanism has been used to formulate EV charging problems [10, 22]. However, it
has not been examined in broader smart grid settings.

Consumer behavior plays a critical role in the implementation of demand response
programs in distributed mode and the assumption of price-taking consumers might
not always be true. Selfish behavior of agents in a non-cooperative game leads to in-
efficiency with respect to the solution that maximizes system welfare. Consequently,
it is crucial to design distributed control systems in such a way that the efficiency
loss due to selfish behavior is bounded. The term price of anarchy (PoA) has been
coined as a measure of efficiency of distributed control as compared with centralized
optimal solution. Bounds on the PoA for various cost-sharing games, congestion
games and payoff maximization games have been derived in [11, 16, 20].

In the smart grid scenario, non-cooperative game theoretic methods have been
used to model problems [14, 15, 23], however the loss of efficiency by selfish be-
havior has not been widely investigated. The Nash equilibrium has been shown to
be efficient in an infinite population game when the charging rates of all the EVs are
equal [14] and in a DR problem with different consumers [15], however in the first
case the assumptions are rather impractical and in the second one, the consumers’
utility functions were ignored. Regardingwind variability, a game has been formulat-
ed among various power consumers in [23] where the PoA bound has been calculated
for an example case.

During the last few years, we have been addressing various challenging problems
involving both technical and economic issues of smart grid [3–9]. We present here
a few salient results on two demand response methods. In the first one, the available
power is limited and the control authority designs a price signal aiming to maximize
social welfare subject to supply-demand balancing. We show that if proportional
allocation is used to design the price signal, then the lower bound of the price of
anarchy is 75%. We also develop some strategies for improving efficiency further.
In the second case, we consider a demand response problem where the available
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power is not limited and the price signal is set by the load consumption. Under some
conditions of the utility functions of the consumers with respect to the price, we
obtain a robust lower bound of the price of anarchy of 50%.

15.2 A Demand Response Program Using Proportional
Allocation Mechanism with Tight PoA Bound

In this section, we develop a distributed method for controlling the consumers’ flex-
ible demand with intra-day supply forecasts. Flexible consumers are modeled as
individually rational agents that maximize their net utilities in presence of load con-
sumption constraints. The consumers bid the monetary value they are willing to pay
for each time interval and the central authority obtains a price signal based on a
proportional allocation mechanism. Two scenarios are considered, price taking and
price anticipating consumers. In the first case, the proportional allocation method
provides a competitive equilibrium that maximizes the system welfare. In the second
case, the consumers’ selfish behavior is modeled using a non-cooperative game. A
Nash equilibrium always exists for this game but it is not efficient. We are able to
obtain a lower bound on the PoA of 75% and we develop some strategies to improve
the game efficiency.

15.2.1 Problem Formulation

Let us consider a residential area where electric power is supplied by thermal and
renewable generators. The power consumption in the area is controlled by a central
control authority. Two types of residential consumers are considered: fixed con-
sumers and flexible consumers. Only flexible consumers are willing to adjust their
consumption schedules in response to some signal from the authority.

Let us consider a set N := {1, 2, . . . , N } of flexible consumers. Each flexible
consumer possesses a smart energy scheduling device with two-way communication
capability. We assume that the supply is initially scheduled in a traditional day ahead
market, based on demand predictions. The time interval of interest [t0, t f ], corre-
sponding to the intra-day horizon, is divided into T slots of lengthΔt = (t f − t0)/T .
The set of time slots isT := {1, 2, . . . , T }, and we consider the following variables
at time slot t ∈ T : qi (t) ∈ R+ is the power consumption of all the flexible loads
of the i-th flexible consumer (no power transfer from the consumers to the grid is
allowed), c(t) ∈ R+ is the total scheduled power generation of all the thermal pow-
er plants, ŵ(t) ∈ R+ is the estimate of the power generation of all the renewable
sources, n̂(t) ∈ R+ is the estimate of the total power consumption of all fixed loads
of both fixed and flexible consumers. Let v(t) denote the estimated net generation
available for flexible demand at time slot t ∈ T , i.e., v(t) := c(t) + ŵ(t) − n̂(t).
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The control authority obtains a forecast of renewable generation and balances the
estimated demand with supply for each time slot of the operating day, i.e.,

v(t) =
∑

i∈N
qi (t), t ∈ T . (15.1)

Assuming that net power supply is always sufficient to meet the fixed loads’ demand,
i.e., v(t) > 0 for any t ∈ T , the supply-demand balancing is accomplished by ad-
justing the power consumption of the flexible loads. There is always an inevitable
mismatch between the estimated power generation and consumptions and their real-
ized values. Ancillary services are implemented to handle this real-time mismatch.
However, the use of the intra-day flexible load control mechanism proposed here will
reduce the need for ancillary services whilemaking large-scale renewable integration
less burdensome.

Letqi , v ∈ R
T+ denote vectors of dimension T that collect the consumption of flex-

ible consumer i ∈ N and the net power generation available for flexible consumers,
respectively, for every time slot t ∈ T . The output of flexible consumption i ∈ N is
represented in monetary units by the utility function Ui (qi ) : RT → R, which is as-
sumed to be non-negative, concave and continuously differentiable. In addition, it is
also assumed to be a strictly increasing, i.e., ∇Ui (qi ) > 0, where ∇Ui : RT → R

T

denotes the gradient of Ui . The operational constraints of the flexible consumers
depending upon the type of loads can be expressed by a set of linear inequalities:

Hiqi ≤ bi , i ∈ N , (15.2)

where Hi ∈ R
M×T , bi ∈ R

M and M is the number of constraints. Let Qi :=
{

q ∈ R
T : bi − Hiq ≥ 0

}

denote the set of consumption vectors satisfying the oper-
ational constraints for i ∈ N andS := {

qi ∈ Qi : v − ∑

i∈N qi = 0, i ∈ N
}

the
feasibility set of the consumption vectors satisfying both the supply-demand power
balance constraint and the operational constraints. We assume that the feasibility set
S is nonempty.

15.2.2 Centralized Control

In this idealized scenario, the central control authority dictates how much power is
assigned to each flexible consumer bymaximizing the social welfare. The centralized
control problem is

max
qi

{

∑

i∈N
Ui (qi ) : qi ∈ S

}

(15.3)
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The existence of a maximum is guaranteed because the objective function is
concave and the search space is a nonempty compact convex set. A solution of (15.3)
maximizes the social welfare and is referred to as the centralized optimal solution.
But the consumers may want to control their loads on their own and the central
authority may not have computational capability to solve the optimization problem
for a large number of residential consumers. A feasible alternative is a distributed
control approach.

15.2.3 Distributed Control with Price-Taking Consumers

In a distributed control model, the behavior of the consumers is an important aspect
to consider. We begin by considering individually rational flexible consumers that
behave as price takers. Let ki ∈ R+ denote the amount of money the consumer
i ∈ N is willing to pay for the energy qi . The consumers bid the monetary values or
expenditures ki to the control authority. In this scenario, the control authority obtains
the value of the available net supply v(t) for every t ∈ T and computes a system
price p(t) according to the following proportional allocation mechanism.

Definition 15.1 (The proportional allocation mechanism) The proportional alloca-
tion of the energy consumption at time slot t ∈ T is given by:

qi (t) = ki (t)

p(t)
, i ∈ N , (15.4)

where p(t) > 0 is the price of electricity at time t ∈ T , obtained by

p(t) =
∑

i∈N ki (t)

v(t)
, t ∈ T . (15.5)

Since v(t) is always positive, the system price p(t) is well defined for every time
slot t ∈ T and guarantees v(t) = ∑

i∈N qi (t) for all t . Each consumer (flexible or
fixed) is charged at the system price. Let the net utility of a consumer be defined as the
total utility minus the expenditure. The flexible consumers maximize their own net
utility function by a suitable selection of their consumptions qi . Let p ∈ R

T denote
the vector that collects the system prices for every time slot t ∈ T . The distributed
control problem for price takers is formulated as follows:

max
qi

{

Ui (qi ) − p�qi : qi ∈ S pt
i

}

, i ∈ N , (15.6)

where the set of feasible power consumptions is S pt
i := {qi : bi − Hiqi ≥ 0} .

The solution concept for the distributed control problemwith price taking flexible
consumers is the competitive equilibrium.
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Definition 15.2 The set {(qE
i ,pE ) : i ∈ N } is a competitive equilibrium if each

consumer selects its consumption vector qE
i by solving the optimization problem

(15.6) and the control authority obtains the price vector pE using the proportional
allocation mechanism (15.4)–(15.5).

The competitive equilibrium always exists if the feasibility set S is nonempty.
Moreover, in such a case a competitive equilibrium is equivalent to a solution of the
centralized control problem and maximizes the social welfare.

Theorem 15.1 The set {(qE
i ,pE ) : i ∈ N } is a competitive equilibrium if and only if

the set of consumptions {qE
i : i ∈ N } is a solution to the centralized control problem.

15.2.4 Distributed Control with Price Anticipating
Consumers

If the consumers can predict the mechanism that the control authority uses to set
the price vector p, they adjust their consumption decisions according to their im-
pact on the price, and we say that they behave as price anticipators. By using as
decision variables the monetary value vectors ki , where ki (t) = p(t)q(t) for t ∈ T ,
the consumers can obtain the price vector p as a function of

∑

i∈N ki , because we
assume they know that p is decided by the formula p(t) = ∑

i∈N ki (t)/v(t). Each
consumer’s monetary value depends on the sum of all the consumers’ expenditures
and the consumption assignment can be modeled as a non-cooperative game where
the players are the flexible consumers.

The problem can be formulated in terms of the monetary expenditures by e-
liminating the price and the consumptions variables. Let k−i = {k j : j ∈ N \ {i}}
denote the collection of monetary value vectors of all flexible consumers other than
the consumer i . Note that p and qi can be expressed as functions of ki as p(ki ;k−i ) =
D−1(v)

∑

j∈N k j and qi (ki ;k−i ) = D−1(p(ki ;k−i ))ki = D−1(
∑

i∈N ki )D(v)ki
where D(x) denotes a diagonal square matrix whose main diagonal has the compo-
nents of vector x. Considering S pa

i (k−i ) := {

ki : bi − HiD−1 } {(∑i∈N ki )D(v)
ki ≥ 0}, the distributed control problem for price anticipators is given by

max
ki

{

Ui (D−1(
∑

j∈N k j )D(v)ki ) − 1�ki : ki ∈ S pa
i (k−i )

}

, i ∈ N . (15.7)

Each consumer will try to maximize her own net utility, assuming that all other
consumers’ expenditures are fixed. This is called the best response strategy and
the solution is called a Nash equilibrium. In a Nash equilibrium, no player has an
incentive to deviate unilaterally of the equilibrium [20]. The Nash equilibrium for
the distributed control problem with price anticipators is the set of expenditures
{kG

i : i ∈ N } such that
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Ui (qi (kG
i ,kG

−i )) − 1�kG
i ≥ Ui (qi (ki ,kG

−i )) − 1�ki , ki ∈ S pa
i (kG

−1), i ∈ N .

(15.8)

It can be proved that a Nash equilibrium always exists if the feasibility set S is
nonempty.

Theorem 15.2 (Existence of Nash equilibrium) The non-cooperative game de-
scribed by Eq. (15.8) has a Nash equilibrium if the space S is nonempty.

15.2.5 Price of Anarchy and Efficiency Improvement

The selfish behavior of agents in a non-cooperative game theoretic setting renders
lower performance as compared to the optimal centralized control. Price of anarchy
(PoA) is a measure to quantify the loss of efficiency in using game theoretic control
over centralized control. PoA is defined as the worst-case ratio of the objective func-
tion value of a Nash equilibrium of a game and that of a centralized optimal solution
[20]. The quantity 1 − PoA is a worst-case estimate of the loss of performance due
to price anticipating behavior of agents.

In our energy assignment problem for flexible consumers, {qC
i : i ∈ N } denotes

a solution of the centralized problem (15.3) and {qG
i : i ∈ N } denotes a Nash equi-

librium for the distributed control problem with price anticipating consumers. The
PoA is defined as follows:

PoA :=
∑

i∈N Ui (qG
i )

∑

i∈N Ui (qC
i )

. (15.9)

Theorem 15.3 The tight lower bound of PoA of the Nash equilibrium solution for
the distributed consumption assignment with flexible consumers that behave as price
anticipators is 0.75.

The worst-case loss of efficiency corresponds to the case where one agent con-
sumes half of the total power consumed by all the agents at each time slot. Thus, the
market power of a consumer plays a key role in the efficiency of the game. The theo-
retical worst case could only be attained under a particular setting. We are interested
in developing strategies to improve efficiency. The following corollaries show two
different ways to improve efficiency.

Corollary 15.1 If all the consumers have same utility function, i.e., Ui = U, there
is no efficiency loss at Nash equilibrium solution, i.e., PoA is 1.

Corollary 15.2 Suppose {qi = 0 : i ∈ N } belongs to the set of load operational
constraints, then the PoA approaches 1 as the number N of flexible consumers goes
to infinity.
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Efficiency can be improved by recruiting consumers with similar utility functions,
or by classifying them into groups of similar utility and designing specific programs
for each group. The distributed control approach will have better efficiency if con-
sumers share their utility functions with the central control authority. Another option
is to reduce individual market power by increasing the number of consumers.

15.3 A Demand Response Program with Robust PoA
Bound

In this section, we consider a different model for demand response. Unlike in Sec-
t. 15.2, the price here is decided by desired energy consumption. Here, we formulate
a decentralized control model assuming that the consumers are price anticipators and
quantify that, in the worst case loss of efficiency of this problem is never greater than
50%.

We introduce some additional notation in this section. Let {qi ∈ R
T : i ∈ N }

denote the set of power demand vectors for each consumer in the system. The vector
of aggregated power demand in the system is qN = ∑

i∈N qi where the entry t is
denoted by qN (t) and corresponds to the aggregated consumption at time slot t ∈ T .
The price of electricity in the system at time t ∈ T is a function of the aggregated
consumption at that time and is denoted by p(t) = p(qN (t)). We assume that the
price function is a convex, continuously differentiable and monotonically increasing
function.

15.3.1 Centralized Control

Weassume that the authority has full information about the supply function p(qN (t))
for that system. Let p(qN ) ∈ R

T denote the vector of system prices for all time slots
t ∈ T . The authority aims to maximize the consumer’s aggregated net utility subject
to their operational constraints. For any feasible set of consumptions {qi ∈ Qi : i ∈
N }, the objective is

max

{

N
∑

i=1

Ui (qi ) − p�(qN )qN : qi ∈ Qi , i ∈ N

}

. (15.10)

Since the objective function is concave, the non-emptiness of the convex sets {Qi :
i ∈ N } defined by the operational constraints ensure that a global maxima always
exist [1]. But if the consumerswant to control the power consumption of their loads on
their ownwith the help of available informationon their smartmeters, then centralized
control will not work. If consumers are price takers, like the earlier problem, it is easy
to show that the distributed control has a competitive equilibrium where the solution
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is same as the centralized solution. We are more interested in the price anticipatory
case. Thus we model this scenario as a game problem in the next subsection.

15.3.2 Decentralized Control with Price Anticipating
Consumers

The consumers know the price function and they optimize their consumption sched-
ules accordingly. As the price is a function of power consumption of all the con-
sumers, we model the resulting situation as a non-cooperative game.

Definition 15.3 (Demand response game) The demand response game is defined
by the triple (N ,E , V ) where N is the set of players, E = ∪i∈N Qi is the set
of feasible strategies, and V : 2N × E → R is the welfare function for a subset of
players S ∈ 2N and a strategy set {qi : i ∈ N } ∈ E .

Each consumer is individually rational and maximizes her individual welfare,
assuming that the remaining players’ strategies are fixed. Denoting the strategies of
other players by q−i = {q j : j ∈ N \ {i}}, the individual welfare of player i ∈ N
is V ({i}, {qi , i ∈ N }) and can be expressed as a function of the strategy of the player
i and the strategies of the other players as follows:

Li (qi ,q−i ) := V ({i}, {qi , i ∈ N }) = Ui (qi ) − p�(qi ,q−i )qi (15.11)

The Nash equilibrium for the demand response game is the set of all players’ s-
trategies such that no player has an incentive to deviate unilaterally. Mathematically,
Nash equilibrium is defined by the set of strategies {q∗

i ∈ Qi : i ∈ N } such that
Li (q∗

i ,q
∗
−i ) ≥ Li (qi ,q∗

−i ) for all qi ∈ Qi , i ∈ N . Since each consumer’s objective
function is concave and the strategies set is convex and compact, a Nash equilibrium
solution exists according to Rosen’s theorem [19].

The demand response game as defined by Definition15.3 belongs to the class of
valid monotone utility games and this will allow us to bound its efficiency. Let us
begin by characterizing this class of games. Consider a payoff maximization game
given by the triple (N ,E , V ) where N is the set of players, E = ∪i∈N Ei is the
set of feasible strategies for each player and V : 2N × E → R is a function that
provides the welfare associated with a subset of players for a given strategy.

Definition 15.4 (ValidUtilityGame [21])Thepayoffmaximizationgame (N ,E , V )

is a valid utility game if it satisfies the following three properties:

(i) V is submodular, i.e., for any S ⊆ S ′ ⊆ N and any player i ∈ N \ S ′

V (S ∪ {i}, e) − V (S , e) ≥ V (S ′ ∪ {i}, e) − V (S ′, e), ∀e ∈ E (15.12)

(ii) The welfare of a player is never less than the value added to the social welfare,
i.e., for any S ⊆ N and any i ∈ S ,
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V ({i}, e) ≥ V (S , e) − V (S \ {i}, e), ∀e ∈ E (15.13)

(iii) The aggregated value of the individual welfare of a group of players is never
greater than the social welfare of the group, i.e., for any S ⊆ N

∑

i∈S
V ({i}, e) ≤ V (S , e),∀e ∈ E (15.14)

Definition 15.5 (Monotone Game [21]) The payoff maximization game (N ,E , V )

is a monotone game if for any S ⊆ S ′ ⊆ N , V (S , e) ≤ V (S ′, e).

Definition 15.6 (Valid Monotone Utility Game) The payoff maximization game
(N ,E , V ) is a valid monotone utility game if it is simultaneously a valid utility
and a monotone game.

For the demand response gameofDefinition15.3,we assume that each consumer’s
utility function satisfies the following condition.

Assumption 15.1 The utility function of any consumer i ∈ N is such that

Ui (qi ) ≥
T

∑

t=1

p(q̃−i + qi (t))(q̃−i + qi (t)) − p(q̃−i )q̃−i

where q̃−i = ∑

j∈N \{i} q
max
j .

The above condition implies that the value of the utility function of a consumer
i ∈ N for any feasible demand qi will be greater than the increase in the maximum
cost of power consumption in the system due to the addition of that demand qi . The
central authority can broadcast this requirement to all the consumers as a prerequisite
for participation in the demand response program. We also assume that the authority
have an estimate of the upper-bound of

∑

i∈N qmax
i which it also broadcasts to all the

consumers. Under Assumption15.1, the demand response game is a valid monotone
utility game.

Theorem 15.4 The demand response game as defined by Definition15.3 is a valid
monotone utility game if Assumption15.1 is satisfied.

15.3.3 Price of Anarchy

A payoff maximization game which satisfies (15.14) for any solution set e ∈ E is
said to be a (λ, μ) smooth game if it satisfy

∑

i∈N
V ({i}, e∗) ≥ λV ({N }, e′) − μV ({N }, e∗) (15.15)
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where e∗, e′ ∈ E are any two solution strategies of the game.
The (1, 1)-smooth games have the property that a lower bound for its price of

anarchy is 0.5. Since any valid monotone game is (1, 1)-smooth [20], we have the
following result.

Corollary 15.3 The demand response game as defined by Definition15.3 is a (1,
1)-smooth game. Moreover, the lower bound of the price of anarchy of any pure
Nash equilibrium is at least 0.5.

We have shown that Nash equilibrium for our game exists, but there can be a
number of reasons for which the players may not reach an equilibrium [20]. So, we
can consider a weaker notion of equilibria i.e., coarse correlated equilibria for a game
for which Nash equilibria does not exist or exists but can not be reached. Since the
demand response game is a (1, 1) smooth game, the bound derived via smoothness
argument extends automatically, with no quantitative degradation to other weaker
equilibria notions [20]. This is called intrinsic robustness property of the price of
anarchy. So, lower bound of price of anarchy is 0.5 even in case of coarse correlated
equilibrium solution.

15.4 Conclusions

Variability of renewable resources can be accommodated by shaping demand. Ef-
fective solutions to this problem will necessarily require distributed control. In this
paper, we have discussed our initial research on bounding loss of efficiency by using
distributed control. These ideas can be applied to other distributed control problems
like supply side market with deep renewable penetration, energy resource aggrega-
tion, and scheduling, energy trading between microgrids, etc.
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Chapter 16
Control Systems Under Attack:
The Securable and Unsecurable Subspaces
of a Linear Stochastic System

Bharadwaj Satchidanandan and P.R. Kumar

Abstract The ideas of controllable and unobservable subspaces of a linear dynami-
cal system introduced by Kalman play a central role in the theory of control systems.
They determine, among other aspects, the existence of solutions to many control
problems of interest. Analogous to the notions of controllable and unobservable
subspaces are the notions of “securable” and “unsecurable” subspace of a linear
dynamical system, which have operational significance in the context of secure con-
trol.We examinewhat guarantees can be providedwith respect to securable subspace,
especially in the case when there is process noise in the system.

16.1 Introduction

The ideas of controllable and unobservable subspaces of a linear dynamical system,
introduced by Kalman in [1], play a central role in the theory of control systems.
They provide, for example, necessary and sufficient conditions for the existence of a
stabilizing control law for any linear dynamical system of interest. Analogous to the
notions of controllable and unobservable subspaces, we examine, in this paper, the
notions of “securable” and “unsecurable” subspaces of a linear dynamical system,
which we show have operational significance in the context of secure control.

Consider a multiple-input, multiple-output, discrete-time linear dynamical sys-
tem, an arbitrary subset of whose sensors and actuators may be “malicious.” The
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malicious sensors may not truthfully report the measurements that they observe, and
the malicious actuators may not apply their control inputs as per the specified control
law. In such a setting, even if the system is controllable and observable, the desired
control objective may not be achievable. The honest nodes in the systemmay believe
the state trajectory to be a certain sequence {x[0], x[1], . . .} whereas the actual state
trajectory of the system may be very different. It is against this backdrop that we
define the notions of securable and unsecurable subspaces of a linear dynamical
system. The unsecurable subspace is defined, roughly, as the set of states that the
system could actually be in, or ever reach, without the honest sensors ever being
able to detect, based on their measurements, that the system had visited that state,
or that there was any malicious activity in the system. Theorems 16.1 and 16.2 in
the paper characterize the securable and unsecurable subspaces of a linear system.
These results are analogous to those reported in [5], and in [2–4] for continuous-
time linear dynamical systems, which examine what sorts of attacks are possible
on control systems while remaining undetected. We formalize the results as char-
acterizations of securable and unsecurable subspaces. They may be regarded as the
analogs of the controllable and unobservable subspaces reexamined in an era where
there is intense interest in cybersecurity of control systems. We then turn to the case
of systems with noise, i.e., linear stochastic dynamical systems. We show that the
securable and unsecurable subspaces defined in the context of deterministic systems
also have operational meaning in the context of stochastic systems.

One way to view these results is as negative or impossibility results which state
that given a linear control system with certain malicious sensors and actuators, it
is impossible for the honest sensors to distinguish certain state trajectories from
others. Consequently, it may be impossible to guarantee that the system does not
reach certain states that are considered “unsafe.” An alternate viewpoint is to look at
these results from a system designer’s perspective. These results could be regarded
as providing guidelines for designing secure control systems. For example, for a
specified amount of resilience required of the control system, typically quantified by
the number of Byzantine nodes that the system should tolerate, or for a specification
that the system should not visit certain “unsafe” states, the results can be translated
into conditions that the securable and unsecurable subspaces should satisfy in order to
meet the security specifications. This can potentially constitute a principled approach
to design systems that are secure by construction, as opposed to designing systems
to maximize a performance metric, and only subsequently installing ad-hoc security
measures as an afterthought.

As mentioned before, many of the results in this paper pertaining to determinis-
tic linear dynamical systems are mathematically isomorphic to some of the results
contained in [2–5]. In addition, we report preliminary results on the extension of the
above results to the context of stochastic linear dynamical systems where only noisy
measurements of states are available.
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16.2 Problem Formulation

Consider a pth order discrete-time linear dynamical system with m inputs and n
outputs described by

x̄[t + 1] = Ax̄[t] + Bū[t],
ȳ[t + 1] = C x̄[t + 1],

x̄[0] = x0. (16.1)

where x̄[t] ∈ R
p denotes the state of the system at time t , ū[t] ∈ R

m denotes the
input applied to the system at time t , ȳ[t] ∈ R

n denotes the output of the system at
time t , and A, B, and C are real matrices of appropriate dimensions.

We denote by z[t] the values reported by the sensors at time t . If sensor i , i ∈
{1, 2, ..., n}, is honest, then zi [t] = ȳi [t] for all t .We assume that an arbitrary, known,
possibly history-dependent control policy g = {g1, g2, ...} is in place, and denote
by ūg[t] the control policy-specified input at time t , so that ūg[t] = gt(zt ), where
zt := [zT [0] zT [1] . . . zT [t]]T . If actuator i is honest, then ūi [t] = ūg

i [t] for all t .
We assume the adversarial nodes in the system to be near-omniscient, in the sense

that at time t = 0, they have perfect knowledge of the initial state x0 of the system.On
the other hand, the honest nodes in the system, at any time t , have access only to the
measurements zt that are reported until that time. Clearly, this assumption represents
a worst-case scenario from the point of view of the honest nodes in the system.
Consequently, the results presented in this paper serve as fundamental bounds that
apply regardless of the capabilities of the attacker, and in particular, even for systems
where the adversary’s knowledge may be more limited.

Note that if all the nodes in the system are honest, and if the pair (A, C) is
observable, then the nodes can correctly estimate the initial state x0 of the system by
time p − 1. Consequently, they can correctly estimate the state x̄[t] of the system at
any time t . However, when there are malicious sensors and/or actuators present in the
system, this need not be the case. Specifically, the honest nodes in the system could
be under the impression that the state of the system at some time t is x̂[t], while in
reality, the system could be in state x̄[t] �= x̂[t]. This brings us to the central question
that is addressed in this paper: Suppose that there are malicious nodes present in the
system and that they act in a fashion that keeps them undetected. Suppose also that the
honest nodes believe the system’s state evolution to be {̂x[0], x̂[1], x̂[2], . . .}. Under
these conditions, what are the set of states that the system can actually be in, or ever
reach? This set essentially contains the set of states that the malicious nodes can
steer the system to. For this reason, we term this set as the “unsecurable” subspace
of the system (A, B, C) for state x̂[0]. The orthogonal complement of this is called
the “securable” subspace. The projection of the uncertain state on this subspace is
actually what the honest sensors and actuators believe it is, whether the system is not
under attack or is under a stealthy attack. It is the largest such subspace. A formal
definition of securable and unsecurable subspaces is presented in the next section.
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16.3 Securable and Unsecurable Subspaces of Linear
Control Systems

In order to determine if malicious nodes are present in the system or not, each honest
sensor i subjects the reported measurement sequence {z} to the following test. If and
only if the test fails (at any time t) does the sensor declare that malicious nodes are
present in the system.

The rest of the paper follows the notation specified in the appendix of the paper.
Test: At each time t , check if the reported sequence of measurements up to that time
zt satisfies the following condition: ∃̂x0 ∈ R

p such that,

zt − F[t − 1]ūgt−1 = Γ [t ]̂x0. (16.2)

Proposition 16.1 If all the nodes in the system are honest, the reported measure-
ments {z} pass (16.2) at each time t. Conversely, if the reported measurements {z}
pass (16.2) at each time t, then there exists an initial state x[0] such that z[t] is the
output of the system at time t under control {ūg}, and so, there is no definitive reason
for the honest sensor to declare that malicious nodes are present in the system.

Proof Omitted. �

In what follows, we assume that the measurements reported by the malicious
sensors pass the above test, and examine the limits of what the malicious nodes can
do under this constraint.

Since the reported measurements {z} pass (16.2), it follows in particular that
∃̂x0 ∈ R

p such that ∀t ,

zt−1 − F[t − 2]ūgt−2 = Γ [t − 1]̂x0, (16.3)

ȳH [t] −
t−1
∑

i=0

CH Ai Būg[t − 1 − i] = CH At x̂0. (16.4)

The following proposition is a (partial) converse of the above statement.

Proposition 16.2 Suppose that there exist x̂0, zτ−1
M , and d̄τ−1 such that (16.3) and

(16.4) hold for t = τ . Then, there is a vector zM [τ ] that satisfies Test (16.2) at time
τ .

Proof Consider zM [τ ] = CM Aτ x̂0 + ∑τ−1
i=0 CM Ai Būg[τ − 1 − i]. It is straightfor-

ward to verify that it satisfies (16.2). �

The above proposition states that it is sufficient for the malicious nodes to consider
strategies that only ensure “consistency” at the outputs of the honest sensors. The
outputs to be reported by the malicious sensors can be fabricated accordingly.

The next proposition, along with Theorem 16.2, shows that one can consider a
simpler system consisting of only malicious actuators, honest sensors, and a control



16 Control Systems Under Attack: The Securable and Unsecurable Subspaces … 221

policy that is identically zero, and translate the conclusion obtained from the analysis
of such a system to the more general system (16.1). In other words, one can dispense
with the honest actuators and malicious sensors. There is no loss of generality in
assuming that the control policy is identically equal to zero, and that the system has
only honest sensors and malicious actuators.

Given the system described by (16.1), consisting of honest and malicious nodes
as described before, consider the following reduction of the systemwhere all sensors
are honest, all actuators are malicious, and the control policy is identically equal to
zero:

x[t + 1] = Ax[t] + BMd[t],
yH [t + 1] = CHx[t + 1],

x[0] = x0. (16.5)

where yH [t] are the measurements observed by the (honest) sensors at time t , d[t]
are the inputs applied by the (malicious) actuators at time t . We will refer to system
(16.5) as the “reduced system” of system (16.1), or simply the “reduced system”
when there is no ambiguity. Note that the reduced system has the same state space
as its parent system (16.1), and is also initialized with the same state as its parent.
It is only the inputs and the outputs of the systems that are different. As before,
the malicious actuators are assumed to be near-omniscient so that they have perfect
knowledge of the initial state x0. For the reduced system, Test (16.2) reduces to the
following, and is performed by the (honest) sensors.
Test for the reduced system: Check if ∃̃x0 ∈ R

p such that for all t ,

yt
H = ΓH [t ]̃x0. (16.6)

Proposition 16.3 Suppose that there exists a sequence {d} for the reduced system
satisfying test (16.6). Then, if the malicious actuators in the parent system (16.1)
inject {d̄} ≡ {d}, there exist fabricated measurements {zM} that can be reported by
the malicious sensors in the parent system that pass Test (16.2) with x̂0 = x̃0.

Proof For the reduced system, we have

yH [t] = CH Atx0 +
t−1
∑

i=0

CH Ai BMd[t − 1 − i]. (16.7)

Now, suppose for induction that there exist measurements zM [0], zM [1], . . . , zM [t −
1] that themalicious sensors can report for system (16.1)when themalicious actuators
inject d̄[i] = d[i], i = 0, 2, ..., t − 2, such that the reported measurements pass test
(16.2) up to time t − 1with x̂0 = x̃0. The base case of t = 1 holds since themalicious
sensors in the parent system can report zM [0] = CM x̃0. This amounts to assuming
that (16.3) holds with x̂0 = x̃0. Now, if the malicious actuators in the parent system
inject, at time t − 1, d̄[t − 1] = d[t − 1], then,



222 B. Satchidanandan and P. R. Kumar

ȳH [t] = CH Atx0 +
t−1
∑

i=0

CH Ai Būg[t − 1 − i] +
t−1
∑

i=0

CH Ai BMd[t − 1 − i].

Substituting (16.7) in the above gives

ȳH [t] = yH [t] +
t−1
∑

i=0

CH Ai ūg[t − 1 − i].

Since the output of the reduced system satisfies (16.6), we have yH [t] = CH At x̃0.
Substituting this into the above equation gives ȳH [t] − ∑t−1

i=0 CH Ai ūg[t − 1 − i] =
CH At x̃0, which satisfies (16.4) for x̂0 = x̃0. The desired result follows from Propo-
sition 16.2. �

The following definition is of central importance.

Definition 16.1 Consider a system (A, B, C) of the form (16.1) with initial state
x0. The unsecurable subspace for state s0 of the system is the maximal set of states
V (s0) such that for each v ∈ V (s0), there exist t, {d̄}, {zM} such that x̄[t] = v and
(16.2) holds for x̂0 = s0.

In particular, for the reduced system (A, BM , CH ), the unsecurable subspace for
state s0 is the maximal set of states VR(s0) such that for each v ∈ VR(s0), there exist
t, {d} such that x[t] = v and (16.6) holds for x̃0 = s0.

In other words, the unsecurable space for s0 is the set of states that the system
can be in if the honest nodes are deceived into inferring the initial state as s0. If the
unsecurable subspace is of dimension greater than zero, it (i) states that the malicious
nodes cannot distort certain linear combinations of the state without being detected,
and (ii) specifies those linear combinations that are “intact.”

The following theorem characterizes the unsecurable subspace and suggests an
algorithm to compute it.

Theorem 16.1 Consider a reduced system (A, BM , CH ) of the form (16.5). For such
a system,

(i) The unsecurable subspace VR(0) for state 0 is the maximal set W ⊆ R
p such

that ∀w ∈ W,

a. CHw = 0, and
b. ∃d such that Aw + BMd ∈ W.

(ii) The unsecurable subspace for state s0, VR(s0), is

VR(s0) = {s0 + w : w ∈ VR(0)}. (16.8)

Proof Lemma 16.1 The set W is a subspace.

Proof Omitted. �
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We now show that W is equal to VR(0). The crux of the argument is that W is an
invariant subspace in the following sense.

Lemma 16.2 If the system’s state visits W at any time t, then the malicious actuators
can synthesize control actions that keep the state in W at all subsequent times.

Proof We show this via induction. Let w ∈ W, and let x[t] = w, which also serves
as the base case for induction. Assume for induction that x[τ ] ∈ W , where τ ≥
t is a fixed time. Then, x[τ + 1] = Ax[τ ] + BMd[τ ]. Since x[τ ] ∈ W, it follows
from the definition of W that there exists a control choice d for d[τ ] such that
Ax[τ ] + BMd[τ ] ∈ W, implying that x[τ + 1] ∈ W. �

Remark: Owing to the above Lemma, W is called the controlled invariant subspace
in linear system theory [6].

Now, suppose that x[0] = w and w ∈ W. We then have from Lemma 16.2 that
there exists a sequence {d} that the malicious actuators can apply as inputs such that
x[t] ∈ W for all t . Since W ⊆ N(CH ) by definition, we have yH [t] = CHx[t] = 0
for all t . Consequently, (16.6) holds for x̃0 = 0, and it follows from Definition 16.1
that w ∈ VR(0). Hence, W ⊆ VR(0).

Now suppose that v ∈ VR(0). We then have from Definition 16.1 that ∃{d} that
the malicious actuators can apply as inputs to the system such that x[t] = v for
some t and (16.6) holds for x̃0 = 0. This implies that yH [t] = 0 for all t . Since
0 = yH [t] = CHx[t] = CHv,we have that v ∈ N(CH ), satisfying the first condition
to be an element of W . Since {d[t],d[t + 1], ...} is a sequence that the malicious
actuators can apply such that x[t ′] ∈ N(CH ) for all t ′ ≥ t , v satisfies the second
condition to be an element of W . Therefore, v ∈ W, and VR(0) ⊆ W . Combining
the two results, we have W = VR(0).

(ii) Let v ∈ {s0 + w : w ∈ VR(0)}, and let x[0] = v. Then, yt
H = ΓH [t]v + HM [t −

1]dt−1 = ΓH [t]s0 + ΓH [t]w + HM [t − 1]dt−1 for all t . Since w ∈ VR(0), it follows
from the definition of VR(0) that there exists sequence {d} so that ΓH [t]w + HM [t −
1]dt−1 = 0 for all t . Therefore, if the actuators inject such a sequence {d}, then, yt

H
reduces to yt

H = ΓH [t]s0. Therefore, (16.6) holds with x̃0 = s0, and so, {s0 + w :
w ∈ V (0)} ⊆ VR(s0).

Next, let v ∈ VR(s0). Then, we have from the definition of VR(s0) that ∃{d′}, τ
such that x[τ ] = v and ΓH [t]s0 = yt

H for all t . This in turn implies that ∃{d} such
that x0 = v and ΓH [t]s0 = yt

H for all t. Also, when x0 = v, we have for all t , yt
H =

ΓH [t]v + HM [t − 1]dt−1.Combining the two, we have that there exists {d} such that
ΓH [t]s0 = ΓH [t]v + HM [t − 1]dt−1 for all t . This means that v solves, for all t ,

[ΓH [t] HM [t − 1]]
[

v
dt−1

]

= [ΓH [t] HM [t − 1]]
[

s0
0

]

,
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so that for all t ,

[

v
dt−1

]

=
[

s0
0

]

+ w̃,

where w̃ ∈ N([ΓH [t] HM [t − 1]]). Denote by w the first p entries of w̃, and it
follows from the definition of VR(0) that w̃ ∈ VR(0). Hence, v must be of the form
s0 + w,w ∈ VR(0), and hence, VR(s0) ⊆ {s0 + w : w ∈ V (0)}.

Combining the two results, we have VR(s0) = {s0 + w : w ∈ V (0)}. �

The following theorem translates the above conclusions obtained from the reduced
system (16.5) to the original system (16.1) that is of interest.

Theorem 16.2 The unsecurable subspace V (s0) for the system (A, B, C) is the
same as the unsecurable subspace VR(s0) for its reduction (A, BM , CH ).

Proof Let v ∈ VR(s0). Then, it follows form the definition of VR(s0) that for the
reduced system (16.5), there exists {d} that can be applied by the actuators so that
(16.6) is satisfied for x̃0 = s0 when x0 = v. Therefore, by Proposition 16.3, v ∈
V (s0), and so, VR(s0) = V (s0).

Next, let v ∈ V (s0). Then, from the definition of V (s0), we have for system
(16.1) that ∃{d}, {zM} such that for all t , zt = Γ [t]s0 + F[t − 1]ūgt−1

when x0 = v.
This implies that ȳt

H = ΓH [t]s0 + H [t − 1]ūgt−1
.Sincewealso have ȳt

H = ΓH [t]v +
H [t − 1]ūgt−1 + HM [t − 1]dt−1, substituting this in the previous equation gives

ΓH [t]v + HM [t − 1]dt−1 = ΓH [t]s0. (16.9)

Now, if the actuators apply the above sequence {d} to the reduced system (with initial
state v), we have for each t , yt

H = ΓH [t]v + HM [t − 1]dt−1 = ΓH [t]s0, where the
last equality follows from the (16.9). Hence, (16.6) is satisfied with x̃0 = s0, and
hence, V (s0) ⊆ VR(s0).

Combining the two results, we have V (s0) = VR(s0). �

The characterization of VR(0) given in Theorem 16.1 allows one to use standard
algorithms that compute (A,R(BM))−controlled invariant subspaces of a linear
dynamical system for computing its unsecurable subspace.

Definition 16.2 The securable subspace S of a discrete-time linear dynamical sys-
tem of the form (16.1) is the orthogonal complement of V (0), the unsecurable sub-
space of the zero state.

The securable subspace has the interpretation of the maximal set of states that the
malicious nodes cannot steer the system to without leaving a nonzero trace at the
output of the honest sensors. The following section examines the performance of a
stochastic linear dynamical system in the securable subspace, which provides further
operational meaning to it.
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16.4 Performance in the Securable Subspace in the Context
of Stochastic Systems

The previous section contained results analogous to some of those developed for
continuous-time, deterministic, linear dynamical systems in [2, 3], and also those
reported in [5]. In this section, we report preliminary results of an ongoing work
which show that the notion of a securable subspace, as defined in the previous section,
could also have operational significance in the context of stochastic systems. While
we show this in the context of a simple class of stochastic systems in which the
process noise and the initial state are the only sources of uncertainty, similar ideas
and proof technique could be applied for the more general model with partial and
noisy state observations.

Consider a multiple-input, multiple-output stochastic linear dynamical system
described by

x[t + 1] = Ax[t] + Bu[t] + w[t + 1], (16.10)

y[t + 1] = x[t + 1], (16.11)

where x[t] ∈ R
p, u[t] ∈ R

m, w[t + 1] has a known covariance Σw, and is indepen-
dent and identically distributed across time,1 and A and B are known real matrices
of appropriate dimensions. As before, let ug[t] = gt(zt ) denote the control policy-
specified input at time t , where z[t] is the measurement vector reported at time t . Let
d[t] := uM [t] − ug

M [t], where the subscript ‘M,’ as usual, denotes the indices of the
malicious actuators. Note that without loss of generality, we can assume the honest
sensors to be indexed from 1 to hs , and the honest actuators from 1 to ha (since the
rows and columns of x, A, and B can be reordered accordingly). The system evolves
in closed loop as

x[t + 1] = Ax[t] + Bug[t] + BMd[t] + w[t + 1], (16.12)

y[t + 1] = x[t + 1]. (16.13)

The honest nodes in the system perform the following test to determine the presence
of malicious nodes in the system.

Test: A honest node checks if

lim
T →∞

1

T

T −1
∑

k=0

(z[k + 1] − Az[k] − Bug[k]) (z[k + 1] − Az[k] − Bug[k])T = Σw.

(16.14)

1More generally, this could be generalized to a martingale difference sequence with a one-step
ahead conditional covariance that is uniformly bounded below by a positive definite matrix.
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Note that (i) the above test is based only on the information available to the honest
nodes in the system, and (ii) if all the nodes in the system are honest, the reported
measurements would pass the above test almost surely. The following theorem gives
an operationalmeaning to the securable subspace in the context of stochastic systems.

Theorem 16.3 Let m[t] := z[t] − x[t]be the distortion in the state estimate of the
honest nodes. Assume that Dim(S ∩ N(CH )) = 1. If the reported sequence of mea-
surements {z} passes test (16.14), then,

lim
T →∞

1

T

T −1
∑

k=0

||mS[k]||2 = 0. (16.15)

In other words, the state estimation error caused by malicious sensors and actuators
can only be of zero power in the securable subspace.

Proof We define γ[t + 1] := m[t + 1] − Am[t] + BMd[t], so that test (16.14)
reduces to limT →∞ 1

T

∑T −1
k=0 (w[k + 1] + γ[k + 1]) (w[k + 1] + γ[k + 1])T = Σw.

In particular, we have limT →∞ 1
T

∑T −1
k=0 (wH [k + 1] + γH [k + 1]) (wH [k + 1] +

γH [k + 1])T = Σw,H , where Σw,H denotes the top-left hs × hs matrix of Σw.

Since mH [t + 1] = 0 for all t , it follows from the definition of γ[t + 1] that
γH [t + 1] ∈ σ(mt ,dt ), where γH [t] and mH [t] are defined in the usual manner.
Since wH [k + 1] is independent of σ(mt ,dt ), the above equality yields

lim
T →∞

1

T

T −1
∑

k=0

γH [k + 1] γT
H [k + 1] = 0. (16.16)

Now, from the definition of γ[t + 1], we have

mV [t + 1] + mS[t + 1] = AmV [t] + (AmS[t])V + (AmS[t])S

+ BMdC [t] + BMdU [t] + γV [t + 1] + γS[t + 1],
(16.17)

where mV [t] denotes the projection of m[t] on the unsecurable subspace V :=
V (0) as in Definition 16.1, mS[t],γV [t],γS[t], (AmS[t])V , and (AmS[t])S are
defined likewise, dU [t] := d[t] − dC [t], and dC [t] is a vector such that AmV [t] +
BMdC [t] ∈ V, which is guaranteed to exist from the characterization of V given in
Theorem 16.1(i).

Now, defineH := Span(e1, e2, . . . , ehs ), where ei ∈ R
p is a vector all of whose

components are zeros except for the ith component, which is unity. Then, we have
γH [t + 1] = mH [t + 1] − ((AmS[t])S + BMdU [t])H .SincemH [t] ≡ 0,wehave
mH [t] ≡ 0. It follows from the above that

lim
T →∞

1

T

T −1
∑

k=0

||((AmS[k])S + BMdU [k])H ||2 = lim
T →∞

1

T

T −1
∑

k=0

||γH [k + 1]||2 = 0,

(16.18)
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where the last equality follows by equating the trace of (16.16).
Now, suppose for contradiction that limT →∞ 1

T

∑T −1
k=0 ||mS[k]||2 = ε for some

ε > 0. SinceDim(S ∩ N(CH )) = 1, it follows that ifmS[k] �= 0, then for no choice of
dU [k] will ((AmS[k])S + BMdU [k]) ∈ H C . Therefore, if limT →∞ 1

T

∑T −1
k=0

||mS[k]||2 = ε for any ε > 0, then limT →∞ 1
T

∑T −1
k=0 ||((AmS[k])S + BMdU [k])H ||2

> εδ for some δ > 0, contradicting (16.18). �

16.5 Conclusion

We consider the problem of securing control systems from malicious sensors and
actuators. Towards this, we formalize the notion of the securable and unsecurable
subspace of a linear dynamical system. The unsecurable subspace has the inter-
pretation as a set of states that the system could actually be in, or ever reach, as a
consequence ofmalicious actions of the adversarial nodes, without the honest sensors
in the system ever detecting definitively any malicious activity. This is an invariant
subspace in the sense that once the state of the system enters this space, the malicious
sensor and actuator nodes in the system can collude to keep the system in this space
forever without the honest sensors ever being able to confirm any malicious activity
based on their own observations or the ones being reported to them. The orthogonal
complement of this subspace, the securable subspace, has the interpretation in the
context of deterministic systems as the set of states that the malicious nodes can-
not steer the system to without leaving a nonzero trace at the output of the honest
sensors. These subspaces also have relevance to the case where the system is noisy.
We have presented some preliminary results to show that the notion of a securable
subspace has operational significance in the broader context of linear stochastic sys-
tems. Specifically, in the context of stochastic systems, the securable subspace has
the interpretation as the subspace along which the state estimation error of the honest
nodes in the system is what it would have been had there been no malicious nodes in
the system, in spite of arbitrary attack strategies of malicious sensors and actuators
that are actually present in the system. A characterization of these subspaces, and
an algorithm to compute them for any linear system and any combination of mali-
cious sensors and actuators is obtained by a standard recourse to geometric control
methods.

Notation
The following notation is used throughout the paper:

1. Let s1 < s2 < ... < shs denote the indices of the honest sensors, ψ1,ψ2, ...,ψms

denote those of the malicious sensors, and a1 < a2 < ... < ama denote those of
the malicious actuators. Then,

• CH is the hs × p matrix whose ith row is the sth
i row of C, i = 1, 2, ..., hs ,

• BM is the p × ma matrix whose ith column is the ath
i column of B, i =

1, 2, ..., ma ,
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• ȳH [t] is the hs × 1 vector whose ith component is the sth
i entry of ȳ[t], i =

1, 2, ..., hs ,
• zM [t] is the ms × 1 vector whose ith entry is the ψth

i entry of z[t], i =
1, 2, ..., ms,

• d̄[t] is the ma × 1 vector whose ith component is d̄i [t] := ūai [t] − ūg
ai [t],

i = 1, 2, ..., ma .

2. xt denotes [xT [0] xT [1] . . . xT [t]]T .

3. Γ [t] := [CT (C A)T (C A2)T . . . (C At )T ]T .

4. ΓH [t] := [(CH )T (CH A)T . . . (CH At )T ]T .

5.

F[t] :=

⎡

⎢

⎢

⎢

⎢

⎢

⎣

0 0 . . . 0
C B 0 . . . 0

C AB C B . . . 0
...

...
. . .

...

C At B C At−1B . . . C B

⎤

⎥

⎥

⎥

⎥

⎥

⎦

,

6.

H [t] :=

⎡

⎢

⎢

⎢

⎢

⎢

⎢

⎣

0 0 . . . 0
CH B 0 . . . 0

CH AB CH B . . . 0
.
.
.

.

.

.
. . .

.

.

.

CH At B CH At−1B . . . CH B

⎤

⎥

⎥

⎥

⎥

⎥

⎥

⎦

, HM [t] :=

⎡

⎢

⎢

⎢

⎢

⎢

⎢

⎣

0 0 . . . 0
CH BM 0 . . . 0

CH ABM CH BM . . . 0
.
.
.

.

.

.
. . .

.

.

.

CH At BM CH At−1BM . . . CH BM

⎤

⎥

⎥

⎥

⎥

⎥

⎥

⎦

.

7. N(·) denotes the null space of a matrix, and R(·) denotes the range space of a
matrix.
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Chapter 17
System Completion Problem:
Theory and Applications

Pradeep Misra

Abstract This chapter addresses the following problems: (a) given a system with
n states, m inputs and p outputs with m �= p, is it possible to introduce additional
inputs or outputs that make the system square (complete the non-square system to
a square system) while assigning finite transmission zeros of the resulting squared
system to desired locations, equivalently squaring-up or partial completion problem
and (b) if only the state matrix and either the input or the output matrix has been
given, is it possible to find, respectively, outputs or inputs such the resulting square
system has its finite transmission zeros at desired locations, i.e. system completion
problem.

17.1 Introduction

We consider the standard state-space representation of linear time-invariant systems
described by

Dx(t) = Ax(t) + Bu(t)
y(t) = Cx(t) + Du(t)

(17.1)

with n states,m inputs and p outputs, A ∈ R
n×n , B ∈ R

n×m ,C ∈ R
p×n , D ∈ R

p×m

andD represents differential operator for continuous time systems. Ifm > p,m < p
and m = p, we will refer to the system as wide, tall and square, respectively. While
the results in the rest of the chapter are developed for continuous time system, they
apply, mutatis mutandis, to discrete time systems as well.
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It is well known that for a non-degenerate, controllable and observable system
described as above with the 4-tuple Σ(A, B,C, D), transmission zeros are defined
by λ ∈ C such that

ρ[R(λ)] = ρ

[
A − λI B

C D

]
< n + min(m, p) (17.2)

where ρ represents the rank of the matrix pencil R(λ) using the Rosenbrock sys-
tem representation [1]. Further, it is also well known that transmission zeros are
invariant under state or output feedback. Therefore, once the matrices in the 4-tuple
Σ(A, B,C, D) have been specified, locations of transmissions zeros are governed
by the rank condition in (17.2).

This chapter explores the following two closely related problems:

1. Given a tall (m < p) or wide (m > p), system Σ(A, B,C, D), under what
conditions is it possible to find additional columns in B and D or additional
rows in C and D such that the resulting squared-up system has a desired set
of transmission zeros. We will refer to this as squaring-up or partial system
completion problem.

2. If only the pair (A, B) or (A,C) has been completely specified, with the pair
(A, B) controllable or (A,C) observable, respectively, is it possible to find the
two remaining matrices in each case such that the resulting square system has
the desired set of transmission zeros. We will refer to this as system completion
problem.

It will be demonstrated that the system completion problem can be transformed
into an equivalent state feedback compensation problem for which necessary and
sufficient conditions are well known. In each case, the mathematical analysis will
yield a constructive procedure to compute the desired matrices.

It should be mentioned that an alternate method to square a given non-square
system would be to find a transformation such that the resulting systems are squared
down instead of squared up. However, squaring down does not provide the same
degree of freedom as squaring-up does, in particular, it presents considerable diffi-
culty in ensuring that the resulting squared down system has its transmission zeros at
desired locations. It has been shown that finding such a transformation is equivalent
to the solution of a static or dynamic output feedback compensation problem. The
reader is referred to [2, 3].

17.2 Squaring-up or Partial System Completion

The following two possibilities may arise: (a) we are given the triple (A, B,C) and
m > p (wide system), augmentC with (m − p) additional rows and assign the result-
ing transmission zeros to desired locations, (b) we are given the 4-tuple (A, B,C, D)

and m > p, augment C and D with (m − p) additional rows and simultaneously
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assign the transmission zeros to desired locations [4, 5]. In light of subsequent find-
ings in [6], for nowwewill assume that the given non-square system does not possess
any finite transmission zeros.

17.2.1 Input–Output Interaction Matrix D = O

The objective here is, given a non-degenerate system (A, B,C, D), D(= O),m > p,
to find a matrix Ĉ ∈ R (m−p)×n such that the resulting squared-up system has its
transmission zeros at desired locations in the left half plane.

It is assumed that

• (A, B,C) is controllable and observable, and ρ(B) = m, ρ(C) = p
• ρ(CB) = p
• the system hasminimal order, i.e. it has no uncontrollable or uncontrollablemodes.

Remark 1.1: If the system has uncontrollable or uncontrollable modes, they can
be removed to work with least order representation of the system.

Remark 1.2: Note that generically non-square systems do not possess any finite
transmission zeros.

Under above assumptions on the system, there exist orthogonal state transforma-
tions such that matrix pencil may be transformed to

⎡
⎣ A11 − λIm A12 B1

A21 A22 − λIn−m O
C11 C12 O

⎤
⎦

such that ρ(C11) = p.
Defining pseudo-output matrix as [C21 C22], the augmented system is given by

R(λ) �

⎡
⎢⎢⎣
A11 − λIm A12 B1

A21 A22 − λIn−m O
C11 C12 O
C21 C22 O

⎤
⎥⎥⎦ (17.3)

With [C1 C2] �
[
C11 C12

C21 C22

]
and selecting C21 such that ρ(C1) = m, we define

pseudo-output matrix as [C21 C22], such that the rank of the augmented system is
given by
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ρ(R(λ)) = ρ

⎡
⎢⎢⎣
A11 − λIm A12 B1

A21 A22 − λIn−m O
C11 C12 O
C21 C22 O

⎤
⎥⎥⎦ (17.4)

= ρ

⎛
⎝R(λ)

⎡
⎣ Im C−1

1 C2 O
O In−m O
O O Im

⎤
⎦

⎞
⎠

= ρ

⎡
⎣ A11 − λIm X B1

A21 A22 − A21C
−1
1 C2 − λIn−m O

C1 O O

⎤
⎦

(17.5)

where matrix X is irrelavant. Note that ρ(B1) = m by assumption and ρ(C1) = m
by construction, clearly

ρ(R(λ)) = 2m + ρ(A22 − A21C
−1
1 C2 − λIn−m).

Further, ρ(R(λ)) < n + m at all eigenvalues of the matrix A22 − A21C
−1
1 C2.

Since, matrices A22 and A21C1 are known, C2 can be computed such that the
matrix A22 − A21C

−1
1 C2 has its eigenvalue at desired locations. Given that C1 in

invertible, this can be done provided that (A22, A21) is a controllable pair.

Computation of C1 and C2

Recall that [C1 C2] =
[
C11 C12

C21 C22

]
, ρ(C11) = p. Therefore, computation of C21 in

C1 is trivial as it can be any matrix in the row null-space of C11.
To compute C2, let C2 � [C̃2 + Ĉ2] where

C̃2 =
[

C12

O(m−p)×(n−m)

]
, Ĉ2 =

[
Op×(n−m)

C22

]
(17.6)

Let Ã22 � A22 − A21C
−1
1 C̃2. Then the problem of computing Ĉ2 reduces to a state

feedback design problem ( Ã22 − A21C
−1
1 Ĉ2), where C2 is the unknown ‘state feed-

back’ matrix.
We illustrate the above by a simple example. Consider a systems Σ(A, B,C, D)

with various matrices given as
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[
A B
C D

]
=

⎡
⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎣

3 4 1 3 0 3 1 4 4
3 5 2 1 1 1 2 3 1
3 4 2 0 2 2 2 0 5
3 2 0 4 4 5 3 5 3
2 1 3 0 5 4 4 1 1
4 5 4 4 1 4 2 0 3
4 1 2 5 1 3 0 0 0
4 4 1 4 4 5 0 0 0

⎤
⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎦

.

The given system has no transmission zeros. After squaring-up, the system will have
three transmission zeros, which we assign arbitrarily at {−1,−2,−3}.

The augmented system with the output matrix given below assigns the three
transmission zeros as desired .

C =
⎡
⎣ 4 1 2 5 1 3

4 4 1 4 4 5
0.354 −0.46 0.034 1.174 0.21 0.76

⎤
⎦ .

The locations of the assigned transmission zeros of augmented system are
{−0.96,−2.00,−3.07} after rounding off the calculated elements of C to three
decimal places.

17.2.2 Input–Output Interaction Matrix D �= O

Depending on the given 4-tuple (A, B,C, D) and desired outcome of squaring-up
process, the following cases may arise:

1. Given input–output interaction matrix D = O

a. Augmented D should remain O . This was the case discussed in Sect. 17.2.1.
b. Augmented D should have rank m − p

2. Rank of the given input–output interaction matrix D = p

a. Augmented D should have full rank m
b. Augmented D should have rank p

3. Rank of the given input–output interaction matrix D = r(< p)

a. Augmented D should have rank r + m − p
b. Augmented D should have rank r

Of course, there are also other possibilities such as given D has rank p, but the
augmented D should have rank r such that p < r < m. Aside from some tedious
notation, it does not pose any technical challenge to address these cases.
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17.2.2.1 Given ρ(D) = 0, Desired Rank of Augmented D = m − p

Next, we consider various cases where the resulting input–output interaction matrix
D must also be modified to meet the squaring-up or partial completion problem. It
is important to note that as we change the rank condition on D, the number of finite
transmission zeros to be assigned also changes accordingly.

Let D̂22 denote a matrix of rank m − p. Partitioning the system conformably to
D̂22, we have

R(λ) := UR(λ)V =

⎡
⎢⎢⎣
A11 − λIp A12 B11 B12

A21 A22 − λIn−p O B22

C11 C12 O O
Ĉ21 Ĉ22 O D̂22

⎤
⎥⎥⎦ .

where U and V are orthogonal matrices used for various state coordinate transfor-
mations. Matrices Ĉ21, Ĉ22 and D̂22 need to be determined. It has been assumed for
convenience that ρ(B11) = ρ(C11) = p, if that is not the case, it may be necessary
to permute columns of B to meet this requirement.

Using some straightforward block matrix transformations, it can be shown that

ρ(R(λ)) = 2p + ρ

[
A22 − A21C

−1
11 C12 − λIn−p B22

Ĉ22 D̂22

]
.

Then with D̂22 invertible, so long as ( Â, B̂) (� (A22 − A21C
−1
11 C12, B22)) forms

a controllable pair, Ĉ22 can be found by solving the state feedback problem Â −
(B̂ D̂−1

22 )Ĉ22.
Consider the same system as before, except, now rank of augmented D must be

m − p = 1.

[
A B
C D

]
=

⎡
⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎣

3 4 1 3 0 3 1 4 4
3 5 2 1 1 1 2 3 1
3 4 2 0 2 2 2 0 5
3 2 0 4 4 5 3 5 3
2 1 3 0 5 4 4 1 1
4 5 4 4 1 4 2 0 3
4 1 2 5 1 3 0 0 0
4 4 1 4 4 5 0 0 0
× × × × × × 0 0 1

⎤
⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎦

.

The resulting squared-up the system will have four transmission zeros. We assign
these finite transmission zeros at {−1,−2,−3,−4}. For convenience, we have cho-
sen D̂22 = 1.
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Using the method described earlier, the desired set of transmission zeros were
assigned with

C =
⎡
⎣ 4 1 2 5 1 3

4 4 1 4 4 5
−3.6037 −24.073 −4.3615 17.759 −2.1623 7.922

⎤
⎦ .

The resulting assigned transmission zeros are located at−1.0040,−1.9900,−3.0048
and −4.0014.

17.2.2.2 Given ρ(D) = p, Desired Rank of Augmented D = m

This case is quite straightforward.

• Find m − p rows in the row null-space of D to get a full rank matrix D.
• Solve the state feedback problem (A, BD−1C) with first p rows of C already
known.

• Following the steps in the first case by settings C = [Ĉ + C̃], the problem can be
solved. Note that in this case, Ĉ would be the given output matrix with a zero block
of size (m − p) × n at the bottom, and C̃ will have a zero block of size p × n at
the top.

• The resulting augmented system will have n finite transmission zeros.

17.2.2.3 Given ρ(D) = p, Rank of Augmented D = p

Perform column compression on D and partition as the system as

R(λ) := UR(λ)V =
⎡
⎣ A − λI B1 B2

C D11 O
Ĉ O O

⎤
⎦ .

Using D̂11 as pivot, it is easy to see that

ρ(R(λ)) = p + ρ

[
A − λI B2

Ĉ O

]
.

The problem now reduces to that of D = O case and number of inputs and outputs
for the transformed system being (m − p).

On row compression of B2, the system can be partitioned as

R(λ) := UR(λ)V =
⎡
⎣ A11 − λIm−p A12 B21

A21 A22 − λIn−(m−p) O
Ĉ21 Ĉ22 O

⎤
⎦ .
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By selecting an invertible Ĉ21, and solving the state feedback problem
(A22 − (A21Ĉ

−1
21 )Ĉ22), (n − (m − p)) transmission zeros can be assigned at desired

locations.

17.2.2.4 Given ρ(D) = r , r < p and Desired Rank of Augmented
D = r + (m − p)

Using suitable orthogonal transformations, the system in this can be repartitioned as

R(λ) := UR(λ)V =

⎡
⎢⎢⎢⎢⎣

A11 − λIr A12 B11 B12 B13

A21 A22 − λIn−r O B22 B23

C11 C12 D11 O O
C21 C22 O O O
Ĉ31 Ĉ32 O O D̂33

⎤
⎥⎥⎥⎥⎦ .

Using the rank r matrix D11 as a pivot and performing appropriate block matrix
transformation, the rank condition above system matrix becomes

ρ(R(λ)) = r + ρ

⎡
⎢⎢⎣
Ã11 − λIr Ã12 B12 B13

A21 A22 − λIn−r B22 B23

C21 C22 O O
Ĉ31 Ĉ32 O D̂33

⎤
⎥⎥⎦ ,

where Ã11 = A11 − B11D
−1
11 C11 and Ã12 = A12 − B11D

−1
11 C11.

This is similar toCase 1.b discussed earlier in Sect. 17.2.2.1. Specifically, provided
that ρ[C21 C22] × [B12 B22]T is full (= p − r), we can assign (n − (m − r))
transmission zeros at the desired locations.

17.2.2.5 Given ρ(D) = r , r < p and Desired Rank of Augmented
D = r

Using suitable orthogonal transformations, the system, in this case, can be easily
repartitioned as

R(λ) := UR(λ)V =

⎡
⎢⎢⎢⎢⎣

A11 − λIr A12 B11 B12 B13

A21 A22 − λIn−r O B22 B23

C11 C12 D11 O O
C21 C22 O O O
Ĉ31 Ĉ32 O O O

⎤
⎥⎥⎥⎥⎦ ,
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ρ(R(λ)) = r + ρ

⎡
⎢⎢⎣
Ã11 − λIr Ã12 B12 B13

A21 A22 − λIn−r B22 B23

C21 C22 O O
Ĉ31 Ĉ32 O O

⎤
⎥⎥⎦

where Ã11 = A11 − B11D
−1
11 C11, Ã12 = A12 − B11D

−1
11 C11. It can be solved along

the lines of Case 1.a.

17.2.3 Squaring-up in Presence of Existing Transmission
Zeros

In references [4, 5], no attention was paid to the case where the given non-square
systemsmay have finite transmission zeros, hence reported results did not account for
that case. In Sects. 17.2.1 and 17.2.2, it has been assumed that the given non-square
system does not have any finite transmission zeros. Only recently, it was reported
in [6] that if the given plant possesses a finite transmission zero, then the process of
squaring-up will neither eliminate, nor be able to reassign any existing transmission
zero. This additional result provides further insight into the squaring-up problem and,
in fact, solves the problem completely. Private communications with the authors of
[6] is gratefully acknowledged.

For ease of presentation, consider the simplest case of the reduced system in
Eq. (17.5), where after suitable state transformations, the rank condition becomes

ρ(R(λ)) = ρ

⎡
⎣ A11 − λIm X B1

A21 A22 − A21C
−1
1 C2 − λIn−m O

C1 O O

⎤
⎦ ,

such that ρ(R(λ)) = 2m + ρ(A22 − A21C
−1
1 C2 − λIn−m). It is quite straightfor-

ward to see that ρ(A22 − A21C
−1
1 C2 − λIn−m) < (n − m) if and only if (A22, A21

C−1
1 ) is an uncontrollable pair. Similar results can be easily derived for other cases

explored in Sect. 17.2.2.
Therefore, if λ0 is an uncontrollable mode of the pair (A22, A21C

−1
1 ), then

ρ(R(λ0)) < (n + m), implying that the given non-square system has a transmission
zero at λ0. Further, since C2 represents a state feedback matrix, only the eigenvalues
of the controllable subsystem of (A22, A21C

−1
1 ) may be reassigned, eigenvalues of

uncontrollable subsystem will remain unaffected. The reader is referred to [6] for
additional details.

In light of the findings of [6] and earlier results presented in [4, 5], the squaring-up
results may be summarized as

Result 17.2.1: Given a least order, non-degenerate, wide non-square (m > p) system
Σ(A, B,C, D), it is always possible to find pseudo-outputs such that all the finite
transmission zeros of the squared-up system are assigned at desired locations, pro-
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vided that ρ(BC) = p and the given system does not have any finite transmission
zeros.

Result 17.2.2: Given a least order, non-degenerate, non-square (m > p) minimum
phase system Σ(A, B,C, D), it is always possible to find pseudo outputs such that
the resulting squared-up system remains minimum phase, provided that ρ(BC) = p
and any finite transmission zeros of the given system are in the left half plane.

17.3 System Completion

The problem addressed in this section is a variation of the partial system completion
problem discussed in Sect. 17.2. Specifically, given a controllable pair (A, B), where
B has full column rank, we would like to find a matrix C and optionally D such that
the resulting ‘completed system’ has its transmission zeros at desired locations.

Remark 17.3.1: It is worth noting that unlike the squaring-up problem, here one
need not be concerned about existing transmission zeros since matrices C and D are
completely unspecified.

Remark 17.3.2: While typically one would expect to make the resulting system
square, the results described below are easily extended to the case where m �= p.
However, due to space limitations, they have not been discussed here.

Remark 17.3.3: The case when an observable pair (A,C) is given, then using
duality, finding matrices B, D is straightforward. Therefore, we will only consider
the case when a controllable pair (A, B) is given and matrices C and D need to be
computed.

As in Sect. 17.2, there are many possible cases in the choice of C and D, with
ρ(D) having a desired value.

17.3.1 p = m and ρ(D) = m

ρ(R(λ)) = ρ

[
A − λIn B

C D

]
= ρ

[
A − BD−1C − λIn O

D−1C Im

]

with (A, B) a controllable pair, ρ(R(λ)) = m + ρ(A − BD−1C − λIn). Therefore,
all n transmission zeros can be assigned to desired locations, using state feedback
techniques to assign eigenvalues of the controllable pair (A, BD−1) with C serving
as the state feedback matrix.
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17.3.2 p = m and ρ(D) = 0

Since ρ(B) = m, using orthogonal transformations, the system can be transformed
to and repartitioned as

R(λ) := UR(λ)V =
⎡
⎣ A11 − λIm A12 B1

A21 A22 − λIn−m O
C1 C2 O

⎤
⎦ ,

where B1 ∈ R
m×m with full rank and both C1 and C2 are unknown matrices that can

be selected arbitrarily. Then,

ρ(R(λ)) = m + ρ

[
A21 A22 − A21C

−1
1 C2 − λIn−m

C1 O

]
.

by selecting C1 to be any invertible (m × m) matrix, e.g. C1 = Im . Having selected
C1, we can reformulate computation of C2 into a state feedback problem. Note that
due to the controllability assumption on (A, B), controllability of (A22, A21C

−1
1 ) is

trivially guaranteed and, therefore, a C2 can always be found such that the (n − m)

finite transmission zeros of the resulting square system Σ(A, B,C, D) with D = O
can be placed at the desired locations.

17.3.3 p = m and ρ(D) = r, r < m

Without the loss of generality, it can be assumed that D =
[
D11 O
O O

]
, with ρ(D11) =

r . Then, partitioning matrices A, B, C conformably to D11and row compressing
[(r + 1) : m] columns of B, knowing that ρ(B) = m, the resulting system matrix
becomes

R(λ) =

⎡
⎢⎢⎣
A11 − λIm−r A12 B11 B12

A21 A22 − λIn−m+r B21 O
C11 C12 D11 O
C21 C22 O O

⎤
⎥⎥⎦ .

Therefore,

ρ(R(λ)) = (m − r) + ρ

⎡
⎣ A21 A22 − λIn−m+r B21 O
C11 C12 D11 O
C21 C22 O O

⎤
⎦ .



240 P. Misra

Since we have complete freedom in the choice of C , we can set C22 = O and C21

as an invertible matrix of dimension (m − r). Again, without any loss of generality,
we set C21 = Im−r . This leads to

ρ(R(λ)) = 2(m − r) + ρ

[
A22 − λIn−m+r B21

C12 D11

]
.

The reduced order systemmatrix has the same structure as the systemmatrix consid-
ered in Sect. 17.3.1. Hence, the (n − m + r) finite transmission zeros can be assigned
by computing C12 using state feedback techniques, such that the controllable pair
(A22, B21D

−1
11 ) has all its eigenvalues at the desired locations.

It should be pointed out that similar results can be derived for cases where p �= m,
but they are not so interesting from a practical viewpoint. However, interested reader
is referred to [5].

17.3.4 System Completion with C Ai−1B = O

Anumber of design techniques such as slidingmode controls [7] (single input, single
output) and multivariable PID control [8] (multiple inputs, multiple outputs), require
that given a controllable pair (A, B) with B having full column rank, we find a C
such that CA(i−1)B = O , 1 ≤ i < (� − 1) and CA(�−1)B �= O . At the same time,
the transmission zeros of the resulting square system lie at desired locations (in the
left half plane). While for the single input, single output systems, this implies that �
is the relative degree of the system, for multiple input, multiple outputs systems, the
notion of relative degree is not so straightforward, instead a vector relative degree is
used [9].

Instead of delving into relative degree, we will limit our discussion to the
computation of C to meet the conditions CA(i−1)B = O , 1 ≤ i < (k − 1) and
CA(k−1)B �= O . To this end, assume that the controllable pair (A, B) has been trans-
formed to a block upper Hessenberg form [10], with the resulting system described
by

[
A B
C O

]
=

⎡
⎢⎢⎢⎢⎢⎢⎢⎢⎢⎣

A11 A12 A13 · · · A1,k−1 A1k B1

A21 A22 A23 · · · A2,k−1 A2k O
O A32 A33 · · · A3,k−1 A3k O
...

...
...

. . .
...

...
...

O O O · · · Ak−1,k−1 Ak−1,k O
O O O · · · Ak,k−1 Ak,k O
C1 C2 C3 · · · Ck−1 Ck O

⎤
⎥⎥⎥⎥⎥⎥⎥⎥⎥⎦

, (17.7)
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where the block sub-diagonalmatrices Ar+1,r , r = 1, . . . , (k − 1) have full row rank.
To enforce CAi−1B = O , it suffices to set Cr = O , r = 1, . . . , i . The corresponding
system pencil is given by

R(λ) =

⎡
⎢⎢⎢⎢⎢⎢⎢⎣

A11 − λI1 A12 · · · A1,k−1 A1k B1

A21 A22 − λI2 · · · A2,k−1 A2k O
O A32 · · · A3,k−1 A3k O
...

...
. . .

...
...

...

O O · · · Ak,k−1 Ak,k − λIk O
C1 C2 · · · Ck−1 Ck O

⎤
⎥⎥⎥⎥⎥⎥⎥⎦

,

Case: CB = O and CAB �= O
For illustration, let us consider the case when i = 1. By controllability of (A, B),

A21 �= O and B1 is a full rank (m × m) matrix. Selecting C1 = O ensures that CB
= O and CAB = C2A21B1. Since A21 has full row rank, C2 may be chosen such
that C2A21B1 �= O . Further,

ρ(R(λ)) = m + ρ

⎡
⎢⎢⎢⎢⎢⎣

A21 A22 − λI2 · · · A2,k−1 A2k

O A32 · · · A3,k−1 A3k
...

...
. . .

...
...

O O · · · Ak,k−1 Ak,k − λIk
O C2 · · · Ck−1 Ck

⎤
⎥⎥⎥⎥⎥⎦

, (17.8)

For a scalar (single input, single output) system, it is easily seen that k = n and since
scalar elements Ai+1,i �= 0, i = 1, . . . , (n − 1) the rank conditionmaybe rewritten as
the rank condition of the systemmatrix in Sect. 17.3.2, therebymeeting the conditions
to assign all finite transmission zeros at desired location.

However, when m, p > 1, the resulting A21 may or may not have full column
rank m. If it has full column rank, then the resulting (n − 2m) finite transmission
zeros may be assigned using the results presented in Sect. 17.3.2. On the other hand,
if ρ(A21) < m, then on rearranging and simplifying the pencil notation, we have the
following rank condition on the system matrix:

ρ(R(λ)) = m + ρ

[
Â − λIn−m B̂

Ĉ O

]
, (17.9)

where Â ∈ R
(n−m)×(n−m), Ĉ ∈ R

m×(n−m) and B̂ ∈ R
(n−m)×m are appropriate matrices

in (17.8), with ρ(B̂) < m (= r , say) and ( Â, B̂) is a controllable pair by virtue of
controllability assumption on the given (A, B). Using rank revealing transformation
on B̂, Eq. (17.9) may be rewritten as
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ρ(R(λ)) = m + ρ

⎡
⎢⎢⎢⎣
Â11 − λIr Â12 B̂11 O

Â21 Â22 − λI(n−(m+r)) O O
Ĉ11 Ĉ12 O O
Ĉ21 Ĉ22 O O

⎤
⎥⎥⎥⎦

= m + r + ρ

[
Â21 Â22 − λI(n−(m+r))

Ĉ11 Ĉ12

]

upon setting Ĉ21 and Ĉ22 = O and letting Ĉ11 be an invertible (r × r matrix, all
finite zeros of the system can be assigned at the eigenvalues of Â22 − ( Â21Ĉ

−1
11 )Ĉ12

by appropriate choice of the unknown ‘state feedback’ matrix Ĉ12.
By taking advantage of block upper Hessenberg structure, these results can be

easily extended to CA(i−1)B = O , 1 ≤ i < (� − 1) and CA(�−1)B �= O for � > 1.

17.4 Concluding Remarks

This chapter investigated a system completion problem, whereby missing inputs or
outputs can be found to create a square or squared-up systemwith transmission zeros
at desired locations. A number of classical results from scalar systems are easier to
interpret when the multivariable system is a square one. Using the squaring process
to embed a nonsquare system into a square one as an intermediate step to eventual
design may be a useful way to extend a number of classical results to multivariable
settings. For an application in adaptive control, the reader is referred to [11].
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Chapter 18
The Role of Sensor and Actuator Models
in Control of Distributed Parameter Systems

Kirsten Morris

Abstract Many systems are modelled by partial differential equations. The bound-
ary conditions are important and affect the dynamics.Also, themodelling of actuation
and sensing is not straightforward. The modelling of the actuators and sensors, as
well as their locations, can affect control and estimation performance and design.

18.1 Introduction

Many systems have dynamics that depend on space as well as on time. Examples
include transmission lines, acoustic noise, structural vibrations. These systems are
known as distributed parameter systems (DPS). This is different from lumped param-
eter systems, such as circuits, where the dynamics only depend on time. Physics-
based models for DPS involve partial differential equations.

There are a number of issues in modelling DPS that do not arise in lumped
parameter systems. The handling of the boundary conditions in partial differential
equation (PDE) models affects the dynamics of the system and other control-related
properties. The well-posedness of the model can be affected. Also, the modelling and
location of the actuators and sensors can affect the achievable performance of the
controller and estimator. These issues are explored in this paper through a number
of examples.
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18.2 Dynamics

Systems modelled by partial differential equations (PDEs) can be written in state-
space form similar to that for linear ordinary differential equation (ODE) models;
that is

ż(t) = Az(t) + Bu(t), z(0) = z0 (18.1)

For ODE’s z(t) is a vector and A, B are matrices. The main difference between
ODEs and PDEs is that the matrix A becomes an operator on an infinite-dimensional
Hilbert space, Z . Similarly, B is an operator mapping the input space into Z . See
[6] for more detail on the systems theory described briefly here.

Consider first an uncontrolled system. A unique solution needs to exist for all
initial conditions and small changes in the initial condition should lead to small
changes in the solution. This means that the solution operator S(t) : x(0) → x(t)
exists and is a continuous operator in the Hilbert space norm. Also, at time 0, the
initial condition should be recovered, and the solution at time t + s with initial
condition x(0) = x0 should be the same as that at time t with initial condition
S(s)x0. This motivates the following definition. Let L (X1,X2) indicate bounded
linear operators from a Hilbert space X1 to a Hilbert space X2.

Definition 18.1 A strongly continuous (C0-) semigroup S(t) on Hilbert spaceZ is
a family of operators S(t) ∈ L (Z ,Z ), t ≥ 0, such that

1. S(0) = I,
2. limt↓0 S(t)z = z, for all z ∈ Z ,
3. S(t)S(s) = S(t + s), for all s, t ≥ 0.

Definition 18.2 The infinitesimal generator A of a C0-semigroup on Z is

Az = lim
t↓0

1

t
(S(t)z − z) for all z0 ∈ D(A),

with D(A) the set of elements z ∈ Z for which the limit exists.

Provided that A is the generator of a C0-semigroup S(t) on a Hilbert space Z ,

d(S(t)z0)

dt
= AS(t)z0 = S(t)Az0 for all z0 ∈ D(A).

Then the differential equation on Z

dz(t)

dt
= Az(t), z(0) = z0 (18.2)

has the solution z(t) = S(t)z0.Due to the properties of aC0-semigroup, this solution
is unique, and depends continuously on the initial data z0.

The matrix exponential is an example of a strongly continuous (C0) semigroup;
in this case, the state space is Rn. An example of a PDE is described below.
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Example 18.1 Heat Conduction. The temperature z(x, t) at time t at position x from
the left-hand end in a long thin bar of length L with constant thermal conductivity
K0, mass density ρ and specific heat capacity Cp is modelled by [11, Chap.1]

Cpρ
∂z(x, t)

∂t
= K0

∂2z(x, t)

∂x2
, z(x, 0) = z0(x) x ∈ (0, L), t ≥ 0. (18.3)

The boundary conditions at each end need to be specified. Suppose the temperature
at both ends is fixed. Setting the temperature of the immersing medium to 0,

z(0, t) = 0, z(L , t) = 0. (18.4)

ThePDE (18.3) can be rewritten in state-space form (18.2)with state spaceL 2(0, L).

by defining

Az = ∂2z

∂x2
, D(A) = {z ∈ L 2(0, L); z′, z′′ ∈ L 2(0, L); z(0) = z(L) = 0}.

(18.5)

Letting φn(x) =
√

2
L sin(nπ x

L ), λn = −n2π2, n = 1, 2, . . . the solution is the
well-known Fourier series,

S(t)z0 =
∞∑
n=1

〈z0, φn〉φn(x)e
λn t . (18.6)

For all initial conditions in L 2(0, L) the solutions decays to zero: the system is
asymptotically stable.

Definition 18.1(2) states strong convergence of S(t) to the identity I as t → 0.
In (18.6) consider an initial condition z0 = φn.

lim
t↓0 ‖S(t)φn − φn‖ = lim

t↓0 1 − e−n2π2t = 0

as required. But no single value of t will give a uniformly small error for all z0. In
fact, uniform convergence implies that the generator is a bounded operator defined on
the whole space, for example, a matrix. However, for partial differential equations,
the generator A is a differential operator and not bounded. Only strong convergence
to the initial condition is possible [19].

The boundary conditions of partial differential equations are an important part of
the model and affect the dynamics.

(Example 18.1 cont.) Heat Conduction. Suppose that instead of (18.4) the ends
are insulated:

∂z

∂x
(0, t) = 0,

∂z

∂x
(L , t) = 0. (18.7)
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The state space is stillL 2(0, L) but the generator is now

Az = ∂2z

∂x2
, D(A) = {z, z′, z′′ ∈ L 2(0, L); z′(0) = z′(L) = 0} .

The different boundary conditions lead to a different domain, and so a different

operator. The eigenfunctions are ψn(x) =
√

2
L cos(nπ x

L ), with eigenvalues λn =
−n2π2, n = 0, 1, . . . The solution is

S(t)z0 = 〈z0, ψ0〉ψ0(x) +
∞∑
n=1

〈z0, ψn〉ψn(x)e
λn t .

Because of the 0 eigenvalue, the solution no longer decays to zero for all initial
conditions. The system is not asymptotically stable.

Example 18.2 Acoustic Noise. Consider acoustic noise in a duct of length L with
radius a << L . Letting ρ0 indicate density, c the speed of sound, v(x, t) wave
velocity, and p(x, t) acoustic pressure, wave propagation can be modelled by [20,
e.g]

1

c2
∂p(x, t)

∂t
= −ρ0

∂v(x, t)

∂x
, (18.8)

ρ0
∂v(x, t)

∂t
= −∂p(x, t)

∂x
. (18.9)

Suppose the end the end x = 0 is plugged and the other end is open and set

v(0, t) = 0, p(L , t) = 0.

The model is well-posed with states (p, v) on state space (L 2(0, L))2 with norm
proportional to the sum of potential and kinetic energies. The eigenvalues are λn =
j c
2L (2n + 1)π, n = 1, 2 . . . . All eigenvalues are imaginary. This model predicts
reflection of all pressure waves and any initial condition will lead to a wave that
oscillates indefinitely. A more accurate boundary condition is [29]

p(L , t) − βv(L , t) = 0, 0 < β < ρ0c.

The eigenvalues are now

λn = − c

2L
ln

(∣∣∣∣
ρ0c + β

ρ0c − β

∣∣∣∣
)

+ j
c

L
(n + 1

2
)π

and Reλn < 0 which indicates the dissipation present. This model is asymptotically
stable. The impedance β is frequency dependent and modelled by a more complex
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frequency dependent boundary condition [29]. This model has eigenvalues with
negative real parts that asymptote to a vertical line in the left-hand plane [4, 29].

Thus, the handling of the boundary conditions is a significant aspect of the model.
In particular, the location of the eigenvalues and stability are dependent on the bound-
ary conditions.

18.3 Effect of Actuator/Sensor Model on Dynamics

The modelling of an actuator affects the maps from the input to the state and from
the input to the output. In the state-space formulation, the nature of the operator B
in (18.1) is affected by the type of actuation and its model.

(Example 18.1 cont.) Heat Conduction. Consider Dirichlet control:

z(0, t) = 0, z(L , t) = u(t). (18.10)

The transfer function can be derived by taking Laplace transforms of the PDE (18.3)
with respect to the time variable t , assuming an initial condition of zero and then
using the boundary conditions. (For the mathematical justification of this procedure
for partial differential equations see [3].) Denoting the Laplace transforms by ẑ, û,
the resulting boundary value problem is

K0
d2 ẑ(x, s)

dx2
= Cpρsẑ(x, s), (18.11)

z(0, s) = 0, z(L , s) = û(s). (18.12)

Measuring the temperature at point x0, 0 < x0 ≤ L , yields observation

y(t) = z(x0, t). (18.13)

The transfer function is, defining α2 = K0
Cpρ

,

Gheat0(s) =
sinh

(√
sx0
α

)

sinh
(√

sL
α

) . (18.14)

This function is inH∞ and the control system is L2-stable.
This model is written in state-space form with state-space L 2(0, L) as, letting

δ′(x − L) indicate the derivative of the impulse distribution at x = L ,

ż(t) = Az(t) + δ′(x − L)u(t)
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where A is defined in (18.5). Because the control operator B = δ′ this differential
equation needs to be understood as a differential equation not on the natural state
space Z = L 2(0, L) but on a larger space of distributions V = [D(A)]′.

Themap from the control u ∈ L 2(0, T ) to the state z(T ) ∈ Z is not bounded [5].
This implies that small changes in the control variable could lead to large changes
in the value of the state. This reflects the unphysical nature of temperature z(L , t)
being instantaneously changed by the control.

A more realistic model for the control than (18.12) is, for h > 0

K0
∂z

∂x
(L , t) = h(u(t) − z(L , t))

With the same observation (18.13), this leads to the transfer function

Gheat1(s) =
hα sinh

(√
sx0
α

)

K0
√
s cosh

(√
sL
α

)
+ hα sinh(

√
sL
α

)
. (18.15)

As the conductivity K0 → 0, the transfer function (18.14) with Dirichlet boundary
control (18.10) is recovered. But with K0 = 0, the poles (and the eigenvalues of
the generator A) are different from those with the original boundary conditions and
reflect different dynamics. The state space is stillL 2(0, L) and defining

Az = ∂2z

∂x2
, D(A) = {z ∈ L 2(0, L); z′, z′′ ∈ L 2(0, L); z(0) = 0, K0z

′(L)+hz(L) = 0} ,

the state-space representation is

ż(t) = Az(t) + δ(x − L)u(t)

y(t) = z(x0, t)

The map from the control to the state is now bounded [5].
(Example 18.2 cont.) Acoustic Noise. [29] Plugging the end x = 0 with a loud-

speaker as a noise source can be modelled by

v(0, t) = u(t).

This implies that if u = 0 the end is rigid. But an undriven loudspeaker has nonzero
compliance. Also, the control variable is not velocity at x = 0 but voltage to the
speaker V (t). Let d indicate the speaker cone displacement and a, As,m, ξ, ks, Bs

various physical parameters. A more accurate boundary condition is

Asḋ(t) = πa2v(0, t), (18.16)

md̈(t) + ξ ḋ(t) + ksd(t) = BsV (t) − As p(0, t). (18.17)



18 The Role of Sensor and Actuator Models ... 251

(a) v(0,t)=0 (b) Dynamic model (V (t) = 0)

Fig. 18.1 Comparison of experimental and calculated frequency response in a duct of length
3.54with different models for the boundary condition at x = 0. Figures a and b show the frequency
response of the pressure at x = 1.095 compared to the velocity and voltage respectively of a
loudspeaker at x = 2.32 Including a dynamic model for the behaviour at x = 0 increases the
accuracy considerably. The error is very small until about 400 Hz, which is where the one space
dimension assumption becomes inaccurate. Experiment (- - -) Simulation (−). Reproduced with
permission from © 2003 ASME [29]

The coupled differential Equations (18.8, 18.9, 18.17) with boundary condition
(18.16) at x = 0, and an appropriate boundary condition at the open end x = L
(as discussed earlier), lead to a model with state

(
p, v, d, ḋ

)
that is well-posed on

the state space (L 2(0, L))2 × R
2. The control operator B is now bounded into the

state space. Most importantly, this model is considerably more accurate than the
simple boundary condition v(0, t) = u(t); see the experimental results in Fig. 18.1.

Example 18.3 BeamVibrations. [1, 3] The simplest example of transverse vibrations
in a structure is a beam, where the vibrations can be considered to occur only in one
dimension. Consider a homogeneous beam of length L with only small transverse
vibrations. The classic Euler-Bernoulli beam model for the deflection w(x, t) is

∂2w(x, t)

∂t2
+ E I

∂4w(x, t)

∂x4
= 0,

where E , I are material constants [11, Chap.6]. This simple model does not include
any damping, and predicts that a beam, once disturbed, would vibrate forever. To
model more realistic behaviour, damping should be included. The most common
model of damping is Kelvin-Voigt damping, which leads to the PDE

∂2w

∂t2
+ ∂2

∂x2

(
E I

∂2w(x, t)

∂x2
+ cd I

∂3w(x, t)

∂x2∂t

)
= 0, (18.18)

where cd is the damping constant. Assume that the beam is clamped at x = 0 and
free at the tip x = L , with control of the shear force at the tip. Letting u(t) be the
applied force,



252 K. Morris

w(0, t) = 0,
∂w

∂x
(0, t) = 0, (18.19)

∂2w

∂x2
(L , t) = 0, E I

∂3w

∂x3
(L , t) = u(t), t ≥ 0. (18.20)

With measurement of the tip velocity, the output is

y(t) = ∂w

∂t
(L , t). (18.21)

Defining m(s) =
(

−s2

E I+scd I

) 1
4
, taking the Laplace transform of (18.21) with zero

initial conditions, and then applying the boundary conditions, yields transfer function

Gbeam1(s) = s
[
cosh

(
Lm(s)

)
sin

(
Lm(s)

) − sinh
(
Lm(s)

)
cos

(
Lm(s)

)]

E Im3(s)
[
1 + cosh

(
Lm(s)

)
cos

(
Lm(s)

)] .

All poles are in the left half-plane, so Gbeam1 is analytic on the right half-plane.
However it is not bounded in the right-hand plane [3] and so Gbeam1 /∈ H∞. This
implies lack of external stability. Small changes in a control could lead to large
changes in measurement. Also, the magnitude of the frequency response increases
with frequency, which is unrealistic. The mistake lies in the omission of the effect
of damping on the moment in the boundary conditions (18.20). The moment M
of an undamped Euler-Bernoulli beam is E I ∂w2

∂x2 . Kelvin-Voigt damping affects the
moment, which becomes

M(x, t) = E I
∂2w

∂x2
+ cd I

∂3w

∂x2∂t
.

The correct boundary conditions for a free end are not (18.20) but

M(L , t) = 0,
∂M

∂x
(L , t) = u(t) t ≥ 0. (18.22)

With the boundary conditions (18.22) at x = L and the original ones (18.19) at
x = 0, the transfer function is

Gbeam2(s) = s
[
cosh

(
Lm(s)

)
sin

(
Lm(s)

) − sinh
(
Lm(s)

)
cos

(
Lm(s)

)]

m3(s)
(
E I + scd I

) [
1 + cosh

(
Lm(s)

)
cos

(
Lm(s)

)] .

This transfer function has the same poles as the previous one Gbeam1 except for an
extra pole at −E/cd and so it is analytic in the closed right half-plane. But now it is
bounded in the right-hand plane so Gbeam2(s) ∈ H∞. This is the transfer function
of an externally stable system.
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Example 18.4 Sensors for vibrations [12] Consider the following general model for
the dynamics of a second-order system

ẅ(t) + Aow(t) + Dẇ(t) = Bou(t). (18.23)

Here Ao is a positive definite, and D a positive semidefinite operator on a Hilbert
space W . The control operator Bo is assumed here to be a bounded operator from
the control spaceU intoW . For example, in the beam Example 18.3, Ao and D are
∂4

∂x4 (times a constant ) and

W = {w;w,w′,w′′ ∈ L 2(0, L), w(0) = 0,w′(0) = 0}

with norm ‖w‖ =
(∫ L

0 |w(x)|2dx + ∫ L
0 |w′(x)|2dx + ∫ L

0 |w′′(x)|2dx
) 1

2
. If the state

is chosen to be z = [
w ẇ

]
, (18.23) can be written in state-space form as

[
ẇ(t)
ẅ(t)

]
=

[
0 I

−Ao −D

]

︸ ︷︷ ︸
A

[
w(t)
ẇ(t)

]
+

[
0
Bo

]
u(t), (18.24)

with, defining Z = W × L 2(0, L), D(A) = {(w, v) ∈ Z ; v ∈ W , Aow + Dv ∈
L 2(0, L)}. With natural assumptions on Ao and D, the model is well-posed on Z .
The quantity ‖z‖2Z is proportional to the potential and kinetic energies.

One measurement type is the position at 0 < x0 < L: y(t) = w(x0, t). Defining
C0w = w(x0), Cp = [

C0 0
]
,

y(t) = Cpz(t).

The observation operator Cp is bounded from the state space Z .

Another common sensor is an accelerometer. Acceleration involves the second
time derivative and cannot easily be written in terms of the states. One approach is
to to write

y(t) = [
0 Co

] ([
0 I

−Ao −D

] [
w(t)
ẇ(t)

]
+

[
0
Bo

]
u(t)

)
.

However, unless very strong assumptions, not satisfied by most applications, are
made on stiffness Ao and damping D, this does not lead to well-posed observation
with respect to the energy space Z [1, 12]. Small changes in the state (w, ẇ) lead
to large changes in the observation y. The model is ill-posed.

However, sensors used to measure acceleration have dynamics. A common type
is a micro-electro-mechanical system (MEMS) where a mass is suspended between
two capacitors and the measured voltage is proportional to the mass position. Letting
F(t) be the force applied by the structure to the accelerometer, and a the deflection
of the accelerometer mass, and m, d and k accelerometer parameters,

mä(t) + ka(t) + dȧ(t) = F(t).
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Using Hamilton’s principle to obtain a description for the dynamics of a structure
coupled to an accelerometer leads to

mä(t)+k
(
a(t) − Cow(t)

) + d
(
ȧ(t) − Coẇ(t)

)= 0,

ρẅ(t) + Aow(t) + Dẇ(t) + kC∗
o

(
Cow(t) − a(t)

) + dC∗
o

(
Coẇ(t) − ȧ(t))= Bou(t)

y(t) = α(Cow(t) − a(t)),

where Co indicates position measurement at a point and α is a parameter. The
observation operator is now bounded on the natural (energy) state-space Z × R

2.

18.4 Actuator and Sensor Location

For DPS, the locations of the control hardware, the actuators and sensors, are design
variables. Performance depends on these locations; see for example Fig. 18.2. The
best locations are often different from those that would be predicted from immediate
physical intuition, see [2, 7, 15, 16].

Acommonapproach is to place actuators at locations thatmaximize controllability
(and place sensors to maximize observability) in some sense; see for example [21,
24], the review articles [10, 14, 25] and the books [13, 23]. However, the objective
of a controller design is generally some other objective such as minimizing response
to disturbances. Furthermore, it is very rare that the system needs to reach all points
in the state space. Minimizing the energy to reach a state that is never a target is
generally less useful than for instance, disturbance rejection or reducing settling
time. Points of maximum controllability are generally not optimal with respect to a
control objective; see Fig. 18.3 and [27] for more detail. Also, there are numerical
difficulties associated with the fact that the PDE model is at best approximately, but
not exactly controllable [27].
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Fig. 18.2 Experimental results for use of 2 piezoelectric actuators in linear-quadratic control of a
cantilevered beam. The same estimator was used in all cases; the controller is optimal and different
for each pair of locations. Performance is strongly dependent on the actuator location. Reproduced
with permission from ©2013 IOP Publishing Ltd [7]
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Fig. 18.3 LQ-optimal control of a simply supported beam (Q = I, R = 1). The location x = 0.1
optimizes controllability (green); x = 0.254 optimizes LQ-cost (blue). The response with the
best LQ control for each location is shown. Both deflection and control signal are smaller for an
actuator placed at the LQ-optimal actuator location than at the location of optimal controllability.
Source: Figure used from the published article https://www.sciencedirect.com/science/article/pii/
S0022460X15003892

An alternative approach is to place the actuators using the same criterion used
to design the controller and to similarly place sensors using the same criterion used
for estimator design. This can lead to considerably better performance, as illustrated
in Fig. 18.3. Integration of actuator placement with controller design was first con-
sidered in [8, 9] with a linear-quadratic cost. Results have been obtained for linear
quadratic, H∞ and H2 cost functions for optimal actuator location [15–17] and for
minimum variance optimal sensor location [26, 28].

18.5 Summary

Determining the correct boundary conditions is an aspect of modelling that arises in
DPS and not in lumped parameter systems. Boundary conditions have a fundamental
effect on the dynamics of the system; they affect the eigenvalues of the generator A
and hence stability. This was illustrated here with the heat equation and also acoustic
waves in a duct.

Modelling of sensing and actuation can determine whether or not the resulting
model is well-posed. A well-posed model is one for which there is a unique solution
for every initial condition and control signal (in a given class) and furthermore, this
solution depends continuously on the initial condition and control.Well-posedness is
not straightforward for DPS. Even the simplest model, such as the heat equation with
Dirichlet control can fail to be well-posed. Acceleration measurement of vibrations
is a more complex example of the same point.

https://www.sciencedirect.com/science/article/pii/S0022460X15003892
https://www.sciencedirect.com/science/article/pii/S0022460X15003892
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The model of the actuators (and sensors) can also affect the nature of the control
operator B, in particular whether or not it is bounded into the state-space. This affects
not only well-posedness but also observability and stabilizability; see [6, 18, 22].

The location of control hardware is another issue that arises in control and esti-
mation of DPS. Actuator location can have an effect on control system performance
comparable to that of using control; sensor location has a similar effect on estimator
performance. Furthermore, due to advances in materials such as piezo-ceramics and
shape memory alloys the shape of the hardware can also be a design variable. This
leads to complex mathematical and computational issues that are being explored.
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Chapter 19
Privacy in Networks of Interacting Agents

H. Vincent Poor

Abstract Manyapplications involve networks of interacting agents, each ofwhom is
interested in making an individual inference or decision, the performance of which
can be enhanced by the exchange of information with other agents. Though such
agents can clearly benefit from exchanging information, they may also wish to main-
tain a degree of privacy in that information exchange. Such situations give rise to
a notion of competitive privacy, which can be explored through a combination of
information theory and game theory. In particular, information theory can be used to
characterize the trade-off between privacy of data and the usefulness of that data for
an individual agent, while game theory can be used tomodel the interactions between
multiple agents each of whom is mindful of that trade-off. These ideas are explored
in this chapter, first in a general setting, and then particularly in the context of data
exchange for distributed state estimation, in which specific solutions can be obtained.
Interesting open issues and other potential applications will also be discussed. Much
of this abstract was originally used as the abstract of the author’s academic keynote
address to the Workshop on Advances in Network Localization and Navigation in
London in 2015 (http://anln.spsc.tugraz.at/Program2015).

19.1 Introduction

Consider the situation depicted in Fig. 19.1, in which each of two agents measures
a (generally noisy) function of two state sequences, Xn

1 = X1,1, . . . , X1,n and Xn
2 =

X2,1, . . . , X2,n . Agent 1 is interested in estimating Xn
1 , and agent 2 is interested in

estimating Xn
2 . Since each agent has measurements relating to both state sequences,

the agents can clearly benefit from sharing measurements. However, if these agents
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Fig. 19.1 Two interacting
agents. (Used with
permission from
© IEEE [1].)

are competitors in some way, they may also wish to preserve the privacy of their own
states to the extent possible.

Such situations can arise in a variety of applications. For example, the agentsmight
be electric utilities, each of which would like to estimate the state of the electricity
grid in its own business area. The grid couples these utilities, and so they can benefit
from sharing data, while they would naturally like to maintain as much privacy as
possible due to their competitive posture. Alternatively, the agents might be two
companies exploring for mineral resources; each would like to get the most accurate
picture possible of the resources they are seeking, without helping their competitors
more than is absolutely necessary. Or, as a third example, the agents might be untrust-
worthy allies, eachwith sensors (e.g., radars) that can help pinpoint a common enemy.
They can each benefit from information sharing, but would do so only with caution.

A natural question that arises in such situations is, how can these agents trade
off these conflicting concerns, namely, maintaining the privacy of their own states
versus the utility gained in state estimation by sharingmeasurements? In this chapter,
we will address this question. We will begin, in Sect. 19.2, with a discussion of a
general information theoretic formalism for characterizing the trade-off between
privacy and utility in information systems. Then, in Sect. 19.3, we will consider
specifically the problem of state estimation in competitive situations, showing in a
basic linear-Gaussianmodel that the optimalmechanism for information exchange in
such situations follows straightforwardly from classical information theoretic results.
However, knowing this optimal mechanism does not specify the degree to which
agents should bemotivated to exchange information, a problem that we address using
game theory inSect. 19.4. Finally, inSect. 19.5,weprovide someconcluding remarks,
including a discussion of some other applications in which similar considerations
arise.
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19.2 Privacy-Utility Trade-offs

In this section, we describe briefly a general framework for examining the type of
privacy-utility trade-off described in the preceding section. To motivate this discus-
sion, consider a source of data, such as sensor measurements or an administrative
database, collected for some practical purpose. Publishing the data openly would
assure that it is maximally useful for that purpose. On the other hand, the data may
contain information that should be kept private, and so publishing it openly would
also leak this private information. One way of maintaining privacy would be to sim-
ply store the data somewhere in a vault and not let it be accessed by anyone. This, of
course, would prohibit the data being used for its intended purpose. In reality, there
should be some middle ground between these two extremes of openly publishing
the data and hiding it away, in which a reasonable degree of privacy is sacrificed in
the interest of doing something useful with the data. That is, there is a fundamental
dichotomy here between the privacy and utility of data—the so-called privacy-utility
trade-off. And, a basic question in designing and operating information systems is,
how can we characterize this fundamental trade-off? One way of addressing this
question is to examine this issue in an information theoretic setting.

To consider this problem, we can think of the data source as a random process
consisting of two types of variables, public and private, which in general may be
correlated or dependent. The public ones can be revealed without any privacy con-
cerns, while the private ones should be kept hidden to the extent possible. These
two types of variables might not necessarily be disjoint, i.e., there could be over-
lap between the two types. For example, a financial database might contain 16-digit
credit card numbers, which should be kept private in full, while the last four dig-
its might be revealed for various purposes without concern. But even if there is no
overlap, revealing only the public data can leak information about the private data
because of the dependence between them. So, there will be a trade-off due to this
dependence, even without overlap between public and private variables.

Given the above statistical model, how can we characterize the trade- off between
utility and privacy? We can first consider utility. Clearly, if we are going to protect
aspects of the data, any publication of the data will not reveal the entire data source.
This means that there will be distortion between the true data source and the data
source as revealed to users. So, we can measure utility in terms of this distortion
introduced in the public variables in whatever information is revealed to a user of
the data. This will be an inverse measure of utility since low distortion means higher
utility. Distortion could be measured, for example, in terms of the mean square
error between the public variables and the best reconstructions of those variables
from revealed data. Similarly, we can measure privacy in terms of the information
leaked about the private variables in information revealed to a user.1 For example,
we might consider the entropy of the private variables conditioned on information
revealed to a user, known as the equivocation. This is a direct measure of privacy:

1For other ways of characterizing privacy in data sources, see, e.g., [3, 6, 7, 9, 15].
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Fig. 19.2 Privacy-utility
trade-off region

higher equivocation means greater privacy. And, if the equivocation were to equal
the unconditioned entropy of the private variables, then there would be no privacy
leakage at all. Other information theoretic measures of information leakage can be
used as well.

Once we specify measures of distortion and information leakage and a statistical
model for the data source, we thus have a clearly defined mathematical problem to
solve. Namely, we would like to find all the possible distortion-leakage pairs for that
particular statistical model, as illustrated in Fig. 19.2. Having determined that region,
its boundary will give us the efficient frontier in the privacy-utility trade-off. This
frontier specifies the minimal amount of privacy that must be sacrificed for a given
level of utility, or conversely, the maximal utility that can be gained within a specific
constraint on privacy leakage. As discussed in [14], this problem can be cast within
the framework of a secure source coding problem of Yamamoto [19], which can
facilitate its solution. Specific examples of the application of these ideas in various
settings can be found in [13, 14, 16, 17, 20].

19.3 Competitive Privacy: A Basic Model

We now turn to a variation on the privacy-utility trade-off in which there are multiple
interacting parties, each of which has its own trade-off while interactions among the
parties affect these individual trade-offs.

Again, we consider the situation illustrated in Fig. 19.1, in which each of multiple
agents is individually interested in estimating its own state, while keeping it as private
as possible from competing agents. More reliable state estimates can be obtained
if the agents exchange information with one another, but there may be economic
competition or other reasons for keeping such measurements private. So this gives
rise to a privacy-utility trade-off, but in a competitive setting. This problem is called
competitive privacy.
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To develop some insight into such situations, we can consider a simple model in
which each agent’s state is summarized in a single scalar, and the agents observe the
states through a noisy linear model. That is, the mth of M agents has a state Xm , and
each agent measures a noisy linear combination of those states, denoted by Y j for
the j th agent. So, we have a linear measurement model

Y j =
M∑

m=1

Hj,m Xm + Z j , j = 1, 2, . . . , M, (19.1)

where the Hj,m’s are the coefficients in the linear model and {Z j } represents mea-
surement noise.

The exchange of measurements among agents will lead to inevitable leakage
of state information, although all agents already have some knowledge of all states
through the measurements (19.1).We can examine this problem in the privacy-utility
trade-off framework bydefining utility and privacymeasures for each agent.Anatural
utility measure for the j th agent is mean square error occurred in estimating its own
state, X j , while privacy for the j th agent can be measured in terms of leakage of
information about its own state to other agents.

It is illuminating to focus specifically on the case of two agents, and assume that
each agent has n independent and identically distributed (i.i.d.) observations of the
model (19.1), i.e.,

Y1,i = X1,i + αX2,i + Z1,i , i = 1, . . . , n
Y2,i = βX1,i + X2,i + Z2,i , i = 1, . . . , n,

(19.2)

wherewe assume that {X1,i }, {X2,i }, {Z1,i } and {Z2,i } aremutually independent, with
the X j,i ’s i.i.d. N (0, 1) and the Z j,i ’s i.i.d. N (0, σ j ). Thus, in this model we have
four parameters: the two “channel gains”, α and β, and the two noise variances, σ 2

1
and σ 2

2 .
Within this model, we can straightforwardly consider the trade-off between utility

and privacy leakage described above. Each agent j ∈ {1, 2} measures its utility as
follows:

Dj = 1

n

n∑

i=1

E

[(
X j,i − X̂ j,i

)2
]

, (19.3)

where X̂ j,i is agent j’s estimate of X j,i , its own state at time i . Furthermore, each
agent j measure its privacy leakage as follows:

L j = 1

n
I
(
Xn

j ; f3− j (Y
n
j ),Y

n
3− j

)
, (19.4)

where I (·; ·) denotes mutual information, Xn
j = X j,1, . . . , X j,n (and similarly for

Y n
3− j ) and f3− j (Y n

j ) denotes the information transferred from agent j to its counter-
part agent 3 − j , as illustrated in Fig. 19.1.
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As a first step in understanding this problem, we can state the following result
from [12] that characterizes optimal information exchange between the agents as
follows:

Theorem Wyner–Ziv coding maximizes privacy (i.e., minimizes L1 and L2) for a
fixed level of utility at each agent (i.e., fixed D1 and D2).

Recall that Wyner–Ziv coding [2, 18] refers to optimal distributed source coding
of correlated sources, and thus that it minimizes the rate of information transfer (i.e.,
privacy leakage) for fixed levels of distortion in (19.2) should not come as a surprise.

So the optimal way to exchange information is through Wyner–Ziv coding. That
is, this is the most efficient way of trading information in terms of providing the
most reduction in mean square distortion for a given level of privacy leakage. Or,
alternatively, it maximizes privacy for any desired fixed distortion levels. In other
words, wherever the efficient frontier lies, Wyner–Ziv coding will be the way to
implement information exchange.

This result does not solve the problem, however, because the leakage of one agent
depends on the distortion of its counterpart, not on its own distortion. So it is not
clear how the agents should behave; if an agent gives information to its counterpart
it only helps the counterpart, unless there is a quid pro quo transfer of information
from the counterpart. This suggests that this problem can be profitably viewed in the
context of game theory, an approach explored in [1], and which is described in the
following section.

19.4 A Game Theoretic Model

To impose a game theoretic framework on this problem we need to establish a set of
actions and a payoff function for each agent. Of course, the actions of an agent involve
the transfer of information to its counterpart. Such actions can be characterized
straightforwardly using the property that, in the linear-Gaussian model of (19.1),
the rate privacy leakage of one agent as a function of the corresponding distortion
experienced by the counterpart agent is monotonically decreasing. So, we can in fact
think about the action of a given agent in terms of how much distortion it inflicts
on its counterpart agent; i.e., an action a j of agent j ∈ {1, 2} can be specified by
D3− j . We will assume that there is a maximal level of distortion for each agent, say
D̄ j for agent j , and that each agent must release at least enough information to its
counterpart so that the distortion achieved by the counterpart is at most this maximal
level. (Such a requirement might be imposed by utility regulators, say, in the power
grid example mentioned in Sect. 19.1.)

A reasonable payoff for agent j , which of course depends on both its own action
and that of its counterpart, is the following:

u j (a j , a3− j ) = −L(a j ) + q j

2
log

(
D̄ j

a3− j

)
, (19.5)
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where L(a j ) is agent j’s privacy leakage (19.4) due to action a j , which is penalized

in the payoff; log
(

D̄ j

a3− j

)
is a logarithmic payoff that accrues to agent j when its

distortion is lower than the maximum D̄ j—it represents the information rate of the
data received from the other agent; and q j > 0 is a weighting factor that balances
the importance of these two components. The properties of games with these payoff
functions are examined in [1], as summarized in the following paragraphs.

It can be shown that the Nash game with the payoff (19.5) leads to a classical
prisoner’s dilemma, in which there is no incentive for either agent to share any infor-
mation beyond what minimal amount is necessary to achieve the maximal allowed
distortion at its counterpart. That is, the onlyNash equilibriumof the game is achieved
at (a1, a2) = (D̄2, D̄1).

Clearly, other incentives are necessary if greater information exchange is desired.
One way to provide such incentives is to encourage quid pro quo behavior by consid-
ering a multistage game, in which the game is repeated over multiple time periods.
So, what an agent does for its counterpart today might effect what the counterpart
does for tomorrow. We can examine this possibility by looking at a T -stage game
with T > 1, in which the payoff is given by

T∑

t=1

ρ t−1u j

(
a(t)
j , a(t)

3− j

)
(19.6)

where a(t)
j and a(t)

3− j are the actions taken by the two parties at time t , and ρ is
a discount or “forgetting” factor. Again, however, with finite T this problem is a

prisoner’s dilemma problem, in which the only Nash equilibrium2 is
(
a(t)
1 , a(t)

2

)
=

(D̄2, D̄1),∀t. On the other hand, if T is infinite, i.e., when the game will be played
indefinitely, there are nontrivial Nash equilibria. In particular, for sufficiently large

ρ < 1, any pair of strategies
(
a(t)
1 , a(t)

2

)
= (D∗

2 , D
∗
1),∀t, for which

u j (D
∗
j , D

∗
3− j ) > u j (D̄ j , D̄3− j ), j = 1, 2, (19.7)

is a (subgame perfect) Nash equilibrium. Figure19.3 illustrates the range of ρ for
which various action pairs are equilibria in a specific example.

Another type of incentive that might be applied is pricing. For example, the payoff
of (19.5) could be replaced by

ũ j (a j , a3− j ) = u j (a j , a3− j ) + p j log

(
D̄3− j

a j

)
, (19.8)

2In this multiparty game, the equilibrium of interest is a subgame perfect equilibrium, which essen-
tially is an equilibrium for every subset of time periods [4].
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Fig. 19.3 Minimal discount
factors for sustaining an
equilibrium. (Used with
permission from
© IEEE [1].)

= 0.9, = 0.5, 1
2 = 2

2 = 0.1,wj = 5wj

where p j is a price paid to agent j for improving its counterpart’s distortion.With this
payoff, essentially any desired behavior can be incentivized by choosing appropriate
values of p1 and p2, as one might expect. Other nontrivial cooperative behaviors can
also be induced through a common payoff function (i.e., a common goal game), such
as

usys(a1, a2) = −L(a1) − L(a2) + q

2
log

(
D̄1 + D̄2

a1 + a2

)
, (19.9)

where, again, q > 0 isweighting factor. This particular payoff gives rise to a so-called
potential game [8], and various nontrivial equilibria can be achieved, depending on
the value of q. (See [1] for details.) Depending on the application, such incentives
might be imposed by regulation, or in the case of pricing by a market structure.

19.5 Conclusion

In this chapter, we have considered the trade-off between privacy and utility asso-
ciated with data exchange among multiple interacting agents. We have seen that
information theoretic and game theoretic principles can be combined to provide
insights into this problem. In particular, using a simple two-agent model with Gaus-
sian states andmeasurement noise, we have seen thatWyner–Ziv coding provides the
optimal means of information exchange among the parties. This result tells us how
to exchange information, but not how much information to exchange. To determine
how much information to exchange, game theory is useful. In this context, we have
examined several types of games—single-stage games (with and without pricing,
common goal) and multistage games with finite and infinite horizons—seeing that
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the range of equilibria varies considerably among these types of games. In particu-
lar, the one shot and finite multi-stage games without pricing are basically prisoner’s
dilemma problems, while the common goal and infinite multistage games yield more
interesting behavior.

This work suggests many open areas for future research. Extending the analysis
to larger numbers of agents M is of particular interest, including examining large-
M asymptotics and introducing the possibility of coalition formation [10]. Also,
considering more general problems than state estimation and more general models
than the simple noisy linear model treated here is of interest, as well as examining the
human element through prospect theoretic analysis [5, 11]. Note that these ideas have
a number of potential applications, some ofwhichwere noted in Sect. 19.1. Examples
of other potential settings in which competitive privacy issues arise naturally include
social networking, e-commerce, and online gaming.
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Chapter 20
Excitable Behaviors

Rodolphe Sepulchre, Guillaume Drion and Alessio Franci

Abstract This chapter revisits the concept of excitability, a basic system property of
neurons. The focus is on excitable systems regarded as behaviors rather than dynam-
ical systems. By this, we mean open systems modulated by specific interconnection
properties rather than closed systems classified by their parameter ranges. Modeling,
analysis, and synthesis questions can be formulated in the classical language of cir-
cuit theory. The input–output characterization of excitability is in terms of the local
sensitivity of the current-voltage relationship. It suggests the formulation of novel
questions for nonlinear system theory, inspired by questions from experimental neu-
rophysiology.

20.1 Introduction

In his 1996 survey paper [1], George Zames credits Charles Desoer and Mathuku-
malli Vidyasagar for writing the ultimate text on input–output theory of nonlinear
feedback systems. This textbook was largely inspired by the engineering question of
analyzing and designing nonlinear electrical circuits, a popular topic at the time. In
the last decades of the century, the dominant driving application of nonlinear control
theory moved from electrical circuits to robotics. The present chapter is a tribute
to one of the pioneers of the input–output theory of nonlinear feedback systems.
It is entirely motivated by a nonlinear electrical circuit model published in 1952
to explain the biophysical foundation of nerve excitability. The landmark paper of
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Hodgkin and Huxley [2] defined circuit theory as the modeling language of neuro-
physiology. Most today’s questions of experimental neurophysiologists are still very
naturally formulated in the language of circuit theory. But the computational push
for neurophysiology in silico has progressively favored the replacement of circuit
models by their state-space representations, in the form of high-dimensional models
of nonlinear differential equations. The growing ease at simulating those state-space
models on a personal computer is onlymatched by the increasing difficulty to analyse
them and to resolve their inherent fragility. The difficulty of translating robustness
and sensitivity questions from input–output models to state-space models is familiar
to control theorists. Bridging the twoworlds has been at the core of the developments
of linear system theory. But progresses in the nonlinear world have been slow and
limited. This bottleneck is severely restricting the possibility to analyze neuronal
circuits with the tools of nonlinear state-space theory. At a broader level, this bot-
tleneck is contributing to the gap that separates experimental neurophysiology from
computational neuroscience.

The discussion of excitability in this chapter is an attempt to revisit one of the
most basic properties of biological systems in the classical language of nonlinear
circuit theory. The discussion complements the presentation of excitability found
in textbooks of neurodynamics. The experience of the authors in their recent work
on neuromodulation [3–5] suggests that there is value in reopening the ultimate
text of input–output nonlinear feedback systems to model excitability. We stress
the importance of localized ultrasensitivity, a defining feature of excitability that
singles out a highly specific property of excitable behaviors. This property is tractable
because it is amenable to local analysis. It should be acknowledged in any system
theory of excitability.

20.2 What Is Excitability?

Excitability is the property of a system to exhibit all-or-none response to pulse inputs.
It is defined at a stable equilibrium, meaning that small inputs cause small outputs.
But beyond a given threshold, the response is a large and stereotyped output. This
property is primarily observed in neurons, muscle cells, and endocrine cells, where it
refers to an electrical phenomenon: the input is current, and the output is voltage. The
large stereotyped output observed in response to a current stimulus is called an action
potential, or a spike. Excitability is central to physiological signaling. Ultimately, it
is instrumental in converting sensory signals into motor actions. Not surprisingly,
excitability is usually modeled in the language of circuit theory (Fig. 20.1).

We regard excitability as a behavioral property in the sense of Willems [6]. An
excitable behavior is the set of trajectories (I (t), V (t)) of a one-port electrical circuit.
Those trajectories are those that are observed by an electrophysiologist; trains of
pulses for the current, and trains of spikes for the voltage. A behavioral theory of
excitable systems is about modeling the relationship between them with the aim
of addressing questions that are system theoretic in nature: control (what are the
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Fig. 20.1 An excitable behavior is a set of current pulses and voltage spikes defining the trajectories
of a nonlinear one-port circuit

Fig. 20.2 The threshold property of an excitable circuit converts an analog pulse into a discrete
number of spikes. It is localized both in amplitude and time

mechanisms that shape the behavior?), robustness (how robust is the behavior to
uncertainty?), and interconnections (how to predict the behavior of the whole from
the behavior of the parts?).

An excitable behavior is essentially nonlinear because of the all-or-none nature
of the spike. Behavioral theory is a mature theory for linear time-invariant behaviors
but a theory in its infancy for nonlinear behaviors. Figure20.2 suggests a simple
way of characterizing the excitability property of a one-port circuit, in analogy to the
step response of a linear time-invariant behavior. Here we consider a pulse current
trajectory parametrized by an amplitude A and a time duration σ . The figure indicates
the number of spikes in the corresponding voltage trajectory.

This representation of excitability is general and model independent. It cap-
tures the fundamental quantification property of an excitable circuit. Spikes can
be regarded as discrete quantities but their number continuously depends on analog
properties of the current pulses. The threshold property of an excitable system is
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well captured by the figure. The energy threshold is the minimum amount of charge
that is necessary to trigger a spike. It endows the circuit with a characteristic scale
(A∗, σ ∗), both in amplitude and in time. For a current pulse above the energy thresh-
old, the family of pulses that can trigger a spike is localized both in amplitude and in
time. For a fixed suprathreshold energy, pulses that are only localized in time or in
amplitude do not trigger a spike. Energy levels are themselves quantified, meaning
that an excitable circuit has a maximal spiking frequency.

The spike itself is a discrete quantity in Fig. 20.2 because its all-or-none nature
makes it independent of the input. The input only triggers a transient excursion
between an OFF state and an ON state of the circuit. The OFF state is a stable
equilibrium or operating point of the circuit. The ON state is a stable limit cycle of
fixed amplitude, or, less frequently, a distinct equilibrium at a significantly higher
potential than the OFF state. This signature is easily identified experimentally by
studying the stationary behavior of the circuit for current pulses of long duration.

There exists a large literature about the analysis of excitable models as nonlinear
dynamical systems, see e.g. [7] and references therein. Assuming that the law of
the excitable circuit is described by a nonlinear differential equation, an excitable
behavior is regarded as a (closed) dynamical system by studying the trajectories of
the dynamical system for a given (usually constant) current. Phase portrait analysis
and bifurcation theory are the central analysis tools in this approach. Excitability is
then characterized by the bifurcation that governs the transition from the OFF state to
the ON state using the fixed value of the current as a bifurcation parameter. Different
bifurcations define different types of excitability, associated to distinct phase por-
traits when modeled by second-order differential equations. While neurodynamics
has been central to the development of mathematical physiology, it also suffers from
limitations inherent to the dynamical systems approach. The mathematical classifi-
cation is not always easy to reconcile with the neurophysiological (or behavioral)
classification, and the complexity of the analysis rapidly growswith the dimension of
the model. Questions pertaining to modulation, robustness, and interconnections are
not easy to address in the framework of neurodynamics and call for complementary
approaches.

20.3 The Inverse of an Excitable System

The key advance in modeling neuronal excitability came from the voltage clamp
experiment, one of the first scientific applications of the feedback amplifier. The
voltage clamp experiment assigns a step trajectory to the voltage of an excitable
circuit by means of a high gain feedback amplifier. The required current provides
the corresponding current trajectory. In the language of system theory, the current
trajectory is nothing but the step response of the inverse system.

The step response in Fig. 20.3a is typical of a transfer function with a fast right-
half plane zero and a slow left-half plane pole: the sign of the low frequency (or
static) gain is opposite to the sign of the high frequency (or instantaneous) gain.
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(a)

(b)

Fig. 20.3 The voltage experiment was key to modeling neuronal excitability. It provides the step
response of the inverse system (a). Dynamic input conductances (DICs) extract key properties of the
inverse system response as a function of voltage (b). The trajectory and DICs shown are computed
from the Hodgkin Huxley model

This property led Hodgkin and Huxley to identify the distinct roles of a slow and
of a fast currents (Iearly and Ilate in the terminology of [8]) as a key mechanism of
excitability. The fast right-half plane zero of the voltage-driven circuit corresponds
to a fast unstable pole of the current-driven excitable system, whereas the slow left-
half plane pole corresponds to a slow left-half plane zero. Hodgkin and Huxley also
observed that this essential feature of the step response is voltage-dependent. It holds
for a step voltage around the resting potential, but it disappears if the step voltage
is repeated around a higher potential. At higher values of the potential, the step
response becomes the stable response of a slow first-order system (not shown here,
but abundantly illustrated in [8]). In other words, the non-minimum phase nature of
the step response shown in Fig. 20.3 only holds in a narrow voltage range.

To date, the voltage clamp experiment remains the fundamental experiment by
which a neurophysiologist studies the effect of neuromodulators or the role of par-
ticular ion channels in a specific neuron. The recent paper [4] by the authors pro-
poses that modulation and robustness properties can indeed be studied efficiently
via the dynamic conductances of the neuron. Dynamic conductances extract from
small step voltage clamp trajectories the quasi-static conductance �I

�V in different
timescales. Figure20.3b shows the fast (g f ast ) and slow (gslow) dynamic conduc-
tances ofHodgkin andHuxleymodel. The non-minimumphase voltage step response
translates into a voltage range where the fast (or instantaneous) conductance is neg-
ative, whereas the slow conductance is positive. The dynamic input conductance
curves quantify the temporal and voltage dependence of the conductances. The fast
dynamic conductance is negative close to the resting potential, whereas the slow
dynamic conductance is positive everywhere. Those features are the essential signa-
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ture of an excitable circuit. In particular, the zero crossing of the fast conductance is
an excellent predictor of the threshold voltage and the fundamental signature of the
localized sensitivity of the circuit. A small conductance means ultrasensitivity of the
circuit with respect to current variations. The voltage clamp experiment identifies
the temporal and amplitude window of ultrasensitivity of an excitable circuit.

20.4 A Circuit Representation and a Balance of Positive
and Negative Conductances

An excitable circuit is made of three distinct elements: a passive circuit, a switch,
and a regulator. Each element is itself a one port circuit and the three elements are
interconnected according to Kirchoff law.

The passive circuit accounts for the passive properties of the excitable behavior.
Its static behavior is strictly resistive, hence the monotone current-voltage (I-V)
relationship. Its dynamic behavior is strictly passive, meaning that the circuit can
only dissipate energy. In the language of dissipativity theory, the change in internal
energy stored in the capacitor is upper-bounded by the externally supplied power [9].

The switch accounts for the large voltage transient of the spike. Its static behavior
is characterized by a range of negative conductance. It is the destabilizing element
of the excitable circuit and it requires an active source. The activation is however
localized, meaning that the negative conductance of the switch can overcome the
positive conductance of the passive circuit onlywithin a local amplitude and temporal
range.

The regulator accounts for the repolarization of the circuit following a spike.
In particular, it ensures a refractory period following the spike, which contributes
to the all-or-none nature of the spike and to its temporal scale: two consecutive
spikes are always separated by a minimal time interval. The regulatory element is
a distinct source of dissipation, that continuously modulates the balance between
the positive conductance of the passive circuit and the negative conductance of the
switch (Fig. 20.4).

The static model of an excitable circuit is a nonlinear resistor, characterized by
its so-called I − V curve. This curve can be either monotonically increasing, or hys-

Fig. 20.4 The three circuit
elements of an excitable
one-port circuit
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teretic if the negative resistanceof the switch locally overcomes the positive resistance
in static conditions. Hysteresis of the I-V curve is not necessary for excitability [5], a
clear evidence that excitability is adynamicalphenomenon. In classical circuit theory,
the dynamics of the circuit is captured by a small-signal analysis around operating
points. The admittance of the circuit at a given operating point is the dynamic gen-
eralization of its conductance. It is the frequency response of the linearized behavior
δ I = G( jω)δV around a given operating point (I, V ). The admittance is a complex
number that depends both on the amplitude V and of the frequency ω.

The admittance of a passive circuit is positive real, that is, its real part is nonneg-
ative at all frequencies. The regulatory element preserves this property if it is itself
passive. In contrast, the switch element creates an amplitude and frequency range
where the real part of the admittance becomes negative. It is the only destabilizing
element of the circuit. A clear local signature of excitability is therefore a local-
ized amplitude and frequency range where the real part of the admittance becomes
negative.

The characterization of an excitable circuit from its admittance properties is not
limited to low-dimensional models amenable to phase portrait analysis. The dynamic
input conductances discussed inSect. 20.2 are snapshots of the admittance in different
timescales.

20.5 A Mixed Feedback Motif and a Robust Balance
Property

Due to its negative conductance, the switch of an excitable circuit acts as a source of
positive feedback.Due to its positive conductance, the regulator of an excitable circuit
acts a source of negative feedback. As a consequence, an excitable circuit always
admits the representation of a passive system surrounded by two distinct feedback
loops of opposite sign. This representation is important because it coincides with
the excitatory-inhibitory (E-I) feedback motif found in many biological models. The
excitatory feedback loopoftenmodels an autocatalytic processwhereas the inhibitory
feedback loop often corresponds to a regulatory process.

The balance between positive and negative feedback is key to the localized sen-
sitivity of an excitable circuit. The static picture is the one of the mixed feedback
amplifier illustrated in Fig. 20.5. When negative feedback dominates, the circuit is
purely resistive and the behavior is analog. More negative feedback enlarges the lin-
earity range of the circuit and decreases its input–output sensitivity. In contrast, when
positive feedback dominates, the circuit is hysteretic and the behavior is quantized.
More positive feedback enlarges the hysteretic range and decreases its input–output
sensitivity in the OFF and ON mode. When positive and negative feedback balances
each other, the circuit becomes characterized by a tiny range of ultrasensitivity.

An excitable circuit offers a versatile architecture to tune ultrasensitivity by bal-
ancing positive and negative feedback. The switch ensures a local range in time and
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Fig. 20.5 Regulating the balance between positive and negative feedback can switch a system
between linear, ultrasensitive and hysteretic states. Top, sketches of the systems composed of a
negative feedback (left), a positive feedback (right), or both (center). Bottom, input/output relation-
ships in the three cases. The dashed gray lines show the open-loop relationships, and the full black
lines the closed-loop relationships

amplitude where the circuit behaves as a hysteretic switch. The regulator ensures
that, away from a local range, the circuit behavior is resistive and linear. By conti-
nuity of the feedback gain, the circuit must be ultrasensitive along trajectories that
connect the switch-like and the linear-like behaviors. Suprathreshold current pulses
and the corresponding spikes are examples of such trajectories.

The feedback representation of an excitable circuit highlights the robustness of
achieving ultrasensitivity by a balance of feedback. Ultrasensitivity must exist pro-
vided that there exists a local range in amplitude and time where positive feedback
dominates negative feedback. For the admittance of the circuit along its I-V curve,
this means that there must exist a voltage range and a frequency range where the neg-
ative real part of the switch admittance exceeds the positive real part of the passive
admittance. For the supplied energy, this means that there must exist trajectories in
a local amplitude and temporal range where the overall circuit is active, that is, the
energy supplied by the switch exceeds the energy absorbed by the passive admittance.

Time-scale separation between a fast switch and a slow regulator enhances the
robustness of excitability, creating a two time-scale circuit that behaves as a bistable
switch in the fast timescale and as a linear resistive circuit in the slow timescale.
In the spike of Fig. 20.1, the fast behavior is the upstroke, whereas the repolariza-
tion is the slow behavior. As the time-scale separation between the switch and the
regulator decrease, the distinction between the “switch-like” and “linear-like”
parts of an excitable behavior become progressively blurred. The localization of
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excitability requires a hierarchy between the positive and the negative feedback: the
range where the positive feedback gain exceeds the negative must be narrow relative
to the negative feedback range. The feedback motif of an excitable circuit is thus fast
and localized positive feedback balanced by slow and global negative feedback.

20.6 Models of Excitability

20.6.1 FitzHugh–Nagumo Circuit

Anelementary circuit fitting the requirements of Fig. 20.4 is the parallel connection of
a capacitor (the passive element), a static diode with a cubic I − V characteristic (the
switch), and an RC branch (the regulator). This circuit was first studied by Nagumo
et al. [10], following the proposal of FitzHugh [11] to study excitability through a
minor modification of Van der Pol oscillator. The motivation in both papers was to
extract a simple qualitative model of Hodgkin–Huxley model. FitzHugh–Nagumo
model admits the state-space representation

CV̇ = −is − ir + I
Li̇r = −Rir + V,

is = V 3

3 − kV
(20.1)

Its phase portrait has been a key paradigm to explain excitability ever since. See for
instance [12] and references therein.

In the configuration where the static conductance of the regulator exceeds the
negative conductance of the diode, i.e., k < 1

R , the static I-V curve is monotone.
The circuit is excitable when the capacitance C is small relative to the time constant
τ = L

R of the regulatory element. The circuit can then be analyzed as a fast-slow
system. The fast subsystem is made of the capacitor and the switch element. Its static
I-V curve is the cubic characteristic of the diode. This circuit is a simple bistable
device. The slow subsystem is made of the regulatory inductive element, which is
a linear first-order lag. The fast-slow behavior is ultrasensitive in the amplitude and
voltage range where the real part of the admittance

G( jω; V̄ ) = C jω + (V̄ 2 − k) + 1

L jω + R

is close to zero. Sensitive trajectories include fast current pulses applied near the
local extrema of the cubic characteristic of the switch.
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20.6.2 Hodgkin–Huxley Circuit

The first figure from the landmark paper of Nobel prize winners Hodgkin and Huxley
[2] is also a circuit fitting the requirements of Fig. 20.4. The circuit models the
excitability of a neuron. It is made of the parallel connection of a capacitor with
several distinct resistive branches, each modeling the flow of a specific ion through a
specific ion channel type. The passive element is the RC circuit made of a capacitor
modeling the cellular membrane and a “leak” current IL . The switch element is the
sodium current INa . The regulatory element is the potassium current IK . Using the
voltage clamp experiment, the authors identified the following model for the two
ionic currents:

IK = ḡK n
4(V − VK )

τn(V )ṅ = −n + n∞(V )

and

INa = ḡNam
3h(V − VNa)

τm(V )ṁ = −m + m∞(V )

τh(V )ḣ = −h + h∞(V )

The state variables m, n, and h are gating variables in the range [0, 1] introduced
to model the amplitude and temporal dependence of the ionic conductances. The
voltage-dependent time constants and gains of the gating variables were obtained by
curve fitting, see Fig. 20.6. The admittance of the potassium current is

gK (V̄ ; jω) = ḡK (V̄ − VK )4n3(V̄ )
n′∞(V̄ )

1 + τn(V̄ ) jω

It is positive real provided that V̄ ≥ VK , that is, whenever the potassium current
is an outward current, which is always the case in physiological conditions. The
admittance of the sodium current is

gNa(V̄ ; jω) = ḡNam
2(V̄ )(V̄ − VNa)(3h(V̄ )

m ′∞(V̄ )

1 + τm(V̄ ) jω
+ m(V̄ )

h′∞(V̄ )

1 + τh(V̄ ) jω
)

At any voltage and any frequency, it is the sum of two terms of opposite real part.
Whenever the sodium current is an inward current, i.e., V̄ ≤ VNa , which is always
the case in physiological conditions, the first term is negative real whereas the second
term is positive real. Looking at Fig. 20.6, it is obvious that the negative real term
largely dominates the positive real term in a voltage range that includes the resting
potential (around −70mV and the high frequency range ≈1 ms−1). The sodium
current thus acts as a negative resistance switch in the fast dynamic range of the
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Fig. 20.6 Voltage dependence of the time constants and the static gains of the Hodgkin–Huxley
model. The blue curves correspond to the sodium steady-state activation m∞(Vm), the sodium
steady-state inactivation h∞(Vm) and the potassium steady-state activation n∞(Vm). The green
curves correspond to the sodium activation time constant τm(Vm), the sodium inactivation time
constant τh(Vm) and the potassium activation time constant τn(Vm)

activation variable m, whose time constant is about ten times smaller than the other
gating time constants near the resting potential. In turn, the sodium inactivation
variable h and the potassium activation variables both contribute to the negative
feedback that regulates the refractory period of the spike.

It is important to observe that the balance of positive and negative feedback respon-
sible for the ultrasensitivity of the circuit is robust to the details of the modeling. It
rests entirely on the localization of the positive feedback in a specific voltage range
(near the resting potential) and in a specific frequency range (about one decade
above the cutoff frequency of the regulatory elements). This localization makes the
excitability robust, by ensuring a range of ultrasensitivity (i.e., balance between pos-
itive and negative feedback) independent of the modeling details of the circuit.

FitzHugh–Nagumo circuit captures the excitability of Hodgkin–Huxley circuit
by modeling the sodium activation as an instantaneous negative resistance diode
and the sodium inactivation and potassium activation as a slow linear regulatory
feedback. The reader will notice that this simplification introduces two artifacts.
First, the timescale of the positive feedback must be fast relative to the timescale
of negative feedback but should not be constrained to be instantaneous. In fact, this
timescale is a critical feature of excitability as it sets the temporal localizedwindowof
excitability. Second, the time-scale separation between slow and fast gating variables
in Hodgkin–Huxley circuit is only observed in a narrow voltage range around the
resting potential. It vanishes at higher voltages, which means that the ultrasensitivity
region is confined to the resting potential voltage range. There is no ultrasensitivity
during the spike. In contrast, because the voltage dependence of time constants is
ignored in FitzHugh-Nagumo circuit, the spikes have a range of ultrasensitivity both
in the subthreshold and suprathreshold voltage ranges.
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20.7 Conclusion

Excitability is a behavior at the core of biology. The presentation in this chapter
emphasizes that the core property of an excitable circuit is a localized ultrasensitivity
of the current–voltage relationship: small current variations are largely amplified in
a specific temporal and amplitude range. This property can be quantified by the
elementary concept of dynamic input conductance, which is nothing but the local
gain of the inverse system computed at a given voltage and in a given timescale.
Excitable circuits can bemodulated by shaping their dynamic conductance, that is, by
localizing the windows of low conductance (i.e., high sensitivity). Excitable circuits
can be interconnected to create behaviors with localized and overlapping windows
of ultrasensitivity. The recent study by the authors of modulation and robustness of
bursting [3] is the first step in that direction.
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Chapter 21
Electrical Network Synthesis:
A Survey of Recent Work

Timothy H. Hughes, Alessandro Morelli and Malcolm C. Smith

Abstract The field of electrical network synthesis has a number of long-standing
unanswered questions. The most perplexing concern minimality in the context of
resistor, inductor and capacitor (RLC) network synthesis. In particular, the famous
Bott–Duffin networks appear highly non-minimal from a system theoretic perspec-
tive. We survey some recent developments on this topic. These include results es-
tablishing the minimality of the Bott–Duffin networks and their simplifications for
realising certain impedances; enumerative approaches to the analysis of RLC net-
works within given classes of restricted complexity; and new necessary and sufficient
conditions for a (not necessarily controllable) system to be passive. Finally, some
remaining open questions are discussed.

21.1 Introduction

The purpose of this paper is to survey some recent developments in electrical net-
work synthesis. Despite the rich history of this field, there remain several significant
open questions which have never been fully resolved. This is particularly true for
RLC (resistor, inductor, capacitor) network synthesis. Notably, it is not known how
to design an RLC network to realise a given driving-point behaviour while using the
least possible number of elements; and classical methods of RLC network synthesis
(such as the Bott–Duffin procedure [2]) appear highly non-minimal from a system
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theoretic perspective. Indeed, the need for a fresh examination of these issues, and an
improved understanding of minimality in the context of passive systems, has recent-
ly been emphasised in [4, 5, 22, 39]. Additional practical motivation for studying
these questions follows from the recent invention of the inerter, which completed the
electrical–mechanical analogy [33]. Using this analogy, there is a one-to-one cor-
respondence between RLC networks and mechanical networks containing springs,
dampers and inerters, which allows the results of RLC network synthesis to be di-
rectly applied to mechanical control. Applications of this approach to the design of
vibration absorption systems, such as vehicle suspension, train suspension, motor-
cycle steering compensators and building suspension, are described in [6, 7, 10, 21,
33, 36–38].

In this paper, we begin with a brief description of the objectives of electrical
network synthesis (Sect. 21.2).We then discuss the classicalmethods ofRLCnetwork
synthesis, notably the Bott–Duffin method [2] and its simplifications [8, 27, 30]
(Sect. 21.3), and we present some newly discovered alternatives to Bott–Duffin [11].
In Sect. 21.4, we discuss some surprising results which establish theminimality of the
Bott–Duffin networks and their simplifications for realising certain impedances [11,
14]. Sections21.5 and 21.6 describe recent progress in the enumeration and analysis
of RLC networks within a given class of restricted complexity [17–19, 22, 26].
Section21.7 summarises results from [12] on passivity for systems which need not
be controllable (as is the case for the Bott–Duffin networks). It is shown that the well-
known positive-real condition is not sufficient for a (not necessarily controllable)
system to be passive, and an alternative necessary and sufficient condition is presented
(Theorem 21.2). Finally, some open questions are discussed in Sect. 21.8.

The notation is as follows. R and C denote the real and complex numbers. C+
and C+ denote the open and closed right half plane. If λ ∈ C, then �(λ) and �(λ)

denote the real and imaginary parts of λ, and λ̄ denotes its complex conjugate. R(s)
and R[s] denote the rational functions and polynomials in the indeterminate s with
real coefficients; and Rm×n[s] denotes the m × n matrices with entries from R[s] (n
is omitted if n = 1).

21.2 RLC Networks and Passivity

AnRLC network comprises an interconnection of resistors, inductors and capacitors.
The behaviours of these elements correspond to the set of solutions to the equations
v = i R, v = L di

dt , and i = C dv
dt , respectively, where v denotes the voltage across

and i the current through an element, and R, L ,C > 0. Interconnection results in
additional constraints corresponding to Kirchhoff’s current law (the sum of currents
entering any vertex is zero) and Kirchhoff’s voltage law (the sum of voltages around
any closed circuit is zero). In addition, energy can be exchangedwith the environment
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at one or more ports, which correspond to pairs of terminals across which a voltage
is applied and through which a current flows. Denoting the vector of port currents
and corresponding voltages by i and v, respectively, then the driving-point behaviour
of the network is the set of solutions to a differential equation of the form:

P( d
dt )i = Q( d

dt )v, with i, v locally integrable, and P, Q ∈ R
n×n[s]. (21.1)

The driving-point behaviour is passive, in accordance with the definition below.

Definition 21.1 (Passive system [12]) The system in (21.1) is called passive if, for
any given (i, v) satisfying (21.1) and t0 ∈ R, there exists a K ∈ R (dependent on
(i, v) and t0) such that, if (î, v̂) satisfies (21.1) and (î(t), v̂(t)) = (i(t), v(t)) for all
t < t0, then − ∫ t1

t0
îT (t)v̂(t)dt < K for all t1 ≥ t0.

This definition formalises an important property of RLC networks: it is not possi-
ble to extract unlimited energy from the network from the present time (t0) onward.

In the case of one-port networks (with the exception of an open circuit), the
driving-point behaviour takes the form p( d

dt )i = q( d
dt )v with p, q ∈ R[s] and q �=

0 [15]. The impedance Z := p/q of the network is then positive-real, in accordance
with the following definition:

Definition 21.2 (Positive-real) Z ∈ R(s) is called positive-real if (i) Z is analytic
in C+; and (ii) �(Z(λ)) ≥ 0 for all λ ∈ C+.

RLC network synthesis is concerned with variations on the general problem:
given a positive-real Z, find an RLC network whose impedance is equal to Z . As
many different RLC networks can realise the same impedance, then we also seek
network realisations which are minimal, i.e. which use the least possible numbers of
the various types of element.

21.3 Bott–Duffin and Its Simplifications

One of the most striking results of electric circuit theory is that a given Z ∈ R(s)
can be realised as the impedance of an RLC network if and only if Z is positive-real.
The necessity of this condition was first proved by Otto Brune in [3], where the
positive-real concept was first defined. Sufficiency was later proved in a famous one
page paper by Bott and Duffin [2]. That paper gave an algorithmwhich, for any given
positive-real function Z , provides an RLC network whose impedance is Z .

The starting point for the Bott–Duffin procedure is the Foster preamble. This
provides a sequence of simplifications to the given positive-real function, each cor-
responding to the series or parallel extraction of a single resistor, inductor or capac-
itor, or an inductor–capacitor pair. This sequence of simplifications terminates with
a so-called minimum function:
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Definition 21.3 (Minimum function) Z ∈ R(s) is called a minimum function if (i)
Z is positive-real; (ii) Z has no poles or zeros on the extended imaginary axis; and
(iii) there exists ω0 > 0 such that �(Z( jω0)) = 0.

The contribution of Bott and Duffinwas to show that any givenminimum function
Z can be realised by an RLC network containing precisely six reactive elements
(three inductors and three capacitors) and two further networks whose impedances
are positive-real functions with McMillan degrees at least two fewer than that of
Z . Thus, by the inductive application of this procedure (together with the Foster
preamble), an RLC network is obtained to realise any given positive-real function.

The Bott–Duffin construction is based on the following theorem of Richards [31]:

Theorem 21.1 If Z ∈ R(s) is positive-real and μ > 0, then

F(s) := μZ(s) − sZ(μ)

μZ(μ) − sZ(s)

is positive-real, and the McMillan degree of F does not exceed that of Z.

By inverting the relationship in Theorem 21.1, we obtain

Z(s) =
(
F(s)

Z(μ)
+ μ

Z(μ)s

)−1

+
(

1

Z(μ)F(s)
+ s

Z(μ)μ

)−1

, (21.2)

whereupon a network realisation for Z is immediately obtained from network reali-
sations for F(s)/Z(μ) and 1/(Z(μ)F(s)).

If Z is a minimum function, then there exists ω0 > 0 such that Z( jω0) = jω0X ,
where 0 �= X ∈ R. Bott and Duffin then considered the two cases: (i) X > 0; and (ii)
X < 0. In case (i), it is easily shown that there exists aμ > 0 such that X = Z(μ)/μ.
For this value of μ, then F in Theorem 21.1 has the property that 1/F is positive-
real and has poles at ± jω0. By a well-known property of positive-real functions, it
follows that there exists a positive-real G and an α > 0 such that

1

F(s)
= 1

G(s)
+ 2αs

s2 + ω2
0

, (21.3)

and the McMillan degree of G is two fewer than that of F . In this manner, network
realisations for F(s)/Z(μ) and 1/(Z(μ)F(s)) are immediately obtained from net-
work realisations for G(s)/Z(μ) and 1/(Z(μ)G(s)). Thus, from (21.2)–(21.3), if
X > 0, then Z is realised by the network on the left of Fig. 21.1. A similar argument
for case (ii) concludes that, if X < 0, then Z is realised by the network on the right
of Fig. 21.1.

One notable feature of the Bott–Duffin networks is the apparently excessive num-
ber of reactive elements. For example, if Z is biquadratic (i.e. the McMillan degree
of Z is two), then the Bott–Duffin procedure uses six reactive elements. Yet, as will
be discussed in Sects. 21.5–21.6, many positive-real functions of McMillan degree
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(a) (b)

Fig. 21.1 Bott–Duffin networks for realising a minimum function Z with Z( jω0) = X j : a
X > 0, and b X < 0. In case (a), μ, α and G are as defined in Sect. 21.3. In case (b), then
ν > 0 satisfies −ω2

0X = νZ(ν), and β > 0 and H satisfy (νZ(s) − sZ(ν))/(νZ(ν) − sZ(s)) =
1/H(s) + 2βs/(s2 + ω2

0) with H positive-real and the McMillan degree of H at least two fewer
than that of Z

Fig. 21.2 Realisations of a minimum function Z with Z( jω0) = X j , X > 0. Here, μ, α and G are
as defined in Sect. 21.3, γ = μ + 2α, and φ = ω2

0 + 2αμ + μ2

two can be realised with only two reactive elements. This motivates the search for
simpler alternatives to the Bott–Duffin networks.

Somewhat surprisingly, the best known improvements to the Bott–Duffin net-
works (for realising a minimum function) only save a single reactive element in each
inductive step. The first such improvement was discovered simultaneously by sev-
eral authors in the 1950s [8, 27, 30]. More recently, a second class of networks was
discovered [11], which contain the same number of reactive elements and resistors as
the networks in [8, 27, 30]. For a single step in the realisation of a general minimum
function Z with �(Z( jω0)) > 0, these networks are shown in Fig. 21.2.

21.4 Electric Networks and Minimality

Froma systems and control perspective, it is particularly interesting to ask:what is the
least number of reactive elements required to realise a given biquadratic positive-
real function? The behaviour of an electric circuit is determined by a first-order
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linear differential algebraic equation whose degree is equal to the number of reactive
elements in the circuit. More specifically, if x comprises the currents and voltages in
the circuit’s inductors, capacitors and resistors, and i and v are the port current and
voltage, then there exist real matrices A, B,C, D and E such that E dx

dt = Ax + Bi
and v = Cx + Di , and the rank of E is equal to the number of reactive elements. It
might, therefore, be assumed that only two reactive elements are required to realise
a biquadratic positive-real function. But it has been proven that this is not the case.
In fact, the following two surprising results have recently been shown:

1. The Bott–Duffin networks contain the least possible number of reactive elements
for realising a biquadratic minimum function with series–parallel networks [14];

2. The networks in [8, 11, 27, 30] contain the least possible number of reactive
elements for realising almost all biquadratic minimum functions with arbitrary
RLC networks [11].

These results were inspired by [32], which aimed to show that the networks in [8,
27, 30] contain the least possible number of elements for realising certain biquadratic
minimum functions. However, it is shown in [9, 11] that [32] overlooked certain
networks, and did not determine the minimality of these networks in the number of
reactive elements used.

In [14], the proof of 1 exploits the special form of the impedance of a series–
parallel network and the properties of positive-real functions. A key observation
is that the impedance of a series–parallel network is a composition of sums and
inverses of positive-real functions. More specifically, any series–parallel network N
is either a series or a parallel connection of two series–parallel networks N1 and
N2. In the first case, the impedance Z satisfies Z = Z1 + Z2, where Z1 and Z2 are
the impedances of N1 and N2, respectively. Since Z1 and Z2 are positive-real, then:
(a) since �(Z( jω0)) = 0, then �(Z1( jω0)) = 0 and �(Z2( jω0)) = 0; (b) since Z
has no imaginary axis poles, then neither Z1 nor Z2 has any imaginary axis poles;
and (c) since �(Z( jω0)) �= 0, then either �(Z1( jω0)) �= 0 or �(Z2( jω0)) �= 0. It
can then be shown that N must contain at least five reactive elements. Also, in [14],
all of the series–parallel networks containing exactly five reactive elements which
satisfy conditions (a)–(c) are identified, and it is shown that none of these can realise
a biquadratic minimum function. A similar argument holds in the case that N is a
parallel connection of two series–parallel networks, and proves 1.

An entirely different argument is required to prove 2. The proof in [11] considers a
general RLCnetwork N whose impedance Z is aminimum function, and a sinusoidal
trajectory of N at the minimum frequency. For such a trajectory, it is shown that the
net amount of energy dissipated by N over a single period must be zero, so only the
reactive elements can transmit current. Further constraints are placed on N by virtue
of the fact that Z has no imaginary axis poles or zeros. These observations were used
in [11] to identify all of the RLC networks which realise a minimum function and
contain fewer than five reactive elements. It was then shown that these RLC networks
can only realise a small subset of the biquadratic minimum functions.
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21.5 Enumeration Approach

As discussed in Sect. 21.3, the realisation method introduced by Bott and Duffin in
1949 can prove to be apparently extravagant in the number of elements used. Follow-
ing this result, many questions in passive network synthesis were still unanswered,
and no better theory to solve the problem ofminimal realisation of positive-real func-
tions was found. An entirely different research strategy for this problem consists in
enumerating and analysing all RLC networks within a given restricted class. Follow-
ing the renewed interest in minimal realisations for passive mechanical control [33],
Jiang and Smith adopted this approach to study the class of all five-element networks
and six-element series–parallel networks [17, 18]. In [17], the concept of regularity
was introduced, which greatly facilitates the classification of impedances, as follows:

Definition 21.4 (Regular) A positive-real function Z(s) is defined to be regular if
the smallest value of �(Z( jω)) or �(Z−1( jω)) occurs at ω = 0 or ω = ∞.

The Ladenheim Catalogue, i.e. the set of all essentially distinct RLC networks with
at most two reactive elements and at most three resistors, was studied in [17]. There
are 108 essentially distinct such networks, which all realise biquadratic (or possibly
bilinear or constant) functions of the form

Z(s) = As2 + Bs + C

Ds2 + Es + F
, (21.4)

where A, B, C , D, E , F ≥ 0. These networks were first enumerated and studied by
Edward Ladenheim, a student of Foster, in [23]. For each network in the class, the
value of the impedance is first computed in [23], then the inverse process is performed,
i.e. given the impedance, an expression for each element of the network is found.
There is, however, no derivation in [23] of conditions which ensure positivity of the
values computed in the last step.

It was shown in [17] that all but two of the Ladenheim networks can only realise
regular impedances, and that the remaining two cover some, but not all, of the non-
regular positive-real biquadratics. It was also proven that just six networks from the
catalogue are needed to realise any regular biquadratic. By considering the class of
all five-element networks instead, with an arbitrary number of reactive elements, it
was finally shown that only another six networks, with three reactive elements, can
realise some, but again not all, non-regular biquadratics.

A well-known result in circuit theory is that the class of impedances that can be
realised using only two reactive elements is not increased by using more than three
resistors [19]. This fundamental result is known as Reichert’s theorem, and its first
proof, which uses a complicated topological argument, can be found in Reichert’s
original German language publication [29]. This proof was later reworked in [19],
and some parts of the argument were expanded. Recently, an alternative proof based
on a result in [5] was provided in [40].

The class of six-element series–parallel networks was studied in [18], following
earlier work [34, 35]. Based on Reichert’s theorem, it is not useful to consider
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two-reactive six-element networks, as they do not expand the set of impedances
realised by the Ladenheim class. A set of networks which can realise all the non-
regular biquadratics that may be realised by the class was found in [18], consisting
of networks with either three or four reactive elements.

Based on the results in [18], a four-reactive seven-element network was proposed
in [20] which is very effective in realising most, but not all, non-regular biquadratics.

21.6 The Ladenheim Catalogue Revisited

The analysis carried out in [17] provided a complete understanding of the realisation
power of the Ladenheim class of networks, through the concept of regularity. Such an
analysis, however, offers no insight as to how structured the set is andwhether further
results or patterns might emerge from a more complete study of the realisability
conditions for each network in the class.

The need for a fresh study of the catalogue was independently advocated in 2010
byKalman, who considered the catalogue ‘valuable experimental data, to be checked
for accuracy and explained by theory’ [22]. In his latest work, Kalman defined the
concept of generic (or minimal) networks and approached the problem of electrical
network synthesis using algebraic invariant theory [24].

The open questions regarding the structure of the Ladenheim class motivated a
fresh study of the catalogue, which was carried out recently [25, 26]. A rigorous
and complete classification of the catalogue was performed, by defining a group
action and equivalence relation on the set. Equivalence relations include certain
well-knownnetwork transformations (namelyY-Δ andZobel transformations).More
generally two networks are defined to be equivalent if they realise the same set of
impedance functions. Group actions are based on the following transformations on
the impedance Z(s): frequency inversion s → s−1 and impedance inversion Z →
Z−1. These notions allow the catalogue to be partitioned into 24 subfamilies of
networks, each comprising a certain number of equivalence classes and orbits. The
set of realisable impedances for one network in each subfamily is derived in explicit
form as a semialgebraic set, in terms of necessary and sufficient conditions. This
leads to a systematic derivation of the realisability conditions for every network of
the Ladenheim class. By way of illustration, Fig. 21.3 shows one of the five-element
subfamilies of networks, with the structure that emerged from the classification of
the catalogue.

The new study of the Ladenheim catalogue in [26] demonstrates that there are
no new equivalence relations which were not known classically. Yet, the question
remains open whether further patterns might still be revealed whichmight shed some
light on the question of realisability for higher order networks.
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Fig. 21.3 Networks of subfamilyVF in the catalogue arranged according to the subfamily structure.
Zobel transformations are represented by dashed arrows and define two equivalence classes. Duality
and frequency inversion relations (d and s, respectively) are indicated through arrows, while the
composition of the two and the identity (which complete the Klein four-group) are not shown. Here,
the group action induces two orbits which comprise four and two networks respectively

21.7 Realisation of Behaviours

The necessity of the apparently extravagant numbers of reactive elements in the
Bott–Duffin and related networks motivates a fresh examination of passivity for
systems which are nonminimal in a system theoretic sense. A natural framework
for examining these issues is the behavioural approach [28], and the associated con-
cept of (behavioural) controllability [28, Definition 5.2.2]. Indeed, the driving-point
behaviours of the Bott–Duffin networks and their simplifications are examples of
uncontrollable behaviours. For example, from [15, Sect. 7], the driving-point be-
haviour of theBott–Duffinnetwork on the left of Fig. 21.1 for realising the biquadratic
minimum function Z(s) = (s2 + s + 1)/(s2 + s + 4) is the set of solutions to the
equation:

(
d
dt + 1

) (
d2

dt2 + d
dt + 4

)
v = (

d
dt + 1

) (
d2

dt2 + d
dt + 1

)
i. (21.5)
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That this behaviour is uncontrollable is a result of the common differential operator
( d
dt + 1) acting on both sides of the above equation [28, Theorem 5.2.10]. Note that
the set of solutions to (21.5) contains the set of solutions to

(
d2

dt2 + d
dt + 4

)
v =

(
d2

dt2 + d
dt + 1

)
i. (21.6)

However, there are solutions to (21.5) which are not solutions to (21.6). It follows that
the passivity of (21.5) guarantees the passivity of (21.6), but the converse implication
does not hold. In particular, for a behaviour p( d

dt )i = q( d
dt )v (q �≡ 0) to be passive,

it is necessary but not sufficient for the transfer function p/q to be positive-real.
By focusing on the driving-point behaviour of an electric network, as opposed to

its impedance, we obtain another class of unanswered network synthesis problems
(see [4] and [39, Sect. 12]). For example, it is not known what are the necessary
and sufficient conditions (akin to the positive-real condition) for a (not necessarily
controllable) behaviour to be realised as the driving-point behaviour of an RLC
network. A more fundamental question is what are the necessary and sufficient
conditions for a (not necessarily controllable) behaviour to be passive. This question
was recently answered in [12], in the context of multi-port networks, as follows:

Theorem 21.2 ([12] Theorem 11) The system in (21.1) is passive if and only if the
following three conditions hold:

1. P(λ)Q(λ̄)T + Q(λ)P(λ̄)T ≥ 0 for all λ ∈ C+.
2. rank([P −Q](λ)) = n for all λ ∈ C+.
3. If p ∈ R

n[s] and λ ∈ C satisfy p(s)T (P(s)Q(−s)T + Q(s)P(−s)T ) = 0 and
p(λ)T [P −Q](λ) = 0, then p(λ) = 0.

It was shown in [12] that if any one of the conditions in Theorem21.2 does not hold
then an arbitrarily large amount of energy can be extracted from the system. Thus,
these conditions are necessary for a system to be passive. That these conditions are
sufficient to guarantee passivity was shown using an algebraic argument to construct
a storage function for the system, which provided an upper bound to the energy
that can be extracted. Moreover, this storage function can be used in the reactance
extraction approach to network analysis and synthesis [1] to prove that the system in
(21.1) is passive if and only if it can be realised as the driving-point behaviour of a
network containing resistors, inductors, capacitors, transformers and gyrators [13].

21.8 Open Questions

The discussion in the preceding sections motivates the following three questions (of
which, 1 and 2 were first posed in [16]):

1. Among RLC realisations, what is the minimum number of reactive elements
required to realise all positive-real functions of McMillan degree n?
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2. In order to synthesise the entire class of impedances realisable by RLC networks
containing n reactive elements, what is the least number of resistors required?

3. What is the class of impedances realisable by RLC networks containing at most
n reactive elements and n + 1 resistors?

All of these questions have been answered in the case n = 2. Five reactive
elements are required to realise all positive-real functions of McMillan degree
2 (see Sects. 21.3–21.4). Three resistors are required to synthesise the entire class
of impedances realisable by RLC networks containing 2 reactive elements (see Sec-
t. 21.5). The class of impedances realisable by RLC networks containing at most
2 reactive elements and 3 resistors (namely the class corresponding to the Laden-
heim catalogue) is stated explicitly in [17, 26] (see Sect. 21.6). However, these three
questions remain unanswered for n > 2.

We also restate the following open problem from Sect. 21.7 on the realisation of
behaviours, which is a slight variation on [4, Problems 1 and 2]:

4. What are the necessary and sufficient conditions for the behaviour p( d
dt )i =

q( d
dt )v to be realised as the driving-point behaviour of an RLC network?

21.9 Conclusions

It is now known that minimality in the context of RLC network synthesis differs from
minimality in a system theoretic sense. In the absence of a general theory for the
minimal realisation of RLC network behaviours, the enumeration approach provides
a valuable research strategy for investigating networks of restricted complexity. To
date, this has proved productive for investigating RLC networks whose impedances
have McMillan degree less than or equal to two. A remaining challenge is to extend
these results to higher order networks.
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Chapter 22
Examples of Computation of Exact Moment
Dynamics for Chemical Reaction Networks

Eduardo D. Sontag

Abstract The study of stochastic biomolecular networks is a key part of systems
biology, as such networks play a central role in engineered synthetic biology con-
structs as well as in naturally occurring cells. This expository paper reviews in a
unified way a pair of recent approaches to the finite computation of statistics for
chemical reaction networks.

22.1 Introduction

The study of biochemical networks is of great interest not only for the understand-
ing of natural biological systems, but also in the engineering design of biological
control systems, and specifically in the field of synthetic biology. Chemical systems
are inherently stochastic, as reactions depend on thermally induced random effects.
For large systems, deterministic mean-field models are appropriate, but such models
cannot account for random fluctuations, and stochastic models, and specifically the
ChemicalMaster Equation (CME), a discrete-space continuous-timeMarkov process
that describes stochastic chemical kinetics, are required for a more accurate descrip-
tion. Tools from dynamical systems and from control theory play key roles in the
analysis of the CME. The CME is typically an infinite-dimensional linear differential
equation, and even its steady-state solutions are very difficult to compute in closed
form. Various techniques, typically moment closure tools based on the“mass fluctu-
ation kinetics” and “fluctuation-dissipation” ideas are used to approximate solutions
or moments [5, 10, 11, 14]. In this expository paper, we first introduce the setup,
and then review in a unified way results for two types of stochastic chemical reac-
tion systems for which moments can be effectively computed: feedforward networks
(FFN), treated in [12], and complex balanced networks (CBN), treated in [13], and
provide several worked examples.
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22.2 Preliminaries

We start by reviewing standard concepts regarding master equations for biochemical
networks, see for instance [11].

Chemical Reaction Networks. Chemical reaction networks involve interactions
among a finite set of species S = {Si , i = 1, 2, . . . n} where one thinks of the Si ’s
as counting the numbers ofmolecules of a certain type (or individuals in an ecological
model, or cells in a cell population model): Si (t) = ki = number of units of species
i at time t . In stochastic models, one thinks of these as random variables, which
interact with each other. The complete vector S = (S1, . . . , Sn)′ is called the state
of the system at time t , and it is probabilistically described as a Markov stochastic
process which is indexed by time t ≥ 0 and takes values in Z

n
≥0. Thus, S(t) is a

Z
n
≥0-valued random variable, for each t ≥ 0. (Abusing notation, we also write S(t)

to represent an outcome of this random variable on a realization of the process.)
We will denote pk(t) = P [S(t) = k] for each k ∈ Z

n
≥0. Then p(t) = (pk)k∈Zn

≥0
is

the discrete probability density (also called the “probability mass function”) of S(t).
To describe the Markov process, one needs to formally introduce chemical reaction
networks.

A chemical reaction network is a finite setR = {R j , j = 1, 2, . . . ,m} of formal
transformations or reactions

R j :
n∑

i=1

ai j Si −→
n∑

i=1

bi j Si , j ∈ {1, 2, . . . ,m} (22.1)

among species, together with a set of m functions ρ j : Z
n
≥0 → R≥0, j = 1, . . . ,m,

with ρ j (0) = 0, the propensity functions for the respective reactions R j . The coef-
ficients ai j and bi j are nonnegative integers, the stoichiometry coefficients, and the
sums are understood informally, indicating combinations of elements. The intuitive
interpretation is that ρ j (S1, . . . , Sn)dt is the probability that reaction R j takes place,
in a short interval of length dt , provided that the complete state was S = (S1, . . . , Sn)
at the beginning of the interval. In principle, the propensities can be quite arbitrary
functions, but we will focus on mass-action kinetics, for which the functions ρ j are
polynomials whose degree is the sum of the ai j ’s in the respective reaction. Before
discussing propensities, we introduce some more notations and terminology.

The linear combinations
∑n

i=1 ai j Si and
∑n

i=1 bi j Si appearing in the m reactions
are the complexes involved in the reactions. For each reaction R j , we collect the
coefficients appearing on its left-hand side and on its right-hand side into two vec-
tors, respectively:S(R j ) = a j := (a1 j , . . . , anj )′ andT(R j ) = b j := (b1 j , . . . , bnj )′
(prime indicates transpose). We call S, T : R → C the source and target functions,
whereC ⊆ Z

n
≥0 is the set of all vectors

{
a j , b j , j = 1 . . .m

}
. We identify complexes

with elements of C . The reactants Si of the reaction R j are those species appearing
with a nonzero coefficient, ai j �= 0 in its left-hand side and the products Si of reaction
R j are those species appearing with a nonzero coefficient bi j �= 0 in its right-hand
side.
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For every vector of nonnegative integers v = (v1, . . . , vn) ∈ Z
n
≥0, let us write the

sum of its entries as ⊕v := v1 + · · · + vn . In particular, for each j ∈ {1, . . . ,m}, we
define the order of the reaction R j as ⊕a j := ∑n

i=1 ai j , which is the total number
of units of all species participating in the reaction R j .

The n × m stoichiometry matrix Γ = {γi j } is defined as the matrix whose entries
are defined as follows: γi j := bi j − ai j , i = 1, . . . , n, j = 1, . . . ,m . The integer
γi j counts the net change (positive or negative) in the number of units of species Si
each time that the reaction R j takes place. We will denote by γ j the j th column of
Γ . With these notations, γ j = b j − a j , j = 1, . . . ,m. We will assume that γ j �= 0
for all j (each reaction changes at least some species).

For example, suppose that n = 4, m = 2, and the reactions are R1 : S1 + S2 →
S3 + S4 , R2 : 2S1 + S3 → S2 which have orders 1 + 1 = 2 and 2 + 1 = 3, respec-
tively. The set C has four elements, which list the coefficients of the species partici-
pating in the reactions:C = {(1, 1, 0, 0)′, (0, 0, 1, 1)′, (2, 0, 1, 0)′, (0, 1, 0, 0)′}with
S(R1) = a1 = (1, 1, 0, 0)′, S(R2) = a2 = (2, 0, 1, 0)′, T(R1) = b1 = (0, 0, 1, 1)′,
T(R1) = b2 = (0, 1, 0, 0)′ andγ1 = (−1,−1, 1, 1)′,γ2 = (−2, 1,−1, 0)′. The reac-
tants of R1 are S1 and S2, the reactants of R2 are S1 and S3, the products of R1 are
S3 and S4, the only product of R2 is S2, and the stoichiometry matrix is (using
MATLAB-like notation, listing row by row): Γ = [−1,−2;−1, 1; 1,−1; 1, 0].

It is sometimes convenient to write
∑n

i=1 ai j Si
ρ j (S)−−→ ∑n

i=1 bi j Si to show that the
propensity ρ j is associated to the reaction j , and to combine two reactions R j and Rk

that are the reverse of each other (complexes are transposed): S(R j ) = T(Rk) and

S(Rk) = T(R j ), using double arrows:
∑n

i=1 ai j Si
ρ j (S)−−⇀↽−−
ρk (S)

∑n
i=1 bi j Si . When propen-

sities are given by mass-action kinetics, as discussed below, one simply writes on
the arrows the kinetic constants instead of the full form of the kinetics.

Chemical Master Equation. A Chemical Master Equation (CME), which is the
differential form of the Chapman–Kolmogorov forward equation, is a system of
linear differential equations that describes the time evolution of the joint probability
distribution of the Si (t)’s:

dpk
dt

=
m∑

j=1

ρ j (k − γ j ) pk−γ j −
m∑

j=1

ρ j (k) pk , k ∈ Z
n
≥0 (22.2)

where, for notational simplicity, we omitted the time argument “t” from p, and
the function ρ j has the property that ρ j (k − γ j ) = 0 unless k ≥ γ j (coordinatewise
inequality). There is one equation for each k ∈ Z

n
≥0, so this is an infinite system of

linked equations. When discussing the CME, we will assume that an initial proba-
bility vector p(0) has been specified, and that there is a unique solution of (22.2)
defined for all t ≥ 0. (See [9] for existence and uniqueness results.) A different CME
results for each choice of propensity functions, a choice that is dictated by physical
chemistry considerations. The most commonly used propensity functions, and the
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ones best-justified from elementary physical principles, are ideal mass-action kinet-
ics propensities, defined as follows (see [4]), proportional to the number of ways in
which species can combine to form the j th source complex:

ρ j (k) = κ j

n∏

i=1

(
ki
ai j

)
H (k − a j ) j = 1, . . . ,m. (22.3)

where, for any scalar or vector, we denoteH (u) = 1 if u ≥ 0 (coordinatewise) and
H (u) = 0 otherwise. In other words, the expression can only be nonzero provided
that ki ≥ ai j for all i = 1, . . . , n (and thus the combinatorial coefficients are well-
defined).Observe that the expression in the right-hand sidemakes sense even if k � 0,
in the following sense. In that case, ki < 0 for some index i , so the factorial is notwell-
defined, but on the other hand, ki − ai j ≤ ki < 0 implies that H (k − a j ) = 0. So
ρ j (k) can be thought of as defined by this formula for all k ∈ Z

n , even if some entries
of k are negative, but is zero unless k ≥ 0, and the combinatorial coefficients can be
arbitrarily defined for k � 0. (In particular, ρ j (k − γ j ) = 0 unless k ≥ γ j in (22.2).)
The m nonnegative “kinetic constants” are arbitrary, and they represent quantities
related to the volume, shapes of the reactants, chemical, and physical information,
and temperature. The model described here assumes that temperature and volume
are constant, and that the system is well-mixed (no spatial heterogeneity).

Derivatives ofMoments Expressed as Linear Combinations ofMoments. Notice
that ρ j (k) can be expanded into a polynomial in which each variable ki has an
exponent less or equal to ai j . In other words, ρ j (k) = ∑

c j≤a j
κc j k

c j (“≤” is under-

stood coordinatewise, and by definition kc j = k
c1 j
1 . . . k

cnj
n and r0 = 1 for all integers),

for suitably redefined coefficients κc j ’s. Suppose given a function M : Z
n
≥0 → R

(to be taken as a monomial when computing moments). The expectation of the
random variable M(S) is by definition E [M(S(t))] = ∑

k∈Zn
≥0

pk(t) M(k) , since
pk(t) = P [S(t) = k]. Let us define, for any γ ∈ Z

n , the new function Δγ M given
by (Δγ M)(k) := M(k + γ ) − M(k) . With these notations,

d

dt
E [M(S(t))] =

m∑

j=1

E
[
ρ j (S(t))Δγ j M(S(t))

]
(22.4)

(see [11] for more details). We next specialize to a monomial function: M(k) =
ku = ku11 ku22 . . . kunn where u ∈ Z

n
≥0. There results (Δγ j M)(k) = ∑

ν∈I (u, j) dνkν for
appropriate coefficients dν , where

I (u, j) :=
{

ν ∈ Z
n
≥0

∣∣∣∣∣
ν = u − μ, u ≥ μ �= 0

μi = 0 for each i such that γi j = 0

}



22 Examples of Computation of Exact Moment Dynamics … 299

(inequalities “≥” in Z
n
≥0 are understood coordinatewise). Thus, for (22.3):

d

dt
E

[
S(t)u

] =
m∑

j=1

∑

c j≤a j

∑

ν∈I (u, j)

dνκc j E
[
S(t)ν+c j

]
. (22.5)

In other words, we can recursively express the derivative of the moment of order
u as a linear combination of other moments. This results in an infinite set of cou-
pled linear ordinary differential equations, so it is natural to ask whether, for given
a particular moment or order u of interest, there is a finite set of moments, includ-
ing the desired one, that satisfies a finite set of differential equations. This ques-
tion can be reformulated combinatorially, as follows. For each multi-index u ∈ Z

n
≥0,

let us defineR0(u) = {u},R1(u) := {
ν + c j , 1 ≤ j ≤ m, c j ≤ a j , ν ∈ I (u, j)

}
,

and, more generally, for any 
 ≥ 1, R
+1(u) := R1(R
(u)) where, for any set U ,
R
(U ) := ⋃

u∈U R
(u). Finally, we set R(u) := ⋃∞
i=0 R

i (u). Each set R
(u) is
finite, but the cardinality #(R(u))maybe infinite. It is finite if andonly if there is some
L ≥ 0 such that R(u) = ⋃L

i=0 R
i (u), or equivalently RL+1(u) ⊆ ⋃L

i=0 R
i (u).

Equation (22.5) says that the derivative of the u-th moment can be expressed
as a linear combination of the moments in the set R1(u). The derivatives of these
moments, in turn, can be expressed in terms of the moments in the set R1(u′), for
each u′ ∈ R1(u), i.e. in terms of moments in the set R2(u). Iterating, we have the
following: “Finite reachability implies linear moment closure” observation:

Lemma. Suppose N := #(R(u)) < ∞, and R(u) = {u = u1, . . . , uN }. Then,
with x(t) := (E [Su1(t)] , . . . , E [SuN (t)])′, there is an A ∈ R

N×N so that ẋ(t) =
Ax(t), t ≥ 0.

A classical case is when all reactions have order 0 or 1, i.e., ⊕a j ∈ {0, 1}. Since
μ �= 0 in the definition of I (u, j), it follows that ⊕a j ≤ ⊕μ for every index j .
Therefore, ⊕(ν + a j ) = ⊕u + ⊕a j − ⊕μ ≤ ⊕u for all u, and the same holds for
ν + c j if c j ≤ a j . So all elements in R(u) have degree ≤ ⊕u, and thus #(R(u)) <

∞. A more general case is as follows.

22.3 Feedforward Networks

A chemical network is of feedforward type (FFN) if one can partition its n species
Si , i ∈ {1, 2, . . . , n} into p layersS1, . . . ,Sp and there are a total ofm ′ = m + d reac-
tions, where d of the reactions are “pure degradation” (or “dilution”) reactions Dj :
Si j → 0, j ∈ {1, . . . , d} and the additionalm reactions R j , j ∈ {1, 2, . . . ,m} can be
partitioned into p ≥ 1 layers R1, . . . ,Rp in such a manner that, in the each reaction
layer Rπ there may be any number of order-zero or order-one reactions involv-
ing species in layer π , but every higher order reaction at a layer π > 1 must have
the form: ai1 j Si1 + · · · aiq j Siq → ai1 j Si1 + · · · aiq j Siq + biq+1 j Siq+1 + · · · biq+q′ j Siq+q′ ,
where all the species Si1 , . . . , Siq belong to layers having indices< π , and the species
Siq+1, . . . , Siq+q′ are in layer π . In other words, multimers of species in “previous”
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layers can “catalyze” the production of species in the given layer, but are not affected
by these reactions. This can be summarized by saying that for reactions at any given
layer π , the only species that appear as reactants in nonlinear reactions are those in
layers < π and the only ones that can change are those in layer π .

A more formal way to state the requirements is as follows. The reactions R j that
belong to the first layer R1 are all of order-zero or one, i.e. they have ⊕a j ∈ {0, 1}
(this first layer might model several independent separate chemical subnetworks; we
collect them all as one larger network), and

if R j ∈ Rπ :
{
ai j �= 0 and ⊕ a j > 1 ⇒ Si ∈ ⋃

1≤s<π Sπ

γi j �= 0 ⇒ Si ∈ Sπ .
(22.6)

FFN’s have the finite reachability property ([12]): given any desired moment u,
there is a linear differential equation ẋ(t) = Ax(t) for a suitable set of N moments
x(t) := (E [Su1(t)] , . . . , E [SuN (t)])′ , which contains the moment u of interest.
Notice that steady-state moments can then be computed by solving Ax = 0. The
proof uses a Lyapunov-like construction. In practice, we simply compute (22.5) start-
ing from the desired moment, then recursively apply the same rule to the moments
appearing on the right-hand side, and so forth until no new moments appear. The
integer N at which the system closesmight be very large, but the procedure is guaran-
teed to stop. The last section of the paper [12] explains how certain non-feedforward
networks also lead to moment closure, provided that conservation laws ensure that
variables appearing in nonlinear reactions take only a finite set of possible values.

Steady States of CME. Often, the interest is in long-time behavior, after a transient,
that is to say in the probabilistic steady state of the system: the joint distribution of the
random variables Si = Si (∞) that result in the limit as t → ∞ (provided that such
a limit exists in an appropriate technical sense). This joint distribution is a solution
of the steady-state CME (ssCME), the infinite set of linear equations obtained by
setting the right-hand side of the CME to zero, that is:

m∑

j=1

ρ j (k − γ j ) pk−γ j =
m∑

j=1

ρ j (k) pk , k ∈ Z
n
≥0 (22.7)

with the convention that ρ j (k − γ j ) = 0 unless k ≥ γ j . When substituting mass-
actionpropensitiesρ j (k) = κ j

∏n
i=1

( ki
ai j

)
H (k − a j ) the steady-state equation (22.7)

becomes:

m∑

j=1

κ j

n∏

i=1

(
ki − γi j

ai j

)
H (k − b j ) pk−γ j =

m∑

j=1

κ j

n∏

i=1

(
ki
ai j

)
H (k − a j ) pk

(22.8)
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for all k ∈ Z
n
≥0. Equivalently, for all k ∈ Z

n
≥0:

m∑

j=1

κ̃ j

n∏

i=1

(
ki − γi j

)!
(
ki − bi j

)! H (k − b j ) pk−γ j =
m∑

j=1

κ̃ j

n∏

i=1

ki !(
ki − ai j

)! H (k − a j ) pk

(22.9)
when introducing new constants κ̃ j := κ j/

∏n
i=1

(
ai j !

)
. Writing λk := λ

k1
1 . . . λkn

n
and k! := k1! . . . kn! for each k = (k1, . . . , kn) ∈ Z

n
≥0 and λ = (λ1, . . . , λn) ∈ R

n
>0,

(22.9) is:

m∑

j=1

κ̃ j

(
k − γ j

)!
(
k − b j

)! H (k − b j ) pk−γ j =
m∑

j=1

κ̃ j
k!(

k − a j
)! H (k − a j ) pk , k ∈ Z

n≥0 (22.10)

Since (22.10) is a linear equation on the
{
pk, k ∈ Z

n
≥0

}
, any rescaling pk’s will satisfy

the same equation; for probability densities, one normalizes to a unit sum.
If there are conservation laws satisfied by the system then steady-state solu-

tions will not be unique, and the equation Ax = 0 must be supplemented by a
set of linear constraints that uniquely specify the solution. For example, consider

a reversible reaction S1
κ1−⇀↽−
κ2

S2 (propensities are mass-action, ρi (S1, S2) = κi Si ).

The first moments (means) satisfy ẋ1 = κ2x2 − κ1x1 and ẋ2 = κ1x1 − κ2x2. Any
vector (ξ̄1, ξ̄2) with κ1ξ̄1 = κ2ξ̄2 is a steady state of these equations. However, the
sum of the numbers of molecules S1 and S2 is conserved in the reactions. Given a
particular total number, β, the differential equations can be reduced to just one equa-
tion, say for x1: ẋ1 = κ2(β − x1) − κ1x1 = −(κ1 + κ2)x1 + κ2β,whichhas the affine
form ẋ = Ax + b. At steady state, we have the unique solution ξ̄1 = βκ2/(κ1 + κ2),
ξ̄2 = βκ1/(κ1 + κ2) obtained by imposing the constraint ξ̄1 + ξ̄2 = β. It can easily
be proved (see e.g. [13]) that at steady state, S1 is a binomial random variable B(β, p)
with p = 1

1+μ
, where μ = κ1/κ2. We later discuss further conservation laws.

A Worked Example. For networks with only zero and first-order reactions, which
are feedforward, it is well known that one may compute all moments in closed form.

For example, startwith a reversible reaction S1
κ−⇀↽−
δ

S2 withmass-action propensities,

thinking of S1 as the active form of a certain gene and S2 as the inactive form of this
gene. Transcription and translation are summarized, for simplicity, as one reaction
S1

ρ−→ S1 + S3 and degradation or dilution of the gene product S3 is a linear reaction

S3
η−→ ∅ . The stoichiometry matrix is Γ = [−1, 1, 0, 0; 1,−1, 0, 0; 0, 0, 1,−1].

Suppose, we are interested in the mean and variance of S3 subject to the conserva-
tion law S1 + S2 = β, for some fixed positive integer β. A linear differential equation
for these second-order moments:M = (E[S1], E[S21 ], E[S1S3], E[S3], E[S23 ])′ is
Ṁ = AM + b, where A = [−δ − κ, 0, 0, 0, 0; κ − δ + 2 δ β,−2 δ − 2 κ, 0, 0, 0;
0, ρ,−δ − η − κ, δ β, 0; ρ, 0, 0,−η, 0; ρ, 0, 2 ρ, η,−2 η] and b = [δ β; δ β; 0;
0; 0]. One can then solve AM + b = 0 to obtain steady state moments.
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ASimpleNonlinearExample.Weconsider a feedforward systemwith three species;

S1 catalyzes production S2, and S1 and S2 are both needed to produce S3: 0
κ1−→ S1

δ1−→
0, S1

κ2−→ S1 + S2, S2
δ2−→ 0, S1 + S2

κ3−→ S1 + S2 + S3, S3
δ3−→ 0.Computing E[S3], the

mean of S3, requires aminimal differential equation of order 5, for themomentsM =
(E[S3], E[S1S2], E[S2], E[S21 ], E[S1])′ and has form Ṁ = AM + b, where A =
[−δ2, κ3, 0, 0, 0; 0,−δ1 − δ2, κ1, κ2, 0; 0, 0,−δ2, 0, κ2; 0, 0, 0,−2 δ1, 2 κ1 + δ1; 0,
0, 0, 0,−δ1] and b = [0; 0; 0; κ1; κ1],

22.4 Poisson-Like Solutions and Complex Balanced
Networks

We observe that for any given positive vector λ̄ ∈ R
n
>0, the set of numbers

Π = {
pk = λ̄k/k! , k ∈ Z

n
≥0

}
(22.11)

satisfies the ssCME equations (22.10) if and only if

m∑

j=1

κ̃ j
λ̄k−γ j

(
k − b j

)! H (k − b j ) =
m∑

j=1

κ̃ j
λ̄k

(
k − a j

)! H (k − a j ) , k ∈ Z
n
≥0 ,

(22.12)
Rewriting this as:

∑

c∈C

∑

{ j |b j=c}
κ̃ j

λ̄k−γ j

(
k − b j

)! H (k − b j ) =
∑

c∈C

∑

{ j |a j=c}
κ̃ j

λ̄k

(k − c)! H (k − a j ), k ∈ Z
n≥0,

(22.13)
a sufficient condition for (22.11) to be a solution is that

∑

{ j |b j=c}
κ̃ j

λ̄k−γ j

(k − c)! H (k − b j ) =
∑

{ j |a j=c}
κ̃ j

λ̄k

(k − c)! H (k − a j ) , k ∈ Z
n
≥0

for each individual complex c ∈ C , or, equivalently,

H (k − c)

(k − c)!
∑

{ j |b j=c}
κ̃ j λ̄

k−γ j = H (k − c)

(k − c)!
∑

{ j |a j=c}
κ̃ j λ̄

k , k ∈ Z
n
≥0 .

A sufficient condition for this to hold is that, for all complexes:

∑

{ j |b j=c}
κ̃ j λ̄

a j =
∑

{ j |a j=c}
κ̃ j λ̄

a j , k ∈ Z
n
≥0 (22.14)
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Fig. 22.1 Complex
balancing: outflows and
inflows must balance at each
complex c. The left-hand
side of (22.14) is
κ̃3λ̄

a3 + κ̃4λ̄
a4 and the

right-hand side is
κ̃1λ̄

a1 + κ̃2λ̄
a2

(conversely, this last condition is necessary for all complexes for which k ≥ c). One
can write “λ̄c” and bring this term outside of the sum, in the right-hand side.

When property (22.14) holds for every complex, one says that λ̄ is a complex
balanced steady state of the associated deterministic chemical reaction network.
(That is, the system of differential equations ẋ = Γ Q(x), where Q(x) is a column
vector of sizemwhose j th entry isρ j (x) and x(t) ∈ R

n
≥0 for all t .) Complexbalancing

means that, for each complex, outflows and inflows balance out. This is a Kirschoff
current law (in-flux = out-flux, at each node). See Fig. 22.1.

Foundational results in deterministic chemical network theory were obtained by
Horn, Jackson, and Feinberg ([2, 3]). One of the key theorems is that a sufficient
condition for the existence of a complex balanced steady state is that the network be
weakly reversible and have deficiency zero. The deficiency is computed as nc − 
 − r ,
where nc is the number of complexes, r is the rank of the matrix Γ , and 
 is the
number of “linkage classes” (connected components of the reaction graph). Weak
reversibility means that each connected component of the reaction graph must be
strongly connected. One of the most interesting features of this theorem is that no
assumptions need to be made about the kinetic constants. (Of course, the choice
of the vector λ̄ will depend on the kinetic constants.) We refer the reader to the
citations for details on deficiency theory, as well as, of interest in the present context,
several examples discussed in [13]. The theorems for weakly reversible deficiency
zero networks are actually far stronger, and they show that every possible steady state
of the corresponding deterministic network is complex balanced, and that they are
asymptotically stable relative to stoichiometry classes. The connection with ssCME
solutions was a beautiful observation made in [1], but can be traced to the “nonlinear
traffic equations” from queuing theory, described in Kelly’s textbook [7], Chap.8
(see also [8] for a discussion),

The elements of Π given by formula (22.11) add up to:

∑

k∈Zn
≥0

pk =
∞∑

k1=0

. . .

∞∑

kn=0

λ̄k
1

k1! . . .
λ̄k
n

kn! = Z := eλ̄1 . . . eλ̄n

Thus, normalizing by the total, {pk/Z , k ∈ Z
n
≥0} is a probability distribution. How-

ever, because of stoichiometric constraints, solutions are typically not unique, and
general solutions appear as convex combinations of solutions corresponding to invari-
ant subsets of states. A solution with only a finite number of nonzero pk’s will then
have a different normalization factor Z .

http://dx.doi.org/10.1007/978-3-319-67068-3_8
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Conservation Laws, Complex Balanced Case. When steady states do not form an
irreducible Markov chain, the solutions of the form (22.11) are not the only solutions
in the complex balanced case. Restrictions to each component of the Markov chain
are also solutions, as are convex combinations of such restrictions. To formalize
this idea, suppose that there is some subset Z0 ⊆ Z

n with the following stoichio-
metric invariance property: k ∈ Z0 ⇒ k ± γ j ∈ Z0 for all j = 1, . . . ,m. (The same
property is then true for the complement ofZ0.) Consider, the setZ := Z0

⋂
Z
n
≥0.

For each k ∈ Z , the left-hand side term in Eq. (22.12) either involves an index
k − γ j > 0, and hence, inZ , or it is zero (because k − b j ≥ 0 implies k − γ j ≥ 0)
and so it does not matter that k − γ j /∈ Z . Thus,

pk = λ̄k

k! if k ∈ Z , = 0 if k ∈ Z
n
≥0 \ Z (22.15)

is also a solution, in the complex balanced case (observe that, for indices inZ
n
≥0 \ Z ,

Eq. (22.12) is trivially satisfied, since both sides vanish). So we need to divide
by the sum Z of the elements in (22.15) in order to normalize to a probability
distribution. The restriction to Z will the unique steady-state distribution provided
that the restricted Markov chain has appropriate irreducibility properties.

In particular, suppose that the nullspace of A = (αi j ) ∈ R
m×n includes C (for

example, A could be the orthogonal complement of the “stoichiometric subspace”
spanned by C ), and pick any vector β = (β1, . . . , βq)

′ ∈ R
q . ThenZ0 = {k|A k =

β} has the invariance property, and the sum of the elements in (22.15) is:

Z(β1, . . . , βq) =
∑

k1 ,...,kn≥0
A k=β

λ
k1
1

k1!
λ
k2
2

k2! . . .
λkn
n

kn!

(zero if sum empty). The normalized form of (22.15) has pk = 0 for k ∈ Z
n
≥0 \ Z ,

and

pk = 1

Z(β1, . . . , βq)

λ
k1
1

k1!
λ
k2
2

k2! . . .
λkn
n

kn! (22.16)

for k ∈ Z . A probabilistic interpretation is as follows. Suppose given n independent
Poisson random variables, Si , i = 1, . . . , n, with parameters λi respectively, so

P [S1 = k1, S2 = k2, . . . , Sn = kn] = e−(λ1+...+λn)
λ
k1
1

k1!
λ
k2
2

k2! . . .
λkn
n

kn! (22.17)

for k ≥ 0 (and zero otherwise). Let us introduce the following new random variables:
Y j := ∑n

i=1 α j i Si , j = 1, . . . , q . Observe that P
[
Y1 = β1, . . . ,Ym = βq

]
equals

∑

k1,...,kn≥0
α11k1+...+α1n kn=β1 , ..., αq1k1+...+αqn kn=βq

P [S1 = k1, S2 = k2, . . . , Sn = kn]
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which is e−(λ1+...+λn)Z(β1, . . . , βq) . Therefore, for each k ∈ Z , pk in (22.16) equals
the conditional probability P [S1=k1,S2=k2,...,Sn=kn ]

P [Y1=β1,...,Yq=βq] , which is the same as

P
[
S1 = k1, S2 = k2, . . . , Sn = kn

∣∣ Y1 = β1, . . . ,Yq = βq
]
.

If our interest is in computing this conditional probability, the main effort goes into
computing Z(β1, . . . , βq). The main contribution of the paper [13] was to provide
effective algorithms for the computation of Z(β1, . . . , βq) recursively on the βi ’s. A
package for that purpose, called MVPoisson, was included with that paper.

Conditional moments E[Srj
∣∣ Y1 = β1, . . . ,Ym = βq ] , r ≥ 1 , including the con-

ditional expectation (when r = 1), as well as centered moments such as the con-
ditional variance, can be computed once that these conditional probabilities are
known. It is convenient for that purpose to first compute the factorial moments.
Recall that, the r th factorial moment E[W (r)] of a random variable W is defined as
the expectation of W !/(W − r)!. For example, when r = 1, E[W (r)] = E[W ], and
for r = 2, E[W (r)] = E[W 2] − E[W ], and thus, the mean and variance ofW can be
obtained from these. We denote the conditional factorial moment of Si given Y = β,
as E[S(r)

j

∣∣ Y ]. It is not difficult to see (Theorem 2 in [13]) that:

E[S(r)
j

∣∣ Y ] = λr
j · Z(β1 − rα1 j , β2 − rα2 j , . . . , βq − rαq j )

Z(β1, . . . , βq)

when all βi − rαi j ≥ 0 and zero otherwise. The paper [13] discussesmixedmoments
such as covariances too. For example, for r = 1 we have the conditional mean:

E[Sj

∣∣ Y ] = λ j · Z(β1 − α1 j , β2 − α2 j , . . . , βq − αq j )

Z(β1, . . . , βq)
(22.18)

when all βi ≥ αi j , and zero otherwise, and for r = 2 the conditional secondmoment:

E[S2j
∣∣ Y ] = λ2

j · Z(β1 − 2α1 j , β2 − 2α2 j , . . . , βq − 2αq j )

Z(β1, . . . , βq)
+ E[Sj

∣∣ Y ]

when all βi ≥ 2αi j , and zero otherwise. We next work out a concrete example.

Worked Example: Simple Binding. Suppose that two molecules of species S1 and
S2 can reversibly combine through a bimolecular reaction to produce a molecule of

species S3: S1 + S2
κ1−⇀↽−
κ2

S3 . Since the deficiency of this network is nc − 
 − r =
2 − 1 − 1 = 0 and it is reversible and hence weakly reversible as well, we know
that there is a complex balanced equilibrium (and every equilibrium is complex
balanced). We may pick, for example, λ̄ = (1, 1, K ), where K := κ1/κ2. The count
of S1 molecules goes down by one every time that a reaction takes place, at which
time the count of S3 molecules goes up by one. Thus, the sum of the number of
S1 molecules plus the number of S3 molecules remains constant in time, equal to
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their starting value, which we denote as p. Similarly, the sum of the number of S2
molecules plus the number of S3 molecules remains constant, equal to some number
n. (In the general notations, we have a11 = a13 = 1, a22 = a23 = 1, a12 = a21 = 0,
β1 = p,β2 = n.) In the steady-state limit as t → ∞, these constraints persist. In other
words, all pk should vanish except those corresponding to vectors k = (k1, k2, k3)
such that k1 + k3 = p and k2 + k3 = n. The set consisting of all such vectors is
invariant, so

pk =
⎧
⎨

⎩

λ̄
k1
1

k1!
λ̄
k2
2

k2!
λ̄
k3
3

k3! if k1 + k3 = p and k2 + k3 = n

0 otherwise

is a solution of the ssCME. In order to obtain a probability density, wemust normalize
by the sum Z(p, n) of these pk’s. Because of the two constraints, the sum can be
expressed in terms of just one of the indices, let us say k1. Observe that, since
k + k3 = p and k3 ≥ 0, necessarily k ≤ p. Since k2 = n − k3 = n + k − p must be
nonnegative, we also have the constraint k ≥ max{0, p − n}. So the only nonzero
terms are for k ∈ {max{0, p − n}, . . . , p}.With k3 = p − k, k2 = n − k3 = n + k −
p, we have:

Z(p, n) =
p∑


=max{0,p−n}

K p−



! (n + 
 − p)! (p − 
)! =
min{p,n}∑


=0

K 


(p − 
)! (n − 
)! 
!
(22.19)

The second form if the summation makes it obvious that Z(p, n) = Z(n, p).
When n ≥ p, we can also write

Z(p, n) = 1

n!p!
p∑


=0

n!
(n − p + 
)!

(
p




)
K p−
 (22.20)

which shows the expression as a rational function in which the numerator is a poly-
nomial of degree p on n. This was derived assuming that n ≥ p, and the factorials
in the denominator do not make sense otherwise. However, let us think of each term

n!
(n−p+
)! as the product n(n − 1) . . . (n − p + 
 + 1), whichmay include zero as well
as negative numbers. With this understanding, the formula in (22.20) makes sense
even when n < p. Observe that such a term vanishes for any index 
 < p − n. Thus,
for n < p, (22.20) reduces to: 1

p!
∑p


=p−n
1

(n−p+
)!
(p



)
K p−
 or equivalently, with a

change of indices 
 = p − 
 and then using
( p
p−


) = (p



)
:

1

p!
n∑


=0

1

(n − 
)!
(

p

p − 


)
K 
 = 1

p!
n∑


=0

1

(n − 
)!
(
p




)
K 
 =

n∑


=0

K 


(n − 
)!(p − 
)!
! .

In this last form, we have the same expression as the last one in (22.19). In conclu-
sion, provided that we interpret the quotient of combinatorial numbers in (22.20)
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as a product that may be zero, formula (22.20) is valid for all n and p, not
just for n ≥ p. In particular, we have; Z(0, n) = 1

n! , Z(1, n) = 1
n! (Kn + 1) ,

Z(2, n) = 1
2n!

(
K 2n2 + (−K 2 + 2 K

)
n + 1

)
, etc. In terms of the Gauss’s hyper-

geometric function 2F0, we can alsowrite: Z(p, n) = 1
p! n! 2F0(−n,−p; ; K ) .The

recursion on n obtained by using the package MVPoisson from [13] is as follows
(by symmetry, a recursion on p can be found by exchanging n and p):

Z(p, n + 2) = K

n + 2
Z(p, n) + −Kn + Kp − K + 1

n + 2
Z(p, n + 1) .

Now (22.18) gives the conditional mean of the first species, S1 ( j = 1 for this
index, r = 1 for the first moment, and λ1

1 = 11 = 1) as zero if p < 1 or n < 0 and
otherwise

ϕ(p, n) := E[S1
∣∣ S1 + S3 = p, S2 + S3 = n] = Z(p − 1, n)

Z(p, n)
.

For example, ϕ(1, n) = 1
Kn+1 , ϕ(2, n) = 2(Kn+1)

K 2n2+(−K 2+2 K)n+1
.

Worked Example: Synthesis and Degradation, and Binding. Suppose molecules
of species S1 can be randomly created and degraded, and they can also reversibly
combine with molecules of S2 through a bimolecular reaction to produce molecules

of species S3:∅ κ1−→ S1
κ2−→ ∅, S1 + S2

κ3−⇀↽−
κ4

S3. There are nc = 4 complexes:∅, S1, S1 +
S2, and S3, and 
 = 2 linkage classes. The stoichiometry matrix Γ = [1,−1,−1, 1;
0, 0,−1, 1; 0, 0, 1,−1] has rank r = 2, so the deficiency of this weakly reversible
network is nc − 
 − r = 4 − 2 − 2 = 0. Thus, there is a complex balanced equi-
librium (and every equilibrium is complex balanced). We may pick, for example,
λ̄ = (λ, 1, μ), where λ := κ1

κ2
and μ := κ1κ3

κ2κ4
. Notice that, there is only one nontrivial

conserved quantity, S2 + S3 = n, since S1 is not conserved. We have:

Z(n) =
∑

k1,k2 ,k3≥0
k2+k3=n

λ
k1
1

k1!
λ
k2
2

k2!
λ
k3
3

k3! =
∞∑

k1=0

λk1

k1!
n∑

k2=0

μn−k2

k2!(n − k2)! = eλ

n! (1 + μ)n .

The normalized probability (22.15), for k = (k1, k2, k3) ≥ 0 with k2 + k3 = n, is:
pk = 1

Z(n)
λk1

k1!
1
k2!

μk3

k3! = n!
eλ(1+μ)n

λk1μk3

k1!k2!k3! and as discussed earlier, this is the condi-

tional probability P
[
S1 = k1, S2 = k2, S3 = k3

∣∣ S2 + S3 = n
]
. Using this expres-

sion, we may compute, for example, the conditional marginal distribution of S2:

P
[
S2 = r

∣∣ S2 + S3 = n
] =

∞∑

k1=0

n!
eλ(1 + μ)n

λk1μ(n−r)

k1!r !(n − r)! =
(
n

r

)
pr (1 − p)(n−r)
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(where we use p := 1/(1 + μ), soμ = 1−p
p ), which shows this conditional marginal

distribution is a binomial random variable with parameters n and p = κ2κ4
κ2κ4+κ1κ3

.

Worked Example: Competitive Binding. We consider the following example
(using now A, B, . . . for species to simplify notations):

A + B
κB,+−−⇀↽−−
κB,−

D A + C
κC,+−−⇀↽−−
κC,−

E

so for the associated deterministic system, the steady states satisfy κB,+AB = κB,−D
and κC,+AC = κC,−E , so one such equilibrium is (1, 1, 1, λ, μ) where λ := κB,+

κB,− ,

μ := κC,+
κC,− . The following quantities are conserved: A + D + E = nA, B + D = nB ,

C + E = nC and subject to these constraints, one may pick the partition function:

Z(nA, nB, nC ) =
∑

(kA,kB ,kC ,kD ,kE )∈S

1

kA!
1

kB !
1

kC !
λkD

kD!
μkE

kE !

S = {(kA, kB , kC , kD, kE ) ≥ 0 | kA + kD + kE = nA, kB + kD = nB , kC + kE = nC } .

In order to rewrite this function as a double sum, we first show thatS is equal to the
following set:

S ′ = {(kA, kB, kC , kD, kE ) | 0 ≤ kD ≤ nB, 0 ≤ kE ≤ min{nA − kD, nC },
kA = nA − (kD + kE ), kB = nB − kD, kC = nC − kE } .

Indeed, suppose that (kA, kB, kC , kD, kE ) ∈ S . Then kD ≥ 0 and from kB + kD =
nB we have that kD = nB − kB ≤ nB . Also, kE ≥ 0, and from kC + kE = nC we
have that kE = nC − kC ≤ nC and from kA + kD + kE = nA we have that kD +
kE = nA − kA ≤ nA and hence, kE ≤ nA − kD , so kE ≤ min{nA − kD, nC }. Thus,
(kA, kB, kC , kD, kE ) ∈ S ′.

Conversely, suppose that (kA, kB, kC , kD, kE ) ∈ S ′. We have that kD and kE are
nonnegative. From kE ≤ nA − kD , it follows that kA = nA − (kD + kE ) ≥ 0, from
kD ≤ nB , it follows kB = nB − kD ≥ 0, and from kE ≤ nC , we have kC = nC −
kE > 0.

Therefore, we may rewrite the partition function as follows (using (i, j) instead
of (kD, kE ) as indices):

Z(nA, nB , nC ) =
nB∑

i=0

λi

(nB − i)! i !
min{nA−i,nC }∑

j=0

μ j

((nA − i) − j)! (nC − j)! j !

=
nB∑

i=0

λi

(nB − i)! i ! Q(nA − i, nC ) = 1

nA!
nB∑

i=0

(
nA

i

)
λi

(nB − i)! Q̃(nA − i, nC ).
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where

Q(p, n) :=
min{p,n}∑


=0

μ


(p − 
)!(n − 
)!
! , Q̃(p, n) := p!Q(p, n) =
min{p,n}∑


=0

(
p




)
μ


(n − 
)! .

The sum in Q̃ is numerically better behaved than that in Q when p is large
and n is small. We find that Q is itself the partition function Z(p, n) given by
formula (22.19) for the simpler binding example S1 + S2 −⇀↽− S3 and can also be

written as 1
p! n! 2F0(−p,−n; ; μ) , in termsof 2F0,Gauss’s hypergeometric function.

For example, when nB = 0 or 1, the formula specializes to: Z(nA, 0, nC ) =
Q(nA, nC), Z(nA, 1, nC ) = Q(nA, nC ) + λ Q(nA − 1, nC ) (the first of these is not
surprising, as when nB = 0 the species B can only be zero, so the system reduces to
the previous example, with S1 = A, S2 = C , and S3 = E), and the mean of species
D given the constraints (nA, 1, nC ) is by Eq. (22.18):

E[D | nA, 1, nC ] = λ
Z(nA − 1, 0, nC )

Z(nA, 1, nC )
= λ

Q(nA − 1, nC )

Q(nA, nC ) + λ Q(nA − 1, nC )
.

Using Q̃, we may write, alternatively, Z(nA, 0, nC ) = 1
nA ! Q̃(nA, nC ), Z(nA, 1, nC )

= 1
nA !

(
Q̃(nA, nC ) + λ nA Q̃(nA − 1, nC )

)
and thus, cancelling the nA! terms,

and using that Z(nA − 1, 0, nC ) = nA
nA ! Q̃(nA − 1, nC ), E[D | nA, 1, nC ] =

λ nA Q̃(nA−1,nC )

Q̃(nA,nC )+ λ nA Q̃(nA−1,nC )
, which is far better behaved numerically when nA is large.

Wealso remark that there is a third-order recursion for Z , obtainedby the algorithm
MVPoisson from [13].

In order to conveniently display the recurrences, let us use the following notations.
We will write Z instead of Z(b1, b2, b3), and a notation like Z+···+

i means a shift of
the i th argument by the indicated number of plus signs. For example, Z++

3 means
Z(b1, b2, b3 + 2). There are three recurrences of order three, as follows, for each of
the three arguments: (3 + b1)Z

+++
1 = λμZ − (λμb1 − λμb2 − λμb3 + λμ − λ −

μ)Z+
1 − (λb1 − λb2 + μb1 − μb3 + 2 λ + 2μ − 1)Z++

1 ,M(3 + b3)(b2 + 2)Z+++
2= (λ2 − λμ)Z + (λ2b1 − λ2b2 − λμb1 + 2 λμb2 + λμb3 − λ2 + 3 λμ + λ − μ)

Z+
2 + (λμb1 b2 − λμb22 − λμb2 b3 + 2 λμb1 − 4 λμb2 − 2 λμb3 − 4 λμ − λb2 +

2μb2 − 2 λ + 4μ)Z++
2 , L(3 + b3)(b3 + 2)Z+++

3 = (−λμ + μ2)Z + (−λμb1 +
λμb2 + 2 λμb3 + μ2b1 − μ2b3 + 3 λμ − μ2 − λ + μ)Z+

3 + (λμb1 b3 − λμb2 b3
− λμb32 + 2 λμb1 − 2 λμb2 − 4 λμb3 − 4 λμ + 2 λb3 − μb3 + 4 λ − 2μ)Z++

3 .
The algorithm provides 27 initial conditions, the values of Z for the triples (1, 1, 1),
(1, 1, 2), (1, 1, 3), …(3, 3, 3) listed in that order. We display them as three matrices,
respectively shown below. The first matrix lists the elements of the form (1, �, �),
the next one (2, �, �), and the last one (3, �, �). In each matrix, elements are listed in
the usual matrix order: (�, i, j) is the (i, j)th entry of the matrix.
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⎡

⎢⎣
λ + μ + 1 λ

2 + μ + 1
2

λ
6 + μ

2 + 1
6

λ + μ

2 + 1
2

λ
2 + μ

2 + 1
4

λ
6 + μ

4 + 1
12

λ
2 + μ

6 + 1
6

λ
4 + μ

6 + 1
12

λ
12 + μ

12 + 1
36

⎤

⎥⎦

⎡

⎢⎣
(μ + 1)λ + μ + 1

2 (μ + 1
2 )λ + 1

2μ
2 + μ + 1

4 κ1
1
2λ

2 + (μ + 1)λ + μ

2 + 1
4

1
4λ

2 + (μ + 1
2 )λ + 1

4μ
2 + μ

2 + 1
8 κ2

1
2λ

2 + 1
2 (μ + 1)λ + μ

6 + 1
12

1
4λ

2 + 1
2 (μ + 1

2 )λ + 1
12μ

2 + μ

6 + 1
24 κ3

⎤

⎥⎦

⎡

⎢⎣

1
2 (2μ + 1)λ + μ

2 + 1
6 γ1 γ2

1
2 (μ + 1)λ2 + 1

2 (2μ + 1)λ + μ

4 + 1
12 β1 β2

1
6λ

3 + 1
2 (μ + 1)λ2 + 1

4 (2μ + 1)λ + μ

12 + 1
36 α1 α2

⎤

⎥⎦

where we are using these notations:

κ1 = (
μ

2
+ 1

6
)λ + 1

2
μ2 + μ

2
+ 1

12

κ2 = 1

12
λ2 + (

μ

2
+ 1

6
)λ + 1

4
μ2 + μ

4
+ 1

24

κ3 = 1

12
λ2 + 1

2
(
μ

2
+ 1

6
)λ + 1

12
μ2 + μ

12
+ 1

72

γ1 = 1

2
(μ2 + 2μ + 1

2
)λ + 1

2
μ2 + μ

2
+ 1

12

γ2 = 1

2
(μ2 + μ + 1

6
)λ + 1

6
μ3 + 1

2
μ2 + μ

4
+ 1

36

β1 = 1

2
(μ + 1

2
)λ2 + 1

2
(μ2 + 2μ + 1

2
)λ + 1

4
μ2 + μ

4
+ 1

24

β2 = 1

2
(
μ

2
+ 1

6
)λ2 + 1

2
(μ2 + μ + 1

6
)λ + 1

12
μ3 + 1

4
μ2 + μ

8
+ 1

72

α1 = 1

12
λ3 + 1

2
(μ + 1

2
)λ2 + 1

4
(μ2 + 2μ + 1

2
)λ + 1

12
μ2 + μ

12
+ 1

72

α2 = 1

36
λ3 + 1

2
(
μ

2
+ 1

6
)λ2 + 1

4
(μ2 + μ + 1

6
)λ + 1

36
μ3 + 1

12
μ2 + μ

24
+ 1

216

so, reading-out entries from the matrices above we have, for example:

Z(1, 1, 1) = λ + μ + 1 , Z(2, 2, 2) = λ2/4 + (μ + 1/2)λ + μ2/4 + μ/2 + 1/8 , Z(3, 2, 3) = β2 .
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We remark that the reduced indices for the sums defining the partition function
can be obtained in a more systematic form, through the use of Smith canonical
forms. Suppose that P is a matrix in Z

q×n that represents q conservation laws on
n species. For instance, P = [1, 0, 0, 1, 1; 0, 1, 0, 1, 0; 0, 0, 1, 0, 1] in the compet-
itive binding example. We assume, as in this and other examples, that q ≤ n and
that the matrix P has full row rank q. Under this assumption, the integer matrix P
can be represented in Smith canonical form (see, for example, [6]), meaning that
there exist two unimodular (that is to say, invertible over the ring of integers) matri-
ces U ∈ Z

q×q and V ∈ Z
n×n so that U PV = [Δ 0], where Δ = diag (δ1, . . . , δq),

0 is a q × (n − q) matrix of zeroes, and the δi ’s are the elementary divisors of
the matrix P . The elementary divisors are unique up to sign change, there are
formulas that express then in terms of the minors of P (see [6] for details). For
example, for the above example, we have U = I (3 × 3 identity matrix), V =
[1, 0, 0,−1,−1; 0, 1, 0,−1, 0; 0, 0, 1, 0,−1; 0, 0, 0, 1, 0; 0, 0, 0, 0, 1] and δ1 =
δ2 = δ = 3 = 1, so U PV = [I 0]. In general, if we wish to find nonnegative inte-
ger solutions of Ak = b, for a given (nonnegative) integer vector b, we use that
U PVV−1k = Ub, so, using the indices 
 = V−1k, [Δ 0]
 = Ub, which means that
the last n − q indices 
 are free, and the constraint V 
 ≥ 0 is imposed to insure
nonnegativity of k. For instance, in the competitive binding example, and recall-
ing that U = I and Δ = I , the equation [Δ 0]
 = Ub gives that 
1 = b1, 
2 = b2,

3 = b3, and 
4 = i , 
5 = j are arbitrary. Thus, we can express the sum as a sum
over the two indices k4 = i and k5 = j , with k1 = b1 − (i + j), k2 = b2 − i , and
k3 = b3 − j . The nonnegativity condition V 
 ≥ 0, applied with the above matrix V ,
says that these expressions must be nonnegative: which means that the sum can be
reexpressed as a sum over i ≥ 0, j ≥ 0, subject to i ≤ b2, j ≤ b3, and i + j ≤ b1.
This is exactly the same as the setS ′ computed by hand.
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Chapter 23
Design Theory of Distributed Controllers
via Gradient-Flow Approach

Kazunori Sakurama, Sun-ichi Azuma and Toshiharu Sugie

Abstract This paper describes a unified design methodology of distributed con-
trollers of multi-agent systems for general tasks based on the authors’ recent work.
First, a complete characterization is given to the distributed controllers via the
gradient-flow approach. It is stressed that not edges but cliques (i.e., complete sub-
graphs) of network topologies are the crucial components of this characterization.
Next, an optimal distributed controller is introduced, which achieves a given task
as long as the network satisfies a certain condition. Even if the network does not
satisfy the condition, the best approximate result to the task is achieved. Then, it is
shown that the connection structure between the cliques plays an important role in
achieving the task. While the conventional distributed controller design can handle
specific tasks based on the edges of networks, the introduced approach provides us
a systematic design methodology applicable to general tasks by using cliques.

23.1 Introduction

In recent years, control of large-scale systems has been eagerly investigated due to
increasing the scale of social infrastructures, e.g., power grids and traffic networks;
engineering systems, e.g., sensor networks and swarm robotics [2, 3, 5, 7]. Since
large-scale systems consist of many components, it is difficult to observe and con-
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trol these systems in a centralized manner. Therefore, distributed control, a different
approach from conventional control theories, is inevitable [14, 15, 21]. This control
strategy depends only on the local information obtained from mutual communica-
tions and sensing between components. Distributed control has the advantage of the
scalability in the sense that the computation burden on each component is indepen-
dent of the scale of the systems.

On the other hand, each of large-scale systems has a task to achieve for the
overall profit. For example, the supply and consumption balance has to bemaintained
in power grids; a specific formation pattern should be formed by swarm robots.
However, it might be impossible to achieve a given task due to the limited information
under distributed control. Therefore, the feasibility of tasks should be clarified, which
closely relates to the network topology describing the connections of communication
and sensing between components. Actually, the consensus problem is solvable if and
only if the network topology is connected [17]. Now, assume that a network topology
is given. Then, can we say whether a given task is achievable by distributed control
or not? If the task is unachievable over the network topology, what can we do close
to the task?

To answer these questions, this paper introduces a design methodology of dis-
tributed controllers developed by the authors [19]. First, we give a complete char-
acterization of the class of distributed controllers over a given network topology
derived by the gradient-flow approach. It is shown that the key of the characteriza-
tion is not edges but cliques (i.e., complete subgraphs) in the network topology. Next,
we design an optimal distributed controller in terms of a certain performance index.
By the designed controller, if a given task is achievable over the network topology, the
task is really achieved; otherwise, the best approximate result to the task is achieved.
Then, a required network topology to achieve a certain task is discussed based on the
authors’ other paper [20], which declares that the connection structure between the
cliques play an important role in the success of the task. Finally, the effectiveness of
the proposed method is demonstrated through a numerical example.

Various tasks of multi-agent systems have been investigated including consensus
(rendezvous) [17], attitude synchronizing [10, 18], enclosing [9, 11], coverage [6],
formation with free scale [4, 13], and distance-based formation [1, 12], which are
surveyed by [14, 16]. While the conventional distributed controllers are designed
for specific tasks based on the edges in network topologies, this paper’s approach
provides us a unified design methodology in a systematic manner by using cliques.
In this sense, this approach is expected to innovate in the technology of distributed
control.

Notations: Let R be the set of all real numbers, R+ be the set of all nonnegative
real number. The cardinal number and the power set of a set are denoted as | · | and
pow(·), respectively. The Euclidean norm of a vector is denoted as ‖ · ‖. For n vector-
valued functions xi (t) ∈ R

d (i = 1, 2, . . . , n) and a subset of natural numbers S ⊂
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{1, 2, . . . , n}, the notation [xi (t)]i∈S = [x�
s1 (t) x�

s2 (t) · · · x�
s|S|(t)]� is used, where

the sequence s1, s2, . . . , s|S| ∈ S is strictly monotonically increasing. Similarly, for
nmatricesMi ∈ R

d×m (i = 1, 2, . . . , n), [Mi ]i∈S = [M�
s1 M

�
s2 · · · M�

s|S| ]� is defined.
The orthogonal projection of a set D ⊂ R

n to the [xi ]i∈S -space is defined as

PS(D) = {y ∈ R
|S|d : ∃x ∈ D s.t. y = [xi ]i∈S}.

The zero set of a function f : Rn → R
m is denoted as f −1(0) = {x ∈ R

n : f (x) =
0}. The distance from a vector x ∈ R

n to a set D ⊂ R
n and the Hausdorff distance

from a set D1 ⊂ R
n to another set D2 ⊂ R

n are, respectively, defined as follows:

dist(x,D) = inf
y∈D

‖x − y‖, distH(D1,D2) = sup
x∈D1

dist(x,D2).

23.2 Problem Formulation

23.2.1 Target System and Distributed Controllers

Consider, a multi-agent system, which is an abstract model of various large-scale
systems. The multi-agent system consists of a large number of components, called
agents. Let n be the number of the agents, numbered from 1 to n. The set of the
agents is denoted by V = {1, 2, . . . , n}. The dynamics of agent i ∈ V is governed by
the single integrator

ẋi (t) = ui (t), (23.1)

where xi (t), ui (t) ∈ R
d are the state and the input of agent i in the d-dimensional

space, respectively.
A part of the agent pairs exchange information over a network of communication,

sensing, and/or so forth. The set of such pairs is described by E ⊂ pow(V); say
if {i, j} ∈ E , agents i and j can bilaterally exchange their information. Then, the
network topology is described by a graph G = (V, E) with node set V and edge set
E . We assume that G is simple and undirected. Let Ni ⊂ V be the adjacent set of
agent i , defining the set of agents who can exchange information with agent i as

Ni = { j ∈ V : {i, j} ∈ E}.

Each agent can obtain information through the network. For agent i ∈ V , the own
state xi (t) and the states [x j (t)] j∈Ni of the agents on the adjacent set are available.
Then, the control input ui (t) has to be of the form

ui (t) = fi (xi (t), [x j (t)] j∈Ni ) (23.2)
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Fig. 23.1 Example of a
graph

with some function fi : Rd × R
|Ni |d → R

d , which is called a distributed controller
over graph G.

Example 23.1 Consider, the graph in Fig. 23.1, whose node set V , edge set E , and
adjacent sets Ni (i = 1, 2, 3, 4) are given as follows:

V = {1, 2, 3, 4, 5, 6, 7},
E = {{1, 2}, {2, 3}, {2, 4}, {3, 4}, {4, 5}, {4, 6}, {4, 7}, {5, 6}, {5, 7}, {6, 7}},
N1 = {2}, N2 = {1, 3, 4}, N3 = {2, 4}, N4 = {2, 3, 5, 6, 7}.

Distributed controllers of agents 1, 2, 3, and 4 are of the following forms:

u1(t) = f1(x1(t), x2(t)), u2(t) = f2(x2(t), x1(t), x3(t), x4(t)),

u3(t) = f3(x3(t), x2(t), x4(t)), u4(t) = f4(x4(t), x2(t), x3(t), x5(t), x6(t), x7(t)).

�

23.2.2 General Description of Tasks

The multi-agent system ought to achieve a given task. Assume that the task is
described by a target set D ⊂ R

nd of x(t) as1

lim
t→∞ dist(x(t),D) = 0, (23.3)

where x(t) = [x�
1 (t) x�

2 (t) · · · x�
n (t)]� ∈ R

nd is the collective states of all agents.
Therefore, x(t) can converge to any points on D in (23.3), which correspond to the
freedom of the task determined via agent communication. For three agents in a one-
dimensional space (n = 3, d = 1), a geometric explanation of this task is described
as Fig. 23.2 (I).

This formulation provides a general description of tasks including various con-
ventional tasks as follows.

1Additionally, any points onD have to be (periodically) approached by some x(t); say, for any xd ∈
D, there exist x(t) satisfying limt→∞ x(t) = xd or limk→∞ x(tk) = xd for some t1, t2, . . . (0 <

t1 < t2 < · · · ). Without this condition, (23.3) would be a trivial problem by predetermining a
convergent point of x(t) on D.
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Example 23.2 Consider, the consensus problem [17], which requires that the states
xi (t) of all agents i ∈ V agree, namely,

lim
t→∞(xi (t) − x j (t)) = 0

for any i, j ∈ V . This is described by (23.3) with the target set

D = {x ∈ R
nd : x1 = x2 = · · · = xn},

where x = [x�
1 x�

2 · · · x�
n ]�. In the case of d = 1, the set D is the line in R

n with
the slope 1 passing through the origin as depicted in Fig. 23.2 (II) for n = 3. Note
that x(t) can converge to any point on the line, which corresponds to the freedom of
the consensus value. �

Example 23.3 Consider the formation problem with free scale [4, 13]. As shown
in Fig. 23.3, agents are expected to achieve the desired formation pattern with any
scale. For d = 1, this problem is described as

lim
t→∞

(
xi (t) − x j (t)

x∗
i j

− xk(t) − x�(t)

x∗
k�

)
= 0

for any i, j, k, � ∈ V (i 
= j , k 
= �),where x∗
i j ∈ R\{0} is the desired relative position

between agents i and j . This is formulated as (23.3) with the target set

D =
{
x ∈ R

n : xi − x j

x∗
i j

= xk − x�

x∗
k�

∀i, j, k, � ∈ V (i 
= j, k 
= �)

}
.

Fig. 23.2 Geometric
explanation of task
achievement

Fig. 23.3 Formation with
free scale
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This problem has the two-degrees of freedom: the position and the scale of the
formation, which correspond to the dimension two of the setD. Actually,D is given
by a plane as Fig. 23.2 (III) for n = 3. �

Example 23.4 Consider the distance-based formation [1, 12], which requires the
relative distance between xi (t) and x j (t) to converge to a desired distance d∗

i j > 0,
namely,

lim
t→∞ ‖xi (t) − x j (t)‖ = d∗

i j

for all i, j ∈ V . This is formulated by (23.3) with the target space

D = {x ∈ R
nd : ‖xi − x j‖ = d∗

i j ∀i, j ∈ V (i 
= j)}.

The freedom allowed to this task is the position, rotation, and flip of the
formation. �

The question here is whether the task described by the general form (23.3) is
achievable or not by distributed controllers. If the task is achievable, we will design
a distributed controller which achieves the task. Otherwise, we can just design a
distributed controller with which the task is most similarly achieved.

23.3 Main Result

23.3.1 Characterization of the Class of Distributed
Controllers

In this section, we employ the gradient-flow approach, which provides the gradient-
type controller

ui (t) = −
(

∂V

∂xi
(x(t))

)�
(23.4)

with a differentiable function V : Rnd → R+. The function V (x), called an objective
function, evaluates the achievement of a task. We just have to design V (x) that takes
the minimum, zero, when the task is achieved. The time-derivative of V (x(t)) is
reduced to

V̇ (x(t)) =
n∑

i=1

∂V

∂xi
(x(t))ẋi (t) = −

n∑
i=1

∥∥∥∥∂V

∂xi
(x(t))

∥∥∥∥
2

(23.5)

for the system (23.1) with the control input (23.4). Then, V (x(t)) is monotonically
decreasing with respect to t and is locally minimized to zero, where the task is
achieved.
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It should be stressed that the gradient-type controller (23.4) is not necessarily dis-
tributed. To design a distributed controller, an objective function having a distributed
gradient is important. We say a function V : Rnd → R+ has a distributed gradient
over graph G if it is differentiable and there exist functions fi : Rd × R

|Ni |d → R
d

satisfying (
∂V

∂xi
(x)

)�
= − fi (xi , [x j ] j∈Ni ) (23.6)

for all i ∈ V . If a strict class of objective functions having distributed gradients is
determined, we can restrict objective functions to this class when designing con-
trollers. We consider the following problem to specify such a class of objective
functions.

Problem 23.1 Derive a necessary and sufficient condition under which a function
V (x) has a distributed gradient over graph G. �

The key to solve this problem is a clique [8]. A node subset I ⊂ V is called
a clique of graph G if it induces a complete subgraph over G, namely {i, j} ∈ E
holds for any i, j ∈ I (i 
= j). We say a function V : Rnd → R+ is clique-wise
decomposable over graph G if there exists a set of cliques C ⊂ pow(V) of G and
functions WI : R|I| → R+ (I ∈ C) such as

V (x) =
∑
I∈C

WI([xi ]i∈I). (23.7)

Example 23.5 Thegraph inFig. 23.1 contains cliques {1, 2}, {2, 3, 4}, and {4, 5, 6, 7}.
Note that edges are cliques of order two, and that clique {4, 5, 6, 7} contains the
cliques of smaller order: {4, 5, 6}, {4, 5, 7}, {4, 6, 7}, and {5, 6, 7}. The following
function is clique-wise decomposable:

V (x) = W12(x1, x2) + W234(x2, x3, x4) + W4567(x4, x5, x6, x7). (23.8)

�

The clique-wise decomposable function (23.7) is partially differentiated with
respect to xi as

∂V

∂xi
(x) =

∑
I∈Ci

∂WI
∂xi

([x j ] j∈I), (23.9)

where Ci ⊂ C is the set of cliques containing i ∈ V , namely Ci = {I ∈ C : i ∈ I}.
From the definition of the clique, the right-hand side of (23.9) depends only on xi
and [x j ] j∈Ni . Thus, V (x) of the form (23.7) satisfies (23.6) for any i ∈ V and has
a distributed gradient; say, if V (x) is clique-wise decomposable, it has a distributed
gradient. Importantly, the converse relation holds, namely, only if V (x) is clique-
wise decomposable, it has a distributed gradient. This relation is not trivial and leads
to the following theorem.
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Theorem 23.1 ([19]) A continuously differentiable function V : Rnd → R+ has a
distributed gradient over graph G if and only if V (x) is clique-wise decomposable
over G. �

Theorem 23.1 guarantees that all objective functions having distributed gradi-
ents are of the form (23.7). By regarding WI([xi ]i∈I) as designable parameters, we
can see (23.7) as a parametrization of all objective functions to design distributed
controllers. We do not have to consider other objective functions because they do
not generate distributed controllers. Conventional studiesmainly deal with edge-wise
decomposable objective functions V (x) = ∑

{i, j}∈E Wi j (xi , x j ) to design distributed
controllers. Theorem 23.1 shows that the class of available objective functions is
wider than this and (23.7) gives the strict class. The function (23.8) in Example 23.5
is in this wider class due to the terms W234(x2, x3, x4) and W4567(x4, x5, x6, x7).

23.3.2 Design of Optimal Distributed Controller

We consider the task (23.3) and design a distributed controller to achieve it. Whether
the task is achievable or not depends on graphG. For example, the consensus problem
is solvable if and only if the graph is connected. Thus, a certain index is introduced
which can evaluate control performance even if the task is unachievable over G.
Then, we design a distributed controller optimal in terms of the performance index.

Consider, the following function as such a performance index:

J (V ) = distH(V−1(0),D), (23.10)

which evaluates the achievement of (23.3) by V (x) via the gradient-type controller
(23.4). Since V−1(0) ⊂ R

nd is the set where V (x) takes the minimum, the state x(t)
locally converges to V−1(0). If V (x) satisfies J (V ) = 0, V−1(0) = D holds from
(23.10), and (23.3) is locally achieved. On the other hand, if J (V ) 
= 0, the undesired
zero set V−1(0)\D is not empty. In this case, even if V (x(t)) → 0 is achieved as
t grows, x(t) possibly converges to a point out of D. Then, the performance index
J (V ) evaluates the width of the undesired zero set of V (x). Now, we consider the
following problem.

Problem 23.2 Find a function V (x) which minimizes J (V ) of all functions having
distributed gradients. �

If V (x) = (dist(x,D))2 was chosen, J (V ) = 0 would be obtained from (23.10).
This function, however, does not have a distributed gradient in general. The core
of this problem is to design an objective function which appropriately evaluates the
discrepancy between x and D with keeping a distributed gradient. From Theorem
23.1, we just have to consider the objective function (23.7), where only WI([xi ]i∈I)

for cliques I are designable. However, WI([xi ]i∈I) cannot directly evaluate the
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discrepancy between x and D. The idea to overcome this issue is to evaluate it after
projecting x and D to the [xi ]i∈I-space, which yields

WI([xi ]i∈I) = (dist([xi ]i∈I, PI(D)))2. (23.11)

Actually, a distributed controller optimal in terms of J (V ) is designed as follows.

Theorem 23.2 ([19]) The function V (x) in (23.7) with assigning WI([xi ]i∈I) as
(23.11) and C as the set of all cliques (or all maximal cliques) minimizes the perfor-
mance index J (V ) in (23.10) of all functions having distributed gradients. �

23.4 Graph Topology Analysis for High-Dimensional
Target Subspace

Consider the τ -dimensional subspace (τ < n) as the target set D for d = 1, namely,

D = {x ∈ R
n : ∃θ ∈ R

τ s.t. x = T θ}, (23.12)

where the matrix T ∈ R
n×τ specifies the coordination pattern of the agents. We

assume that for the rows Ti ∈ R
1×τ (i ∈ V) of T , [Ti ]i∈I ∈ R

|I|×τ is full-rank for
any I ⊂ V . This target set describes various tasks including the consensus and the
formation with free scale in Examples 23.2 and 23.3. We consider a graph topology
required to achieve the task (23.3) with (23.12).

For the target set (23.12), from Theorem 23.2, the optimal distributed controller
is derived as (23.4) with (23.7), (23.11), and (23.12). This is reduced to the linear
controller

ui (t) = −kii xi (t) +
∑
j∈Ni

ki j x j (t) (23.13)

with the gains

kii =
∑
I∈C{i}

(1 − Ti ([T�]��∈I[T�]�∈I)−1T�
i ), ki j =

∑
I∈C{i, j}

Ti ([T�]��∈I[T�]�∈I)−1T�
j ,

where CJ = {I ∈ C : J ⊂ I} represents the set of all cliques containing the node
subsetJ ⊂ V . Then, from (23.5), the state x(t) governed by (23.1)with the controller
(23.13) globally converges to V−1(0), where V (x) is given by (23.7) with (23.11).
The global convergence to V−1(0) is guaranteed from the convexity of the set (23.12).

Now, to globally guarantee (23.3), we just have to investigate the graph topology
such that this V−1(0) is equivalent toD in (23.12). From (23.7), (23.11), and (23.12),

V−1(0) =
⋂
I∈C

{x ∈ R
n : [xi ]i∈I ∈ PI(D)} =

⋂
I∈C

{x ∈ R
n : ∃θI ∈ R

τ s.t. [xi ]i∈I = [Ti ]i∈IθI}
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Fig. 23.4 Examples of
graphs (I) satisfying and (II)
not satisfying the condition

is derived. Thus, for any x ∈ V−1(0) and two cliques I,J ∈ C (I 
= J ), [xi ]i∈I =
[Ti ]i∈IθI and [xi ]i∈J = [Ti ]i∈J θJ hold, which yield [xi ]i∈(I∩J ) = [Ti ]i∈(I∩J )θI =
[Ti ]i∈(I∩J )θJ . Then, from the assumption of T , θI = θJ holds when two cliques
I and J are connected via at least τ nodes, namely |I ∩ J | ≥ τ . If (i) all cliques
in C are connected in this way and (ii) all nodes belong to any of the cliques in C,
then all θI (I ∈ C) agree and V−1(0) = D holds. Then, (23.3) is globally achieved
for (23.12). The graph in Fig. 23.4 (I) satisfies the conditions for τ = 2, consisting
of cliques of order three connected via two nodes, while the graph in Fig. 23.4 (II)
does not. See [20] for more details including a necessary and sufficient condition of
G.

23.5 Numerical Example

Consider n = 30 agents in the three-dimensional space (d = 3). The dynamics of
agent i ∈ V is governed by (23.1). The network topology of the agents is depicted
by the lines in Fig. 23.5. The task is to achieve the desired coordination described by
the dots in Fig. 23.5, consisting of two horizontal ellipses whose major and minor
axises agree with either X - or Y -axis and the centers are common. This task allows

Fig. 23.5 Desired
coordination (dots) and the
network connections (lines)
for the numerical example
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any lengths of the major and minor axises and any position of the common centers
of the ellipses. Let Vo and Ve be the sets of the odd and even numbers, respectively,
satisfying V = Vo ∪ Ve. We expect that agents i ∈ Vo form one ellipse, and agents
i ∈ Ve form the other one.

This task is described by (23.3) with the target set

D = {
x ∈ R

90 : ∃θc ∈ R
3, θo, θe ∈ R

2

s.t. xi = θc + Ciθo ∀i ∈ Vo, xi = θc + Ciθe ∀i ∈ Ve} (23.14)

for the matrix

Ci =
⎡
⎣ cos(2π�i/2�/15 + 0.1) 0

0 sin(2π�i/2�/15 + 0.1)
0 0

⎤
⎦ ,

where �·� is the ceiling function. Note that in (23.14), the parameter θc corresponds
to the center of the ellipses, θo corresponds to the lengths of the axises of one ellipse,
and θe corresponds to those of the other ellipse.

The set (23.14) is reduced to the axis-wise description

D = {x ∈ R
90 : [xi1]i∈V ∈ D1, [xi2]i∈V ∈ D2, [xi3]i∈V ∈ D3}

with xi = [xi1 xi2 xi3]� ∈ R
3 and Dk = {y ∈ R

30 : ∃θk ∈ R
τk , y = Tkθk}, where

τ1 = τ2 = 3, τ3 = 1, T3 ∈ R
30 is the vector whose all components are 1, and

T1 =
⎡
⎣ 1 1 1 1 1 · · · 1 1
c1 0 c2 0 c3 · · · c15 0
0 c1 0 c2 0 · · · 0 c15

⎤
⎦

�

, T2 =
⎡
⎣ 1 1 1 1 1 · · · 1 1
s1 0 s2 0 s3 · · · s15 0
0 s1 0 s2 0 · · · 0 s15

⎤
⎦

�

for c� = cos(2π�/15 + 0.1) and s� = sin(2π�/15 + 0.1) (� ∈ {1, 2, . . . , 15}). Then,
this task is decomposed into limt→∞ dist([xik(t)]i∈V ,Dk) = 0 for k = 1, 2, 3, cor-
responding to X -, Y -, and Z -axises, each of which is equivalent to the problem
discussed in Sect. 23.4. Thus, the distributed controller of the form (23.13) and the
derived condition on the graph topology are available with τ = 3(= τ1 = τ2). The
network topology depicted in Fig. 23.5 satisfies this condition.

Figures23.6 (I) and (II) show the transitions of the agent positionswith the dynam-
ics (23.1) and the control input (23.13) from different initial positions. It is observed
that the agents achieve the desired coordination, consisting of two ellipses with the
common centers, in each of (I) and (II), whereas the lengths of the major and minor
axises and the positions of the centers of the ellipses are different between (I) and (II).
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Fig. 23.6 Transitions of the agent positions in the simulation results from different initial positions

23.6 Conclusion

This paper introduced a unified design methodology of distributed controllers of
multi-agent systems for general tasks based on the authors’ recent work. First, a
complete characterization was given for distributed controllers via the gradient-flow
approach, where not edges but cliques play a crucial role. This result indicates an
important relation between the cliques in the graph theory and the distributed con-
trollers in the control engineering. Next, an optimal distributed controller was intro-
duced in terms of the performance index evaluating the achievement of a given
task. Since the task is described by the general formulation through the target set,
this approach is applicable to various practical tasks. In this sense, this approach is
expected to be a key technology to distributed control of large-scale systems.

Acknowledgements A part of this work was supported by JSPS KAKENHI Grant Number
15K06143 and JST CREST.
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Chapter 24
Machine Learning for Joint Classification
and Segmentation

Jeremy Lerner, Romeil Sandhu, Yongxin Chen and Allen Tannenbaum

Abstract In this note, we consider the use of 3D models for visual tracking in
controlled active vision. The models are used for a joint 2D segmentation/3D pose
estimation procedure in which we automatically couple the two processes under
one energy functional. Further, employing principal component analysis or locally
linear embedding from statistical learning, one can train our tracker on a catalog
of 3D shapes, giving a priori shape information. The segmentation itself is infor-
mation based, which allows us to track in uncertain adversarial environments. Our
methodology is demonstrated on realistic scenes, which illustrate its robustness on
challenging scenarios.

24.1 Introduction

2D image segmentation and 3D pose estimation have been studied separately in
computer vision literature, and we will argue that it is advantageous to study them
simultaneously. The 3D model gives shape information of the 2D projections for
segmentation, and the segmentation gives key information about the pose and classi-
fication of the 3D object. Thus, we combine both approaches in a single variational
framework. Specifically, if one has a 3D model of a target, the model can be used
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to guide the segmentation of the object as well as estimate its location and pose in
the world. The ability to measure the location and pose of a target can drastically
improve the usefulness of tracking results over those obtained without knowledge of
the target’s 3D characteristics.

The ability to acquire 3D models has become very accessible. Models can be
obtained off-line using methods such as high accuracy laser scanning and multi-
view stereo reconstruction. Additionally, models can be learned online by registering
multiple views of an object acquired by 3D imagingmodalities such as light detection
and ranging (LADAR) and stereoscopic vision [17].

In this work, using statistical learning techniques, we show how to train a tracker
based on a catalog of 3D shapes, which enables one to employ a shape prior in 3D
tracking tasks. Moreover, this allows us to detect and track deformable objects even
in cluttered and noisy environments. The image segmentation aspect of this method
is crucial, and so we briefly outline here what is involved.

Segmentation, in the two-class case, is the task of separating an object from the
background in an image, and Geometric Active Contours, GAC, have been used
successfully to solve this problem, see [12, 19]. Note that segmentation can be
extended to scenarios with multiple objects, see [11]. Using GAC originally involved
evolving a 3D surface, i.e., a level set function, based on local image information
(such as edges) near the zero-level set. However, local image information is highly
susceptible to corruption with even limited noise or missing information, which can
result in a poor segmentation. Region-based segmentation methods are much more
robust and resistant to noise. For example, using only mean intensities, many classes
of images can be successfully segmented [2], and for more complicated images,
higher statistical moments can be used as well. To utilize these higher moments,
we base our model on statistical information theory, in particular, the Bhattacharyya
coefficient [11].Although this improves segmentation results, onemay still encounter
problems with tracking in cluttered adversarial scenarios. Thus, we will use a shape
prior to restrict the evolution of the active contour using principal component analysis
(PCA) [9] and, in future work, locally linear embedding (LLE) [16]. To this end, we
derive a novel 3D shape prior from a dictionary of 3D shapes to do the 2D image
segmentation, rather than to derive a 2D shape prior from a collection of 2D images.
As a result, we are able to reduce computational complexity in statistical shape
learning approaches through a compact shape representation.

24.2 Tracking

We first describe how our framework applies to 3D tracking. We begin by
assuming that we have a smooth 3D surface, S ⊂ R

3. X = [X,Y, Z ]T define the
spatial coordinates that are measured with respect to the imaging camera’s refer-
ential. The (outward) unit normal to S at each point X ∈ S is N = [N1, N2, N3]T .
Moreover, we assume a pinhole camera realization π : R

3 �→ Ω;X �→ x, where
x = [x, y]T = [X/Z , Y/Z ]T , and Ω ⊂ R

2 denotes the domain of the image I with
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the corresponding area element dΩ . From this, we define R = π(S) to be the region
onto which S is projected. Similarly, we can form the complementary region (the
area outside the projection) and boundary, or “silhouette” curve, as Rc = Ω \ R and
ĉ = ∂R, respectively. Alternatively stated, if we define the “occluding” curve C to
be the intersection of the visible and non-visible regions of S, then the silhouette
curve can interpreted as ĉ = π(C).

Next, let X0 and S0 ∈ R
3 be the coordinates and surface that correspond to

the 3D world respectively, [10]. S0 is given by the zero-level surface of the PCA
functional: ϕ̂(X0, w) = ϕ(X0) + ∑k

0 wiψi (X0), where ϕ1, ..., ϕn are the signed
distance functions representing the 3D models, ϕ = (

1
n

) ∑n
i=1 ϕi and ψi are the

orthogonal modes of shape variation. We find ψi by defining ϕ̃i = ϕi − ϕ, let-
ting M = { ϕ̃1| ϕ̃2| ...| ϕ̃n} and then finding the Singular Value Decomposition of
1
n MMT = U�UT , where the columns of U = {ψ1| ψ2| ...| ψn}, [18]. Then we
have, S0 = {X0 ∈ R

3 : ϕ̂(X0, w) = 0}. Finally, one can locate S in the camera refer-
ential via the transformation g ∈ SE(3), such that S = g(S0).Writing this point-wise
yields X = g(X0) = RX0 + T, where R ∈ SO(3) and T ∈ R

3.

24.2.1 Gradient Flow for 3D Tracking

We follow the setup of [5], to which we refer the reader for all of the details. First,
assume that if the correct 3D pose and shape are given, then the projection of the
occluding curve, i.e., ĉ = π(C), delineates the boundary that optimally separates, or
segments, the 2D object from the background. Further, we assume that the image
statistics between the 2D projection and the background are distinct and generally
separable. Therefore, the energywewish tominimizemay bewritten in the following
general manner:

E =
∫

R
ro(I (x), ĉ)dx +

∫

Rc

rb(I (x), ĉ)dx, (24.1)

where ro
(
χ, ĉ

) : x �→ R and rb
(
χ, ĉ

) : x �→ R measure the similarity of the image
pixels with a statistical model over the regions R and Rc, respectively, and χ cor-
responds to the photometric variable of interest (for example, gray scale intensity,
color, or texture vector). E measures the discrepancy between the pixels in R and the
pixels in Rc, and we seek a global minimum for E in order to maximize that discrep-
ancy, [4]. In Sect. 24.3.1, we will give details on how to measure this discrepancy
based on the Bhattacharyya distance.

We use gradient descent to optimize (24.1) with respect to a finite parameter set
denoted as ξ = {ξ1, ξ2, ..., ξm}, withm being the number of elements in the respective
set, [7]:
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∂E

∂ξi
=

∫

ĉ

(

ro(I (x), ĉ) − rb(I (x), ĉ)
)〈

∂ ĉ

∂ξi
, n̂

〉

dŝ, (24.2)

where the silhouette curve is parameterized by the arc length ŝ with the corresponding
outward normal n̂.

Assuming that parameter ξi acts on 3D coordinates, the above line integral may
be difficult to compute since ĉ and n̂ lie in the 2D image plane. Hence, it is more
convenient to express the above line integral around the occluding curve C , which is
parameterized by s. We refer the reader to [4, 5] for the details; though an an outline
of how this can be done is as follows, write

〈
∂ ĉ

∂ξ
, n̂

〉

dŝ =
〈
∂π(C)

∂ξ
, J

∂π(C)

∂s

〉

ds, (24.3)

where J =
[
0 1

−1 0

]

, and this yields the following expression:

〈
∂ ĉ

∂ξ
, n̂

〉

dŝ = ‖X‖
Z3

√
κXκt

K

〈
∂X
∂ξi

,N
〉

ds, (24.4)

where K denotes the Gaussian curvature, and κX and κt denote the normal curvatures
in the directions X and t respectively, with t being the vector tangent to the curve C
at the point X, i.e., t = ∂X

∂s . If we now plug the result of (24.4) into (24.2), we arrive
at the following flow:

∂E

∂ξi
=

∫

C

(

ro
(
I (π(X)), ĉ

) − rb
(
I (π(X)), ĉ

)
)

·
‖X‖
Z3

√
κXκt

K

〈
∂X
∂ξi

,N
〉

ds. (24.5)

As we will show, in order to minimize the Bhattacharyya coefficient, we use
ro

(
I (π (X)) , ĉ

) − rb
(
I (π (X)) , ĉ

) = V (x), where x = π (X) ∈ Ω , I (x) has N
channels and V (x) is defined as given by either (24.13) or (24.14). Note, that in
the above derivation we made no assumption about the type of finite set. That is, we
show that the overall framework is essentially “blind” to whether we optimize over
the shape weights or pose parameters.

24.3 Information-Theoretic Approach to Segmentation

The next ingredient in our statistical learning tracking scheme is an information-
theoretic approach to segmentation. We follow the approach in [11] to which we
refer the interested reader for all of the details. To segment an image, we treat the
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pixels inside and outside the current zero-level set of a level-set function as two
probability distributions, and we derive an energy functional based on maximizing
the Bhattacharyya distance between them. Because of the region-based nature of the
flow, it is very useful for target tracking and can easily be combined with statistical
learning as described above. In particular, given the values of a photometric variable,
which is to be used for classifying the image pixels, the active contours are designed
to converge to the shape that results in maximal discrepancy, measured by the Bhat-
tacharyya distance, between the distributions of the photometric variable inside and
outside of the contours.

24.3.1 Bhattacharyya Flow

For the segmentation side of our problem,we are simply partitioning the domainΩ ⊂
R

2 of an image I (x) (with x ∈ Ω) into two mutually exclusive and complementary
subsetsΩ− andΩ+. Given a level set functionΨ (x), its zero-level set, ZL(Ψ ) = {x |
Ψ (x) = 0, x ∈ Ω}, is used to implicitly represent a curve, as in [12, 19]. In this case,
the objective of active contour-based image segmentation is, given an initialization
Ψ0(x), to construct a convergent sequence of level set functions {Ψt (x)}t>0 (with
Ψt (x)|t=0 = Ψ0(x)) such that the zero-level set ofΨT (x) coincides with the boundary
of the object of interest for some T > 0.

We define Ψ (x) to be negative inside the 2D projection of the 3D model and
positive outside. We denote the subset Ω− as the domain containing the object of
interest, whileΩ+ is the background. To solve the 3D pose estimation in conjunction
with the 2D segmentation, we will solve the joint energy functional (24.5), such that
the final 2D projection of the 3D object exactly separates between the object of
interest and the background.

We construct our joint energy functional via a gradient flow that maximizes the
Bhattacharyya distance between the distributions inside and outside the 2Dprojection
of the 3D model. First, the following two kernel-based estimates of the probability
density functions are computed:

P−(z | Ψ ) =
∫
Ω
K−(z − I (x)) H(−Ψ (x)) dx

∫
Ω
H(−Ψ (x)) dx

, (24.6)

and

P+(z | Ψ ) =
∫
Ω
K+(z − I (x)) H(Ψ (x)) dx

∫
Ω
H(Ψ (x)) dx

, (24.7)

where z ∈ R
N , K−(z) and K+(z) are two scalar-valued kernels having compact or

effectively compact supports and normalized to have unit integrals, and H(τ ) is the
standard Heaviside function.
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The key idea underpinning the segmentation approach of [11] is that for a properly
selected subset of image features, the “overlap” between the informational contents
of the object and of the background is minimal. In other words, if one thinks of the
silhouette curve as the discriminator that separates the image pixels into two sub-
sets, then the optimal contour shouldminimize themutual information between these
subsets. Note that for the case at hand, minimizing the mutual information is equiv-
alent to maximizing the Kullback–Leibler divergence between the pdfs associated
with the “inside” and “outside” subsets of pixels. However, because of computa-
tional efficiency, instead of the divergence, we instead maximize the Bhattacharyya
distance between the pdfs, which is defined to be− log(B̃), where B̃ defines theBhat-
tacharyya coefficient and is given in (24.8). Specifically, the optimal 2D projection
(i.e., segmentation) is defined as Ψ  = argminΨ {B̃(Ψ )}, where

B̃(Ψ ) =
∫

z∈RN

√
P−(z | Ψ ) P+(z | Ψ ) dz, (24.8)

where P−(z | Ψ ) and P+(z | Ψ ) are given by (24.6) and (24.7), respectively.

Gradient Flow

In order to derive a scheme for minimizing (24.8), we need to compute its first
variation (with respect to Ψ ), which is given by

δ B̃(Ψ )

δΨ
(x) = 1

2

∫

z∈RN

∂P−(z | Ψ )

∂Ψ
(x)

√
P+(z | Ψ )

P−(z | Ψ )

+ ∂P+(z| Ψ )

∂Ψ
(x)

√
P−(z | Ψ )

P+(z | Ψ )
dz. (24.9)

Differentiating (24.6) and (24.7) with respect to Ψ (x), one obtains

∂P−(z | Ψ )

∂Ψ
(x) = δ(Ψ (x))

(
P−(z | Ψ ) − K−(z − I (x))

A−

)

, (24.10)

and
∂P+(z | Ψ )

∂Ψ
(x) = δ(Ψ (x))

(
K+(z − I (x)) − P+(z | Ψ )

A+

)

, (24.11)

where δ(·) is the delta function, and A− and A+ are the areas of Ω− and Ω+,
respectively.

By substituting (24.10) and (24.11) into (24.9) and combining the corresponding
terms, one can arrive at

δ B̃(Ψ )

δΨ
(x) = δ(Ψ (x)) V (x), (24.12)
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where

V (x) = 1

2
B̃(Ψ )(A−1

− − A−1
+ )+

1

2

∫

z∈RN

K+(z − I (x))
1

A+

√
P−(z |Ψ )

P+(z | Ψ )
dz−

1

2

∫

z∈RN

K−(z − I (x))
1

A−

√
P+(z | Ψ )

P−(z | Ψ )
dz. (24.13)

Assuming the samekernel K (z) is used for computing the last two terms in (24.13),
i.e., K (z) = K−(z) = K+(z), the latter can be further simplified to the following
form:

V (x) = 1

2
B̃(Ψ )(A−1

− − A−1
+ ) + 1

2

∫

z∈RN

K (z − I (x)) L(z | Ψ ) dz, (24.14)

where

L(z | Ψ ) = 1

A+

√
P−(z | Ψ )

P+(z | Ψ )
− 1

A−

√
P+(z | Ψ )

P−(z | Ψ )
. (24.15)

Thus, to utilize the Bhattacharyya coefficient in the 2D-3D pose estimation problem,
we define, for ĉ = ZL (Ψ ) and

ro(I (x), ĉ) = A−1
−
2

(

B̃(Ψ ) −
∫

RN

K− (z − I (x))

√
P+ ( z| Ψ )

P− ( z| Ψ )
dz

)

(24.16)

rb(I (x), ĉ) = A−1
+
2

(

B̃(Ψ ) −
∫

RN

K+ (z − I (x))

√
P− ( z| Ψ )

P+ ( z| Ψ )
dz

)

(24.17)

resulting in ro
(
I (π (X)) , ĉ

) − rb
(
I (π (X)) , ĉ

) = V (x), where V (x) is defined as
given by either (24.13) or (24.14). We do not require the δ (Ψ (x)) term because
in (24.5), we integrate only over the occluding curve, where Ψ (x) is equal for all
points.

24.4 Results

In this section, we present experimental tracking results that demonstrate the algo-
rithm’s ability to segment realistic objects where the color is not easily distinguish-
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able from the background, as in Figs. 24.1 and 24.2. Moreover, we have calibrated
the camera that is responsible for acquiring the images. That is, the focal length is
671 with principle point to be roughly the center of the image. However, for these
examples, we present only the rigid case. That is, we only evolve translation and
rotation parameters, and we have not used the full power of the algorithm. Using the
LLE algorithm and exploring other methods of manifold learning for classification
of multiple types of ships will be the subject of future work.

As in the work of [21], the task of tracking can be decoupled into two fun-
damental parts: deformotion, which is a finite group acting on the target, and
deformation, which is the small, but infinite dimensional, perturbations that occur.
However, because we approach tracking with only a finite set of parameters, namely
the Euclidean group of g ∈ SE(3), we do not need to directly identify the types of
motion. Very importantly, our methodology enables us to return the 3D pose of the
object, which is a drawback to themethod proposed in typical 2D tracking algorithms
[13].

IterationInitialization �100

Iteration � Final Segmentation250

Fig. 24.1 Ocean Scene 1
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IterationInitialization �100

Iteration � Final Segmentation250

Fig. 24.2 Ocean Scene 2

24.5 Future Work

24.5.1 Manifold Learning

Given a number of observations describing different states of a complex system, we
seek the effective number of independent parameters of the system (i.e., its intrinsic
dimensionality) and the way these are coupled. The goal of manifold learning, a
set of new geometric methods that have been developed in the machine learning
community over the past decade, is to solve this problem. These methods are based
upon the assumption that the observed data, i.e., a point cloud in some n-dimensional
space, lie on or are close to a submanifold M ⊂ Rd .

Naturally,many differentmethods are necessary tomeet the variety of challenging
scenarios. Nevertheless,many of themost popular approaches are essentially spectral
methods. Note that the term spectralmethod is ambiguous and used differentlywithin
different communities; for example, in numerical partial differential equations it often
involves the use of the fast Fourier transform. Specifically, for manifold learning, a
spectral method involves deriving a symmetric matrix from point cloud data, whose
eigenvectors are used to obtain the solution to a given optimization problem. The
geometric optimization problems that lead to a spectral technique are mostly of a
least squares nature and include the following standard problems:
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(1) Find the k-dimensional subspace that best approximates the point cloud, in a least
squares sense.
(2) Find the embedding of the point cloud in k-dimensional space that best preserves
the distances between the points, in a least squares sense.

The first problem is better known as principal component analysis (PCA), as it
asks for the principal directions (components) of the data. It is essentially a data
quantization technique: every data point is replaced by its projection onto the best
approximating k-dimensional subspace. The loss incurred by the quantization is
the variance of the data in the directions orthogonal to this best approximating k-
dimensional subspace. As long as this variance is small, PCA can also be seen as
denoising the original data. Manymachine learning techniques, including clustering,
classification, semi-supervised learning, and near neighbor indexing and search can
benefit from such denoising, [8].

The second problem is called multi-dimensional scaling, MDS. An important
application of MDS is the visualization of point cloud data: the data points are
embedded into two- or three-dimensional space, where they can be directly visual-
ized. The main purpose of visualization is to use the human visual system to acquire
insights into the structure of the point cloud data, e.g., the existence of clusters or, for
data points labeled with discrete attributes, relations between these attributes. MDS
visualization remains a popular tool for point cloud data analysis; however, if the
intrinsic dimension of the data set is larger than three, a great deal of information
will be lost (and, in general, cannot be restored by the human visual system).

Recently, the focus in point cloud data analysis has shifted: more emphasis has
been put on detecting nonlinear features in the data, although processing the data
for visual inspection is still important. What drives this shift in focus is the insight
that most features are based on local correlations of the data points, but PCA and
MDS both have only a global view of the point cloud data. The shift toward local
correlations was pioneered by two techniques called ISOMAP [20] and locally linear
embedding (LLE) [16]. Fortunately, with these and other local correlation methods,
the global picture is not lost. For example, the global intrinsic dimension of the
data can be estimated from local information; whereas, when the data are embedded
nonlinearly, it is often not possible to derive this information from a purely global
analysis. ISOMAP, LLE and their successors (some of which we will also discuss
in future work) can all be used for the traditional purposes: data quantization and
data visualization. In general, they preserve more information of the data (than PCA
and MDS) while achieving a similar quantization error or when targeting the same
embedding dimension for data visualization, respectively. The LLE methodology
has proven quite useful for shape analysis in several contexts [13], so we will now
consider LLE in some detail.
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24.5.2 Locally Linear Embedding

In [16], the authors proposed an unsupervised locally linear embedding (LLE) algo-
rithm that computes low dimensional, neighborhood preserving embeddings of high-
dimensional data. LLE attempts to discover nonlinear structure in high-dimensional
data by exploiting the local symmetries of linear combinations. It has been used in
many pattern recognition problems for classification.

The LLE algorithm is based on certain simple geometric principles. If we assume
that the data, n vectors ϕi of dimension N 2 × 1, are sampled from some underlying
smooth manifold, provided there is sufficient data, we expect each data point and its
neighbors to lie on or close to a locally linear patch of the manifold. We can char-
acterize the local geometry of these patches by a set of coefficients, or weights, that
reconstruct each data point only from its nearest neighbors. In the simplest formula-
tion of LLE, one identifies the k nearest neighbors for each data point. Reconstruction

error is then measured by the cost function: E(W ) =
(
ϕ − ∑n

j=1 α jϕ j

)2
, which is

minimized subject to the constraint that theweights α j that lie outside the appropriate
neighborhood are zero and

∑
j α j = 1.With these constraints, the weights for points

in the neighborhood of ϕ can be obtained as in [15]:

E(W ) =
k∑

j=1

(
ϕ − α jϕ j

)2 =
k∑

j=1

k∑

m=1

α jαmQ jm

⇒ α j =
∑k

m=1 R jm
∑k

p=1

∑k
q=1 Rpq

, (24.18)

where Q jm = (ϕ − ϕ j )
T (ϕ − ϕm) and R = (Q)−1 . (24.19)

For our application, we choose to represent the 3D models as signed distance
functions, ϕ1, ..., ϕn , where the zero-level set, ZL(ϕi ), represents the surface S0. In
order to calculate the k nearest neighbors, we define the distance between surfaces
as in [14]:

d2
(
ϕi , ϕ j

) =
∑

p∈ZL (ϕi )

∣
∣ϕ j (p)

∣
∣ +

∑

p∈ZL(ϕ j)

|ϕi (p)| (24.20)

To apply this LLE algorithm to the joint classification and segmentation problem
at hand, we first find the k nearest neighbors and the ideal corresponding weights,
α j , j = 1...n, of some initialization, and now define the surface S0 as the zero-
level surface of ϕ̂ (X0, α) = ∑n

j=1 α jϕi , with α = [α1, ..., αn]T . Then we evolve the
weights according to (24.5), where
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∂

∂αi
ϕ̂ (X0, α) = (∇X0 ϕ̂

) ·
(

∂X0

∂αi

)

+ ∂ϕ̂

∂αi

= (∥
∥∇X0 ϕ̂

∥
∥N0

) ·
(

∂X0

∂αi

)

+ ϕi (X0) = 0. (24.21)

Thus, we have
〈
∂X
∂αi

,N
〉

= − ϕi (X0)∥
∥∇X0 ϕ̂

∥
∥
. (24.22)

Additionally, to introduce the nonlinearity to this methodology, every so often
we check which k signed distance functions are the current nearest neighbors of
ϕ̂ (X0, α). For the neighbors that change, the appropriate weights are changed to
correspond to new signed distance functions.
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Chapter 25
Networked Parallel Algorithms for Robust
Convex Optimization via the Scenario
Approach

Keyou You and Roberto Tempo

Abstract This chapter proposes a parallel computing framework to distributedly
solve robust convex optimization (RCO) when the constraints are affected by non-
linear uncertainty. To this end, we adopt a scenario approach by randomly sampling
the uncertainty set. However, the number of samples to attain high levels of prob-
abilistic guarantee of robustness may be large, which results in a large number of
constraints in the scenario problem (SP). Instead of using a single processor, we
resort to many processors that are distributed among different nodes of time-varying
unbalanceddigraphs.Then,wepropose a randomprojected algorithm to distributedly
solve the SP, which is given in an explicitly recursive form with simple iteration. We
show that if the sequence of digraphs are uniformly jointly strongly connected (U-
JSC), each node asymptotically converges to a common optimal solution to the SP.
That is, the RCO is effectively solved in a distributed parallel way.

25.1 Introduction

This chapter is concerned with the robust convex optimization (RCO) which has an
infinite number of constraints parameterized by uncertainties. RCO is widely used in
control analysis and synthesis of complex systems. To solve it, we have to address the
nonlinear and complicated dependence of the constraints on the uncertainties. Thus,
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RCO generally not easily solvable, and attracts significant interest in the literature,
see, e.g., [4, 6, 24] and references therein.

Here we adopt a scenario approach [9, 25] to solve RCO by randomly sampling
the uncertainty set,which results in a standard convexoptimization called the scenario
problem (SP). For an optimal solution of the SP, the good news is that the level of
confidence for a small probability of violating the original constraints can be reduced
by increasing the sample size, and the sample complexity can be computed a priori
[1]. While for a single processor, it may be beyond its computational capability to
solve such a large convex SP.

To this end, we consider to adopt a parallel computing framework with many in-
terconnected processorswhich are distributed among different nodes of time-varying
graphs. In this chapter, our key approach is to appropriately assign the computation
task among nodes so that each node is able to collaboratively compute some common
optimal solution of the SP with a low computational cost. Then, we break a large
number of constraints in the SP into many small sets of local constraints that are
easily handled in each node. Under local interactions, the SP is then jointly solved
in every node via three key steps.

First, every node randomly samples the uncertainty set of RCO, with the sample
size inversely proportional to the total number of nodes or being determined by
its computation capacity. Although this step has been originally adopted in [12]
to solve the SP, our approach is substantially different. Each node in [12] requires
to completely solve a local SP at each iteration and exchanges the set of active
constraints with its neighbors. The process continues until a consensus on the set of
active constraints is reached among nodes, and every node solves its local SP under
all active constraints. Clearly, the number of active constraints in every local SP is
increasing with the number of iterations. In some extreme cases, each constraint in
the SP can be active, and every node eventually engages to solve such a local SP
that has the same number of constraints as the SP. In this view, the computation cost
in each node cannot be reduced, and will certainly waste computation resources.
Since an active constraint may become inactive in next iteration, identifying active
constraints cannot be recursively completed and is very sensitive to numerical errors.
In this work, each node only needs to handle a fixed number of local constraints, and
recursively run an explicit algorithm with a simple structure.

Second, the SP is reformulated as a distributed optimization problem with many
decoupled small sets of local constraints and a coupled constraint, which is specially
designed in conform with the graph structure. This is the key idea for assigning
computation task among nodes. If the number of nodes is large, each node only
needs to deal with a very small number of local constraints. While the information
circulation across the network is to address the coupled constraint, it should be well
designed so that it can be locally addressed. A similar technique has been used
to solve the distributed optimization problem, see, e.g., [7, 19]. However, they do
not consider any robustness issue. Without considering the distributed computation,
robust optimization has also attracted significant attention in many research areas
[3, 15]. In this work, we are able to address both distributed and robust optimization
problems simultaneously.
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Third, each node keeps updating a local copy of an optimal solution by individu-
ally handling its local constraints and interacting with its neighbors to overcome the
coupled constraint. To this end, we address the coupled constraint by adopting a con-
sensus algorithm, and design a novel two-stage recursive algorithm. At the first stage,
we are solving an unconstrained optimization problemwhich removes the decoupled
local constraints in the reformulated distributed optimization, and obtain an interme-
dia state vector in each node. It is worth mentioning that we do not need a balanced
digraph here, unlike [13, 14, 16, 18]. At the second stage, each node individually
addresses its decoupled local constraints by adopting a generalized Polyak’s random
algorithm [20], which moves its intermedia state vector toward a randomly selected
local constraint set. Combining these two stages and under some mild conditions,
both consensus and feasibility of the iteration in each node are eventually achieved
almost surely.

The rest of this chapter is organized as follows. In Sect. 25.2, we formulate RCO,
after which the probabilistic approach to RCO is provided. In Sect. 25.3, we describe
a parallel computing framework for distributedly solving the SP. In Sect. 25.4, we
design a distributed random projected algorithm over time-varying digraphs to dis-
tributedly solve RCO and prove its convergence. Some brief concluding remarks are
drawn in Sect. 25.5.

Notation: The sub-gradient of a vector function (a vector whose components are con-
vex functions) y = [y1, . . . , yn]′ ∈ R

n with respect to an input vector x ∈ R
m is ∂y =

[∂y1, . . . , ∂yn]′ ⊆ R
n×m . For two vectors a = [a1, . . . , an]′ and b = [b1, . . . , bn]′,

the notationa � bmeans thatai is greater thanbi for any i ∈ {1, . . . , n}. Similar nota-
tionswill bemade for�,� and≺. 1denotes a vectorwith a compatible dimension and
each element being one. ⊗ Kronecker product. In addition, f (θ)+ = max{0, f (θ)}
takes the positive part of f .

25.2 Robust Convex Optimization and Scenario Approach

25.2.1 Robust Convex Optimization

Consider a robust convex optimization (RCO) of the form

min
θ∈Θ

c′θ subject to f (θ, q) ≤ 0,∀q ∈ Q, (25.1)

where Θ ⊆ R
n is a convex and closed set with non-empty interior, and the scalar-

valued function f (θ, q) : Rn × Q → R is convex in the design vector θ for any
q ∈ Q ⊆ R

�. The uncertainty q enters into the constraint function f (θ, q) without
assuming any structure, except for the Borel measurability [2] of f (θ, ·) for any
fixed θ . In particular, f (θ, ·) may be affected by nonlinear parametric uncertainty.
For simplicity, the objective function c′θ ∈ R is set to be linear in θ , which does
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not loose generality. For example, consider a convex objective function f0(θ) and
introduce an auxiliary variable t . Then, the optimization in (25.1) is equivalent to

min
θ∈Θ,t∈R

t subject to f0(θ) − t ≤ 0 and f (θ, q) ≤ 0,∀q ∈ Q.

Obviously, the objective function becomes linear in the augmented decision variable
(θ, t) and is of the same form as (25.1).

25.2.2 Scenario Approach for RCO

The design constraint f (θ, q) ≤ 0 for all possible q ∈ Q is crucial in the study
of robustness of complex systems, e.g., H∞ performance of a system affected by
the parametric uncertainty and the design of uncertain model predictive control.
However, obtaining worst-case solutions has been proved to be computationally
difficult, even NP-hard as the uncertainty q may enter into f (θ, q) in a complicated
manner.

In fact, it is generally very difficult to explicitly characterize the constraint set
with uncertainty, i.e.,

{θ | f (θ, q) ≤ 0,∀q ∈ Q}, (25.2)

which renders it impossible to directly solve RCO. There are only few cases that the
uncertainty set is tractable [15]. Moreover, this approach also introduces undesirable
conservatism. For these reasons, we adopt the widely accepted scenario approach
[25] to solve RCO. Instead of satisfying the hard constraint in (25.2), the idea of
the scenario approach is to derive an approximation by means of a finite number of
random constraints, i.e.,

{θ | f (θ, q(i)) ≤ 0, i = 1, . . . , Nbin} (25.3)

where Nbin is a positive integer representing the constraint size, and {q(i)} ⊆ Q are
independent identically distributed (i.i.d.) samples extracted according to an arbitrary
absolutely continuous (w.r.t. the Lebesgue measure) distribution Pq(·) over Q.

Under the constraint in (25.3), we only guarantee that most, albeit not all, possible
uncertainty constraints in RCO are not violated. By the randomness of {q(i)}, (25.3)
may be very close to its counterpart (25.2) in the sense of obtaining a low violation
probability, which is now formally defined below.

Definition 25.1 (Violation probability) Given a design vector θ ∈ R
n , the violation

probability V (θ) is defined as

V (θ) := Pq{q ∈ Q| f (θ, q) > 0}.
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The multi-sample q1:Nbin := {q(1), . . . , q(Nbin)} is called a scenario and the result-
ing optimization problem under the constraint (25.3) is referred to as a scenario
problem (SP)

min
θ∈Θ

c′θ subject to

f (θ, q(i)) ≤ 0, i = 1, . . . , Nbin . (25.4)

In the sequel, let Θ∗ be the set of optimal solutions to the SP and Θ0 be the set of
feasible solutions, i.e.,

Θ0 = {θ ∈ Θ| f (θ, q(i)) ≤ 0, i = 1, . . . , Nbin}. (25.5)

For the SP, we make the following assumption to describe its relationship with
RCO in (25.1) from a probabilistic point of view.

Assumption 25.1 (Optimal solutions and interior point) The SP in (25.4) is feasible
for any multisample extraction and has a non-empty set of optimal solutions. In
addition, there exists a vector θ0 ∈ Θ such that

f (θ0, q
(i)) < 0,∀i = 1, . . . , Nbin . (25.6)

The interior condition (often called Slater’s constraint qualification) in (25.6)
implies that there is no duality gap between the primal and dual problems of (25.4)
and the dual problem contains at least an optimal solution [5]. We remark that in
robust control it is common to study strict inequalities [21], e.g.,whendealingwith the
robust asymptotic stability of a system and therefore this is not a serious restriction.
In fact, the set of the feasible solutions to (25.1) is a subset of that of the SP in (25.4),
and the feasibility assumption can also be relaxed in the analysis of the SP by using
the approach introduced in [10]. The main result of the scenario approach for RCO
is stated below.

Lemma 25.1 ([11]) Assume that there exists a unique solution to (25.4). Let ε,
δ ∈ (0, 1), and Nbin satisfy the following inequality:

n−1∑

i=0

(
Nbin

i

)
εi (1 − ε)Nbin−i ≤ δ. (25.7)

With probability at least 1 − δ, the solution θsc of the SP in (25.4) satisfies
V (θsc) ≤ ε, i.e.,

Pq{V (θsc) ≤ ε} ≥ 1 − δ.

The uniqueness condition can be also relaxed in most cases by introducing a tie-
breaking rule, see Sect. 4.1 of [8]. If the sample complexity Nbin satisfies (25.7), the
solution θsc to (25.4) approximately solve theRCO in (25.1)with certain probabilistic



346 K. You and R. Tempo

guarantee. A subsequent problem is to compute the smallest sample complexity,
which dictates the number of constraints required in the SP in (25.4). Fortunately,
this has been well addressed in [1] via the following improved bound

Nbin ≥ e

ε(e − 1)

(
ln

1

δ
+ n − 1

)
(25.8)

where e is the Euler constant. Thus, RCO in (25.1) can be well approximately solved
via the SP in (25.4) with a sufficiently large Nbin .

The remaining problem is to effectively solve the SP in (25.4).

25.3 Networked Parallel Scheme for SPs

25.3.1 Networked Computing Nodes

Although RCO in (25.1) can be attacked via the SP, clearly Nbin may be large to
achieve a high confidence level with small violation probability. For example, in a
problem with n = 32 variables, setting probability levels ε = 0.001 and δ = 10−6,
it follows from (25.8) that the number of constraints in the SP is Nbin ≥ 70898. For
such a large sample complexity Nbin , the computation cost for solving the SP (25.4)
becomes very high, which may be far from the computation capacity of a cheap
processor.

In this section, we exploit the idea of solving large problems with many small
solvers. Specifically, we propose to use m computing units (nodes) which coop-
eratively solve the SP in (25.4) in a parallel fashion. Then, the number of design
constraints for node j is reduced to n j , provided that

∑m
j=1 n j ≥ Nbin .

A heuristic approach is to assign the number of constraints in (25.4) among nodes
proportional to their computing power. In practice, each node can declare the total
number of constraints that can be handled. If the number of nodes is comparable to
the scenario size Nbin , the number of constraints for every node j is significantly
reduced, e.g., n j � Nbin , and n j can be even as small as one.

The problem is how to parallelize the computational task across multiple nodes
to cooperatively solve the SP. To this end, we introduce a digraph G = (V ,E ) to
model interactions between the computing nodes where V := {1, . . . ,m} denotes
the set of nodes, and the set of interaction links is represented by E . A directed edge
(i, j) ∈ E exists if node i can directly receive information from node j . The digraph
G can also be described a row-stochastic weighting matrix A = {ai j } ∈ R

m×m , e.g.,
ai j > 0 if (i, j) ∈ E and 0, otherwise, and a j j = 1 − ∑m

i=1 a ji for all j ∈ V .
In this work, we are more interested in time-varying digraphs {G k = (V ,E k)} to

model node interactions, and the objective of this paper is to solve the SP in (25.4)
over time-varying digraphs under the following setup:
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(a) Every node j of limited computation capability is able to independently generate
n j i.i.d. sampleswith an absolutely continuous distributionPq , and is not allowed
to share their samples with other nodes.

(b) Every node is able to broadcast a finite dimensional data via directed edges.
(c) The vector c in the objective function, the constraint function f (θ, q) and the

set Θ are visible to every node.

In contrast with [12], the dimension of the data for communication is independent
of both the scenario size Nbin and the number of nodes m. In addition, every node
j only needs to address a fixed number n j of constraints, while in [12] each node
requires to completely solve a local SP with an increasing number of constraints.

25.3.2 Reformulation of the SP

Let q( j1), . . . , q( jn j ) be the samples that are independently generated in node j ac-
cording to the distribution Pq . For brevity, the local constraint functions are collec-
tively rewritten in a vector form

f j (θ) :=
⎡

⎢⎣
f (θ, q( j1))

...

f (θ, q( jn j ))

⎤

⎥⎦ ∈ R
n j .

Then, the SP in (25.4) can be equivalently solved via the following constrained
minimization problem:

min
θ1,...,θm∈Θ

m∑

j=1

c′θ j subject to θ1 = . . . = θm, f j (θ) � 0,∀ j ∈ V , (25.9)

where f j (θ) is only known to node j . Hence, we are sufficient to distributedly solve
the above optimization over time-varying graphs.

25.4 Networked Random Projected Algorithms over
Time-Varying Digraphs

25.4.1 Distributed Random Projected Algorithm

Consider that each node has very limited computation capability, the computation for
each node should be easy to implement with a low computation cost. We utilize the
distributed sub-gradient descend to achieve consensus and adopt the idea of Polyak’s
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random algorithm [22] to ensure feasibility of the iterate in each node. Note that their
algorithms are centralized and do not touch the distributed implementation, which are
resolved in this work by adapting to the network structure. Specifically, we propose
the following two-stage distributed random projected algorithm

vkj =
m∑

i=1

akjiθ
k
i − ζ k · c, (25.10)

θ k+1
j = ΠΘ(vkj − β · f (vkj , q

( jwk
j ))+

‖dk
j ‖2

dk
j ), (25.11)

where ζ k > 0 is a deterministic stepsize and satisfies the condition

ζ k > 0,
∞∑

k=0

ζ k = ∞,

∞∑

k=0

(ζ k)2 < ∞, (25.12)

and β ∈ (0, 2) is a deterministic parameter. wk
j ∈ {1, . . . , n j } is a random variable.

The vector dk
j ∈ ∂ f (vkj , q

( jwk
j ))+ if f (vkj , q

( jwk
j ))+ > 0 and dk

j = d j for some d j �= 0

if f (vkj , q
( jwk

j ))+ = 0.
The intuition of the above algorithm is illustrated as follows. (25.10) is to dis-

tributedly solve an unconstrained optimization, i.e., the optimization by removing
the constraints in (25.9), see [18] for details. Note that their work assumes the double
stochasticity of A, which is unnecessary as shown in this work. (25.11) is to drive

the intermediate state vkj toward a randomly selected local constraint set Θ ∩ Θ
wk

j

j ,

where Θ
wk

j

j := {θ | f (θ, q( jwk
j )) ≤ 0}. If β is sufficiently small, it follows from [5,

Proposition 6.3.1] that d(θ k+1
j ,Θ ∩ Θ

wk
j

j ) ≤ d(vkj ,Θ ∩ Θ
wk

j

j ). That is, θ k+1
j is closer

to the local constraint set Θ ∩ Θ
wk

j

j than vkj . If wk
j is uniformly selected at random

from {1, . . . , n j }, we conclude that θ k+1
j is closer to the local constraint set Θ ∩ Θ j

than vkj in the average sense. Once the consensus is achieved among nodes, the state
vector θ k

j in each node asymptotically converges to a point in the feasible set Θ0.
It is stressed that most existing works on distributed optimization require the

underlying graph to be balanced of the form that Ak is doubly stochastic, see, e.g.,
[13, 14, 16, 18]. Clearly, a balanced graph is much more restrictive and complicates
the topology design. Furthermore, we see no reason at all to enforce such a strong
condition. This issue has been recently resolved either by combining the gradient
descent and the push-sum consensus [17] or augmenting an additional variable for
each agent to record the state updates [26]. In comparison, the algorithm in [17]
only focuses on the unconstrained optimization, involves nonlinear iterations and
requires the updates of four vectors. The algorithm in [26] requires an additional
“surplus" vector to record the state update, which increases the computation and
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Algorithm 1: Networked random projection algorithm for the SP with directed
graphs

1: Initialization: Each node j ∈ V sets θ j = 0.
2: repeat
3: Local information exchange: Every node j ∈ V broadcasts θ j to its out-neighboring nodes.
4: Local variables update: Every node j ∈ V receives the state vector θi from its in-neighbor

i ∈ N in
j and updates as follows:

• v j = ∑
i∈N in

j
akji θi − ζc where the stepsize ζ is given in (25.12).

• Draw w j ∈ {1, . . . , n j } uniformly at random.

• θ j ← ΠΘ(v j − β · f (v j ,q
( jw j ))+

‖d j ‖2 d j ) where d j is defined in (25.11).

5: Set k = k + 1.
6: until a predefined stopping rule is satisfied.

communication cost. From this point of view, the proposed algorithm has a simpler
structure and it is easier to implement, see also Algorithm 1 for details.

25.4.2 Convergence of Algorithm 1

To prove the convergence, we impose the following assumptions on time-varying
graphs and the boundedness of sub-gradients.

Assumption 25.2 (a) (UJSC) Time-varying graphs {G k} are uniformly jointly
strongly connected, i.e., there exists an positive integer B such that the joint graph
G k ∪ . . .G k+B−1 is strongly connected for any k ≥ 0. (b) There exists a scalar γ > 0
such that aki j ≥ γ if aki j > 0 for any i, j ∈ V and k ≥ 0.

Assumption 25.3 (a) {wk
j } is an i.i.d. sequence that is uniformly distributed over

the set {1, . . . , n j } for any j ∈ V , and is also independent over the index j . (b) The
sub-gradients dk

j are uniformly bounded, i.e., there exists a scalar d̄ such that

‖dk
j ‖ ≤ d̄,∀ j ∈ V

Clearly, Assumption 25.2 is common in the literature on distributed algorithms
over time-varying graphs. The designer is free to choose any distribution for drawing
samples wk

j . Thus, Assumption 25.3(a) is easy to satisfy. By the property of the sub-
gradient and (25.11), a sufficient condition for Assumption 25.3(b) is that Θ is
bounded.

Theorem 25.1 (Almost sure convergence) Under Assumptions 25.1–25.3, the se-
quence {θ k

j } of Algorithm 1 converges almost surely to some common point in the set
Θ∗ of optimal solutions to (25.4).
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The proof is roughly divided into three parts. The first part establishes a sufficient
condition to ensure asymptotic consensus, under which the sequence {θ k

j } converges
to the same value for all j ∈ V . The second part demonstrates the asymptotic feasi-
bility of the state vector θ k

j . Finally, the last part illustrates the optimality by showing
that the distance of θ k

j to any optimal point θ∗ is “stochastically” decreasing. Comb-
ing these three parts, we show that {θ k

j } converges to some common point in Θ∗
almost surely.

Lemma 25.2 ([27]). Under Assumption 25.2, consider the following sequence:

θ k+1
j =

n∑

i=1

akjiθ
k
i + εkj , ∀ j ∈ V . (25.13)

If limk→∞ ‖εkj‖ = 0 for any j ∈ V , it follows that

lim
k→∞ ‖θ k

j − θ̄ k‖ = 0, ∀ j ∈ V . (25.14)

The second result essentially ensures the local feasibility.

Lemma 25.3 ([27]) Let {θ k
j } be generated Algorithm 1. Define λk

j andμk
j as follows

λk
j =

n∑

i=1

akjiθ
k
i , and μk

j = ΠΘ0(λ
k
j ), (25.15)

where Θ0 is defined in (25.5). If limk→∞ ‖λk
j − μk

j‖ = 0, then limk→∞ ‖μk
j −

θ k+1
j ‖ = 0.

Finally, the last part is a stochastically “decreasing” result.

Lemma 25.4 ([28]) Let F k be the sigma-field generated by the random variables
{wt

j , j ∈ V } up to time k, i.e.,

F k = σ {w0, . . . , wk}. (25.16)

Under Assumptions 25.1 and 25.3, it holds almost surely that for all j ∈ V and
k ≥ k̃, which is a sufficiently large number,

E[‖θ k+1
j − θ∗‖2|Fk] ≤ (

1 + O(ζ k)2
) ‖λk

j − θ∗‖2 (25.17)

−2ζ kc′(μk
j − θ∗) − O(‖λk

j − μk
j‖2) + O(ζ k)2,

where θ∗ ∈ Θ∗, λk
j and μk

j are given in (25.15), and O(ak) means that there exists a
positive constant M such that O(ak) ≤ Mak for all k ≥ 0.

The proof also relies crucially on the super-martingale convergence Theorem [23].
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Theorem 25.2 (Super-martingale Convergence). Let {vk}, {uk}, {ak} and {bk} be
sequences of nonnegative random variables such that

E
[
vk+1|Fk

] ≤ (1 + ak)vk − uk + bk (25.18)

where Fk denotes the collection v0, . . . , vk, u0, . . . , uk, a0, . . . , ak, b0, . . . , bk. Let∑∞
k=0 ak < ∞ and

∑∞
k=0 bk < ∞ almost surely. Then, we have limk→∞ vk = v for

a random variable v ≥ 0 and
∑∞

k=0 uk < ∞ almost surely.

Proposition 25.1 ([27]) Under Assumptions 25.1–25.3, and λk
j and μk

j are given

in (25.15). Let λ̄k = ∑n
j=1 π k+1

j μk
j , μ̄

k = ∑n
j=1 π k+1

j μk
j , and θ̄ k = ∑n

j=1 π k
j θ

k
j . For

any θ∗ ∈ Θ∗ and j ∈ V , the following statements hold in the almost sure sense:

(a) {∑n
j=1 π k

j ‖θ k
j − θ∗‖2} converges as k → ∞.

(b) lim infk→∞ cT μ̄k = cT θ∗.
(c) limk→∞ ‖μk

j − λk
j‖ = 0.

(d) limk→∞ ‖μk
j − θ k+1

j ‖ = limk→∞ ‖λk
j − θ k+1

j ‖ = 0.
(e) limk→∞ ‖μ̄k − θ̄ k+1‖ = limk→∞ ‖λ̄k − θ̄ k+1‖ = 0.

Proof of Theorem 25.1. Notice that λk
j = ∑n

i=1 a
k
jiθ

k
j , it follows from Proposition

25.1(d) that limk→∞ ‖θ k+1
j − ∑n

i=1 a
k
jiθ

k
j ‖ = 0. Then it holds from Lemma 25.2

almost surely that limk→∞ ‖θ k
j − θ̄ k‖ = 0. Together with Proposition 25.1(a) and

the row-stochasticity of Ak , we obtain that {‖θ̄ k − θ∗‖} converges. We know from
Proposition 25.1(e) that μ̄k → θ̄ k+1 as k → ∞, then {‖μ̄k − θ∗‖} converges as well.
By Proposition 25.1(b), it implies that there exists a subsequence {μ̄k |k ∈ K } that
converges almost surely to some point in the optimal set Θ∗, which is denoted as θ∗

0 ,
and it holds clearly that

lim
k∈K ,k→∞

‖μ̄k − θ∗
0 ‖ = 0.

Since {‖μ̄k − θ∗
0 ‖} converges, it follows that limk→∞ ‖μ̄k − θ∗

0 ‖ = 0. Finally, we
note that ‖θ k+1

j − θ∗
0 ‖ ≤ ‖θ k+1

j − θ̄ k+1‖ + ‖θ̄ k+1 − μ̄k‖ + ‖μ̄k − θ∗
0 ‖, which con-

verges almost surely to zero as k → ∞. Therefore, there exists θ∗
0 ∈ Θ∗ such that

limk→∞ θ k
j = θ∗

0 for all j ∈ V with probability one. Thus, Theorem 25.1 is proved.
�

25.5 Conclusion

In this work, we developed a parallel computing framework to collaboratively solve
RCO via the SP with a large number of constraints over time-varying graphs. A
distributed parallel algorithm with simple structure was provided for time-varying
directed graphs. Compared with the existing results, the complexity per iteration
in our algorithms is significantly reduced. In future work, we shall study how the
network topology affects the convergence speed of the proposed algorithms.
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Chapter 26
On the Bipartite Consensus of Higher-Order
Multi-agent Systems with Antagonistic
Interactions and Switching Topologies

Maria Elena Valcher and Pradeep Misra

Abstract In this paper we, investigate the bipartite consensus of higher-order multi-
agent systems, by assuming that the interactions among agents are either cooperative
or antagonistic and that the communication graph switches among a finite number
of possible configurations. We first show that the “lifting approach”, proposed in [3]
to model opinion dynamics in case of antagonistic interactions and agents modeled
as integrators, can be extended to the case of higher order multi-agent systems with
cooperative/antagonistic interactions and switching topologies. Subsequently, we are
able to translate the bipartite consensus problem into a consensus problem among
cooperative agents with switching topologies. This allows us to make use of the
results obtained in [13] and hence to solve the bipartite consensus problem.

26.1 Introduction

Multi-agents systems and consensus problems have been the subject of an impressive
number of papers in the last 10–15 years. A common assumption in the majority
of these papers is that agents aim at achieving consensus through collaboration,
namely by exchanging information with a common goal in mind. However, there is
a number of situations where two agents regard each other as opponents rather than
collaborators, and hence evenwhen one has access to information about the decisions
of the other, it does not use it to align its decision to the competitor’s one but, on
the contrary, to move to the opposite direction. This is what typically happens in the
context of markets and social networks [2], similar conditions are also encountered
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when modeling the behavior of two competing teams in sport disciplines or robot
competitions. Each individual or robot, respectively, collects information regarding
both the teammates and the antagonists, and processes this data in order to take
decisions (position, speed, elevation, etc.) that are in agreement with those of their
teammates.

In [1] Altafini first addressed the problem of investigating consensus and bipartite
consensus among agents whose mutual interactions are either cooperative or antag-
onistic. By considering the classical example of homogeneous agents modeled as
simple integrators, he introduced the concept of structural balance and showed that
if the signed, weighted and connected communication graph describing the agents’
interactions is structurally balanced, then the agents reach bipartite consensus. Also,
he proposed a result about bipartite consensus of agentsmodeled as integrators, under
the assumption that the communication graph switches among a finite number of
possible configurations. More recently, Hendrickx [3] proposed a “lifting approach”
to model opinion dynamics in case of antagonistic interactions. This interesting
approach reduces a multi-agent system with N agents communicating in a cooper-
ative/antagonistic way to a system with 2N agents that cooperate with each other.
In this way, in [3] and [16] consensus and bipartite consensus among agents with
cooperative/antagonistic interactions and switching communication topologies have
been fully explored, by assuming again that agents are modeled as integrators. Some
recent results about this problem, by assuming a discrete time version of the agents’
model, can be found in [8].

In a number of practical situations, the agents’ status is represented by a vector
rather than a scalar variable (e.g., position and velocity, price and production levels,
etc.), and the agents’ dynamics is described by a linear state-space model. Bipartite
consensus among agents described by a higher order model, under the assumption
that the communication graph is fixed, was first investigated in [14].

The aim of this paper is to show that the lifting approach proposed in [3]
can be extended to the case of higher order multi-agent systems with coopera-
tive/antagonistic interactions and switching topologies. This allows one to make use
of the results about consensus among cooperative agents and switching topologies
derived in [13] to solve the bipartite consensus problem.

Notation.R+ is the semiring of nonnegative real numbers. For any k, n ∈ Z,with
k ≤ n, [k, n] is the set of integers {k, k + 1, . . . , n}. The (i, j)th entry of a matrix A
is denoted by [A]i j . A matrix (in particular, a vector) A with entries in R+ is called
nonnegative, and denoted by A ≥ 0. The spectrum of a square matrix A is denoted
by σ(A). Given A ∈ R

n×n , the symbol |A| denotes the nonnegative n × n matrix
whose (i, j)th entry is the absolute value of the (i, j)th entry of A.
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26.2 Communications Graphs and Enlarged
Communication Graphs

In this section, we review some existing results and present several new propositions
that will be the foundation for main results proposed in subsequent sections.

26.2.1 Undirected, Signed and Weighted Graphs

An undirected, signed and weighted graph is a triple [9] G = (V ,E ,A ), where
V = {v1, . . . , vN } is the set of vertices, E ⊆ V × V the set of arcs, andA ∈ R

N×N

the adjacency matrix of the weighted graph G . An arc (v j , vi ) ∈ E if and only if
[A ]i j �= 0. As the graph is undirected, (vi , v j ) belongs to E if and only if (v j , vi ) ∈
E , or, equivalently, A is a symmetric matrix. We assume that the graph G has no
self-loops, i.e., [A ]i i = 0 for every i ∈ [1, N ], and arcs in E have either positive or
negativeweights, namely the off-diagonal entries ofA are either positive or negative.

A sequence v j1 ↔ v j2 ↔ v j3 ↔ · · · ↔ v jk ↔ v jk+1 is a path of length k connect-
ing v j1 and v jk+1 provided that (v j1 , v j2), (v j2 , v j3), . . . , (v jk , v jk+1) ∈ E . A graph is
said to be connected if for every pair of distinct indices i, j ∈ [1, N ] there is a path
connecting v j and vi . This is equivalent to the fact that A is an irreducible matrix,
namely no permutation matrix Π can be found such that

Π�A Π =
[
A11 A12

0 A22

]
,

where A11 and A22 are square (non-vacuous) matrices.
The undirected, signed and weighted graph G = (V ,E ,A ) is structurally bal-

anced [1, 4] if the set of vertices V can be partitioned into two disjoint subsets
V1 and V2 such that for every vi , v j ∈ Vp, p ∈ [1, 2], [A ]i j ≥ 0, while for every
vi ∈ Vp, v j ∈ Vq , p, q ∈ [1, 2], p �= q, [A ]i j ≤ 0.Note that ifA is a positivematrix,
thenG is trivially structurally balanced since the previous definition holds forV1 = V
and V2 = ∅. A graph which is not structurally balanced is called structurally unbal-
anced.

We define the (signed) Laplacian matrix L ∈ R
N×N associated with the graph

G as [1, 4]L := C − A , where C ∈ R
N×N
+ is a diagonal matrix with

[C ]i i :=
N∑
j=1

|[A ]i j |, ∀ i ∈ [1, N ]. (26.1)
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Accordingly, the Laplacian matrixL = L � takes the following form:

L =

⎡
⎢⎢⎢⎢⎣

∑N
j=1 |[A ]1 j | −[A ]12 . . . −[A ]1N
−[A ]12

∑N
j=1 |[A ]2 j | . . . −[A ]2N

...
...

. . .
...

−[A ]1N −[A ]2N . . .
∑N

j=1 |[A ]N j |

⎤
⎥⎥⎥⎥⎦ . (26.2)

Note that L is irreducible if and only if A is irreducible.
The Laplacian matrixL is a symmetric and positive semidefinite matrix, whose

nonnegative real eigenvalues can always be sorted so that 0 ≤ λ1(L ) ≤ λ2(L ) ≤
· · · ≤ λN (L ). Moreover, when G is connected, λ1(L ) = 0 if and only if G is struc-
turally balanced, and if this is the case then 0 is a simple eigenvalue of L (namely
λ2(L ) > 0). In particular, if G is connected and the adjacency matrix is positive
(and irreducible), then 0 is necessarily a simple eigenvalue of L .

26.2.2 Enlarged Graph of the Signed Graph G

Following [3] and [16], we introduce the concept of enlarged graph as follows.

Definition 26.1 Given an undirected, signed and weighted graph G = (V ,E ,A ),
with V = {v1, . . . , vN }, E ⊆ V × V and A = A � ∈ R

N×N (and [A ]i j < 0 for
at least one index pair (i, j)), we define the enlarged graph associated with G as
Ḡ = (V̄ , Ē , ¯A ), where V̄ = {v+

1 , v+
2 , . . . , v+

N , v−
1 , v−

2 , . . . , v−
N }, and Ē ⊆ V̄ × V̄

is defined as follows:

• If there is an arc (v j , vi ) ∈ E with positive weight (i.e., [A ]i j > 0), then the arcs
(v+

j , v+
i ) and (v−

j , v−
i ) both belong to Ē .

• If there is an arc (v j , vi ) ∈ E with negative weight (i.e., [A ]i j < 0), then the arcs
(v+

j , v−
i ) and (v−

j , v+
i ) both belong to Ē .

Finally, if we define the (symmetric) matrices A + and A − ∈ R
N×N
+ as follows

[A +]i j := max{[A ]i j , 0}, [A −]i j := max{−[A ]i j , 0}, ∀ i, j ∈ [1, N ],

so that A = A + − A −, then

¯A :=
[
A + A −
A − A +

]
= ¯A � ∈ R

2N×2N
+ .
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It is easy to see that the enlarged graph has all positive weights and hence it is an
undirected, unsigned and weighted graph. Further, the Laplacians of G and Ḡ are
related by the following identity

L̄ =
[
C 0
0 C

]
−

[
A + A −
A − A +

]
,

where C is defined as in (26.1).

Lemma 26.1 Let G be a connected, undirected, signed and weighted graph and let
Ḡ be the corresponding enlarged graph. The spectra of Laplacians L and L̄ of G
and Ḡ , respectively, are mutually related by the following relationship:

σ(L̄ ) = σ(L ) ∪ σ(Lunsigned), (26.3)

where Lunsigned := C − |A |. Consequently,
• G is structurally balanced if and only if 0 is an eigenvalue of L̄ of algebraic
multiplicity 2, and

• G is structurally unbalanced if and only if 0 is a simple eigenvalue of L̄ .

Proof Identity (26.3) follows immediately from the fact that |A | = A + + A − and

[
IN −IN
0 IN

] [
C − A + −A −
−A − C − A +

] [
IN IN
0 IN

]
=

[
C − (A + − A −) 0

−A − C − (A + + A −)

]

=
[
C − A 0
−A − C − |A |

]
=

[
L 0

−A − Lunsigned

]
.

Since A is irreducible, so is |A | ∈ R
N×N
+ and this ensures that 0 is a simple eigen-

value of the Laplacian Lunsigned . On the other hand, the connected signed graph
G is structurally balanced if and only if 0 is an eigenvalue of L , and if so it is a
simple eigenvalue. Therefore two cases may occur: if G is structurally balanced then
0 is a simple eigenvalue of L and hence 0 is an eigenvalue of L̄ with algebraic
multiplicity 2; if G is structurally unbalanced then 0 is not an eigenvalue of L and
hence 0 is a simple eigenvalue of L̄ .

The following fundamental relationships between the graphs G and Ḡ hold.

Proposition 26.1 [16] Let G be an undirected, connected, signed and weighted
graph and let Ḡ be the corresponding enlarged graph. Then

(i) G is structurally balanced if and only if Ḡ consists of two disjoint and connected
components;

(ii) G is structurally unbalanced if and only if Ḡ is connected.

Proposition 26.1, above, has been derived in [16] using purely graph-theoretic
arguments. We show next that the same result can be derived using algebraic rea-
sonings based on the adjacency matrix of the enlarged graph. The advantage of this



360 M. E. Valcher and P. Misra

solution is that one gains insight into the structure of the adjacency matrix and hence
of the Laplacian associated with the enlarged graph that will be useful later.

Proposition 26.2 Let G = (V ,E ,A ) be a connected, undirected, signed and
weighted graph and let Ḡ = (V̄ , Ē , ¯A ) be the corresponding enlarged graph. Then

(i) G is structurally balanced if and only if there exists a permutation matrix Π ∈
R

2N×2N
+ such that

Π� ¯A Π =
[|A | 0

0 |A |
]

;

(ii) G is structurally unbalanced if and only if ¯A is irreducible.

Proof (i) Suppose first that G is structurally balanced. We can always reorder the
N agents so that V1 = {vi : i ∈ [1, r ]} and V2 = {vi : i ∈ [r + 1, N ]}, for some r ∈
[1, N − 1], and the symmetric adjacency matrix A can be expressed [14] as

A =
[
A11 A12

A �
12 A22

]
, (26.4)

where A11 = A �
11 ∈ R

r×r
+ , A22 = A �

22 ∈ R
(N−r)×(N−r)
+ , while −A12 ∈ R

r×(N−r)
+ .

Accordingly,

A + =
[
A11 0
0 A22

]
, A − =

[
0 −A12

−A �
12 0

]
, ¯A =

⎡
⎢⎣

A11 0 0 −A12

0 A22 −A �
12 0

0 −A12 A11 0
−A �

12 0 0 A22

⎤
⎥⎦ .

This clearly shows that ifwe permute the order of the 2N agents in graph Ḡ , so that the
ordered vertex set is V̄ord = {v+

1 , . . . , v+
r , v−

r+1, . . . , v
−
N , v−

1 , . . . , v−
r , v+

r+1, . . . , v
+
N },

namely we use the permutation matrix

Π =

⎡
⎢⎢⎣
Ir 0 0 0
0 0 0 IN−r

0 0 Ir 0
0 IN−r 0 0

⎤
⎥⎥⎦ = Π� ∈ R

2N×2N
+ ,

then the adjacency matrix becomes

¯Aord = Π� ¯A Π =

⎡
⎢⎢⎣

A11 −A12 0 0
−A �

12 A22 0 0
0 0 A11 −A12

0 0 −A �
12 A22

⎤
⎥⎥⎦ =

[|A | 0
0 |A |

]
.
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Conversely, if ¯A takes the previous block diagonal structure after a suitable permu-
tation Π , then

Π�L̄Π =
[
C − |A | 0

0 C − |A |
]

=
[
Lunsigned 0

0 Lunsigned

]
, (26.5)

and the irreducibility of |A | ensures that 0 is an eigenvalue of L̄ of multiplicity 2
and consequently, by Lemma 26.1, G is structurally balanced.

(ii) By Lemma 26.1, G is structurally unbalanced if and only if 0 is a simple
eigenvalue of L̄ . But as proved in Corollary 2 of [11] for directed, unsigned graphs,
0 is a simple eigenvalue of L̄ if and only if Ḡ has a spanning tree, that for an
undirected graph is equivalent to saying that it is connected, i.e., ¯A is irreducible.

26.2.3 Dynamic Graphs

DefineP := [1, p] and consider a finite family of undirected, signed and weighted
graphs sharing the same vertex set V , i.e., Gk := (V ,Ek,Ak), k ∈ P.We can define
the Laplacians Lk = Ck − Ak = Ck − (A +

k − A −
k ) and the enlarged graphs Ḡk =

(V̄ , Ēk, ¯Ak), for each k ∈ P , and all the previous definitions and results apply.
If σ : R+ → P is a piecewise constant, right-continuous switching signal, we

define [13] the dynamic graphGσ(t) := (V ,Eσ(t),Aσ(t)) as follows: for every t ∈ R+
it coincideswithGk = (V ,Ek,Ak), where k is the value taken by the switching signal
σ at time t .

In the followingwewill assume that the graphsGk , k ∈ P , and hence the dynamic
graph Gσ(t) are sign consistent, i.e., [12] for every pair (i, j) the family of weights
{[Ak]i j : k ∈ P} (and therefore the family of weights {[Aσ(t)]i j : t ∈ R+}) consists
either of nonnegative or nonpositive elements, but it cannot include elements of
opposite signs.

Let σ be a switching signal with switching times 0 = t0 < t1 < t2 < . . . , and
consider a subsequence of the switching times ti0 < ti1 < ti2 < . . . , i.e., {tik }k∈Z+ ⊆
{ti }i∈Z+ . We define the union graph [13, 16] G ([tik , tik+1)) as the undirected, unsigned
and unweighted graph having V as vertex set and ∪ik+1−1

q=ik
Eσ(tq ) as set of arcs.

The dynamic graph Gσ(t) = (V ,Eσ(t),Aσ(t)), with σ : R+ → P a switching sig-
nal with switching times 0 = t0 < t1 < t2 < . . . , is said to be uniformly connected
over [0,+∞) [7, 13] if there exist T > 0 and a subsequence of the switching times
ti0 < ti1 < ti2 < . . . , with tik+1 − tik ≤ T , such that each union graph G ([tik , tik+1)) is
connected. A dynamic graph satisfying this property is also known in the literature
[5, 10] as jointly connected over the intervals [tik , tik+1) (see also [13]). Clearly, a
necessary condition for this property to hold true is that the graph G = (V ,∪k∈PEk)
is connected.

In the following, given a family of undirected, signed and weighted graphs
Gk = (V ,Ek,Ak), k ∈ P, that are signed consistent and such that the graph
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G = (V ,∪k∈PEk) is connected, we will denote by Sdwell,uc the set of switching
signals σ : R+ → P that have the following properties:

• σ has some dwell time τ = τ(σ ) > 0 [6, 13, 15], meaning that if 0 = t0 < t1 <

t2 < . . . is the sequence of switching instants, then ti+1 − ti ≥ τ for every i ∈
[0,+∞);

• the associated dynamic graph Gσ(t) = (V ,Eσ(t),Aσ(t)) is uniformly connected.

26.3 Bipartite Consensus: Problem Statement

We consider a multi-agent system consisting of N agents, each of them described
by the same continuous-time state-space model. Specifically, xi (t), the i th agent’s
state, i ∈ [1, N ], evolves according to the first-order differential equation

ẋi (t) = Axi (t) + Bui (t), (26.6)

where xi (t) ∈ R
n,ui (t) ∈ R

m , A ∈ R
n×n , and B ∈ R

n×m . The communication
among the N agents is described by an undirected, signed and weighted dynamic
communication graph [13] Gσ(t) = (V ,Eσ(t),Aσ(t)), where V = {v1, v2, . . . , vN }
is the set of vertices, Eσ(t) ⊆ V × V and Aσ(t) = A �

σ(t) are the set of arcs and the
adjacency matrix at time t ∈ R+, respectively, and σ is a right-continuous switching
signal taking values in the finite setP = [1, p]. The (i, j)th entry ofAσ(t), [Aσ(t)]i j ,
with i �= j , is nonzero if and only if the information about the status of the j th agent
is available to the i th agent at time t (and conversely). At time t , the interaction
between the i th and the j th agents is cooperative if [Aσ(t)]i j > 0 and antagonistic if
[Aσ(t)]i j < 0. In the following, to simplify the notation and when no confusion may
arise, we will denote the (i, j)th entry of Aσ(t) either by [Aσ ]i j or by [Ak]i j if the
value k of σ at time t is specified.

We assume that the family of (undirected, signed and weighted) graphs Gk =
(V ,Ek,Ak), k ∈ P = [1, p], is sign consistent. The sign consistency property
ensures that whenever two agents i and j interact, they interact either always in
a cooperative way or always in an antagonistic way, but they do not change over
time the reciprocal attitude. All switching signals σ : R+ → P considered in the
sequel belong to Sdwell,uc. Finally, the pair (A, B) is controllable and the matrix
A is simply stable (equivalently, marginally stable), namely every eigenvalue of A
has nonnegative real part, and the eigenvalues with zero real part are associated with
Jordan blocks of size 1. We adopt a DeGroot type state feedback law for each agent
[1, 13, 16] as follows:

ui (t) = −K
∑

j :( j,i)∈Eσ

|[Aσ ]i j | · [xi (t) − sign([Aσ ]i j )x j (t)], i ∈ [1, N ], (26.7)
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where K ∈ R
m×n is a feedbackmatrix to be designed, and sign(·) is the sign function.

If we introduce the state and input vectors

x(t) := [
x�
1 (t) x�

2 (t) . . . x�
N (t)

]�
, u(t) := [

u1(t) u2(t) . . . uN (t)
]�

,

the overall dynamics of the multi-agent system is described by the equations

ẋ(t) = (IN ⊗ A)x(t) + (IN ⊗ B)u(t), (26.8)

u(t) = −(Lσ ⊗ K )x(t), (26.9)

or in compact form, by

ẋ(t) = [(IN ⊗ A)x(t) − (IN ⊗ B)(Lσ ⊗ K )] x(t) = [(IN ⊗ A)x(t) − Lσ ⊗ (BK )] x(t),
(26.10)

whereLσ is the Laplacian ofAσ . The aim of this paper is to investigate the following
problem: given some switching signal σ ∈ Sdwell,uc, under what conditions on the
dynamic communication graph Gσ can a constant state feedback matrix K be found
such that bipartite consensus (or, equivalently, polarization see [16]) is achieved for
(almost1) every choice of the initial conditions, equivalently the agents’ states satisfy
the following conditions:

lim
t→+∞ |xi (t)| = lim

t→+∞ |x j (t)|, ∀ i, j ∈ [1, N ],
lim

t→+∞ xi (t) = − lim
t→+∞ x j (t), ∃ i, j ∈ [1, N ], i �= j.

26.4 Lifting Approach

In order to provide a solution to the proposed problem, we use the lifting approach,
first introduced in [3] and later adopted in [16], to address the simpler case when
the agents’ model is a scalar integrator ẋi (t) = ui (t), i ∈ [1, N ], (this corresponds
to assuming A = 0 and B = 1 in (26.6)) and hence the overall multi-agent system is
described by the differential equation ẋ(t) = −L (t)x(t), whereL (t) is the Lapla-
cian of the communication graph at time t . We will show that the lifting approach
can be extended to the case when the agents’ dynamics are described by a general
state-space model (26.6). This allows us to apply to the case of cooperative and
antagonistic interactions some results available for consensus of cooperative higher
order agents with switching communication topologies.

1This means that there may be a zero-measure set of initial conditions for which all agents’ states
converge to zero.
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We observe that the i th agent’s state, under the effect of the feedback control
algorithm (26.7), evolves according to the following differential equation:

ẋi (t) = Axi (t) − BK
∑

j :( j,i)∈Eσ

|[Aσ ]i j | · [xi (t) − sign([Aσ ]i j )x j (t)]. (26.11)

If we refer to the (uniquely determined) positive matricesA +
σ andA −

σ , with disjoint
nonzero patterns (meaning that {(i, j) : [A +

σ ]i j > 0} ∩ {(i, j) : [A −
σ ]i j > 0} = ∅),

satisfying Aσ = A +
σ − A −

σ , the previous differential equation becomes

ẋi (t) = Axi (t) − BK
∑

j :[A σ ]i j>0

[A +
σ ]i j · [xi (t) − x j (t)] (26.12)

− BK
∑

j :[A σ ]i j<0

[A −
σ ]i j · [xi (t) − (−x j (t))].

On the other hand, from (26.11) (equivalently, from (26.12)), we can easily deduce
that the states −xi (t), i ∈ [1, N ], evolve according to the following equation:

− ẋi (t) = A(−xi (t)) − BK
∑

j :[A σ ]i j>0

[A +
σ ]i j · [−xi (t) − (−x j (t))] (26.13)

− BK
∑

j :[A σ ]i j<0

[A −
σ ]i j · [−xi (t) − x j (t)].

So, if we introduce the 2N variables, zi (t), i ∈ [1, 2N ], where

zi (t) = xi (t), zN+i (t) = −xi (t), i ∈ [1, N ],

it is easy to see that (26.12) and (26.13) can be rewritten as

żi (t) = Azi (t) − BK
∑

j :[A σ ]i j>0

[A +
σ ]i j · [zi (t) − z j (t)]

− BK
∑

j :[A σ ]i j<0

[A −
σ ]i j · [zi (t) − zN+ j (t))],

żN+i (t) = AzN+i (t)) − BK
∑

j :[A σ ]i j>0

[A +
σ ]i j · [zN+i (t) − zN+ j (t))]

− BK
∑

j :[A σ ]i j<0

[A −
σ ]i j · [zN+i (t) − z j (t)].
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It is a matter of simple calculations to verify that

⎡
⎢⎢⎢⎢⎢⎢⎢⎢⎣

ż1(t)
.
.
.

żN (t)
żN+1(t)

.

.

.

ż2N (t)

⎤
⎥⎥⎥⎥⎥⎥⎥⎥⎦

=
[
(IN ⊗ A) − (Cσ − A +

σ ) ⊗ (BK ) A −
σ ⊗ (BK )

A −
σ ⊗ (BK ) (IN ⊗ A) − (Cσ − A +

σ ) ⊗ (BK )

]
⎡
⎢⎢⎢⎢⎢⎢⎢⎢⎣

z1(t)
.
.
.

zN (t)
zN+1(t)

.

.

.

z2N (t)

⎤
⎥⎥⎥⎥⎥⎥⎥⎥⎦

that can be expressed in compact form as

ż(t) = [
(I2N ⊗ A) − L̄σ ⊗ (BK )

]
z(t), (26.14)

with L̄σ the Laplacian associated with the enlarged graph Ḡσ = (V̄ , Ēσ , ¯Aσ ) as
follows:

L̄σ =
[
Cσ 0
0 Cσ

]
−

[
A +

σ A −
σ

A −
σ A +

σ

]
,

and Cσ = diag{∑N
j=1 |[Aσ ]1 j |, . . . ,∑N

j=1 |[Aσ ]N j |}. The following result extends
Proposition 1 in [3] to higher order multi-agent systems.

Proposition 26.3 Forany switching signalσ : R+ → P , the state trajectoryx(t), t ∈
R+ is a solution (in the sense of Caratheodory) of (26.10) corresponding to the initial
condition x(0) ∈ R

Nn if and only if z(t) = [x(t)� − x(t)�]� is a solution of (26.14)
corresponding to the initial condition z(0) = [x(0)� − x(0)�]�.

By making use of the previous enlarged description of the agents’ dynamics, in
the next section, we will provide conditions for the problem solvability based on the
results obtained in [13] for cooperative agents with switching topologies.

26.5 Bipartite Consensus: Problem Solution

In this section, we investigate the bipartite consensus problem for noncooperating
multi-agent systems described in (26.8), under the assumptions that

A1. the pair (A, B) is stabilizable, and the matrix A is simply stable;
A2. the state feedback control algorithm is described in (26.7);
A3. the dynamic communication graph Gσ is undirected, signed, weighted and sign

consistent;
A4. the switching signal σ is arbitrary inSdwell,uc.

Theorem 26.1 Consider the multi-agent system described in (26.10), under the
assumptions A1-A4. If there exists a partition of the vertex set V = {v1, v2, . . . , vN }
into two disjoint and non-empty subsets V1 and V2 such that at each time t ∈ R+ the
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graph Gσ is structurally balanced with respect to this partition, then there exists a
constant feedback matrix K that solves the bipartite consensus problem.

Proof Suppose that the partition of V exists. We may assume without loss of gen-
erality (see the proof of Proposition 26.2), V1 = {vi : i ∈ [1, r ]} and V2 = {vi : i ∈
[r + 1, N ]}. Using the same permutation matrix we used to prove Proposition 26.2
i.e.

Π =

⎡
⎢⎢⎣
Ir 0 0 0
0 0 0 IN−r

0 0 Ir 0
0 IN−r 0 0

⎤
⎥⎥⎦ = Π� ∈ R

2N×2N
+ ,

it follows that

Π�z(t) = [
x1(t)� . . . xr (t)� −xr+1(t)� . . . −xN (t)�

−x1(t)� . . . −xr (t)� xr+1(t)� . . . xN (t)�
]�

,

and if we apply the permutation matrixΠ to the Laplacian of the enlarged adjacency
matrix ¯Aσ we get (see (26.5))

Π�L̄σΠ =
[
Cσ − |Aσ | 0

0 Cσ − |Aσ |
]

=
[
Lσ,unsigned 0

0 Lσ,unsigned

]
.

Therefore the dynamics of the variable Π�z(t) satisfies

d

dt

(
Π�z(t)

)
=

[
(IN ⊗ A) − (Lσ,unsigned ) ⊗ (BK ) 0

0 (IN ⊗ A) − (Lσ,unsigned ) ⊗ (BK )

](
Π�z(t)

)
.

Note that Lσ,unsigned is the Laplacian matrix of an undirected, weighted dynamic
graph, with only nonnegative weights, which is uniformly connected over [0,+∞)

(because, by assumption, Gσ is uniformly connected over [0,+∞)). Moreover,
assumptions A1-A4 hold. This ensures, by Theorem 2 in [13] that there exists a
choice of K such that the first N entries of vector Π�z(t) converge to the same limit
as t goes to +∞. However, this means that

lim
t→+∞ |xi (t)| = lim

t→+∞ |x j (t)|, ∀ i, j ∈ [1, N ],
lim

t→+∞ xi (t) = − lim
t→+∞ x j (t), ∀i ∈ [1, r ], j ∈ [r + 1, N ].

So, the bipartite consensus problem is solvable.
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Remark 26.1 As shown in [13], an explicit solution of the bipartite consensus prob-
lem can always be found by proceeding in the following way:

1. Let T be a nonsingular matrix such that T AT−1 =
[
Au 0
0 As

]
, where Au is an

anti-symmetricmatrix (with spectrum on the imaginary axis) and As is aHurwitz
matrix (i.e., all its eigenvalues have negative real part). Partition the matrix T B

according to the partition of T AT−1, namely as T B =
[
Bu

Bs

]
.

2. Let Pu be a symmetric positive definite matrix satisfying A�
u Pu + Pu Au = 0.

3. Then a possible solution K takes the form K = [
B�
u Pu 0

]
T .
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Chapter 27
Hypertracking Beyond the Nyquist
Frequency

Kaoru Yamamoto, Yutaka Yamamoto and Masaaki Nagahara

Abstract We study the problem of tracking or disturbance rejection for sig-
nals beyond the Nyquist frequency in the sampled-data context. Given the well-
established sampling theorem, one is inclined to infer that it is possible to track
or reject only those signals below the Nyquist frequency. However, such a high-
frequency signalmay be detected as an aliased signal, and this opens a newpossibility
in tracking and regulation. This article shows that a multirate processing with a suit-
able choice of a weighting function enables tracking or rejection of high-frequency
signals beyond the Nyquist frequency. An example is given to illustrate the result.
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27.1 Preface

It is our great pleasure to be able to contribute this short note to celebrate the 70th
birthday of our friendMathukumalli Vidyasagar.We are pleased to dedicate herewith
this chapter to him.

Sagar has been a constant source of inspiration for us through his amazingly
versatile contributions to many aspects of control and system theory throughout his
career. Among them, we were very much influenced by his work on robust control
and tracking. For example, his factorization approach over the ring of stable rational
matrices, graph topolog,y and its consequences on necessary and sufficient conditions
for robustness margins (or for allowable perturbations).

An early investigation of robust tracking exhibits the fact that one should incorpo-
rate an internal model of the tracking signal generator into the loop to achieve robust
tracking under plant perturbations. This has induced many directions of develop-
ment, e.g., voltage control of electrical power supply, repetitive control, for periodic
signals, etc.

In this note, we consider the tracking or disturbance rejection problem in the
sampled-data control context. To track continuous-time reference signals, one should
still incorporate an internal model, but its construction can bemore intricate.We refer
the reader to [12] where a rather thorough study is conducted.

However, when a precise continuous-time internal model cannot be implemented,
we must resort to an approximate internal model constructed by a digital controller
and a hold device. Furthermore, if we resort to such an approximation, there is also a
limitation due to the limited resolution in frequency due to sampling. This limitation,
due to the well-known sampling theorem, may appear as a severe restriction in
designing digital control systems. However, this paper shows that this limitation is
superficial, partly due to a wrong perception in the understanding of the sampling
theorem.

27.2 Introduction

Let us recall the sampling theorem [9, 18]:

Theorem 27.1 Suppose that the continuous-time signal f (t) is band-limited to
(−π/h, π/h), that is, its Fourier transform f̂ satisfies f̂ (ω) = F [ f ](ω) ≡ 0
for |ω| ≥ π/h. Then f (t) can be uniquely recovered by the formula

f (t) =
∞∑

n=−∞
f (nh)sinc(t − nh), (27.1)

where

sinct := sin π t/h

π t/h
. (27.2)
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Shannon [9] placed this at the center of his signal recovery paradigm. From here
on, we refer to this paradigm as the Shannon paradigm. The paper [9] has been
extremely influential, and the paradigm has remained to be the guiding principle
in most of sound/image processing applications. It also induced a rather universal
(yet often unfortunate) understanding that under no circumstances it is possible to
recover high-frequency components beyond the Nyquist frequency π/h. A close
examination of the sampling theorem or Shannon’s paper [9] would immediately tell
us that this is a naive misunderstanding. What the sampling theorem tells us is that if
there is no model for the frequency contents of the signals to be processed, and if we
assume that there are no frequency components beyond the Nyquist frequency, then
the signal can be uniquely recovered by formula (27.1). Clearly, Theorem 27.1 says
nothing if there is a model for a class of signals we should process. While there have
been various attempts to generalize the sampling theorem to various nonclassical
contexts (see, e.g., [5]), it is interesting to observe that the Shannon paradigm still
dominates most of the commercial applications of sounds and images in one way or
another.

However, if we replace the band-limiting hypothesis by another one, then one
can indeed obtain a different signal reconstruction result. For example, if we assume
that the frequency components of f̂ are limited only to the range (−2π/h,−π/h)∪
(π/h, 2π/h), one can easily obtain the following reconstruction formula:

f (t) =
∞∑

n=−∞
f (nh)(2sinc(2(t − nh)) − sinc(t − nh)). (27.3)

The proof is via direct calculation. This will also suggest the possibility of recovering
high frequency signals if a different signal model is employed.

The present authors have proposed another signal processing direction in [16]
and some commercial success has been made based on the patents [14, 15]. The
novel idea there is that by assuming an analog signal generator that has a nonideal
frequency decay curve, one can invoke H∞ sampled-data control theory to optimally
recover the intersampling behavior including high-frequency components beyond the
Nyquist frequency.

The objective of the present paper is to consider tracking or rejection of signals
having frequency components beyond the Nyquist frequency.

As we discussed above, this may appear impossible, because the sampling theo-
rem demands that the signal recovery be limited only below the Nyquist frequency.
However, this is also based on the band-limiting hypothesis. As we noted above, if
we can assume a suitable analog model, there is a possibility of accomplishing such
an objective.

Indeed, such a problem is not at all an artificial one. We here list two examples.
One of them is the case of electric power supply, where an inverter is often used, and
we need to regulate the frequency to some standard, e.g., 60 [Hz]. The sampling rate
need not be taken high enough to cover this below the Nyquist frequency. Another
example is the position control system for hard disk drives. The sampling rate there
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is also limited by the physical limitation, and it is not high enough to reject some
disturbances; see, e.g., [2, 19] for details.

We will show that the above objectives are indeed attainable with a low sampling
rate. By employing a proper analog model both for the plant and the tracking signal
and using a multirate technique, we can show that an (sub)optimal tracking/rejection
is possible. This is a new paradigm and has a great potential in many digital control
systems.

Recall that modern sampled-data control theory, along with the introduction of
lifting, e.g., [4, 12], has enabled us to optimize the intersample behavior with a
discrete-time controller [3, 6, 13]. While these results are mainly established in the
single-rate context, multirate systems have been effectively utilized in the signal
processing literature [10]. While multirate control systems are also studied in the
literature [1, 7, 8], these studies often make full use of upsampled output values
in the fast rate. A crucial difference in this paper is that we do not execute extra
fast sampling of the plant output, and upsampling is used only for computing the
intersample control signals. See also [16] for the success in the signal reconstruction
problem via the combination of multirate processing and H∞ control theory.

27.3 High-Frequency Tracking Problem

We consider the sampled-data system given by Fig. 27.1, consisting of the lin-
ear, time-invariant, continuous-time plant P(s) and the discrete-time, linear, time-
invariant controller K (z).

After sampled with period h, the error e is further upsampled by factor M . The
upsampler ↑ M inserts M − 1 zeros in each sampling interval, and is defined by
(↑ M)(e)[kh + �] = e[kh] for � = 0, and (↑ M)(e)[kh + �] = 0 elsewhere, i.e.,
� = h/M, . . . (M − 1)h/M . Hh/M is the zero-order hold that holds the output as
constant for the period of h/M .

Now consider the following hypertracking problem:
Problem In the block diagram Fig. 27.1, let sinωt , ω > π/h be a reference input.
Design a discrete-time controller K (z) such that the output y(t) approximately tracks
the delayed reference r(t − L) = sinω(t − L) for some L ≥ 0.

r
+

e
h

↑ M K(z) Hh/M P(s)
y

−

Fig. 27.1 Sampled feedback system. Reproduced with permission from © IEEE, Yamamoto et al.
[17]
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The objective is to track a signal beyond the Nyquist frequency, exceeding the
limit of an ordinary tracking, hence called hypertracking.

To derive a solution, we first lift the system Fig. 27.1 to obtain a discrete-time
model [3, 6, 12], characterize its invariant zeros, and then compute transmission
zero directions. These directions determine the intersample tracking performance.
This processwillmake it possible to formulate an H∞ sampled-data control problem,
and it will give us a desired solution.

27.4 Lifted Multirate System

By lifting the system in Fig. 27.1, we can obtain a single-rate time-invariant discrete-
time system with sampling period h. We employ both continuous-time lifting and
the discrete-time one (so-called blocking in the signal processing literature).

Let P(s) and K (z) be the following systems:

P(s) :
{

d
dt xc(t) = Acxc(t) + Bcu(t)

y(t) = Ccxc(t)
(27.4)

K (z) :
{
xd [k + 1] = Adxd [k] + Bdwd [k]
yd [k] = Cdxd [k] + Ddwd [k]. (27.5)

In the sequel, we denote by f (t) a continuous-time signal with parentheses, by g[k]
a discrete-time signal with brackets, where t and k denote a continuous-time variable
and an integer variable, respectively.

Recall the continuous-time lifting [3, 4, 6, 12] as follows:

L : L2
loc[0,∞) → �2(L2[0, h)) : x(·) �→ {x[k](·)}∞k=0, (27.6)

x[k](θ) := x(kh + θ).

The continuous-time plant P(s) is then described by

�̃P :
{
xc[k + 1] = eAchxc[k] + ∫ h

0 eAc(h−τ)Bcu[k](τ )dτ

yc[k](θ) = CceAcθ xc[k] + ∫ θ

0 CceAc(θ−τ)Bcu[k](τ )dτ.
(27.7)

Performing the discrete-time lifting (i.e., blocking) with period h, we obtain the
following description for the discrete-time controller.

Proposition 27.4.1 When lifted with period h, the discrete-time controller K (z) is
expressible as
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�̃K : xd [k + 1] := xd(kh + h) = AM
d xd [k] + AM−1

d Bde[k](0)
=: Adxd [k] + Bde[k](0)

yd [k] :=

⎡

⎢⎢⎢⎣

yd(kh)

yd(kh + h/M)
...

yd(kh + (M − 1)h/M)

⎤

⎥⎥⎥⎦

=

⎡

⎢⎢⎢⎣

Cd

Cd Ad
...

Cd A
M−1
d

⎤

⎥⎥⎥⎦ xd [k] +

⎡

⎢⎢⎢⎣

Dd

Cd Bd
...

Cd A
M−2
d Bd

⎤

⎥⎥⎥⎦ e[k](0)

=: Cdxd [k] + Dde[k](0).

Introduce the generalized hold function H(θ) as

H(θ) := [χ[0,h/M)(θ), χ[h/M,2h/M)(θ), . . . , χ[(M−1)h/M,h)(θ)], (27.8)

where χ[ih/M,(i+1)h/M)(θ), i = 0, . . . , M − 1 is the characteristic function of the
interval [ih/M, (i + 1)h/M). The lifted input u[k](θ) for P then takes the simple
form

u[k](θ) = H(θ)yd [k]. (27.9)

Proof is omitted. See [17].
Define

B(θ) :=
∫ θ

0
eAc(θ−τ)BcH(τ ) dτ. (27.10)

Then the lifted �̃K and �̃P can be written as

�̃K : xd [k + 1] =: Adxd [k] + Bde[k](0) (27.11)

yd [k] =: Cdxd [k] + Dde[k](0)
u[k](θ) =: H(θ)yd [k]

�̃P : xc[k + 1] = eAchxc[k] + B(h)yd [k] (27.12)

y[k](θ) = Cce
Acθ xc[k] + CcB(θ)yd [k].

Observe that they are time-invariant discrete-time systems, and readily yield the
following description (27.13) for the closed-loop system Fig. 27.1.
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27.4.1 Closed-Loop Equations

Substitute (27.11) and (27.12) into the block diagram Fig. 27.1, to obtain the follow-
ing closed-loop equations (with e being the output):

[
xd [k + 1]
xc[k + 1]

]
=

[
Ad −BdCc

B(h)Cd eAch − B(h)DdCc

] [
xd [k]
xc[k]

]

+
[

Bdδ0
B(h)Ddδ0

]
r [k](θ) (27.13)

where δ0 is the Dirac delta distribution, defined by δ0r [k](θ) := r [k](0). It represents
the sampler at each time k.

The following formula for e[k](θ) is readily obtained:

e[k](θ) = r [k](θ) − y[k](θ)

= r [k](θ) − Cce
Acθ xc[k] − CcB(θ)v[k]

= r [k](θ) − Cce
Acθ xc[k]

− CcB(θ)(Cdxd [k] + Dde[k](0))
= r [k](θ) − Cce

Acθ xc[k]
− CcB(θ)

(
Cdxd [k] + Dd(r [k](0) − Ccxc[k])

)

= [−CcB(θ)Cd −CceAcθ + CcB(θ)DdCc

] [
xd [k]
xc[k]

]

+ (I − CcB(θ)Ddδ0)r [k](θ). (27.14)

27.5 Design Method

We briefly sketch the design method and show how the present objective can be
achieved.

We first place a strictly proper anti-aliasing filter F(s) for the reference signal in
Fig. 27.1. This places a certain decay for the reference signal, and simultaneously
make the total closed-loop system well-defined as a bounded operator on L2 into
itself. This F(s) can also be used as a weighting on the input reference signals, and
as a design parameter. In contrast to common practice where one places emphasis
on low frequency in F(s), we choose to place more emphasis on the high-frequency
range that we wish to track. This somewhat nonclassical idea indeed works for the
present tracking purposes.

As stated in themainProblem,wedemand that the delayed error ẽ(t) := r(t−L)−
y(t) be minimized for some positive L . This allows us more freedom in designing
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Fig. 27.2 Generalized plant.
Reproduced with permission
from © IEEE, Yamamoto
et al. [17] u

r

e−LsF −P
−F P e

ẽ

the controller and it improves the performance. See also [16] for a similar situation
in signal reconstruction.

These considerations yield the generalized plant Fig. 27.2 for our design problem.
The design parameter L is taken to be an integermultiple of h, with some small integer
such as 4–10.

27.6 Numerical Example

Example 27.6.1 Take the plant

P(s) := 2

s2 + 3s + 2
(27.15)

with sampling period h = 1 in Fig. 27.1, having the Nyquist frequency π [rad/sec]
= 0.5 [Hz]. Let r = sinωt be the tracking signal with ω = 1.25π [rad/sec]. This is
equal to 0.625 > 0.5 [Hz].

To accommodate more emphasis on this high-frequency tracking signal, take the
following weighting function, which has a peak at the tracking frequency 1.25π
[rad/sec], while deemphasizing low-frequency signals:

F(s) := s

s2 + 0.1s + (1.25π)2
. (27.16)

The figures here show the simulation results with M = 8 and L = 4h. Figure27.3
shows the output response, and Fig. 27.4 its delayed error. It is seen that the output
approximately tracks the reference input sin(1.25π)t , with frequency higher than the
Nyquist frequencyπ . Note also that the output is delayed approximately by 4 steps as
required by the design specification. Figure27.5 shows the output of the discrete-time
controller. This clearly shows that the controller works as an approximate internal
model for the reference sinusoid sin(1.25π)t . It is naturally expected that it gives a
more accurate internal model if the upsampling factor M is increased.
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Fig. 27.3 System output
tracking sin(1.25π)t
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Fig. 27.4 Delayed error
against sin(1.25π)t
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27.7 Discussion

It is shown that it is possible to track a signal containing higher frequency components
than theNyquist frequency. Instead of a continuous-time internal model, it is possible
to construct an approximate internal model via upsampling, and this enables the
desired high-frequency tracking. With a suitable choice of weighting function, H∞
sampled-data control yields a suitable discrete-time controller leading to tracking in
high frequency, even though the frequencymay be beyond theNyquist frequency.We
note again that such a high-frequency error signal is captured as an alias component,
and a proper design of a controller makes this tracking possible.
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Fig. 27.5 Discrete-time
controller output
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We can employ the same idea and method for disturbance rejection with a suit-
able modification of the closed-loop configuration. This is particularly effective in
disturbance rejection applications, e.g., [2, 19].

There is a challenge, when tracking or disturbance signals occur at multiple fre-
quencies, for example, below and above the Nyquist frequency. Such a case requires
an extra design technique; a design method is to be reported in [11].
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Chapter 28
Quadratic Hedging with Mixed State
and Control Constraints

A. Heunis

Abstract We address a problem of stochastic optimal control in mathematical
finance, namely quadratic hedging with constraints on both the portfolio invested
and the wealth process. Quadratic hedging involves the minimization of a quadratic
loss criterion. Constraints on the portfolio are essentially control constraints while
constraints on the wealth process are state constraints, so the problem amounts to
stochastic optimal control with the combination of control and state constraints. Few
results are available on general problems of this kind. However, our particular prob-
lem has the nice properties of being convex, with simple linear dynamics and the
state constraint in the form of a one-sided almost-sure inequality. These are key to the
application of a powerful variational method of Rockafellar for abstract problems of
convex programming. We construct an optimal portfolio by means of this approach.

28.1 Introduction and Motivation

A common problem in financial trading is the following: an agent begins at time
t = 0 with some initial wealth x0 > 0, and, with no further infusions of wealth, must
trade in amarket over a finite interval 0 ≤ t ≤ T such that the agent’s wealth at close-
of-trade t = T is “near” to some stipulated random variable γ (usually referred to
as a contingent claim).

To make this problem more precise suppose that the random variable γ is defined
on a complete probability space (Ω,F , P), and is bounded in the sense of being
square-integrable, that is E[γ 2] < ∞. Suppose that the agent can trade among a
total of N different assets, the prices of which are modeled by random processes
{Sn(t), 0 ≤ t ≤ T } defined on the probability space (Ω,F , P), n = 1, 2, . . . , N .
For each t ∈ [0, T ] and n = 1, . . . , N let πn(t) denote the monetary (i.e., dollar)
amount invested in the n-th stock (with price Sn(t)). The holdings of the agent in the
N stocks at instant t is then given by the vector π(t) := (π1(t), . . . , πN (t)) ∈ R

N . A
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standard result is that the wealth of the investor is the R-valued process {Xπ (t), t ∈
[0, T ]} on (Ω,F , P)which satisfies the linear stochastic differential equation (SDE)

dXπ (t) = r(t)Xπ(t) + π ′(t)σ (t)[θ(t) dt + dW (t)], Xπ (0) = x0, (28.1)

in which

(i) {r(t), t ∈ [0, T ]} is a given R-valued interest-rate process;
(ii) {θ(t), t ∈ [0, T ]} is a given R

N -valued market price of risk process;
(iii) {σ(t), t ∈ [0, T ]} is a given N -by-N matrix-valued volatility process;
(iv) {W (t), t ∈ [0, T ]} is a given R

N -valued standard Brownian motion.

These processes are defined on the same probability space (Ω,F , P) as the
contingent claim γ , with r , θ , and σ being uniformly bounded and progressively
measurable with respect to the filtration {Ft , t ∈ [0, T ]} of the Brownian motionW ,
that is

Ft := σ {W (τ ), τ ∈ [0, t]} ∨ {P − null sets of F}. (28.2)

The processes r , θ , and σ determine the asset prices Sn , and then (28.1) can be
established on the basis of these prices. We regard (28.1) as a stochastic dynamical
system, in which the R

N -valued process {π(t), t ∈ [0, T ]} on (Ω,F , P), which
defines the monetary amounts allocated to the stocks by the investor (and henceforth
called the portfolio process), is the control input, and the resulting process of investor
wealth {Xπ (t), t ∈ [0, T ]} is both the state and the output. For the SDE (28.1) tomake
sense, it must be stipulated that input process {π(t), t ∈ [0, T ]} is path-wise square-
integrable, namely

∫ T
0 ‖π(t)‖2 dt < ∞ a.s., and Ft -progressively measurable (this

last really means that the agent is not “clairvoyant”, that is the agent cannot anticipate
the random evolution of the market beyond the instant t when investing in the stocks
at instant t). Furthermore, since the contingent claim γ is assumed to be square-
integrable, it is natural to limit attention to portfolio processesπ := {π(t), t ∈ [0, T ]}
which are square-integrable, so that from now on the input processes π are always
members of the real vector space

Π :=
{

π : [0, T ] × Ω → R
N

∣
∣
∣π is Ft − prog. meas. & E

∫ T

0
‖π(t)‖2 dt < ∞

}

.

(28.3)

With these formulations in place, we can loosely state the problem in the opening
paragraph as one of determining the portfolio π ∈ Π such that the investor wealth
Xπ (T ) at end-of-trade t = T is as “close as possible” to the contingent claim γ . It
remains to define the sense of “close as possible”, and followingMarkowitz [7] this is
customarily taken as the L2-discrepancy between Xπ (T ) and γ , that is E[(Xπ (T ) −
γ )2], so that the problem becomes one of minimizing this quantity over all π ∈ Π .
If we define the quadratic criterion

J (x, ω) := x2 − 2γ (ω)x, (x, ω) ∈ R × Ω, (28.4)
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then we have the following stochastic optimal control problem

minimize E[J (Xπ (T ))] over π ∈ Π. (28.5)

This is called the problem of unconstrained quadratic hedging, and the minimizing
portfolio π ∈ Π (assuming it exists) is an unconstrained quadratic hedge of the
contingent claim γ . This problem was addressed and solved by Lim et al. [6], who
construct an unconstrained quadratic hedge by means of stochastic linear-quadratic
optimal control.

It is often that case that the agent cannot make a completely unconstrained
allocation of capital to the N stocks, and must choose the vector of allocations
(π1(t), . . . , πN (t)) to satisfy some constraints (often imposed by regulatory agen-
cies) such as a prohibition on short selling. This constraint is typically defined by
some nonempty closed convex set K ⊂ R

N , and the requirement that the portfolio
π(t) take values in the set K , more precisely that the process π be restricted to the
convex set

A := {π ∈ Π | π(t, ω) ∈ K λ ⊗ P − a.e. on [0, T ] × Ω}. (28.6)

For reasons of liquidity, the agent is allowed to not invest in any of the available
stocks, that is, to allocate all wealth to a money market account, and for this reason
it will always be assumed that 0 ∈ K . We then have the problem of constrained
quadratic hedging, namely

minimize E[J (Xπ (T ))] subject to π ∈ A. (28.7)

Now (28.7) amounts to a stochastic optimal control problemwith a control constraint,
and as such is significantly more challenging than the unconstrained problem (28.5),
and in particular must be addressed by an approach quite different from that used
for (28.5). One possibility is dynamic programming, but this is precluded by the
fact that the resulting Bellman equation is a random PDE, and therefore completely
intractable. The appropriate method is in fact based on convex duality, and this was
used by Labbé [5] to construct a constrained quadratic hedge for problem (28.7).

There is one significant drawback associated with quadratic hedging in the form
of problems (28.5) and (28.7): even if π is the minimizing portfolio one could
nevertheless still have P{Xπ (T ) < 0} > 0; that is one could have negative wealth
at end-of-trade with positive probability, an obviously undesirable outcome for any
agent. The only way to overcome this difficulty is to stipulate the condition Xπ (T ) ≥
0 as a further constraint on the portfolio π . In fact, more generally, we will stipulate a
randomvariable B on the probability space (Ω,F , P) and then require that Xπ (T ) ≥
B a.s., so that B defines a minimum “floor-level” of wealth at close of trade. Adding
this constraint to problem (28.7) we then get the problem
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minimize E[J (Xπ (T ))] subject to π ∈ A and Xπ (T ) ≥ B a.s. (28.8)

The constraint Xπ (T ) ≥ B in this problem is an indirect constraint on the portfolio
π defined through the SDE (28.1) which relates the input π to the output Xπ (T ), and
is usually known as a state constraint. That is, (28.8) amounts to a stochastic optimal
control problem with the combination of a control constraint (on the input π ) and
a state constraint (on Xπ ), a challenging problem for which essentially no general
results are available. Indeed, even for deterministic optimal control with state and
control constraints there are few results available, and these are typically in the form
of Pontryagin-type necessary conditions for optimality (see for example Dubovitskii
et al. [1] and Makowski et al. [4]). For stochastic optimal control, there are basically
no comparable necessary conditions for optimality, and, even if available, such results
would be of limited value in addressing problem (28.8) since necessary conditions
for optimality would not shed any light at all on the question of existence of optimal
portfolios. Problem (28.8) nevertheless has the following very nice properties: (a)
the state dynamics (28.1) are quite simple; (b) the problem is convex; (c) the state is
R-valued with the state constraint being the simple one-sided inequality Xπ (T ) ≥ B
a.s. These properties are key to the application of a powerful variational method of
Rockafellar [8] to problem (28.8). We outline this approach next.

28.2 The Rockafellar Variational Approach

Consider the following abstract convex optimization problem: one is given a real
vector spaceX, together with a convex “constraint set”C ⊂ X and a convex function
f0 : X → R. Theprimal problem is tominimize f0(x) subject to the constraint x ∈ C.
This is a convex optimization problem, and is best approached by the introduction
of a dual optimization problem over a vector space of dual variables. The challenge
in applying this approach is that the space of dual variables and dual functional are
often not a priori clear. The Rockafellar variational approach gives a rational method
to synthesize an appropriate vector space of dual variables, together with a dual
functional on the space of dual variables. Define

f (x) :=
{

f0(x), x ∈ C,

+ ∞, x /∈ C.
(28.9)

The primal problem is, therefore, to minimize f (x) over all x ∈ X. We summarize
the Rockafellar approach in the following three steps:

Step 1—Perturbation of the Primal Problem: Fix some normed vector space U

(the “space of perturbations”) and some convex “perturbation mapping”

F : X × U → (−∞,∞] (28.10)
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subject to the “consistency relation” (recall (28.9))

F(x, 0) = f (x), x ∈ X. (28.11)

Step 2—Space of dual variables and Lagrangian: Define the normed vector space
of dual variables

Y := U
∗, (28.12)

i.e., Y is the space of norm-continuous linear functionals y : U → R, and define the
Lagrangian function K : X × Y → [−∞,∞] as follows:

K (x, y) := inf
u∈U

[y(u) + F(x, u)], (x, y) ∈ X × Y. (28.13)

Step 3—Dual functional: Define the dual functional g : Y → [−∞,∞] by

g(y) := inf
x∈X

K (x, y) = inf
(x,u)∈X×U

[y(u) + F(x, u)], y ∈ Y. (28.14)

Remark 28.1 The preceding steps constitute the core of the Rockafellar variational
approach. Once the space U and perturbation F : X × U → [−∞,∞] are fixed in
Step 1 then the space of dual variables Y, Lagrangian K (·, ·), and dual function
g(·) are completely determined. Notice that in Step 1 there is complete freedom in
defining the space of perturbations U and perturbation function F(·, ·) provided that
F is convex on X × U and (28.11) holds.

From (28.9) to (28.14), we see that g(·) is concave on Y, and get the “sandwich
relation”

f (x) ≥ K (x, y) ≥ g(y), x ∈ X, y ∈ Y, (28.15)

from which one obtains
inf
x∈X

f (x) − sup
y∈Y

g(y) ≥ 0, (28.16)

(the quantity on the left side of (28.16) is known as the duality gap). It is immediate
from (28.15) that, for arbitrary (x̄, ȳ) ∈ X × Y, one has

f (x̄) = g(ȳ) ⇒ x̄ minimizes f (·)onX (and ȳ maximizes g(·) on Y), (28.17)

that is, if we can somehow construct (x̄, ȳ) ∈ X × Y such that f (x̄) = g(ȳ) then x̄
solves the primal problem (of minimizing f over X) and ȳ solves the so-called dual
problem of maximizing g over the dual space Y. This observation is, by itself, not
especially useful. It is entirely possible that, having worked through Step 1–3, we end
up with a strictly positive duality gap (so that there fails to exist any (x̄, ȳ) ∈ X × Y

such that f (x̄) = g(ȳ));moreover, even if the duality gap is zero, there is no guarantee
that g(·) attains its supremum on Y, so that again there cannot exist (x̄, ȳ) ∈ X × Y

such that f (x̄) = g(ȳ). This means that the choice of space of perturbations and/or
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perturbation function F in Step 1 is somehow inappropriate. The following result
of Rockafellar and J.J. Moreau is, therefore, invaluable in suggesting appropriate
choices of these entities:

Theorem 28.1 (Rockafellar–Moreau) Suppose that

sup
u∈U‖u‖<ε

F(x̃, u) < ∞, for some x̃ ∈ X and ε > 0. (28.18)

Then
inf
x∈X

f (x) = sup
y∈Y

g(y) = g(ȳ) for some ȳ ∈ Y. (28.19)

Remark 28.2 From Theorem 28.1, one sees that the normed vector space U and
perturbation function F in Step 1 must be chosen such that (28.18) holds. We then
get zero duality gap and existence of amaximizer ȳ inY of the dual function g (which
is usually called a Lagrange multiplier). Assuming we have obtained (28.19), we can
contemplate the following strategy to construct an x̄ ∈ X which solves the primal
problem:

(A) Establish necessary conditions which are a consequence of the fact that ȳ is a
maximizer of g in the dual space Y;

(B) Use the necessary conditions from (A) to construct an x̄ ∈ X in terms of the
maximizer ȳ such that f (x̄) = g(ȳ). It then follows from (28.17) that x̄ solves
the primal problem.

The feasibility of this approach depends on the dual functional g(·) being in
reasonably tractable form in order to get useful necessary conditions from the opti-
mality of ȳ. Wemust also be able to rewrite the statement f (x) = g(y) (for arbitrary
(x, y) ∈ X × Y) in some tractable equivalent form, namely

f (x) = g(y) ⇐⇒

⎧
⎪⎪⎨

⎪⎪⎩

some useful optimality relations
on (x, y) ∈ X × Y hold
e.g., complementary slackness conditions,
feasibility conditions, and transversality relations.

(28.20)

With the equivalence (28.20) at hand we can use the necessary conditions obtained
from (A) of Remark 28.2 to construct an x̄ ∈ X in terms of ȳ ∈ Y such that (x̄, ȳ) sat-
isfies the “useful optimality relations” on the right side of (28.20); we then conclude
that f (x̄) = g(ȳ) as required.

The variational approach outlined in this section has been used for static problems
of abstract convex optimization, but seemingly not for stochastic optimal control
problems with state and control constraints. In the following section, we shall see
that the approach is ideally suited to problem (28.8).
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28.3 Perturbation, Lagrangian, and Dual Functional

To focus on just the absolute essentials and avoid secondary technicalities, we shall
simplify the dynamical relation (28.1) and suppose that the interest-rate process r is
identically zero (not a bad approximation to current economic conditions!) and that
the volatility process σ is the N -by-N unit matrix. Then (28.1) can be written in the
integrated form

Xπ (t) = x0 +
∫ t

0
π ′(τ )θ(τ ) dτ +

∫ t

0
π ′(τ ) dW (τ ), 0 ≤ t ≤ T, (28.21)

for each π ∈ Π . We emphasize that nothing of central significance is lost by this
simplification, and that all of the following considerations carry over to the general
model (28.1), but the simplified model (28.21) results in a substantial gain in trans-
parency. We therefore address problem (28.8) subject to the following conditions
(some of which have already been stated):

Condition 28.2 (i) For eachπ ∈ Π thewealth process {Xπ (t), t ∈ [0, T ]} is defined
by (28.21), in which the process W is an R

N -valued standard Wiener process on
(Ω,F , P) and the market price of risk process θ is R

N -valued, uniformly bounded,
and Ft -progressively measurable (recall (28.2)).
(ii) The contingent claim γ (see (28.4)) and random variable B (see (28.8)) are
FT -measurable and square-integrable namely E[γ 2] < ∞ and E[B2] < ∞.
(iii) The constraint set K ⊂ R

N is closed and convex with 0 ∈ K (see (28.6)).

Remark 28.3 For problem (28.8) to even make sense it must of course be assumed
that Xπ (T ) ≥ B for some π ∈ A (otherwise the constraints are incompatible).
Assumptions of this kind are called “feasibility conditions” and are well known
in finite-dimensional convex programming, from which it is also well known that a
slight strengthening of the feasibility condition (called a “Slater condition”) is essen-
tial for securing existence of Lagrange multipliers. In precisely the same spirit, we
are going to slightly strengthen the feasibility condition for problem (28.8) to the
following “Slater-type” condition:

Condition 28.3 There is some nonrandom ε ∈ (0,∞) and some π̃ ∈ A such that
X π̃ (T ) ≥ B + ε a.s.

This is a mild condition which really just compels one to make a “non-greedy”
stipulation for the “floor-level” wealth B when defining problem (28.8). It will be
seen later that Condition 28.3 is absolutely essential for verifying the all-important
condition (28.18) of Theorem 28.1.

We shall now express problem (28.8) as an abstract convex programming problem
over the vector space of primal variables X := Π exactly along the lines of the
reduction at (28.9), that is f : Π → (−∞,∞] is defined as
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f (π) :=
{

EJ (Xπ (T )), whenπ ∈ A andXπ (T ) ≥ B a.s.,
+∞, otherwise,

(28.22)

for eachπ ∈ Π . Problem (28.8) then amounts to theminimization of f over the space
of primal variables Π . We shall now “perturb” this problem in accordance with Step
1 of Sect. 28.2. To this end, define the normed vector space of perturbations

U := L2(Ω,FT , P) × L∞(Ω,FT , P), (28.23)

and define the perturbation function F : Π × U → (−∞,∞] by

F(π, u) :=
{
EJ (Xπ (T ) − u1), when π ∈ A and X (T ) ≥ B + u2 a.s.,

+ ∞, otherwise,
(28.24)

for eachπ ∈ Π , and u = (u1, u2) ∈ U := L2 × L∞. It is immediate that F is convex
on Π × U, and from (28.22) and (28.24), we have the consistency relation

f (π) = F(π, 0), π ∈ Π, (28.25)

(c.f. (28.11)). This completes Step 1.
The perturbation space U defined at (28.23) and perturbation function F defined

at (28.24) are an adaptation to the dynamical problem (28.8) of the perturbations used
for static problems of abstract convex programming (see Ekeland et al. [2], Rockafel-
lar [8] and Rockafellar et al. [9]). We shall see later that the all-important condition
(28.18) of Theorem 28.1 can be verified with these definitions of perturbation space
and perturbation function.

We now proceed to Step 2 of Sect. 28.2 and define the space of dual variables as
the norm-dual of the perturbation space at (28.23), namely

Y := U
∗ = L2(Ω,FT , P) × L∗

∞(Ω,FT , P), (28.26)

as well as the Lagrangian K : Π × Y → [−∞,∞] (c.f. (28.13)):
K (π, (Y, Z)) := inf

u1∈L2
u2∈L∞

[E(u1Y ) + Z(u2) + F(π, u)], π ∈ Π, Y ∈ L2, Z ∈ L∗∞.

(28.27)

Remark 28.4 For short, we write L2 for L2(Ω,FT , P), and similarly for L∞.
Also L∗∞(Ω,FT , P) (or just L∗∞) denotes the usual normed vector space of norm-
continuous linear functionals Z : L∞(Ω,FT , P) → R. The notation Z ≤ 0 for some
Z ∈ L∗∞ denotes Z(v) ≤ 0 for all a.s. nonnegative v ∈ L∞.

Upon substituting (28.24) into (28.27) and simplifying, we get the Lagrangian in
explicit form as follows: for each π ∈ Π and (Y, Z) ∈ Y := L2 × L∗∞ we have
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K (π, (Y, Z)) =

⎧
⎪⎪⎪⎪⎪⎨

⎪⎪⎪⎪⎪⎩

E[Xπ (T )Y ] − E[J ∗(Y )]
+ inf

u2∈L∞
u2≤Xπ (T )−B

Z(u2), if π ∈ A1, Z ≤ 0,

− ∞, if π ∈ A1, Z � 0,

+ ∞, if π ∈ Π\A1,

(28.28)

in which the set A1 (arising naturally in the calculation of the Lagrangian) is the
subset of the set of admissible portfolios A (see (28.6)) defined by

A1 := {π ∈ A | there is some α ∈ R s.t. Xπ (T ) − B ≥ α a.s.}. (28.29)

That isA1 comprises admissible portfolios π ∈ A such that Xπ (T ) − B is a.s. lower
bounded by a constant α ∈ R (this is necessary for the infimum on the right of
(28.28) to make sense). Furthermore, the function J ∗ : R × Ω → R, also arising
naturally in the calculation of theLagrangian, is theFenchel conjugate of themapping
x → J (x, ω) (see (28.4)) defined as follows:

J ∗(y, ω) := sup
x∈R

[xy − J (x, ω)] = (y + 2γ (ω))2

4
, (y, ω) ∈ R × Ω. (28.30)

Finally, in accordance with Step 3 of Sect. 28.2, we define the dual function g : Y →
[−∞,∞) as follows (c.f. (28.14)):

g(Y, Z) := inf
π∈Π

K (π, (Y, Z)), (Y, Z) ∈ Y := L2 × L∗
∞. (28.31)

Upon combining (28.28) and (28.31) we get the dual function g in the explicit form

g(Y, Z) =
{

−κ(Y, Z) − EJ ∗(Y ), if Z ≤ 0,

−∞, if Z � 0,
(28.32)

for all (Y, Z) ∈ Y := L2 × L∗∞, in which the mapping

κ(Y, Z) := sup
π∈A1

⎧
⎨

⎩
−E[Xπ (T )Y ] − inf

u2∈L∞
u2≤Xπ (T )−B

Z(u2)

⎫
⎬

⎭
, (X, Z) ∈ Y, (28.33)

is the support functional of the set A1 (well known from finite-dimensional convex
programming). From (28.25), (28.27) and (28.31) we get the relation

f (π) ≥ K (π, (Y, Z)) ≥ g(Y, Z), π ∈ Π, (Y, Z) ∈ Y, (28.34)

hence, in particular, we have the weak duality principle
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inf
π∈Π

f (π) ≥ sup
(Y,Z)∈Y

g(Y, Z). (28.35)

With reference to the abstract formulation at (28.20)we shall nowestablish optimality
relations which are fully equivalent to equality of the primal function (28.22) and
the dual function (28.32). After some calculation (not given here) we obtain the
following equivalence: for arbitrary π̄ ∈ Π and (Ȳ , Z̄) ∈ Y one has

f (π̄) = g(Ȳ , Z̄) ⇐⇒

⎧
⎪⎪⎪⎪⎪⎪⎨

⎪⎪⎪⎪⎪⎪⎩

(1) X π̄ (T ) ≥ B, (2) π̄ ∈ A, (3) Z̄ ≤ 0,

(4) inf
u2∈L∞

u2≤X (T )−B

Z̄(u2) = 0,

(5) E[X π̄ (T )Ȳ ] + κ(Ȳ , Z̄) = 0,

(6) X π̄ (T ) = (∂ J ∗)(Ȳ ),

(28.36)

in which, from (28.30),

∂ J ∗(y, ω) = (y + 2γ (ω))/2, (y, ω) ∈ R × Ω. (28.37)

Remark 28.5 The optimality relations (28.36)(1)–(6) are similar to those encoun-
tered in finite-dimensional convex optimization. In particular (28.36)(1), (2) are fea-
sibility conditions on the primal variable, and insist that π̄ ∈ Π must satisfy the
constraints in the primal problem, while (28.36)(3) is a familiar non-positivity con-
dition on the dual variable (i.e., Lagrange multiplier) Z̄ ∈ L∗∞ (which “enforces” the
inequality constraint X π̄ (T ) ≥ B). On the other hand (28.36)(4), (5) are comple-
mentary slackness relations and (28.36)(6) is a transversality relation. It remains to
construct some (π̄, (Ȳ , Z̄)) ∈ Π × Y such that f (π̄) = g(Ȳ , Z̄), for it then follows
from (28.35) that π̄ minimizes f on the primal space Π and is therefore an optimal
portfolio for problem (28.8). We address this in the next section.

28.4 Construction of the Optimal Portfolio

We shall use Theorem 28.1 to establish that the duality gap is zero and the dual
functional g attains its supremum (over Y) at some maximizer (Ȳ , Z̄) ∈ Y. To this
end, observe from Condition 28.3 and (28.24) that

F(π̃, u) = EJ (Xπ (T ) − u1) for all (u1, u2) ∈ L2 × L∞ s.t. ‖u2‖L∞ < ε, (28.38)

and, since u1 → EJ (Xπ (T ) − u1) : L2 → R is clearly norm-continuous, it follows
from (28.38) that

sup
(u1,u2)∈U=L2×L∞‖u1‖L2

<ε, ‖u2‖L∞ <ε

F(π̃, u) < ∞, (28.39)
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which verifies (28.18), so that Theorem 28.1 gives

inf
π∈Π

f (π) = sup
(Y,Z)∈Y

g(Y, Z) = g(Ȳ , Z̄), for some (Ȳ , Z̄) ∈ Y = L2 × L∗∞. (28.40)

Having secured a maximizer (Ȳ , Z̄) ∈ Y of the dual function g, it remains to
construct some π̄ ∈ Π such that relations (28.36)(1)–(6) hold, for then we have
f (π̄) = g(Ȳ , Z̄) as required (recall Remark 28.5). To this end define the processes

H(t) := exp

{

−
∫ t

0
θ ′(τ ) dW (τ ) − (1/2)

∫ t

0
‖θ(τ )‖2 dτ

}

, t ∈ [0, T ],
(28.41)

X̄(t) := H−1(t)E
[
∂ J ∗(Ȳ )H(T )

∣
∣ Ft

]
, t ∈ [0, T ], (28.42)

(here θ(·) is the market price of risk parameter, recall (28.21)). From (28.42) we
see that X̄ H is a Ft -martingale, and therefore, in view of (28.2), it follows from
the the Itô martingale representation theorem that there exists a unique R

N -valued,
Ft -progressively measurable and path-wise square-integrable “integrand process”
{ψ̄(t), t ∈ [0, T ]} such that

X̄(t)H(t) = X̄(0) +
∫ t

0
ψ̄ ′(τ ) dW (τ ), t ∈ [0, T ]. (28.43)

Upon expanding (28.43) by Itô’s formula (using (28.41)) we find that

X̄(t) = X̄(0) +
∫ t

0
π̄ ′(τ )θ(τ ) dτ +

∫ t

0
π̄ ′(τ ) dW (τ ), 0 ≤ t ≤ T, (28.44)

in which

π̄(t) := [σ ′(t)]−1
{
H−1(t)ψ̄(t) + X̄(t)θ(t)

}
, t ∈ [0, T ]. (28.45)

Moreover, by a calculation which is not given here (and which relies on the fact that
θ is uniformly bounded, see Condition 28.2(i)) one finds

E
∫ T

0
‖π̄(t)‖2 dt < ∞ so that π̄ ∈ Π (see (28.3)). (28.46)

It remains to verify that π̄ ∈ Π defined at (28.45) and the maximizer (Ȳ , Z̄) ∈ Y

of the dual function g (see (28.40)) satisfy relations (28.36)(1)–(6). From (28.22)
and feasibility (see Condition 28.3) it is immediate that infπ∈Π f (π) ∈ R, so that
(28.40) gives g(Ȳ , Z̄) ∈ R. In view of (28.32) it then follows that

Z̄ ≤ 0. (28.47)



392 A. Heunis

We now use the optimality of (Ȳ , Z̄): from (28.40) one has

g(Ȳ , Z̄) ≥ g(Ȳ + εY, Z̄), for all ε ∈ (0,∞) and Y ∈ L2. (28.48)

A calculation based on (28.48) (which is not given here) then establishes that

X̄(0) = x0, π̄ ∈ A. (28.49)

In view of the first relation of (28.49), with (28.44) and (28.21), we get

X̄(t) = X π̄ (t), t ∈ [0, T ], (28.50)

and therefore
X π̄ (T ) = X̄(T ) = (∂ J ∗)(Ȳ ), (28.51)

in which the second equality at (28.51) follows from (28.42) with t := T . We again
use the optimality of (Ȳ , Z̄): from (28.40) one has

g(Ȳ , Z̄) ≥ g(Ȳ + εY, Z̄ − εY ), for all ε ∈ (0,∞) and Y ∈ L2. (28.52)

Notice that in (28.52), we identify Y ∈ L2 as an element of L∗∞, since the mapping
v → E[vY ] : L∞ → R is norm-continuous, thus a member of L∗∞, for each Y ∈ L2.
A calculation based on (28.52) (which is again not given here) then establishes that

X π̄ (T ) ≥ B. (28.53)

From (28.40) again one has

g(Ȳ , Z̄) ≥ g(Ȳ − εȲ , Z̄ − ε Z̄), for all ε ∈ (0,∞), (28.54)

and a calculation based on (28.54), also not given here, then establishes

E[X π̄ (T )Ȳ ] + κ(Ȳ , Z̄) = inf
u2∈L∞

u2≤X (T )−B

Z̄(u2) = 0. (28.55)

Remark 28.6 In the preceding we have verified (28.36)(1) (see (28.53)), (28.36)(2)
(see (28.49)), (28.36)(3) (see (28.47)), (28.36)(4), (5) (see (28.55)) and (28.36)(6)
(see (28.51)). From the equivalence at (28.36) we get f (π̄) = g(Ȳ , Z̄), which estab-
lishes that π̄ is an optimal portfolio for problem (28.8) (recall Remark 28.5).
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28.5 Concluding Remarks

Problem (28.8) discussed above is addressed in [3] in full generality. Here, we focus
on a special case with the simplified dynamics (28.21), instead of the generality of the
relation (28.1), and we have tried to bring out just the essential ideas while avoiding
many of the technicalities in [3] which obscure the basic simplicity of the approach.

In place of the end-of-trade constraint Xπ (T ) ≥ B in problem (28.8), one can
stipulate a “floor- level” process {B(t), t ∈ [0, T ]} and address the problem

minimize E[J (Xπ (T ))] over all π ∈ A s.t. Xπ (t) ≥ B(t), t ∈ [0, T ]a.s. (28.56)

This amounts to quadratic hedging with the portfolio constraint π ∈ A and a state
constraint Xπ (t) ≥ B(t), t ∈ [0, T ] over the full trading interval. This is substan-
tially more challenging than problem (28.8) because the state constraint can “bind”
anywhere over the trading interval t ∈ [0, T ] (not just at t = T as in problem (28.8)).
Nevertheless, the approach based on the Rockafellar variational method and used for
(28.8) does carry over to problem (28.56), although with significant additional tech-
nical effort. This problem is addressed in [10].
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