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Abstract The prominent Arabic Domestic changes have influenced the usage of

the Arabic dialects among Arabs communications, which was, previously, limited

on daily activities inside their own territories the role of the Modern Standard. Ara-

bic MSA as an official Arabic language started to be diminished, since the Arabic

dialects play a greater role than using it during the daily activities. The continu-

ity of using these dialects whether in media or writing may eliminate the domi-

nance of MSA as an official form of Arabic language in the Arab world. Besides,

comprehending the Arabic language by non-native speakers, as well as, process-

ing machine translations became a sophisticated process that requires harder effort.

Accordingly, a requirement of language processing to interact with the permanent

development of the dialects and to flourish the standard Arabic became imperative.

Thus, it is planned to built a Hybrid Machine translation system (AlMoFseH) to

translate the different Arabic dialects by using the MSA as a pivot. This research

is a part of this project which emphasizes on developing a transfer-based system

that transfers the Egyptian Arabic dialect EGY used in social media to MSA. For

that purpose, a lexical database of 3k words presenting Egyptian Arabic dialect was

built. Different texts extracted from Social media were used as a main resource of the

database. The system consists of three components: disambiguation of the morpho-

logical analysis output using Naive Bayesian learning, a rule based transfer system

and a dictionary look up system. The evaluation revealed a high accuracy of the

system’s performance, since 92.7% of the test data was transferred correctly.
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1 Introduction

Machine translation MT systems are computer programs that translate from a source

language to a target language. The difficulties, that any machine translation con-

fronts, are enlarged by the enlargement of the ambiguity in one or both languages.

The Arabic language is one of these languages which the inflectional richness and

sparsity of its dialects cause a large scale of ambiguities. Arabic language is classi-

fied as a diaglossic language where two forms of the language exist side by side; the

formal form is known as Modern standard Language (MSA), while the other form is

used in daily communication in each Arabic region and it is called dialect [1]. Both

varieties form the linguistic repertoire of MSA written texts without clear boundaries

between them [2]. Recently and Due to the permanent growing of the social media

texts, Arabic dialects dominated these written texts and became an alternative of the

formal MSA form. Thus, the recent studies of linguistics and language technology

are directed to study these changes and their effect on the natural language process-

ing. Besides, several sorts of texts were extracted and used as an essential resource

for processing these dialects to unify their variations in one comprehensible form for

machine translations and the non Arabic native speakers.

Otherwise, the social media user’s inclination to improvise during writing

enlarged the writing diversity, and added new ambiguities that should be taken into

consideration. Accordingly, the need of developing a system that accepts these diver-

sities during the translation of these texts became essential. Thus, developing hybrid

system is planned to combine the best achievements of statistical and rules-based

paradigms. This system is based on serial combinations of other multiple systems

outputs.

This research describes two essential processes needed to achieve the system: the

first process is building a lexical database to cover the words that occur frequently

and signify the developed Egyptian dialect used in social media. The lexical data-

base is stem based which is divided into lists provided with the required semantic and

morpho-syntactic information of the dialectal stems and their equivalents in MSA.

The second process describes the way this lexical database is incorporated into the

translation process through a transfer system. The task of the transfer system is to

normalize the social media texts that contain different varieties to reach to a stan-

dard MSA text that can consequently been translated to other language or dialect.

This study will elaborate in details the process of transferring a nonstandard text

into a standard one. This process requires incorporation of a statistical modeling for

classification of the analyzed source text, normalization rules and functional rules

to map the surface form of the analyzed texts into the closest form of the lexical

database to facilitate the transferring.

Briefly, in this research:

A lexical framework was built to facilitate the selections of the lexical items

whether as individual or multiple words. It covers the morphological and phono-

logical distinctions between the Egyptian dialect, (which is taken as a representative

dialect of this stage), and MSA in order to produce an underlying form of standard
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Arabic sentences that can be generated in a further stage. The lexical items were

selected carefully to cover the recent variations of the dialect according to a previ-

ous study of the Egyptian corpus ARZ ATB by Marzouk and El KareH (2016).

A transfer system was developed, with the enhancement of the lexical framework,

to normalizes social media texts that are composed of a mixture of Arabic dialects

and MSA.

Rewrite rules were created to approach the similarity of the morphosyntactic fea-

tures for both sides, the source dialect and the target MSA.

The objective of the work is to unify the various written forms used in social texts

in one standard form that can be comprehended and translated to other languages.

The main contribution of this research is that the source of texts are different and

significant from the usual texts previously used to present the written forms. There-

fore, the results revealed the requirement of handling the new semantic and morpho-

logical ambiguities that caused by these texts. The paper is organized as following:

Sect. 2 shades lights on the previous studies on dialects transfer and Arabic Machine

translation, Sect. 3 describes the main issues that signify the Arabic language and

its dialect, Sect. 4 overviews the main machine translation paradigms, Sect. 5 elic-

its the main modules that are involved in constructing the proposed system, Sect. 6

presents the procedures of building lexical database and the process of collecting the

data, Sect. 7 is an evaluation of the systems performance and its results followed by

the conclusion and the planned future work.

2 Related Studies

Previous apropos studies on dialect machine translation were limited and most of

them were restricted on the normalization of one Arabic dialects words into their

equivalents in MSA as a preliminary stage for their translation into English language

[3]. Abo Bakr et al. (2008) explained the techniques of transferring Egyptian Arabic

dialect into MSA and diacritization of the transferred MSA text. First they used a cor-

pus collected from different pages from WWW to create the Egyptian colloquial to

MSA lexicon. Then they depended on Buckwalter Arabic Morphological Analyzer

BAMA to segment and analyze the source text. Support Vector Machine SVM multi-

Classifier was used for the tokenization and diacritization. Moreover They added

Segment type position to indicate the proper order of the segment in the target word

or sentence, and new segment type position to move the segment to its proper order.

The system’s accuracy of converting Egyptian Arabic text into MSA showed that

88% were correct, and the diaritization of the MSA output’s accuracy showed that

70% [4]. The main limitation of the work was the unavailability of a TreeBank that

represents the Egyptian Arabic dialect. The collected corpus for this system repre-

sents a specific genre of the Egyptian Arabic text in social media which is a mixture

of EGY and MSA, because written texts in these pages are directed to general com-

munities and educated people. Therefore it may lack some linguistics forms that
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signify the spoken dialect that transmitted to written texts. Moreover, Buckwalter

morphological analyzer was originally designed in order to analyze MSA, therefore

the analysis of dialectal data using Buckwalter analyzer in other studies was a cause

of reduction in the output’s accuracy.

A. Abdel Monem et al. (2008) investigated the usage of the interlingua machine

translation approach for morphological and syntactic generation of Arabic texts.

They followed rule based grammar generation approach to transform a semantic

interlingual representation into Arabic texts. A. Abdel Monem et al. were the first

who used the rule based approach from interlingua for morphological and syntactic

generation of Arabic text [5]. For the evaluation they used English source sentences

of approximately 1900 words and Arabic target sentences of 1600 words. The evalua-

tion achieved a BLEU score with average 0.74, the results of the system performance

was confirming the ability of the rule based approach to generate Arabic texts.

Sawaf (2010) developed a hybrid machine translation system to handle Arabic

dialects by using a decoding algorithm that normalizes non-standard, spontaneous

and dialectal Arabic into MSA. Sawaf’s system goes through the following stages:

Preprocessing and segmentation modules, Lexical Functional Grammar (LFG) sys-

tem which incorporates a richly annotated lexicon containing functional and seman-

tic information, functional models to use functional constrains to perform a deeper

semantic and syntactic analysis for the source and target language, and Statistical

translation models which use the maximum entropy framework [6]. The measured

BLEU score of the system reached to 34.6%.

Salloum and Habash (2011) created ELISSA, the Dialectal Arabic DA to MSA

Translation System. ELISSA is a ruled based model which relays on an existed mor-

phological analyzer, DA-MSA dictionary and a model to rank and select the gen-

erated sentence. It follows certain steps to reach to its target: selection to identify-

ing the word as a dialectal or out-of-vocabulary OOV, translation using classical

rule based machine translation flow, morphological analysis ADAM, morphological

transfer and morphological generation, and Language Modeling using SRILM for

n-best decoding [7].

Other work that concentrated on the Arabic dialects translation, in specific

Egyptian and Levantine Arabic was of Zbib et al. (2012), who developed a paral-

lel corpus for the mentioned Arabic dialects using Crowdsourcing. Then they used

the data in variant MT experiments. The parallel corpus which consists of 1.5M were

classified according the dialects. The resulted dialects were attributed to 4 regions

Levantines, Gulf area, Egypt, and Morocco, in addition to MSA. In the next step, The

Levantine and Egyptian Arabic texts were translated by non professional translators

using Amazon mechanical Turk. Zabib et al. performed a set of experiments to com-

pare system trained using their parallel corpora with other systems trained on larger

MSA-English parallel corpora. The experiments objectives were to investigate, first,

the effect of the training data size, by examining different sizes of the training set,

second, the cross dialect training, by using a training test of one dialect for a trans-

late system of another, third, the validation of independent test data by using test set

selected randomly from social media. Zabib et al. concluded that the system trained

on the combined Dialectal-MSA data is likely to give the best performance, since
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informal Arabic data is usually a mixture of Dialectal Arabic and MSA. Also the

mismatch between the training and the test data is the main reason beyond the lack

of vocabulary coverage [3].

3 Arabic Language Variation

Arabic language is the forth widely spoken language [5]. More than 300 Millions

people speak Arabic language [1]. MSA is descended from the Classical Arabic,

the language of the Islamic holy book, “Quran”. The syntax of MSA is unchanged

from the classical Arabic but the changes affect its vocabulary and phraseology [8].

Nowadays, MSA is the written language of Arabic literature, journalism that stands

side by side with the spoken regional vernaculars which are known as colloquial

Arabic or Arabic dialects [9]. All native speakers learn their dialects as their mother

tongue before they begin formal education [8]. These Arabic dialects are distributed

along the Arab world from Morrocco in the west to Amman in the east [8]. Each

country has its regional dialects but the mentioned dialects in these research are the

capital cities dialects for their wide spreading comparing with the other regional

dialects. The study of the spoken Arabic language has been dominated by the study

of these dialects, but these studies were mostly confronted with negative attitude, as

there is a worry that the study of a certain Arabic dialect may affect the supremacy

of the study of the Standard Arabic [10]. Although, the Arabic dialects intervention

and usage in a wide range of written texts couldn’t be resisted for many reasons

such as literature purposes in which some novels that talk about certain social and

cultural level were preferred to be written using the slang language. As well as the

spreading of electronic texts such as in SMS, chatting, and other communication

media which became rich sources for the dialects in its written form. The Egyptian

Arabic Dialect, and in specific the Cairene (the spoken colloquial Arabic of Egypts

capital and the central Delta) is often considered to be the most widely understood

dialect throughout the Arabic world [11]. This wide spread intelligibility is a result

of the dominance of the Egyptian media in the Arabic world. Besides, unlike most

other forms of colloquial Arabic, large resources of Egyptian Arabic can be found

in written format in social Media. The difference between Egyptian Arabic dialect

and MSA can be limited in certain phonological and morphological exchanges. For

instance, Most of MSA nouns are preserved in EGY, but some other nouns have

undergone some phonological changes such as:

∙ Monophthongization, e.g. /Sayf/ in MSA is turned into /Se:f/ in EGY.

∙ Final hamza deletion and final vowel shortening e.g. /sama:/ in MSA is turned into

/sama/ in EGY.

∙ Atonic shortening e.g. /Sa:ru:x/in MSA is turned into /Saru:x/.

∙ Compensatory lengthening e.g. /ras/ in MSA is turned into /ra:s/.
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Other critical difference between MSA and EGY is the case ending. Cases refer to

what in English are called nominative, accusative, and genitive nouns. MSA distin-

guishes between the three cases by suffixing /u/ for nominative, /a/ for accusative,

and /i/ for genitive [12]. However, case ending in EGY are deleted and they are under-

stood by context, suffixes that are used to signify number is an additional concept that

distinguishes EGY from MSA. In EGY, the masculine plural suffix /i:n/ is attached to

masculine plural nouns, as well as, it is used for some feminine plural nouns beside

the feminine suffix /a:t/ (Holes 2004, p. 166).

4 Machine Translation Paradigms

There are two main paradigms of MT: Rules-Based paradigms RBMT, and Statis-

tical paradigms SMT. Hybrid machine translation is an approach to combine the

achievements of both paradigms to reach to better results.

4.1 Rule Based MT

Rule based Machine translation uses the linguistic knowledge of the source language

and the target language to accomplish the translation, rule based MT covers three

main strategies: direct translation which translates word by word or linguistic pat-

terns of the source language SL to others in the target language TL in a single step

using bilingual dictionary, transfer system which based on contrastive knowledge to

determine the differences between the two languages and it relies on creating rules

to overcome these differences, transfer systems involve an analysis of the source text

SL to an abstract structure the process that facilitates the transfer a corresponding

abstract structure of the target text TL before generating it, Finally, interlingua which

is divided into two phases: the analysis phase to encode the input text into inter-

lingua and the generation phase to decode the interlingua into the output text [13,

14], interlingua systems require a transfer step as a part of the translation process

[15, 16].

4.2 Statistical MT

It models the probability P(F∕E) of any source language F and target language E,

the system chooses the translation that maximizes this probability. Initially it worked

on the word level but later it is applied on larger chunks of the text [14, 17].
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4.3 Hybrid MT

Since each paradigm has its strength and weakness, different approaches arose for

combining these systems through hybridization such as:

Hybrid combination: to take one system and improve additional resource to enhance

it, e.g. creating rules for a SMT, or vice versa.

Multi engine-Parallel combination: to translate using several independent systems.

Multi pass-Serial combination: to use the output of a system as an input of other

system [14, 17].

Transfer systems are considered as a compromise between the ease use of the

direct systems and the efficient uses of resources of interlingua systems [15]. The

main advantage of the transfer systems is summarized in its ability to use a mediate

language, in case of multilingual translation, into and out of which the translation is

done [15].

5 (ALMoFseH) Arabic Dialects Machine Translation

The first English to Arabic Machine translation system was built in seventies by

Weidner Communications Inc. it was composed of two main stages: the analysis

system of the source language, and the generation system of the target language [18].

In this time and for decades after, there were no problem, since all the resourced were

written in MSA [1]. After the appearance of the social media, texts which are written

using a mixture of MSA and Arabic dialects were augmented, and understanding

these texts became imperative. (ALMoFseH) project is an attempt to standardize

the social media texts by identifying the different dialectal forms in these texts and

transfer them into MSA. The project’s goal is to develop a hybrid system, based on

a multi pass serial combination, to translate the most used Arabic dialects in social

media. Selecting these dialects is based on the annual report, that are released by

Dubai school of governance and innovation program, to survey the Arabs usage of

the social media. Building the system required serial processes, some are designed

for the projects purpose and others relied on ready built applications. Hence, the

system is planned to be composed of:

∙ Orthographic normalization to return the words that underwent changes owing to

the Phonological Alternation rules into their origins.

∙ Dialect Identification by using an Automatic classifier to identify the dialectal

forms in the text.

∙ Morphological analysis of the source text that written by the dialect using Egyptian

Arabic Morphological analyzer.

∙ A Transfer system to select the lexical equivalents from dictionary lists. The sys-

tem is to transfer from the Arabic dialects to MSA and from MSA to Arabic dialect,

using machine learning classifier, rules and lexicon lists.

∙ A Morphological generator for the target dialect.
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Fig. 1 The diagram shows the processing stages of developing Arabic dialects Machine translation

using MSA as a pivot

∙ A Statistical language Model for the target dialect.

This research concerns with the procedures of creating A transfer system which is

considered as the essential module in the Arabic Dialect Machine Translation system

(Fig. 1).

6 Methodology

The work in this research is divided into two procedures: first, building a corpus

based lexical database. Second, creating a transfer system for the selections from the

Egyptian dialect to MSA.

6.1 Building a Lexical Database

A bi-dialectal lexicon is a crucial resource for building the application, since this

lexicon is an essential resource to provide morpho-syntactic information such as

POS, sub-categorization, tense, case, etc. [19]. Therefore, the objective of this stage

is to develop a bi-dialectal lexical database extracted from social media texts such as

Whatsapp and discussion forums. The process took different steps:

∙ Pre-processing of the corpus to clean the input from non-linguistics features

∙ Selection of most frequent words using a concordance

∙ Morphological annotating of the selected words

∙ Generating semantic information for the purpose of translation

∙ Developing a transfer module to be embedded in the proposed machine translation

∙ Evaluating the output
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Table 1 Table 1 describes

the components of the

collected Corpus

Corpus componants Percentage (%)

Non linguistic characters 11

Speech effects 6

Foreign words 18

Arabizi 23

Arabic words 42

A corpus of 250k words were gathered from the Whatsapp messages and the dis-

cussion forum. The data was composed of a mixture of Egyptian Arabic words and

MSA word, Arabizi (Arabic words written by Latin letters), non-linguistics charac-

ters such as emoticons, and sound effects, as well as, the foreign words. The first step

in preparing the data was to remove all those nonlinguistic characters. Sound effects

were left in their original form since their spreading turned them into consistent

standard linguistic forms that render certain meanings. Arabizi were transliterated

by native speakers using their own writing style to maintain the realistic variations

of the same word. Foreign words were the least among the other characters therefore

they were removed. After filtering and manipulating the data the 178k words were

listed according to their frequency using the word list in Antconc concordance. The

most frequent 3k Egyptian Arabic words were sorted to develop our lexicon.

The developed lexicon is a stem-based lexicon which provides all acceptable

stems for the individual word accompanied with their affixes. The lexicon is designed

to accept other dialects to be added. Subsequently, the tool can be modified to be able

to translate from dialect to other dialects using MSA. In this case, by extending the

lexicon to establish a multidialectal lexicon, the input of any dialect D1 can be trans-

ferred to any other dialect Dn via MSA as an mediator. The lexicon is divided into

3 lists: the first list includes proclitics and prefixes, the second list includes enclitics

and suffixes and the third list includes all possible stems for each word according to

the adjacent affixes (Fig. 2).

The stem list is designed to provide all possible morphological and syntactic infor-

mation for each word stem: category, tense, number, gender, voice, and tense. The

list is divided into 3 main sub-lists:

Fig. 2 It shows a part of the prefix list
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Non-inflected words list: it includes interrogative pronouns, relative pronouns, per-

sonal pronouns, demonstrative pronouns, prepositions, prepositional, adverbs, adver-

bials, pseudo verbs and non inflected verbs.

Inflected words list: this list contains EGY words that are descended from MSA but

underwent orthographic deviations by altering a phoneme or more such as and

, EGY words that have no origins in MSA such as whose equivalent in MSA

is , OOV (Out Of Vocabulary) words, and borrowings that are taken from other

language for specific purposes, and underwent the Arabic morphological inflection

such as pluralization e.g. .

Broken plurals list: it stores the most frequent EGY Broken plurals with MSA broken

plural equivalent e.g. and , EGY sound masculine/feminine plurals with

MSA broken plural equivalents e.g. and and EGY Broken plurals with

MSA sound masculine/feminine plural equivalents e.g. and .

3k Egyptian word types, and 3k MSA word types are the total number of the three

lists that cover the following features:

– Orthographic variants: words that have several written forms such as , .

All variants of each word type were inserted to the stem list.

– Words with no equivalent: some Egyptian words have no equivalent with the same

meaning in MSA these word are called interjection and they are inserted to the

sentence to express a reaction toward situation such as .

– Words with multi-word equivalent: some Egyptian words are translated to MSA

using more than one word such as: whose equivalent is .

– New entries: lexical items that are now considered as a significant feature of the

Egyptian dialect text such as the borrowings e.g. , and , and other new

words such as, . Each lexical item in the lexicon is enriched with morpho-

syntactic and semantic information and a numerical code (Fig. 3).

6.2 The Transfer System

The process of transferring is the stage that follows the morphological analysis of

the source dialect whose output are tokens with their POS. Thus, the target in this

stage is to use output that resemble the Egyptian Arabic Morphological analyser

CALIMA output [20] to reach to the closest MSA analyzed format of the Buckwalter

morphological analysis for the equivalent MSA text [21]. The accomplishment of

this process required three main procedures:
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Fig. 3 It shows a part of the EGY stem list of the word /fas aH/ in the lexicon database

1. A machine learning classifier to select the mentioned token according to the con-

text from the available analyses of the same word.

2. Rewrite rules to normalize the output tokens to suit the lexicon entries to facilitate

looking up the tokens from the lists.

3. Looking up the normalized tokens from the lexicon with its all possible equiva-

lents.

6.3 Naive Bayesian Classifier (NB)

Enhancing the system with learning methods to disambiguate the output of the mor-

phological analyzer was urgently required. This stage guarantees the efficiency of the

system and the avoidance of further undefined output. For this process, the super-

vised learning algorithm Naive Bayesian was chosen, since Naive Bayesian is the

simplest representative of probabilistic learning methods’ [22]. The description of

the process of using NB is not the major subject of this research, therefore these lines

are a brief overview of the usage of this method to reach to the desired target. Accord-

ing to NB the context in which the ambiguous words appear, is represented by vector

of feature variables F = (f1, f2, . . . , fn), and the sense of these words are represented

in a classification variable S = (s1, s2, . . . , sn). The disambiguation occurs through

estimating the maximized sense according to the conditional probability P(w = si/F).

Features in NB algorithms are terms as words, collocations, or words assigned by

their position in the context [23]. The selected features in the system were:

F1 = a set of individual words,

F2 = a set of part of speech tags,

F3 = a set of words collocations,

F4 = a set of collocations of part of speech tags.

To choose the right sense of the ambiguous word in the given context, the conditional

probability of the feature fi and the conditional probability of the sense si were com-

puted using the Maximum Likelihood Estimation as follows:
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P(si) = C(si)∕N
P(fi∕w = si) = C(fi, si)∕C(si)

where C(fi, si) is the number of occurrence of the feature fi with certain sense si in

the training corpus, C(si) is the occurrence of this sense si in the corpus training, and

N is the total number of the training corpus.

6.4 Rewrite Rules for Dialectal Normalization

After the tokenization and the morphological Analysis of the source dialect, some

of the source words appeared differently from their saved forms in the lexicon. Def-

initely, in this case one of the main pre-processing stages was to normalize these

words to assimilate their modified forms in the lexicon. The occurring modifications

of these certain words were for the purpose of exceeding the changes between the

source words and their equivalents in MSA. We gathered the most common words

that fall under these conditions in sub-lists to facilitate writing rules for their nor-

malization. These rules were designed to map the surface form of the word into the

closest form to the words stored in the lexicon. These rules were categorized into 3

sorts:

Deletion Rules: for words with affixes that have no equivalent in MSA. Deletion rules

were written to delete these affixes during the transfer.

This rule is designed to delete the suffix /ap/ that are joined to list of words in the

source dialect and has no equivalent in MSA, such as /HAjap/ whose equiva-

lent in MSA is /$iy/ .

Alternation Rules: these rules are designed to alter certain morphemes with others

that differ from their equivalents in the lexicon to match the referring meaning.

The previous rule is written to alter the preposition /EalaY/ in the word /Eala/

to the preposition li to avoid the wrong literal transferring.

Merging rules: these rules were written for individual cases when merging the ana-

lyzed morphemes is required to reach to the form existed in the lexicon.

The word /fiyh/, is inserted to the lexicon without tokenization to match its equiv-

alent in MSA /hunAka/, Therefor the merging rule’s role is to merge the two

morphemes to match the lexicon entry. For instance, the Egyptian word /fiyh/ has

two entries in the lexicon: the first entry renders the meaning (in it). And the second
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Fig. 4 It shows one of the merging rules for the word (fiyh)

entry renders the meaning (there is). The rule is designed to cover the second entry.

Splitting Rules: these rules were created for two purposes: first, to split the merged

words in the source dialect, second, to split the words in MSA that stored in the lex-

icon with their affixes that have no equivalent in the source language.

This rule is to split the two merged words and normalize them before the process of

transferring. The most common merged words in the social media texts were gath-

ered in a database list (list06) with their normalized form and their morphosyntactic

information, as shown in the previous rule (Fig. 4).

Lexicon Look Up

Looking up in the systems lexicon follows certain restrictions to cover all the dis-

tinctions that distinguish the Egyptian dialect from MSA. As mentioned above, each

morpheme in the source dialect lists have its own code number which matches

another code number for the equivalent morpheme in the target dialect lists. Look-

ing for the matched morphemes in both dialects were achieved in this stage by using

the code numbers. Words in the source language that consists of one morpheme and

whose equivalent consists of more than one morpheme has specific codes to facilitate

the matching.
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Fig. 5 Shows a part of the code of the case ending rule

6.5 Functional Model

One of the critical distinctions between the EGY and MSA is the case ending. Usu-

ally words in EGY dont include the case ending however, ending is understood by

context. Therefore, output of the morphological analysis must be manipulated after

transferring into MSA by adding the appropriate case ending. 38 rules were created

to interpolate the main case endings that occurs persistently with verbs and nouns

according to their tense, positions and definiteness. Part of compiling these rules

using Python programming language is introduced here (Fig. 5).

7 Evaluation of the System

Evaluations of machine translations and their modules are needed to measure the

performance of the systems by revealing haw far the output is accurate, predictable

to the real human language. According to the general error metrics, the distance

d(t, r) between the produced translation t and the predefined reference translation r

is calculated and computed automatically.

An evaluation was conducted to measure the performance of the transfer system.

The goal of the evaluation is: first, to measure the lexicon coverage of the Egyptian

Arabic words through calculating the word error rate (WER). Second, to measure

the accuracy of the output by comparing it to the output of the Buckwalter Morpho-

logical analyzer.

The first measurement was a measurement of the lexical database proficiency in

the word level, each list (prefix, stem, suffix) in the built lexicon was measured sep-

arately. For that purpose, a blind test of 90 texts with total number of words 3000

words were collected from social media forums and SMSs, the data were collected
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Fig. 6 Shows the process of transferring one of input sentences that are used for the evaluation

from different messages than those used in building the system’s lexical database.

Then it was analyzed by assistance of the morphological analyzer CALIMA to get the

same format of its output. The output of the analysis was entered to the system man-

ually. In this measurement, the Naive Bayes classification were excluded, since the

aim of the measurement was to find out the lexicon ability to covers all the possible

analyzed forms of the word. Thus, the error rate of each morpheme were calculated

according to the following criteria: its existence in the lexicon, its existence in the

lexicon with the same meaning according to the context, and the correctness of the

equivalent morpheme.

The second measurement was designed to estimate the system’s ability to matches

the humans translation, and to measure the applicability of the system to provide

an output that can act as a source input for a further transfer to other target dialect.

Hence, the collected test data were manually translated into MSA by native Egyptian

Arabic speakers. Then the MSA texts were morphologically analyzed using the open

source of SAMA the last version of Buckwalter morphological analyzer. The output

was sorted as database and compared with the systems output to measure the follow-

ing values: Recall, Precision, F-score (Fig. 6).
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8 Results

The results of the first evaluation shows a high coverage of the lexical features of

Egyptian Arabic and the efficiency of the rules to facilitate finding the correct equiv-

alent words. The accuracy of the system reached to 92.7%.

Due to the limited time and the number of the researchers who worked in this

research, the size of the lexicon wasn’t sufficient enough to cover a major number of

the Egyptian words. That was the main reason behind the error rate in the evaluation.

Table 2, shows the word error rate (WER): first column presents the percentage

of the morphemes that are transferred correctly due to the existence of the mor-

pheme with its correct meaning according to the text, second column presents the

morphemes that are not transferred correctly due to the existence of the word but

with different meaning, and third column presents the morphemes that are not trans-

ferred from EGY to MSA and kept in its source form, due to the inexistence of the

morpheme in the lexical database. The average of the correct rate is calculated for

all the morphemes (Fig. 7).

The second measurement show that the output of the system could predict most

of the analys feature and give an Approximate acceptable analyzed format for the

target dialect MSA. Table 3, shows the recall, precision, and f score of the transfer

system as a result of the second measurement.

Table 2 Shows the error rate of the lexical database

Feature Correct (%) Incorrect (%) Untransfered (%)

Stem 90.8 2.1 7

Prefixes/Enclitics 95 2.4 2.5

Suffixes/Priclitics 93 7 –

Fig. 7 Shows the error rate of the lexical database
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Table 3 Shows the recall, precision, f-score

Feature Recall (%) Precision (%) F-score (%)

Stem 88.1 82 84.8

Prefixes/Enclitics 98 96.8 98

Suffixes/Priclitics 91 89.1 90

Average 90 89 91

9 Conclusion

Arabic dialects Machine translation project (AlMoFseH) is a sophisticated project

which demands various sequential processes to be drawn together. Each process

should be manipulated separately to reach to satisfying results. This research exposed

the paradigm that is used to accomplish one of these processes, and the problems

that are confronted during building the transfer system and the procedures to han-

dle them. The results of the primary work shows a high accurate performance of

the transfer system. These results are encouraging to expand the work by increasing

the database and the required rules before moving to the next stage of the project.

For the future work, we would like to investigate the system’s capability to transfer

the MSA to other dialects by enlarging the lexicon to accept other dialects than the

Egyptian dialect to reach to an approximate final phase of the project (ALMoFseH).
The project is planned to cover the Egyptian Arabic, Levantine Arabic, and Hijazi

dialect.
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