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Abstract Actually, the Named Entity Recognition (NER) task is a very innovative
research line involving the process of unstructured or semi-structured textual
resources to identify the relevant NEs and classify them into predefined categories.
Generally, NER task is based on the classification process, which always refers to
the previous categorizations. In this context, we propose CasANER, which is a
system recognizing and annotating the ANEs. The CasANER elaboration is based
on a deep categorization made using a representative Arabic Wikipedia corpus.
Moreover, our proposed system is composed of two kinds of transducer cascades,
which are the analysis and synthesis transducers. The analysis cascade, which is
dedicated to the ANE recognition process, includes the analysis, filtering and
generic transduces. However, the synthesis cascade enables to transform the
annotation of the recognized ANEs into an annotation respecting the TEI recom-
mendation in order to provide a structured output. The implementation of
CasANER is ensured by the linguistic platform Unitex. Then, its evaluation is made
using measure values, which show that our proposed system outcomes are satis-
factory. Besides, we compare CasANER system with a statistical system recog-
nizing ANEs. The comparison phase proved that the results obtained by our system
are as efficient as those of the statistical system in the recognition and annotation of
the person’s names and organization names.
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1 Introduction

Since the MUC (Message Understanding Message conference) conferences, the
named entity recognition (NER) has been considered as a sub-task of the
Information Extraction (IE) main task. So far, the NER has still been a very
innovative research line, which involves processing unstructured or semi-structured
textual resources, on one hand, to identify the relevant NEs and on the other hand,
to classify them into predefined categories on other hand. The NER task is evolving
to realize many objectives, namely enhancing the NLP-application performance.
Therefore, recognizing NEs and assigning them to the adequate categories offer an
opportunity to create or enrich NE electronic dictionaries and realize the Entity
Linking (EL) task. Besides, the NER participates in a large part to enrich docu-
ments, in their semantic level that can index Question Answering systems.
Furthermore, recognizing and annotating NEs can be a preprocessing to extract SRs
between them and increase the search engine efficiency in order to provide relevant
responses.

Generally, the NER task is based on the classification process, which always
refers to the previous categorizations. However, the NER can encounter many
challenges. The first challenge concerns the NE representation that makes its
delimitation a complex task. Furthermore, an NER process requires a clear definition
to guess the NE limits. The identification phase can suffer from the absence of
indicators that may precede an NE. This NE can be similarly enunciated through
expressions where the problem of choosing the adequate context arises. Besides, this
process may envisage the ANE imbrication, which is very sensitive in its treatment.
The second challenge appears after the NE delimitation. This means that the iden-
tified NE must be assigned to the adequate category. Nevertheless, the NE catego-
rization is not easy. Moreover, we must determine the best categories to describe the
recognized NEs. In addition, the categorization process also contributes to the
increase of the granularity level. In fact, an NE can belong to different categories so
the ambiguity problem appearing in this case. According to the Arabic NER, the
complexity of this language also arises various problems. The main one is its
complex morphology due to its agglutinating nature. The complex morphology is
highly related to the ambiguity problem. The last challenge is related to the ANE
annotation. This annotation must respect a norm that clearly represents the ANE
components. Likewise, the ANEs must be described through significant tags having
attributes allowing the specification of their categories and sub-categories.

In this context, we exploit the representative Arabic Wikipedia corpora (study
and test). We also suggest a deep and detailed ANE categorization to construct a
developed hierarchy. In addition, we propose the CasANER system to recognize
and annotate the ANEs. Our ANE recognition process is based on (Finite-State)
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transducers, which couple the recognition and annotation processes. We will exploit
generic transducers, which is a new notion improving the recognition transducers.
Then, we generate a cascades calling the established transducers in a predefined
passage order. The annotation process is based on the TEI recommendation to detail
the ANE components.

Our work originality consists in exploiting corpora (study and test) containing
articles extracted from Arabic Wikipedia especially form several Arabic countries.
In fact, this variety of articles enable us to treat the different styles of the Arabic
language, to contemplate the regional writing, such as in the trigger words like
“AgY 57 Aladlas” “Ane” and “eL=d” to introduce a city name and to envisage the dif-
ferent civilizations, such as the use of various calendars (Syriac, Muslim and
Gregorian) to describe dates. Moreover, we refine the categorization, which par-
ticipates in a large part to improve the realization of other NLP-applications.
Similarly, our work originality resides to generate using the TEI recommendation a
structured output able to be integrated in the semantic Web and to enrich electronic
NE dictionaries.

The present paper is composed of five sections. Section 2 presents the state of
the art on NER systems based on different categorizations, approaches and
domains. Section 3 consists in describing our linguistic study made to identify the
ANE categories and forms from our Arabic Wikipedia corpus and describe the
different relationships with the ANEs. Section 4 details our proposed method to
elaborate CasANER system to recognize ANEs and to annotate them using the TEI
recommendation tags. The implementation ensured by the linguistic platform
Unitex and the evaluation are presented in Sect. 5. the linguistic platform Unitex is
used in this phase. Finally, we give a conclusion and some perspectives.

2 State of the Art on NER Systems

The establishment of the NER systems is a process composed of three fundamental
steps. The first step is related to the NE definition, which facilitates its determination.
Then, the second step is based on the first one. In other words, the NE definition
enables to guess its category and therefore an NE categorization step arises.
Furthermore, the third step concerns the choice of the approach and the associated
formalism or techniques, which respond to the future system needs. In the current
section, we will present the previous NE categorization and some previous reasearch
to elaborate NER systems using the different domains and corpora nature.

2.1 Previous NE Categorization

The NER systems revolve around the NE categorization, which is a crucial step for
many NLP-applications. It should be noted that the NE categorization is a process
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aiming to provide adequate NE representation. Furthermore, this process helps
elaborate an appropriate hierarchy translating the corpora richness. The NE cate-
gorization was proposed for the first time in MUC-6 [20]. In fact, the same MUC-6
categorization was taken up at MUC-7 [13]. However, a new category was added
depending on the corpus nature and it appends a slight modification to the last
categorization. As well, many conferences and projects adopted the MUC-6 cate-
gorization, which is refined in each one based on different corpora related to specific
domains and languages. Among these conferences, we quote the two MET
(Multilingual Entity Task) conferences that were organized parallel to MUC-6/7.
The MET provided a new opportunity to evaluate the NER task progress in
Spanish, Japanese and Chinese [25]. Even, the IREX (Information Retrieval and
Extraction) is a Japanese project reposing also on the MUC-6 categorization and it
allows the adding of the sub-categorization notion [20]. In the CoNLL (Conference
on Natural Language Learning), the authors proposed some changes to the MUC
categorization by adding a new category called Miscellaneous for the NEs having
no determined category. In addition, many evaluation campaigns also adopted the
MUC principle, such as the ACE (Automatic Content Extraction) campaigns [15],
Ester [18] and annotation models, such as Quaero [19, 5]. The already mentioned
categorizations aimed not only at adding new NE categories but also at refining the
existent one. At the same time, they set other objectives, such as providing struc-
tured and accessible corpora and enhancing the NER task. In the following section,
we will present the NER approaches and the associated previous work.

2.2 NER Approaches and Systems

The NER systems are always based on the three main approaches (symbolic, sta-
tistical and hybrid) to recognize the NEs and annotate the recognized NEs through a
norm, which represents and details their components [8, 33]. Nevertheless, these
systems used undefined markup, which responds to their needs and reliability. In
what follows, we will present the elaborated NER systems and tools based on the
main approaches.

Symbolic approach. The symbolic approach for NER is based on formal local
grammars described by hand-crafted rules, which identify the NEs. These
hand-crafted rules can be modeled using regular expressions or finite state trans-
ducers. In this context, we quote the PERA system developed by [30], which
recognizes Person’s Names in Arabic scripts. Based on the same PERA function-
alities, a NERA system was elaborated by [31]. This system can recognize ANE of
10 categories. In addition, [27] proposed a novel methodology to improve NERA
system by identifying its weakness. The improved system is called NERA 2.0,
which ameliorates the coverage of the previously misclassified NEs. This
enhancement makes the system achieve more reliable results. Using the rule for-
malism, [2] developed also a system for an Arabic person’s name composed of four
main rules composing the core system. In [3], the proposed system is dedicated to
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recognize an event, time and place expressions through a set of general rules: two
rules for time expressions and a rule for place expressions. In addition, [12] pro-
posed a tool for both the Part of Speech (PoS) tagging and NER for the Arabic
language. According to the NER, the authors elaborate a NE detector, which acts on
the text by giving the adequate labels. The elaborated NE detector starts by reading
the data set, which are lists containing the person, location and organization names.
Then, it splits the input text into words to apply the established rules. Consequently,
if the divided words match these rules, then the labels will be assigned, and else the
label will be unknown. Moreover, the authors used three labels, which are Person
(PERS), Location (LOC) and Organization (ORG). Using the transducer formalism,
the authors in [17] proposed a system recognizing ANEs for the sport field. The
proposed system is based on syntactic patterns transformed into transducers.
Generally, the transducers are called in a specific passage order. This order is
known as transducer cascade. Moreover, the transducer cascade is used for the
Arabic language to recognize and annotate the ANEs for the Date [9], Person name
[10] and Event [11] categories. In fact, the proposed transducer cascades were
tested on Arabic Wikipedia corpus and generated using CasSys tool integrated
under the linguistic platform Unitex [23].

The statistical approach. The statistical approach takes advantage of
ML-algorithms to learn NER decisions from annotated corpora. The current
approach requires the availability of large annotated data. Using this approach, we
quote the system elaborated in [1] to recognize the ANEs, which can be assigned to
10 identified categories. The elaborated system includes the CRF and bootstrapping
pattern recognition. In [34], the authors developed a system to recognize Arabic
temporal expressions by exploiting the dashtag—TMP, which is a temporal modifier
referring to a point in time or a time span. Furthermore, [26] developed a system
recognizing four ANE categories adopted the Artificial Neural Networks (ANN).
To improve the NER on microblogs, [14] proposed a system recognizing ANE
using the Condition Random Field (CRF) classifier to tag new training set from
Tweeter. In [39], the authors proposed a Biomedical NER (Bio-NER) based on a
deep neural network architecture. This proposed architecture is composed of
multiple layers. Indeed, each layer has abstract features based up on those generated
by the lower layers. The elaborated method is absed on a Convolutional Neural
Network (CNN) technique. The exploited unlabeled corpora are GENIA corpus and
a set of data collected from PUBMED database. The collection from the PUBMED
is made through the biopython' tool. Based on PUBMED database, [21] proposed a
system to extract the biomedical NEs. To realize the proposed system, the authors
chose a subset of the relevant document from the PUPMED. Then, they treated the
collected corpus through a preprocessing task including the tokenization and the
stemming steps. Besides, the preprocessing is a part of the NER phase. In fact, there
are other tasks belong to the NER phase, such as the syntactic annotation like the
Part of Speech (PoS) tagging and noun phrase chunking. The semantic annotation is

"http://biopython.org/wiki/Biopython.


http://biopython.org/wiki/Biopython

178 F.B. Mesmia et al.

the core of the NER process, which is made in this system using lexical resources
and ML based on NLP Model generation using the CRF. Moreover, the system
outcome compared to the SVM (Super Vector Machine) algorithm shows that
FS-CRF (Feature space based CRF) does better than the SVM.

The hybrid approach. The hybrid approach is the fusion of both the symbolic
and statistical approaches, which are complementary. This approach helps to
achieve a significant improvement of NER performance. Among the systems based
on this approach, we quote: The automatic system developed by [35] to recognize
the NEs having the category Event. For the Turkish language, [22] developed a
system to recognize the Turkish NEs. For the Arabic language, [32] proposed a
system capable of recognizing 11 categories that can represent an ANE. The NER
progresses in several languages while it remains a challenge in Indian languages,
such as the Assamese. In reality, the Assamese language suffered greatly from the
lack of research effort as well as the appropriate textual resources. Besides, the
available corpora have a quite small number compared to other languages. For this
reason, there are some studied that were carried out to develop systems, which can
perform the NER in Assamese texts [37]. In [36], the authors elaborated is the first
hybrid system to realize the NER in Assamese. This system recognizes the
Assamese NEs and it is capable to treat four categories, such as Person, Location,
Organization and Miscellaneous. The authors used three main steps for the NER
process. The ML approach is the first step involving both the CRF and HMM
techniques. The second step concerns the rule-based approach, which consists in
using a set of handcrafted rules. The last step is the gazetteers-based approach,
which integrates the NE tagging using lists including location, person and orga-
nization names. According to specific domains, [29] elaborated a hybrid model for
NER in unstructured biomedical texts. The elaborated model is a framework that
has a main task consisting of the identification and classification of the biomedical
NEs into five classes namely DNA, RNA, protein, cell-in and cell-type. In fact, the
proposed model combines the rule-based and ML approaches applied after a pre-
processing step. The rule-based approach is dedicated to the NE identification.
However, the NE classification is ensured by the ML approach, especially, the
SVM classifier. The authors experimented their model on the data set from GENIA
corpus (Medline abstract collection).

In the previous work, the authors adopted no formal definition determining the
recognized NE limits. Furthermore, the illustrated NER systems are based on
textual resources that are not always exhaustive. In fact, the free resources can be a
solution for this difficulty. The identified rules for the NER can cause ambiguity
problems if they are applied without a specific order. Therefore, this case requires
an adequate formalism to ensure a good NER. Thus, using an annotation standard to
detail NE component is necessary to produce structured corpora. In the following
section, we will explain our linguistic study to identify ANEs from an Arabic
Wikipedia corpus.
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3 ANE Identification and Categorization

The objective of our study on the corpus extracted from Arabic Wikipedia is to
have a formal and generic system applicable to all domains. This system allows the
ANE recognition and treats the various ANE forms appearing in Wikipedia articles
with a prediction of those that can be recognized. Generally, the article content is
written in Modern Standard Arabic (MSA), Classical Arabic (CA) and Dialectal
Arabic (DA) [4]. Anyway, this diversity of the language styles is very motivating
and it helps us to collect numerous alternative forms. Indeed, it is not easy to
identify an ANE because we must refer to a clear definition that helps determine its
limits. Even, we should mention that the ANE categorization is not a trivial task.
We know that there are various opinions about which categories should be regarded
as an ANE and how the limits of those categories should be. If we want to detect a
relevant ANE, then we must analyze all its presented forms while respecting several
regional writings. Besides, we should unify the similar forms to eliminate the
repeated ones and separate the different forms to avoid ambiguity. Furthermore, we
determine an ANE as an expression that can or cannot contain a proper name. The
determined ANE can be structured through categories and subcategories. The fol-
lowing sub-section describes our linguistic study to identify ANE categories and
forms in the Arabic Wikipedia study corpus.

3.1 Identification of the ANE Forms and Categories

Our linguistic study shows that the Arabic Wikipedia study corpus comprises five
main ANE categories, which are Date, Person name, Location, Event and
Organization. Each category is composed of refined sub-categories.

We identify the “Date” category as a specific part of the numerical expressions.
In fact, we find several forms that can describe this category. Moreover, These
forms are divided into six sets, which are Period, Century, Year, Date based on
Month, full Date or Season followed by a Year. These sets are presented in the
following figure associated with the adequate examples.

Figure 1 shows the six sets regrouping the different identified forms, which
describe the Date category. For example, we find that period the form can be
calculated based on the month, the day, the century and the year. In addition, our
study shows that some trigger words can appear in different morphological forms
(plural, dual), such as “iw/ between” used to calculated period between 2 years.

The “Person name” category represents various forms of an Arabic person name.
These different forms are highly associated with the country origin, religion, cul-
ture, level of formality and personal preference. Generally, this category contains
the following parts, “ism”, “kunya”, “nasab”, “laqab”, and “nisba” [33, 11].
Therefore, we remark that a person name form regroups at least one of the already
mentioned parts. For example, the ANE “3:¢ sl #Udll 2/ Abd Al-fattah Abu Ghoda”
is composed of an “ism”, which is “zU&ll ae/ Abd Al-fattah” and a lagab, which is



180 F.B. Mesmia et al.

i In the ninth centu

Fig. 1 Forms describing ANE date

e
.

2 s/ Abu Ghoda” expressing a kunya. Otherwise, we classify the trigger words
preceding the ANEs in eight classes that are Civilities (A¥/ Miss), Profession
(u»xV the director), Peerage function (=YY the prince), Political function (L35
the minister), Religious function (¢34l the muezzin), Sportive function («=>\/ the
player), Artistic function (Jied/ the actor) and Military function (21 the major).

The place names are the most common forms appearing in our study corpus. For
this reason, we affect them to the category named “Location”. Then, we extend this
category to be composed of three sub-categories, which are Absolute, Relative and
Geographic Location. We mean by Absolute Location category all the place names
defined in its sense by one place, such as the country (u«s/ Tunisia), continent
(W& 8/ Africa), city (Ls¥ Tours), delegation (43l Manakhah) and region (dslasill/
Al-Shabtiliyah) names. The Absolute Location forms can be identified through the
trigger words and prepositions playing the role of a place indicator. Moreover, we
identify the Relative Location sub-category as a place name, which can be quan-
tified by its relationship with an absolute Location as building. We identified 16
sub-categories describing this sub-category. The Relative Location forms are
identified through trigger words, which can be a part of the identified ANEs.
Grammatically, the trigger words can be defined or undefined as “4ul/ the
school” and ““4w 2/ school”. The richness of our study in terms of Relative location
sub-category enables us to refine it into 16 sub-categories. Then, we associate each
sub-category with its appropriate forms.

Our identification of the Geographic Location sub-category considers them as
specific physical points on earth. In addition, we notice that all the ANE forms
related to this sub-category appear with geographic features, which can be a
Mountain or a Hydronym. Similarly, the Hydronym forms are divided into two sets
where the first set regroups the river or the lake names and the second set is
dedicated to the sea names. We illustrate a small hierarchy describing the
sub-categories of Relative and Geographic Location.

Figure 2 regroups the sub-categories composing both the Relative and Geo-
graphic Location. The forms describing the Relative Location sub-categories have
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Location

]I Relative JL | Geographic

4{ Museum -{ Monument

Theater | ] )
‘ Mountain { Hydronym |

Hospital
L Public
! 5 bath
L | Stadium

LI Street —-{ Garden @

Fig. 2 Sub-categorization of relative and geographic location

different components. These components can be adjectives (52 the international),
such as “z )/ J gl the international theater”. It can be noun phrases (2 LY lall/
the Jordanian flag) in monument names, such as “,¥) alal) 4.y The Jordanian
flagpole”. Then, the Relative Location sub-category can contain defined common
noun (W& culture), such as “4d&ll ¢ L3/ Cultural street”. Similarly it can contains the
Absolute Location (0ws/ Amman), such as “ il gle JUas/ Amman civil airport”.
The Geographic Location forms are also expressed through several trigger words,
which help determine their features. For example, the trigger word “J:»/ mountain” is
a mountain feature among a set of synonym trigger words, such as
{daa, dua, Sise, Juall) Ji) Juall 4a8) | Notice that some Trigger words are foreign as
“ Y5/ mountain” referring to other languages.

Besides, we identified the category Organization and its forms using a set of
trigger words allowing not only their identification but also the determination of the
organization nature. The organization names can describe an institution, a minister,
a university, a society and so on. There are organizations that appear in the acronym
form. Nevertheless, we do not treat this case because it is relatively rare in our study
corpus.

Figure 3 describes the different sub-categories composing the organization
ANESs. The identified forms enable us to treat the agglutination when two common
nouns are related by a conjunction, such as “al=ill s 4w i)/ education and teaching”
and analyze the adjectival phrase, such as “4usi gill 4,1k 5l 3 513/ the Tunisian national
television”, which contains a succession of defined adjectives where “4usi sl is an
Arabic adjective expressing a “Nisba”.

The last category that we identified is Event, which was well studied in [11].
Therefore, we identify an event as a nominal composition that can have different
forms and we classify its forms using the sub-categories. We use the same
sub-categories of the ANE event that can be political, cultural and religious.

Figure 4 describes the sub-categories that we used to classify the ANEs having
the Event category. Similarly, Event is determined through a set of significant
trigger words, which are a part of the identified ANEs. After the ANE form
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[ 9s H AlKhailIndusty |

The education ministry |
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Fig. 5 ANE hierarchy identified from the study corpus

identification, we notice that the ANEs can be assigned to several categories and
sub-categories. For this reason, we regroup them in an ANE hierarchy, which helps
us to describe our categorization.

Figure 5 describes the ANE hierarchy associated with our study corpus. All the
categories are refined to be composed of sub-categories. The illustrated categories
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are extended to increase the granularity level. This extension depends, in a large
part, on the appearance of the ANE forms.

Our linguistic study plays a significant role not only in identifying the ANE
forms but also in showing the different relationships that can relate them. In the
following sub-section, we describe the different kinds of the relationships between
the identified ANEs appearing in our Arabic Wikipedia study corpus.

3.2 Relationship Between ANEs

The relationship between the ANEs can be binary (involving two ANEs) or more
complex to be an imbrication of ANEs. The ANE imbrication always describes a
composition of these ANE without a specific link. However, when a particular link
appears through phrases or prepositions, the kind of the relation becomes an SR. In
what follows, we will describe the ANE imbrication.

The ANEs having respectively the category Event and Location have a com-
position relationship with those having the Date category. For example, a relative
location name, especially stadium one, can contain a relative date, such as “sila14
=l 14 January stadium”. We notice that the date is composed of a form among
those identified during our linguistic study. The imbrication of these ANEs may be
surrounded by a left context, such as “Jdiv iilal4 aly/ 14 January stadium of
Nabeul” and SIL xle/14 “iils January stadium of Kef”. The illustrated left
context is in its turn an agglutinated absolute location name. Sometimes, the ANEs
Date refer to symbolic events occurred in the past. For example, “&8s14 a5 / 14th
January” is a relative date referring to the event of the Tunisian revolution.
Similarly, Event and Location can be a part of the Person Name category, such as
“Ulliay (5 peall cubll Caly El-Taieb Mhiri stadium of Sfax” where “cauhll 5 gall/
El-Taieb Mhiri” is a person name of a famous personality. A person name can also
be integrated in an organization name, such as “4; ,all 2 sixll 4/ Anoud Charitable
Foundation” and we notice that here the name person is a princess first name. Our
study corpus has a rich content, which is very interesting. This richness helps us to
value the significant SRs between ANEs. The SRs are always binary relating the
ANESs having the same or different categories. The same ANE categories can be
related by a synonymy, such as
¢ 5l 3 A/ Tunisian revolution” and “4el_Sll5 4, ,a115 5 the freedom and dignity
revolution”. The synonyms of ANEs describe an event that can be expressed by an
ANE Date, which is “s@la 14/ 14™ January”. Among the SRs linking different
categories, we find the meronymy, which expresses an inclusion relation, such as
“¢ 3l JS/ Kamal Al-Mallakh” and “3_aWll/ Cairo”. This means that the first ANE is
included in the second one. Generally, the linked ANEs surround the relevant
expressions or prepositions, which facilitates to guess the SR type. In fact, deter-
mining SRs between ANEs is an important challenge that will be studied later. In
the following section, we will describe our proposed method to recognize and
annotate ANEs.
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4 Proposed Method

Our proposed method, which is intended to elaborate CasANER system recog-
nizing and annotating ANEs, is composed of the following steps: the collection of
Arabic Wikipedia articles to construct corpora (study and test), the construction of
necessary dictionaries and extraction rules and the transducer establishment. We
propose the following architecture to describe the different steps.

Figure 6 shows that the CasANER system relies on an important step, which is
the resource identification. Furthermore, we construct our extraction rules based on
the trigger words, which are identified during the linguistic study. Besides, we
convert these established extraction rules into regular expressions and we regroup
them into three sets; analysis, filtering and synthesis. Hence, we distinguish two
main phases; Analysis and Synthesis.

It should be recalled that a transducer is a graphic representation of the regular
expression specification. This establishment is not arbitrary but we fix a principle to
create its boxes. Therefore, each transducer contains the collected trigger words,
particularly those having common paths. Besides, we always try to separate the
overlapped paths because they may create ambiguities. Inside the created trans-
ducer, we can call sub-graphs that enables us to reduce the transducer size.
According to the annotation, the used tags always encompass the recognized paths.
In this context, the analysis and filtering transducers ensure the analysis phase. In
fact, the analysis transducers deal with both the recognition and annotation pro-
cesses. However, we construct the filtering transducers to recognize the ANEs that
are not treated by the first analysis. These ANEs are not treated due to the pre-
processing, especially, the segmentation step. Otherwise, we try to rectify the
recognition paths using variables to organize the output of the filtering transducer.
In what follows, we will describe the analysis transducers.

CasANER system preszeees

' Resources identification !
_____________ fomtomeaa i Lo

Analysis transducer cascade

H Generic transducers Synthesis transducer cascade

Synthesis transducers

Fig. 6 CasANER architecture
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4.1 Analysis Transducer Establishment

The analysis transducers regroup recognition and annotation paths for the identified
categories and sub-categories with several kinds of boxes. To analyze the mor-
phological level, we use the morphological mode or filter, which facilitate the
agglutination treatment. The morphological filter is used to control the form of a
word belonging to the syntactic pattern, which recognizes an ANE. Moreover, the
morphological mode is used, for example, to read a conjunction (<CnjCrd>) linked
to a first name, like “s<y/ and Mohammed”. In what follows, we will illustrate
some transducers to show their specificity and form.

For the Date category, we create a main transducer, which regroups other
transducers recognizing the identified forms (Sect. 3.1). Among these transducers,
we illustrate the transducer that recognizes a season followed by a year.

Figure 7 shows the alternative paths to recognize a season followed by a year
forms. This transducer resolves the case of the agglutination phenomena. This case
is described by two boxes of “<” and “>” to mean that the recognition touches the
morphological level. Therefore, the preposition (<Prps>) of the conjunction
(<CnjCrd>) will be separated from the box containing <Np + season>. This
transducer can recognize the following ANEs ‘“2000 <ass/ summer 20007,
“a 1990 oo an/ spring 1990” when the recognition path detects the specific and
internal indicators and “—w Al Jua¥/ the autumn season” if the ANE is detected
through a trigger word belonging to the first box.

It is very important to notice that our analysis transducer annotated the recog-
nized ANEs using {} markers. In fact, we do not use them arbitrarily because they
make the recognized ANE polylexcial word, which cannot be detected by another
transducer. This means that our recognized ANEs are protected. We should also
notice that the annotation markers are represented in the node output. Besides, we
use the same principle to treat the rest of the categories.

Regarding the Person name category, there are two main transducers. The first
one calls the sub-transducers treating this category without trigger words.
Nevertheless, there are sub-transducers that need to be preceded by a box storing
the sub-graphs containing the trigger words, which are organized based on the
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Fig. 7 Transducer recognizing ANE date composed of a season followed by a year
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identified classes (Sect. 3.1). In addition, the use of trigger words helps avoid the
ambiguity problems related to this category. However, we can decrease this
ambiguity using a specific kind of transducer that will be explained later.

Figure 8 describes a path recognizing an identified form, which is composed of a
first name, a civility and a last name. The illustrated path can recognize the ANE
“oly 3l 58 )/ Foued bek Al-Adly”, which contains a civility belonging the list
stored in the sub-graph “Civilities”. This transducer does not comprise the final tag
“persName” because it will be called in the main transducer.

In the previous transducers, we have not use any element inside the tags because
we have treated only the ANE forms related to a category. However, we will use an
element named “type” to store the sub-category values. We begin by describing a
transducer, which recognizes the Absolute Location sub-category to illustrate the
element utility.

Figure 9 describes the recognition of the city names, which will be annotated
through the “placeName + type = “city”” tag. It is worth noting that we use the “+”
sign just to replace the space, which may cause ambiguity problems during the
experimentation phase. Here, the element “type” helps determine the value of the
Absolute Location sub-category. Besides, it can take “country”, “continent”,
“delegation” and “region” depending on the Absolute Location nature. In the
agglutination case, we add the “Prps” tag as output to the boxes containing “Prps”
and “CnjCrd” in order to protect them. In fact, this absolute Location can be a part
of other ANE. Thus, if we do not separate the ANE and the preposition by tags,
then this absolute location will not be recognized.

(-‘3—4—4 <Np+Hum+astHame> }—4—4 Civilities {l | <Np+HumtHirstl ame> { {|

,.surname} { ,.forename} {

Fig. 8 Transducer recognizing an ANE having person name category
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Fig. 9 Transducer recognizing city names
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Fig. 10 Transducer recognizing a sea name
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{{$forename$,.forenameH$surname$,.surname},.persName}

Fig. 11 Filtering transducer to recognize a person name

The “type” element is mainly used to describe a sub-category. Nevertheless, we
can use it to describe the value of a geographic feature when we recognize the
ANE:s having the Geographic and Hydronym sub categories.

Figure 10 shows our manner to annotate the Hydronym sub-category, especially
the sea names. At the begging of each path, we consider the trigger words as
geographic features associated with a tag called “geogFeat”. Then, we surround the
rest of the ANEs with a tag entitled “geogName”. The illustrated transducer is
called in the main one where these paths will be integrated in a global tag
“placeName” containing an element type = “Hydronym”.

Filtering analysis transducer. The filtering transducers belong to the analysis
phase. Their objective is to recognize the ANEs when their components are sepa-
rated during the segmentation phase. It should be noted that the segmentation is
made through a graph provided by the exploited linguistic platform. The filtering
transducer is based on the same paths of the analysis one but each box is surrounded
by variables to temporary store its value. At the end of the recognition path, we
organize the output to obtain an annotated ANE.

Figure 11 describes a transducer treating an exceptional case for the Person
name recognition. Here, we have two ANE components separated by {S}, which is
a segmentation symbol. The illustrated transducer respects the same annotation
principle of the analysis transducer. In addition, we call the used variables (fore-
name and surname) using the $ symbol to retrieve their values.

Generic transducer. Our generic transducers are tagging generalization graphs
that aim to locate unrecognized NE occurrences when these NEs appear out of the
context with those identified based on specific contexts [28]. Creating a tagging
generalization graph consists in building a path that begins with a box having $G
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Fig. 12 Tagging
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and an opening curly bracket output. Then, the same path has a second box con-
taining the searched categories to find the unrecognized NEs. Checking the gen-
eralization mode is necessary when we add this transducer kind to our cascade
using the exploited linguistic platform. This enables to consult a text file named
“tok_by_alph.txt” of the previous graph placed in the same transducer cascade. In
reality, the tagging generalization graph stores in the box all the NEs of the sear-
ched category, which are extracted from the “tok_by_alph.txt” file. Finally, the
graph recognizes the NEs out of context and attributes the main categories. For
example, if the graph recognizes a forename from a full-recognized ANE, then, it
will assign it to the “persName” category.

Inside the tagging generalization graph, we can put some restrictions in the
second box containing the searched category as an output node. This case is used to
treat the recognized ANE components. In fact, we can add new information to the
category described in the output node to complete the annotation. The following
figure illustrates the restriction created to recognize only forenames and surnames
out of the context.

Figure 12 illustrates a tagging generalization graph treating the Person name
category. In fact, we duplicate the box containing $G for each path. Moreover, the
restriction here is described in the second path.

We also use the restriction principle to recognize the elements composing the
Date forms, which helps us to recognize the months and years out of the context
(Fig. 13).

The transducers, ensuring the analysis phase, contain an annotation form
respecting the tool, which will regroup them into a cascade. However, we organize
the annotation syntax as a preprocessing to transform it into the TEI annotation. In
what follows, we will describe the principle of this transformation using the syn-
thesis transducers.
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4.2 Synthesis Transducer Establishment

The synthesis transducer consists in transforming the annotation made by the
analysis phase to the annotation related to the TEI recommendation. It is worth
noting that the TEI recommends an international consortium where their goals are
the development of a set of standards for the preparation and the exchange of
electronic texts [7, 24]. Therefore, we establish our synthesis transducers using the
syntax described in [38].

The TEI syntax is defined as follows: an opening tag describing such category,
like <persName> and a closing tag </persName> that surround the ANE. The
tag <persName> can include an imbrication of the first name, last name and trigger
word that can precede a person name that are surrounded respectively by other tags,
such as <forename>, <surname> and <roleName>. In the “roleName” tag, it is
possible to specify the roleName type, such as military function. Moreover, the
addition of the sub-category is made using an element named “type”, which can
contain different values. Indeed, other categories of an ANE can be presented by the
TEI recommendation, such as <orgName> and </orgName> to describe an orga-
nization names and <placeName> and </placeName> to describe the Location
category, which can have an element “type”, such as type = “castle” to annotate
castle names, which are Relative Location. To understand the principle of the
transformation of the analysis annotation into the TEI recommendation tags, we
propose the following architecture (Fig. 14).

After carrying out an analytical study on the annotated files, we have developed
two transducers for the synthesis phase. The first one treats the recognized ANEs,
which do not have a sub-category. Based on the linguistic study and the refined
categorization, we elaborate a second transducer to transform the annotation of the
ANESs having an element called “type”, including their sub-categories.

| Synthesis transducer establishment |

Text annotated in XML
. ] :
* | Transformation rules

| Without element type | With element type

Synthesis transducer cascade

Fig. 14 Principle of transforming annotation
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Fig. 15 Transducer transforming the annotation of the analysis phase into TEI

Figure 15 describes the transducer transforming the annotation specific to the
analysis phase into TEI when the recognized ANE contains an element “type”. In
fact, we propose a path taking as input the XML (eXtensible Markup Language)
format of the annotated text files generated by the tool creating the transducer
cascade. Hence, we use the negative context through ![,] markers and variables
using (, ) markers, which organize the output annotation.

5 Implementation and Evaluation

Our CasANER system is implemented using the linguistic platform Unitex? (ver-
sion 3.2 alpha), especially, the CasSys tool to generate transducer cascades.
However, we experimented our proposed system through a test corpus, which is
also collected from Arabic Wikipedia with Kiwix® tool. The collected test corpus
contains text files for a cumulative of 95 378 tokens. Furthermore, the study corpus,
containing text files for a cumulative of 146 000 tokens, enables us to create new
dictionaries and update dictionaries available under Unitex platform.

In some cases, we find that Arabic dictionaries under Unitex elaborated by [16]
do not respond to our needs in order to make a good recognition. For this reason,
we exploit Arabic Wikipedia, precisely our study corpus to improve their coverage
or to create new dictionaries. In fact, creating a new dictionary requires respecting
the features proposed in a tagset® available under Unitex. Indeed, they store dif-
ferent variations that an Arabic entry can have.

Zhttp://www-igm.univ-mlv.fr/ ~ unitex/.
3http://wiki.kiwix.org/wiki/l\/lain_Page.
“The tagset of Arabic Unitex package dictionaries.
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Table 1 Dictionary coverage Dictionary name Coverage

First name 9917

Last name 1991

Arabic adjective 2 938

Toponym 13 757

Common noun 14 976

Direction 14

Season 11

Day 23

Month 48

# | Disabledi Name Merge | Replace |Until Fix Poinl Generic

1 [ | |Datefst2 _ | b4 | Wl U U
2 DateFilleringfst2 1 O 1 &g [ O | O
B | _|GenericGraphFordate.fst2 N < N I v A I |
4 Pershame fst2 | bd | L[] L
5 [PersNameFiltrage.fst2 [ B 1 b ™
6 | [ [ToponymAbsolute.fst2 v [ ||
7 | [  |HydronymRecfst2 L L]
8 | [ [ToponymRelative.fst2 L] Ll
@ | [ [ToponymRecPart2.fst2 L sl
10 | [ ]  [ToponymRelativeFiltering.fst2 v] U
11 | [  |OrgName.fst2 ] U
12 | [ |ReligiousEventfst2 [=]
13 | [ |PoliticalEventfst2 L
[1a | [ lculturalEventfst2 = ] L
15 | [ ] |GenericGraphForPersName.fst2 | v

Fig. 16 First transducer cascade composing the CasANER system

Table 1 shows the coverage of our dictionaries. In fact, to increase the coverage
of the Arabic Adjective and Common noun dictionaries, we improve them using an
automatic enrichment based on textual resources.

Our elaborated transducer cascade for the analysis phase calls 15 main graphs in
a specific order and respects the adequate mode for each graph. However, we
created 178 graphs including analysis, filtering and generic one.

Figure 16 shows the passage order that we have chosen to organize our analysis
transducer cascade. In fact, there are graphs that are applied on the text using the
mode “Merge”. However, the filtering graphs use the “Replace” mode because they
use variables at the end of their recognition paths. Therefore, they need to replace
the last ANEs with new ones associated with an annotation. The last use mode is
Generic for applying the tagging generalization graph.

The generation of the final analysis transducer cascade is not an easy task. In
reality, it needs to change the transducer order to fix the best one and test it. During
this test task, we detected several kinds of errors. For example, when we treat the
category Event we must separate the graphs depending on these sub-categories.
Then, if we put cultural event graph before the religious one. We found that the
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# | Disabled Name Merge | Replace |Until Fix Poinl Generic
1 | [ | |balisageType.fst2 & ] M | v]
2 | [ |balisage.fst2 [ O | [ v

Fig. 17 Form of the synthesis transducer cascade

ANE “_hill xe s e/ Eid Al-fitr festival” was not recognized because it contains
the ANE “_kdll xe/ Eid Al-fitr” which is a religious festival.

The second part composing the CasANER system is the synthesis transducer
cascade. This cascade is dedicated to deliver a structure output by transforming
CasSys tags to TEI tags. The synthesis cascade also needs a passage order but it is
not difficult to choose the best order. Furthermore, it differs from the analysis
cascade in the passage mode and in the format of the input file. In fact, the dif-
ference of the used passage mode is justified by the fact that the transducers called
by this cascade use variables to organize the output. For this reason, the last ANE
will be replaced by the same ANE with the new tags.

Figure 17 shows the passage order of our synthesis transducer cascade. In other
words, we pass the graph treating the recognized ANEs having an element. The
new mode here is “Until fix point”, which means that this graph is applied once or
re-applied several times until no change occurs in the text. The role of this synthesis
transducer is summarized as follows: initially the ANE is annotated using { }, which
is a representation specific to CasSys tool. The accolade annotation has its appro-
priate translation described in XML, which uses significant tags, such as <csc>
means the ANE annotated through the cascade, <form> containing the ANE value
and <code> detailing the category in which an ANE is assigned. This tag contains
other <code> to describe the sub-category of an ANE using the element type.
Besides, the TEI recommendation tags replace the already mentioned ones.

Applying our CasANER system, including the two kinds of transducer cascades,
provides a structure and normalized corpus (extracted initially from Arabic
Wikipedia). This structure output can be used by several NLP-application.
However, before its exploitation, we must evaluate the CasANER performance to
show its efficiency.

It should be recalled that evaluating our proposed CasANER system is an
important process that helps us to prove its reliability. For this reason, we evaluated
it in two manners. The first manner is by calculating the measure values and the
second phase by applying CasANER on a new corpus annotated by a ML based
system. The second evaluation also permits comparing the result of both systems
based on different approaches.

The first CasANER evaluation is performed by the precision, recall and F-score
measures that are illustrated in Table 2. We should improve the analysis transducer
cascade to cover all the ANEs.

Table 2 demonstrates that CasANER shows a precision of 92%, a recall of 91%
and an f-score of 91% for ANE. Therefore, we find that the obtained outcomes are
very motivating. Notice that the number of ANE detected in error causes the
obtained recall value. The Errors presented in this recognition process are due to the
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Table 2 CasANER evaluation using measure values

Recall Precision F-score
0.91 0.92 0.91

Table 3 CasANER evaluation by categories

Date Person name Event Location Organization
Recall 0.78 0.87 0.92 0.95 0.99
Precision 0.81 0.95 0.96 0.94 0.97
F-score 0.79 0.90 0.93 0.94 0.97

fact that the dictionary coverage must be improved. In fact, the performance of the
recognition increases if dictionary coverage is enriched. Errors can be caused by the
structure of Arabic Wikipedia’s articles. For example, there are ANEs having
miss-spelled trigger words, such as “,uall Ll ingtead of “_uall Lxlll/ Sadr’s
uprising” and “4ls<” replacing the word ‘“4kilss/ city” determining city names.
Furthermore, the errors can be found in the prepositions, which can play the
indicator role to determine the ANE limits, such as “*®” instead of “¥ in”.

In order to show the CasANER reliability, we propose an evaluation for each
category using also measure values. This decomposition helps us to determine the
parts that require an enhancement.

Table 3 proves that our CasANER system excels, especially, in the recognition
of the Event, Location and Organization categories. The recognition of the Person
name category is interesting because we used three kinds of transducers that are
analysis, filter and generalized tagging, which help us to recognize several ANEs.
The use of generalized tagging transducer permits to avoid ambiguity problems, for
example, we must guess if a word is a first name or surname and it is not an
adjective or a common noun. The Event, Location and Organization recognition
relies on the important number of the identified extraction rules. However, the year
recognition without trigger words and through prepositions cause the obtained
measure values for the Date category.

The second evaluation consists in applying our proposed system on ANERcorp.’
This corpus is freely distributed. [6] collected ANERcorp from several sources to
obtain a generalized corpus. The ANERcorp was collected to construct the study
and test corpora for the elaborated ANERsys. The ANERSys recognizes and
annotates ANE using ML approach. ANERcorp contains more than 150 000 words
annotated for the NER task. Each word in this corpus is annotated as one of the tags
illustrated in Table 4.

The evaluation admits three steps. The first one consists in deleting tags existing
in ANERCcorp to recover the initial corpus. The second step is the application of our
analysis transducer cascade on the initial ANERcorp to provide an annotated one.

Shttp://users.dsic.upv.es/grupos/nle/?file=kop4.php.
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Table 4 Tags used by ANERsys

Tag Signification

B-PERS Beginning of the name of a PERSon

I-PERS Inside of the name of a PERSon

B-LOC Beginning of the name of a LOCation

I-LOC Inside of the name of a LOCation

B-ORG Beginning of the name of an ORGanization

I-ORG Inside of the name of an ORGanization

B-MISC | Beginning of an NE that does not belong to any previous class called

MISCellaneous
I-MSC Inside of an NE that does not belong to any previous class
(6] Annotated word is not an NE (Other)

The recognized ANEs inside the new corpus are annotated using { }, for this reason,
it will be the input of the synthesis transducer cascade. We added a new transducer
that is dedicated to transform the Location, Person and Organization tags into
tags having the following format: <category> and </category> as <LOC> and
</LOC> to replace <placeName> and </placeName>. The categories inside the
new illustrated tags are the same used by the ANERsys. Thus, the annotated
ANERcorp must be adopted to the same format generated by the synthesis trans-
ducer cascade. In the third step, the transformation transducer cascade ensures this
adoption.

The transformation transducer cascade acts on the ANERCorp to transform the
used tags. The first called transducer is dedicated to delete the Inside tags (i,e. I-LOC,
I-PERS) and to regroup the annotated words with the beginning of the name as
B-LOC in the same line. The second transducer takes the B-LOC, B-PERS, B-ORG
and B-MISC and transforms these categories into the new format <Category> and
</Category>. For example, the ANE “< s % Frankfurt” was annotated as
[©,s8) % B-LOC] and it is transformed to <LOC> <58 4 </LOC>. The last
transducer deletes the O tag. All transducers are in mode “replace”. The two first
transducers are applied in “until fix point” mode in order to treat imbrication inside
the ANE. We also applied our synthesis cascade to facilitate the comparison. A new
transducer is added to convert the TEI tags related to Location, Person and
Organization to the already mentioned format <category> and </Category> tags.

The evaluation before the application of our analysis and synthesis transducer
cascade on the ANERCorp is performed by the precision, recall and F-score
measures that are illustrated in Table 3. Our measure values are presented to be
compared with the ANERsys measure values that were tested on ANERCorp.

Table 5 illustrates the measure values related to our CasANER system and to
ANERsys. We can see that the CasANER results are as efficient as ANERsys one in
the recognition and annotation of PERS and ORG. However, the ANERsys can
recognize and annotate ANE having the category LOC more than our system.
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Table 5 Comparison ANERSys CasANER using
between CasANER and ANERCcorp

VAglil:Sys Hsing measure LOC |PERS |ORG |LOC |PERS |ORG
Recall 0.78 [0.41 0.31 0.71 0.81 0.58
Precision |0.82 |0.54 0.45 0.66 |0.76 0.55
F-score 0.80 |0.46 0.36  |0.67 [0.78 0.63

There are some cases undetected by CasANER, such as abbreviations. In fact, we

do not treat this form, which frequently appears in ANERCorp especially in orga-
nization names such as <ORG> ¢ J} =~ </ORG> and <ORG> (> & & </ORG>.
In fact, for the category Organization, we recognize it using trigger words. However,
we do not treat the famous organization names as “Wd/ FIFA” (<ORG> !
wil</ORG>). The NEs written in other languages are not treated by our proposed
system, whereas there are several foreign NEs having the category PERS and ORG
annotated in  ANERCorp as <PERS> Charles I </PERS> and <ORG> El
Telegramma Del Rif </ORG>. There are also ANE annotated in error by the
ANERsys as “0lag-dP that was annotated as a person name.

The CasANER application contributes to the enrichement of the
ANERCorp. This enrichment was made through, on the one hand, the refinement
provided by the use of categories and sub-categories and, on the other hand,
through the use of TEI tags. Moreover, our analysis transducer cascade, which is
included in CasANER, can resolve the agglutination phenomena untreated in
ANERCorp. For example, the ANE “al j=ll a8 5/ and Quasim Alaazam” is annotated
as follows <PERS> al )&l aulé s </PERS>. However, CasANER annotates this ANE
as follows: the conjunction “s and” is surrounded by “Prps” tag as <Prps>s
</Prps>. This Prps is attached to two sub-tags: <PERS> <forename> s\
</forename> <surname> ¢ =l </surname> </PERS>.

6 Conclusion

In the present work, we proposed CasANER system to recognize and annotate
ANE:s. The system is composed of two kinds of transducer cascades, which are the
analysis and the synthesis implemented through the linguistic platform Unitex,
especially, using the CasSys tool.

To realize CasANER, we made a deep and detailed ANE categorization in order
to develop a category hierarchy. The elaborated hierarchy relies on representative
an Arabic Wikipedia corpus containing articles extracted from several Arabic
countries. In fact, analysis cascade regroups transducers, which ensure the analysis,
filter and generalization tagging phases. The filtering phase is intended to rectify the
paths of the analysis transducers in order to have structured recognized ANEs.
However, the generalization-tagging phase helps us to improve our system per-
formance. According to the synthesis, this cascade regroups transducers that helps
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transform the annotation of the recognized ANEs into an annotation respecting the
TEI recommendation. This transform enables us to generate structured output
corpus that can be used by several NLP-applications. The evaluation using measure
values shows that the CasANER proves its reliability because the obtained results
are encouraging. Indeed, our system also demonstrates that it provides results more
efficient than those of the ANERsys during the comparison process.

In future work, we will exploit our system output to extract the relevant SRs
between the recognized and annotated ANEs in order to create electronic ANE
dictionary having a convivial interface. In addition, we will improve the CasANER
by adding a ML module to enhance its performance. Finally, we will focus on
ameliorating our proposed system to realize the EL task based on existing free
resources.
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