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Preface

In this era of globalization, people from different countries and cultures have the
opportunity to interact directly or indirectly in a great diversity of situations.
Despite differences in their way of thinking and reasoning, their behaviors, their
values, lifestyles, customs and habits, languages, religions, in a word, their cultures,
they must be able to collaborate on projects, to understand each other’s views, to
communicate in such a way that they do not offend each other, to anticipate the
effects of their respective actions on others, and so on. It is then of primary
importance to understand how culture affects people’s mental activities, such as
perception, interpretation, reasoning, emotion, and people’s behavior, in order to
anticipate possible misunderstandings due to differences in handling the same sit-
uation, and to try and solve them.

Artificial intelligence, and more specifically, the field of Intelligent Systems
design, aims at building systems that mimic the behavior of human beings in order
to complete tasks more efficiently than the latter could by themselves.
Consequently, in the last decade, experts and scholars in the field of Intelligent
Systems have been tackling the notion of cultural awareness. A Culturally-Aware
Intelligent System can be defined as a system, where culture-related or, more
generally, sociocultural information is modeled and used in designing its human–
machine interface or intervenes in the task carried out by this system, be it rea-
soning, simulation, or any other task involving cultural knowledge.

The first part of the book is devoted to the presentation of some
Culturally-Aware Intelligent Systems, devised in the field of artificial intelligence.

The two following parts intend to be a source of inspiration for building mod-
elizations of culture and of its influence on the human mind and behavior, to be
used in new Culturally-Aware Intelligent Systems. They, respectively, deal with the
results of experiments carried out in two fields that study culture and its influence
on the human mind’s functions: Cultural Neuroscience and Cross-Cultural
Psychology. Cultural Neuroscience is a sub-domain of both Cognitive
Neuroscience and Cultural Psychology and Cross-Cultural Psychology is a
sub-domain of Cognitive Psychology, that is the reason why, in Chap. 1 of Volume
1, entitled “Introduction,” before the part devoted to the Culturally-Aware
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Intelligent Systems, the goals that characterize each discipline and the tools used to
conduct experiments in each field will be recalled.

Here is a brief outline of each chapter of the three parts.

Overview of the Chapters

Part I Culturally-Aware Intelligent Systems

Chapter 2: Culturally-Aware HCI Systems
R. Heimgärtner
Culture strongly influences human–computer interaction (HCI), since the end user
is always operating within a certain cultural context. Chapter 2 describes a
Culturally-Aware HCI System, in the context of automotive navigation, which
culturally adapts its interaction with the end user over time.

Chapter 3: Building Time-Affordable Cultural Ontologies Using an Emic
Approach
J. Petit, J.C. Boisson and F. Rousseau
Culturally-Aware Intelligent Systems often need to have a representation of a given
culture. Most of the time, this representation is subjective because it is based on an
etic approach, aiming at discovering cultural universals from an outsider perspec-
tive. However, this clearly fails at capturing a culture’s specificities. Chapter 3
presents an emic approach that consists in building cultural knowledge in the form
of ontologies, whose goal is to identify from an insider view, concepts, and
behaviors that constitute typical traits of the concerned culture.

Chapter 4: Teaching an Australian Aboriginal Knowledge
C. Kutay
Teaching cultural competency is an important purpose of Culturally-Aware
Intelligent Systems. Chapter 4 presents gaming environments involving intelli-
gent agents modeling cultural rituals, values, and emotional responses to support
the learning of cultural competency. It describes the development of cultural
knowledge sharing processes to allow students to experience the conflicts felt by
Aboriginal Australians within the mainstream culture.

Chapter 5: Culturally-Aware Healthcare Systems
L. Yin, T. Bickmore
Culturally-Aware Intelligent Systems often use conversational agents representing a
specific culture that matches the user’s one. Moreover, the messages sent through
these agents, targeted and tailored for this culture, increase their impact on users
belonging to that culture. Chapter 5 presents such a system, whose aim is to
improve the efficacy of health care on patients.
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Chapter 6: Combining a Data-driven and a Theory-Based Approaches to
Generate Culture-Dependent Behaviours for Virtual Characters
B. Lugrin, J. Frommel and E. André
To incorporate culture into Intelligent Systems, for example, to generate
culture-dependent behaviors in conversational agents or any virtual agents, two
approaches are commonly used: theory-based approaches that build computational
models based on cultural theories to predict culture-dependent behaviors, and
data-driven approaches that rely on multimodal recordings of existing cultures.
Chapter 6 presents a hybrid approach combining a data-driven and a theory-based
approaches to generate culture-dependent behaviors for virtual characters.

Chapter 7: Mental Activity and Culture: The Elusive Real World
G.J. Hofstede
Chapter 7 deals with the design of social agents in Culturally-Aware Intelligent
Systems, like the conversational agents seen in Chap. 5. Social agents have a mental
activity in a social world. Mental activity includes three steps—perceive, interpret,
select action—that can result in many differences between agents from different
cultures. The social world—in the form of generic sociological theory—and these
differences—in the form of Cross-Cultural Theory—can be used for designing these
agents. The chapter gives examples from recent literature that can serve as points of
departure for further work.

Chapter 8: Affective Body Movements (for Robots) Across Cultures
M. Rehm
Body movements in the human being express affective information but may be
interpreted differently depending on the culture of the interpreter. The purpose of
Chap. 8 is to both generate and interpret body movements in robots by using a
methodological approach that takes into account the cultural background of both the
developer and the user during the development process.

Chapter 9: Modeling Cultural and Personality Biases in Decision-Making
E. Hudlicka
The process of decision-making is well-known for including cultural, personality,
and affective biases. Chapter 9 describes a method for modeling multiple decision
biases resulting from cultural effects, personality traits, and affective states, within
the context of a symbolic cognitive-affective agent architecture: the MAMID
methodology and architecture.

A great deal of Culturally-Aware Intelligent Systems is made for military and
security purposes, because military situations typically involve people from dif-
ferent cultures. Chapters 10 and 11 deal with the notion of culture in such contexts.
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Chapter 10: Considering the Needs and Culture of the Local Population in
Contemporary Military Intervention Simulations: an Agent-Based Modeling
Approach
J.Y. Bergier, C. Faucher
Chapter 10 presents SICOMORES, a simulation system, based on a multi-agent
architecture representing the local population in the context of an asymmetric
conflict, which simulates the effects of military actions of influence on the popu-
lation. It takes into account the way culture influences these types of actions, treated
like cognitive processes.

Chapter 11: Simple Culture-Informed Models of the Adversary
P.K. Davis
Cognitive models of the adversary are useful in a variety of domains, including
national security analysis, but good cognitive models must avoid mirror imaging,
which implies recognizing ways in which the adversary’s reasoning may be affected
by history, culture, personalities, and imperfect information, as well as by objective
circumstances. Chapter 11 describes a series of research efforts over three decades
to build such cognitive models.

Part II Cultural Neuroscience

Chapter 12: Cultural Neuroscience
R.T. Bjornsdottir, N.O. Rule
Chapter 12 provides an overview of the research in the burgeoning field of Cultural
Neuroscience that results from the convergence of Cultural Psychology and
Cognitive Neuroscience, and outlines the history of the field and its origins. This
specific field encompasses a wide variety of research and provides a unique lens
through which to study cultural differences. Notably, research in this field has
provided evidence of subtle and nuanced differences across cultures, where
behavioral evidence alone could not, demonstrating the importance of the neuro-
scientific approach.

Chapter 13: Cultural Neuroscience and the Military: Applications,
Perspectives, Controversies
K. Trochowska
Chapter 13 shows the evidence of the culture-brain nexus and its numerous
implications for human mind functioning in a variety of domains, reviews the
existing solutions and projects that leading military institutions are already con-
ducting in the cognitive field, and, in light of the newest findings of Cultural
Neuroscience, proposes new potential solutions and enhancements for the design
and conduct of military training and of non-kinetic aspects of military operations.
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Part III Cross-Cultural Psychology

Chapter 14: Cross-Cultural Dimensions, Metaphors and Paradoxes: An
Exploratory Comparative Analysis
M.J. Gannon, P. Deb
Chapter 14 compares the three most popular ways of describing and analyzing
cross-cultural similarities, differences, and areas of ambiguity: dimensions like in
Hofstede’s works, according to an etic approach, cultural metaphors according to an
emic approach, and paradoxes again according to an etic approach. These para-
digms are actually complementary in the global understanding of a given culture,
and one can go back from one level to a previous one that is then better understood
(« feedback loops »).

If the paradigm of dimensions has been largely exploited in AI Systems, we
think it would be beneficial to researchers in this field to develop works on oper-
ationalizing the concepts of cultural metaphors and paradoxes as well as the notion
of feedback loops.

Chapter 15: A Model of Culture-Based Communication
B. Martinovski
Both humans and virtual agents interact with intercultural environments and need to
behave appropriately according to the environment. Chapter 15 proposes a dynamic
modular model of culture-based communication, which reflects intercultural com-
munication processes and can be used in the design of life-like training scenarios
where culture is defined as a semiotic process and a system, which builds upon self
and other identities and which is sustained and modified through communication
and cognitive-emotive mechanisms such as reciprocal adaptation, interactive
alignment, and appraisal.

Chapter 16: Dynamic Decision-Making Across Cultures
C.D. Güss, E. Teta
Chapter 16 studies the decision-making process in complex, uncertain, and dynamic
situations, whereas decision-making research had so far focused on simple choices.

The chapter discusses a methodology especially suited for the study of dynamic
decision-making and then discusses new empirical research on how culture influ-
ences dynamic decision. Such findings contribute to a more comprehensive theory
of decision-making and allow for a better understanding of decision-making con-
flicts. Finally, applications of these findings are discussed and can be utilized in
cultural competency training programs or international work teams.

Chapter 17: When Beliefs and Logic Contradict: Issues of Values, Religion
and Culture
V. Cavojova
In real debates, we often do not think about the validity of the arguments from the
strictly logical point of view and we often disagree even before we hear the par-
ticular argument: This is the confirmation bias. Chapter 17 deals with the confir-
mation bias in reasoning about controversial issues (in this case abortions), and it
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examines the effect of cultural parameters, like values (pro-life, pro-choice, neutral)
and religious and political affiliations, on syllogistic reasoning. This chapter shows
that when beliefs and evidence clash, it is often belief that wins. It is no surprise that
people untrained in critical, scientific thinking resort to beliefs as their compass in
navigating through the vast ocean of conflicting information (obtained from sci-
entific research) and conflicting values (such as the rights of children vs. the rights
of their mothers) that are contemporary, globalized human societies.

Chapter 18: Social Influence and Intercultural Differences
L. Rodrigues, J. Blondé and F. Girandola
Chapter 18 studies the effects of cross-cultural differences (individualistic vs. col-
lectivistic cultures) on cognitive dissonance, social influence, and persuasion. It
shows that intra-individual processes, such as the reduction of dissonance and the
processing of persuasive information, are regulated by cultural orientations and
cultural aspects of the self (independent vs. interdependent self-construal).
Considering these cross-cultural effects, new avenues of research open up on
change and resistance to change in many fields such as health, environment, con-
sumption, and radicalization.

Chapter 19: The Influence of Emotion and Culture on Language—
Representation and Processing
D.M. Basnight-Brown, J. Altarriba
Research focused on the study of emotion, specifically how it is mentally repre-
sented in the human memory system, is of great importance within the study of
cognition. Chapter 19 examines the factors that make emotion words unique, as
compared to other word types (e.g., concrete and abstract words) that have tradi-
tionally been of interest. This chapter also describes the factors that influence how
those who know and use more than one language process and express emotion, and
the role that language selection plays on the level of emotion that is activated and
displayed. Finally, cross-cultural differences in emotion are examined, primarily as
they relate to differences in individualistic and collectivistic contexts.

Chapter 20: Creating a Culture of Innovation
A. Markman
In the context of Chap. 20, the term culture is not limited to nations or ethnic
groups, but is broadened to include any group that influences the individual’s
behavior, actually any organization. This chapter describes a culture of innovation,
that is, the process of generating and implementing practical new ideas, where key
factors are the need to favor innovation over efficiency, to tolerate failure, and to
have the flow of information and ideas circulate between people.

To operationalize this broadened view of the notion of culture, we think it would
be worth designing new concepts defining a culture and studying the way they can
be used to model the effects on the reasoning and behavior of the group of people
that adopts it.
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Chapter 21: The Wonder of Reason at the Psychological Roots of Violence
M. Maldonato
The last chapter, Chap. 21, stands apart from the other chapters and deals with the
role of culture at the scale of mankind from a psychoanalytical and philosophical
point of view.

Aggression, violence, and destructiveness have been part of human nature since
its origins. Their roots can be traced back to the unconscious and an elaboration of
mourning that uses division in order to save oneself from anguish and guilt,
attributing all good to one’s own object of love and all evil to an external enemy—
just as it happens a stranger, considered dangerous and an enemy, is the object of
anguish not because he really is dangerous, but because onto him the internal
enemy is projected. Chapter 21 seeks to show how this permanent psychic tension
derives from the meeting of opposing, heterogeneous, and unpredictable forces and
movements which can be neutralized but are never canceled out. The balance
between instinct and rationality can be lost at any time, and, on an individual or
collective level, it can degenerate into pure violence. But, if life expresses itself
through biological functions of a very high complexity, it also does so through
history and culture. A sense of guilt can be elaborated in order to build better
civilization and allow for the development of life protected from the worst excesses
of violence.

Paris, France Colette Faucher
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Chapter 1
Introduction

Colette Faucher

Abstract In this introductory chapter, we would like to clarify the purpose and the
tools used in two disciplines, Cross-Cultural Psychology and Cultural
Neuroscience, as in Part II and Part III of this book, will be presented studies
conducted respectively in both research domains. We begin to describe Cognitive
Psychology as Cross-Cultural Psychology is one of its subfield, then Cognitive
Neuroscience as well as Cultural Psychology from which Cultural Neuroscience
originated.

Keywords Cognitive Psychology � Cross-Cultural Psychology
Cognitive Neuroscience � Cultural Psychology � Cultural Neuroscience

1.1 Cognitive Psychology

Cognitive Psychology studies the main psychological functions of the human being.
The general notion of cognition subsumes the set of the functions that psychology
has dealt with since its origins: sensation, perception, learning, memory, reasoning,
as well as all the activities that are involved in the production and understanding of
language. In this sense, one can characterize it as “the set of processes whose
function is to produce and to use knowledge”. It also concerns the formulation of
hypothesis about the way knowledge is organized within the human memory (in-
dividual symbolic entities or networks) and the architecture that links all the
components.

Cognitive Psychology postulates that one can infer representations, structures
and mental processes from the study of behavior. Contrary to behaviorism, it makes
it clear that psychology is the study of the mind, not of the behavior. Moreover,
introspection is not seen as a reliable enough way to explore the mental.
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What characterizes Cognitive Psychology is a general goal: to establish a con-
ception of human cognition inspired by the concepts provided by the information
processing theory. For this purpose, it is necessary to account for the mental
functions that apply to information in general and more specifically to information
that is likely to become knowledge. Several steps are distinguished: the initial input
of perceptive information, its transformation and its storing in memory, its orga-
nization and its evolution within this memory and finally its retrieval in view to later
use, in the context of new situations implying, for example, the search for a solution
to an unusual problem.

Cognitive Psychology preferentially uses experimentation and behavioral mea-
sures that study in particular reaction time or the time necessary to an operation
(time to complete the task, time to read exhibition), the accuracy of the response
(for instance, the rate of right or wrong answers), or even cognitive eye tracking or
physiological data (functional imaging, etc.). Computer modeling also plays an
important role.

Some scholars devote their research to the cognitive architecture of the mind.
One then finds experiments intended to elucidate the different «modules» that take
charge of the main functions of cognition. These modules do not necessarily cor-
respond to specific cerebral units, but rather to functional entities that may mobilize
a variety of distinct cerebral structures. For example, one can refer to the distinction
between working memory and long-term memory or semantic memory and epi-
sodic memory. Cognitive Psychology also works with the concept of association.

Other researchers aim at describing the strategies that individuals implement to
deal with daily life tasks, problem solving tasks, decision-making or even profes-
sional tasks (medical diagnosis, air traffic control and so on).

The cognitive activity is seen as the interface between two sets of entities:
representations (informational structures «written» in memory) and processes of
treatment applicable to these representations (activation, comparison, combination,
transformation).

An idea that has been prevailing for a long time is that cognition deals mostly
with higher level processes, which has sometimes led some scholars to posit a gap
between «perception» and «cognition». However, this idea has since been largely
abandoned and all forms of information processing (including at its lowest level)
have been progressively gathered together under the generic term «cognition».

It is not by chance that the expansion of the cognitive concepts in the psychology
of the last quarter of the twentieth century coincides with the taking into account of
the concept of cognition by other disciplines, first and foremost by the ones con-
cerned at that time with the simulation of the functions of the human mind, like
Artificial Intelligence. This approach postulated that it is possible to build artificial
systems able to contain knowledge, to manipulate its components, and to apply to it
computational mechanisms allowing for the production of reasoning or
decision-making. Therefore, cognitive mechanisms similar to those supported by
biological systems were supposed to be transposable to other supports and result in
similar outputs than the ones from human intelligence. This ambition
to «mimic» cognitive functions and to have them performed by non-biological
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systems allowed scholars to reveal that eminently cognitive concepts like «repre-
sentation» or «intelligence» had a validity far beyond psychology. Actually, those
concepts had not been borrowed or transferred from a scientific field to another one,
but the acknowledging of those concepts was possible at a higher level of
abstraction and generality than for each of the concerned disciplines. This situation
has forced the researchers to elaborate description languages compatible with both
the concepts used to account for natural cognition and those used to account for
artificial intelligence. Some of these efforts resulted in symbolic models, others in
connectionist or hybrid models.

1.2 Psychology and Culture

For about 60 years, Cognitive Psychology has been developing without paying a lot
of attention to Culture. Indeed, we tend to suppose that our ways of being, thinking
and acting are «natural» and «universal». This postulate was at the core of the
scientific approach of the psychologists. It is only around the sixties that more and
more researchers began to question that postulate and to conduct researches within
several distinct cultures.

Three trends then appeared within Cognitive Psychology concerning the notion
of Culture:

– Cross-cultural Psychology where researchers observe differences between
individuals coming from different cultural groups. At this level, cultural simi-
larities or differences are observed separately in each group.

– Intercultural Psychology where scholars study phenomena related to the
contact between the members coming from different cultures. The main concept
is the one of acculturation, which refers to all the changes (psychological,
cultural, etc.) induced by contacts between people from different cultural
backgrounds.

– Cultural Psychology, which supports a theoretical approach differing from both
Cross-Cultural and Intercultural Psychology. First, Intercultural Psychology
tends to view Culture as a set of factors or conditions external to the individual,
whereas Cultural Psychology considers Culture as being essentially internal to
the person. Second, whereas Intercultural Psychology usually adopts a univer-
salist point of view on the nature and unity of mankind, Cultural Psychology
tends to favor relativism and the idea that culture and mind participate in the
constitution of each other. These distinctions are important as they lead to
opposite viewpoints on the question of the universality of the cognitive
processes.
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1.3 Cognitive Neuroscience

The research domain covered by Cognitive Neuroscience is fairly recent. It dates
back to the end of the 1970s where Michael Gazzaniga and George Miller intro-
duced this expression.

The aim of Cognitive Neuroscience is to identify cerebral processes at the source
of our mental capacities and to assess, in neurobiological terms, the plausibility of
the models proposed in Cognitive Science. How can the functioning of our brain
underlie our immaterial mind? To perceive, to recognize, to decide, to act, to
memorize, to speak, to reason, to be aware of, to pay attention to… What cerebral
organization, what neural processes, what neural coding can explain the main
cognitive capacities in the human being and the animal? Cognitive Neuroscience is
at the interface between Neuroscience, Psychology, Computer Neuroscience,
Cognitive Science and Philosophy. Researchers in this area often combine para-
digms from Cognitive Psychology with approaches that are specific to the study of
the brain and neural functioning. The spectacular technical evolution of the last 30
years has allowed for a huge rise of Cognitive Neuroscience.

Our knowledge about the relations between the brain and cognitive capacities
has long depended on Neurology and Neuropsychology. The deterioration of some
patients’ cognitive functions allowed to match a given function with a specific
cerebral area.

The contribution of cerebral imaging has been tremendous: while our knowledge
depended on the study of patients whose cerebral functioning was impaired by
trauma, it became possible to visualize the brain activity of a healthy subject while
he was performing a specific cognitive task.

The techniques used to this purpose are Positron Emission Tomography
(PET) (which requires the injection of a weakly radioactive tracer to get a picture of
the brain) and Magnetic Resonance Imaging (MRI) (that is a totally non-invasive
method). Such techniques produce anatomic pictures of the brain in two or three
dimensions, but mostly pictures of the brain in activity during the execution of a
task (fMRI, Functional Magnetic Resonance Imaging).

fMRI does not directly measure neural activity, but it reveals the active cerebral
areas by measuring blood flow, since blood brings to the brain the elements nec-
essary for its activation, especially oxygen. While a subject performs a given task, a
larger volume of oxygenated blood flows towards the active cerebral areas and the
BOLD (Blood Oxygenation Level-Dependent) signal reflects these flow
modifications.

However, if fRMI is useful to visualize the set of cerebral structures that become
active during a cognitive task, it does not provide any temporal information about
the order in which they are activated. For that purpose, it is necessary to make use
of Electroencephalography (EEG) or Magnetoencephalography (MEG), that reg-
ister the synchronous activity of several thousands neurons by recording an electric
or magnetic signal. However, it remains very difficult to determine the localization
of the neuron populations that are at the source of the signal.
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Researchers solve that problem by combining the «temporal resolution» of EEG
and the «spatial resolution» of RMI and then merging the information provided by
means of both techniques, but this double approach is quite complex and is not used
very often.

One can then understand how the extraordinary rise of Cognitive Neuroscience
is closely linked to the considerable technical progress that revolutionized
Neuroscience, but those techniques still cannot answer the fundamental question
that Cognitive Neuroscience asks: what is the nature of neural representations in our
brain? How can the functioning of neuron populations organized in cerebral net-
works explain our capacity to perceive the world that surrounds us, to interact with
it, to reason, to anticipate, to understand others?

The notion of «neural representation» is at the heart of Cognitive Neuroscience
as the notion of «mental representation» is at the heart of Cognitive Psychology.
For some researchers, the representation of a stimulus is «distributed» and implies
the activation of a very large set of neurons—several millions, possibly billions—
none of which is really specific to this stimulus. For others, this representation
implies only a few very specific neurons and one then refers to a «scat-
tered» representation. The most extreme hypothesis (called the hypothesis of
the «grand-mother» cell) postulates that a unique neuron is activated only if the
precise stimulus for which it has been specializing occurs (for example, the neuron
devoted to the neighbor’s dog).

All the techniques we mentioned are not able to provide a definitive answer to
the partisans of the distributed and the scattered approaches. This question requires
the study of the coding of information at the level of the individual neuron and the
recording of the activity of unitary neurons is an invasive method since one or
several electrodes must enter the brain. However, some experiments support the
hypothesis of the scattered representation.

In any cognitive task, an individual’s decisions depend on both their internal
motivations and the consequences of their decisions on the complex social network
to which they belong. To decode the emotions and the intentions of others from
their facial expressions and the direction of their gaze is essential to establish
harmonious social relationships.

Cognitive Neuroscience has made great progress to pinpoint the neural sub-
strates on which emotions like fear, disgust, and anger depend. It is still necessary
to be able to interpret this emotion or this gaze. An autistic child knows how to
recognize the direction of the other’s gaze, but he does not know how to interpret it
to deduce the other’s interest or desire.

Interacting is also to anticipate the consequences of others’ actions and to use
others’ mistakes to adapt one’s own behavior. Which neural coding is at the source
of such capacities?

For a few years, very ingenious protocols having two or three monkeys inter-
acting have been allowing to obtain very interesting data. Researchers got to show
that a monkey knew how to use the mistakes of another monkey that he observed to
adapt his own behavior. They highlighted, in the frontal lobe, a neural population
which codes in a very specific way the mistakes made by the observed monkey!
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Other neurons even anticipate the consequence (reward or not) of the decisions of
the observed monkey. These studies require the complex conditioning of several
monkeys and numerous controls, but Cognitive Neuroscience is developing in the
domain of social interactions and will allow to characterize the underlying neuronal
processes and to better understand the disfunctioning of the social behavior asso-
ciated to certain pathologies.

Cognitive Neuroscience however should reach one of its limits, as, in the human
being, beyond his relationships with the other, it would need to take into account
dimensions like the individuals’ history or cultural identity.

1.4 Cultural Neuroscience

Human beings are physiologically constituted in the same way across the world. So
far, one assumed that memory, intelligence, brain functions worked exactly the
same way for all human beings. By considering that Culture and the human mind
are inevitably linked and inseparable, Cultural Psychology questions this
assumption.

Traditionally, experimental psychologists assume that the human mind consists
of the same components and follows the same general rules of functioning whatever
the Culture, like the central unit of a computer. However, in the framework of
Cultural Psychology, several reasons lead to think that very often the functioning of
the human mind is not independent from Culture and the understanding of cognitive
phenomena will remain incomplete as long as one will not take into account the
cultural context within which they take place. Contrary to a computer, the human
brain changes and evolves across time, depending on our experiences. Given that
our experiences influence our mind, and that cultures differ as regards the types of
experiences they may bring, some researchers attempted to illustrate the idea that
Culture and the human mind shape each other. One can for instance mention Shobu
Kitayama’s works at the University of Michigan. Kitayama uses MRI to show that
the areas of the prefrontal cortex known for being involved in the processing of
information related to the Self are activated when one asks Chinese people or
Westerners to judge information related to the Self. However, an interesting cultural
difference is observed when the participants have to make similar judgments
towards their mother. In that case, the same cerebral area is activated but only in the
Chinese participants. This result is consistent with the idea of collectivism and
interdependent Self in the Chinese culture, contrary to individualism and the con-
cept of independent Self in the Westerners.

Cultural Neuroscience, stemming from both Cognitive Neuroscience and
Cultural Psychology, is concerned with the relations between the values and the
cultural practices on the one hand and the functioning of the brain on the other hand
and will probably develop more and more in the coming years. One can expect that
future research will focus on the study of the mechanisms allowing to explain the
influence of Culture on human cognitions and behavior.
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Most of the studies in Cognitive Psychology that underlie AI Culturally-Aware
Intelligent Systems come from Cross-Cultural Psychology as the latter model the
influence of Culture within one given culture and by using the metaphor of the brain
functioning as an information processing computer unit. To our knowledge, very
few not to say no AI Culturally-Aware Intelligent Systems are based on
Intercultural Psychology. Finally, the postulate that characterizes Cultural
Psychology, which is the mutual influence of Culture and the human mind, viewed
through the lens of Cognitive Neuroscience, has not yet been used as a basis for AI
Culturally-Aware Intelligent Systems. By describing experiments in the approaches
to Culture that one can find in Cross-Cultural Psychology and Cultural
Neuroscience respectively, we hope to inspire new research in AI and Culture that
will result in more realistic models of the influence of Culture on the human mind
and behavior.
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Chapter 2
Culturally-Aware HCI Systems

Rüdiger Heimgärtner

Abstract Culture influences human–computer interaction (HCI) heavily, since the
end-user is always operating within a certain cultural context. First, cultural and
informational factors jointly influence the look and feel of interactive systems, for
example, widget position or information density. In addition, each individual
develops a specific culture (eating style, walking style, etc.)—that is, their own
characteristics, behavior, attitudes, and values. Consequently, individual adaptivity
is sometimes a key factor in covering the disparate needs of culturally but uniquely
imprinted end-users; this may involve such tasks as reducing the workload by
recognizing the individual expectations of each end-user. This improves usability,
shortens training units, and improves universal access. For Culturally-Aware HCI
systems socio-cultural information is used and modeled in the design and appli-
cation of the human–computer interface (HCI) of such systems. In this chapter, we
describe a Culturally-Aware HCI system in the context of automotive navigation
that culturally adapts its interaction with the end-user over time. We analyze the
way in which culture influences reasoning and the way the users feel and behave in
HCI in order to establish a model for automatically adapting HCI to users using a
Culturally-Aware adaptive HCI system. Fundamental theoretical reflections are
presented and exemplified, and design and functioning are thus described in both
theory and practice.

Keywords Culturally influenced HCI model � Model � Culture
Architecture � Culturally-Aware HCI systems � System � HCI
Demonstrator � Cultural interaction indicator � Cultural dimension
HCI dimension � Structural equation model (SEM) � Culturally
adaptive HCI architecture (CAHCI) � Principle of culturally adaptive
HCI � Intercultural user interface design (IUID) � UID
Intercultural HCI design
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2.1 Approach to Culturally-Aware HCI Systems

Culturally-Aware systems can be defined as systems where culture-related or, more
generally, socio-cultural information is modeled and used to design HCI, or such
information intervenes in the task carried out by this system, whether it is during
reasoning, simulation, or any other task involving cultural knowledge. This infor-
mation must be encapsulated in a cultural model in the Culturally-Aware HCI
system in order to effect the right HCI adaptations to be made in a cultural context.
In the following, a method for creating Culturally-Aware HCI systems is presented.

2.1.1 Intercultural HCI Design

One method for finding differences between cultures is analyzing critical interaction
situations between humans [1]. Honold [2] introduced this approach to HCI anal-
ysis by considering the occurrence of critical interaction situations in problematic
user interfaces and system functionality as well as considering systems as (artificial)
agents with their own culturally imprinted behavior caused by the developer’s
culture. The user’s internal model of the system is imprinted by their culture, by
their expectations of the system’s properties, and by their interaction experience
with the system.

After deriving intercultural factors from cultural dimensions that describe the
behavior of members of cultures [3], for example, [4] empirically showed the direct
influence of cultural markers on the performance of users interacting with the
system and showed the connection between culture and usability. In addition, [5]
investigated the influence of culture on usability. In his conclusion, [5] stated that
“Individualism/Collectivism is connected to and has an effect on usability” ([5],
p. 17): Hofstede’s individualism index [6] is significantly connected to the user’s
attitude toward satisfaction and their attitude toward product usability.

Röse [7] suggested a “method of culture-oriented design” (p. 103) (MCD) that
integrates aspects from new concepts of culture-oriented HCI design and knowl-
edge about cultural differences into existing concepts of HCI design. Relevant
cultural variables for intercultural HCI design have to be determined and specified
analytically through a literature review and requirements analysis. The values of the
variables represent culture-dependent variations that can be found at all levels of
HCI localization (surface, functionality, and interaction) [7] and can be exploited in
intercultural user interface design (IUID) [8]. However, areas strongly influenced
by culture do not come to the surface directly—only behavior is visible on the
surface, which is imprinted by cultural aspects over time; only the user’s behavior
itself yields deep insights about the user’s cultural imprint [7]. Therefore, one of the
most promising methods for obtaining cultural differences in HCI is observing,
analyzing, and evaluating user–system interaction. Qualitative and quantitative
empirical analyses must show if the results of studying HCI correspond to cultural
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models. Finally, the values of the cultural variables need to be considered to
develop guidelines for intercultural HCI design and intercultural usability engi-
neering [8].

2.1.2 Determination of Cultural Interaction Indicators
and Formation of HCI Dimensions

A first step toward a theory of culturally influenced HCI is to develop a set of
cultural interaction indicators (CIIs), which establishes the basis of a model for
describing cultural differences in the interaction behavior of the user by repre-
senting the relationship between (the values of) cultural dimensions and (the values
of) the dimensions of user interaction behavior; that is, (the values of) “human
computer interaction dimensions” (HCIDs) such as information speed, information
density, interaction speed, and interaction frequency [9]. They represent the char-
acteristics of HCI by describing the HCI style of the user, that is, the method of
information processing and the interaction style exhibited by the user. Frequency,
density, order, and structure are particularly affected during information processing;
frequency and speed are affected by user–system interaction. The quality of
information processing and interaction is nourished by effectiveness and efficiency.
To be able to measure these parameters, the specifics of the HCI dimensions must
be as concrete and exact as possible. They can be represented by quantitative
variables to build a basic measuring apparatus, from which they can then be con-
nected to cultural dimensions, thereby forming empirical hypotheses. Some of these
quantitative variables are explained later in this chapter.

The most common approach to quantifying the influences of culture on HCI is to
perform qualitative and personal studies. Although this process is relatively con-
trollable, it is very expensive and time consuming. Conversely, asking many users
online is a relatively quantitative and less controllable process. The advantages of
both approaches can be combined to solve this dilemma: many users can be asked
to respond to special use cases on their PCs and the resulting qualitative data can
then be collected quantitatively. The “Intercultural Interaction Analysis” tool (IIA
tool) was developed by [10], based on [11] and [12], to automatically obtain
qualitative data regarding cultural differences in HCI and to find metrics which are
adequate for measuring cross-cultural HCI.

2.1.3 Creating a Model for the Relationship Between
Cultural Dimensions and HCI Dimensions

The collected quantitative data can be analyzed using statistical methods (such as
ANOVA, the Kruskal–Wallis test, post hoc tests, etc.) to reveal the cultural
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differences in HCI (e.g., using potential CIIs). Structural equation modeling
(SEM) serves to verify the postulated relationships between cultural dimensions’
and HCIDs’ values to confirm or to modify (or even to identify) relationships (e.g.,
in combination with factor analysis). From this, usability metrics [13] can be
derived that are empirically valuable in terms of measuring quantitative variables in
culturally influenced HCI. Thereby, HCIDs are connected to cultural models to
construe a model that explains the relationship between HCI and culture, which, in
turn, must also be empirically validated.

2.1.4 The Approach to Culturally-Aware HCI Systems
in a Nutshell

The first task in obtaining a Culturally-Aware HCI system is to consider
socio-cultural information in the design and application of such systems. Thereby,
the influence of culture on the reasoning as well as the way the users feel and behave
in HCI is analyzed (Sect. 2.2). Moreover, in order to adapt HCI in Culturally-Aware
systems to the users, a cultural model has to be established that can be used to
generate the adaptation rules for the required contexts of use (Sect. 2.3). This model
uses cultural metrics to connect the adaptation rules in the system to the environment
or obtain the environmental information for the system’s model, leading to a generic
framework and architecture for Culturally-Aware HCI systems (Sect. 2.4). The
theoretical reflections are then empirically exemplified by a Culturally-Aware mobile
driver navigation system (Sect. 2.5). Finally, the implications for Culturally-Aware
HCI systems are summarized and recommendations given (Sect. 2.6).

2.2 Gathering Empirical Data

In order to adapt Culturally-Aware HCI systems to a user’s cultural needs, first the
differences in the cultural needs of the users—and hence the cultural differences in
HCI at all levels of the HCI localization (surface, functionality, and interaction)—
need to be investigated. Thus, areas such as the presentation of information
(e.g., color, time and date format, icons, font size), language (e.g., font, direction of
writing, naming), dialog design (e.g., menu structure and complexity, dialog form,
layout, widget positions), and interaction design (e.g., navigation concept, system
structure, interaction path, interaction speed) are considered [14]. Hall [15] found
differences in communication speed between cultures, which also implies differ-
ences in information speed (“duration of information presentation”), information
density (“number of parallel pieces of information during information presenta-
tion”), and information frequency (“number of information presentations per time
unit”).
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2.2.1 Empirical Evidence: Cultural Interaction Indicators

Using a literature review and analytical reasoning, 118 potentially culturally sen-
sitive parameters have been identified [16], implemented in the IIA tool, and
applied by measuring the interaction behavior of test persons in relation to their
culture using the IIA tool. Two online studies were conducted, in 2006 and 2007,
respectively, with almost 15,000 speakers of Chinese (C), German (G), and English
(E) located around the world using the IIA tool. Almost 1000 complete and valid
data sets are available for evaluation. The test persons had to do short test tasks
(mainly concerning driver navigation), where their interaction behavior was
recorded during their working. From the 118 potential variables, 18 showed sig-
nificant differences and which therefore can be called CIIs. These indicators rep-
resent significant differences in user interaction due to the different cultural
backgrounds of the users. F expresses the ratio of explained to unexplained vari-
ance: a high value of F indicates a high probability that the mean values of two
samples are different. The level of statistical significance is referenced with asterisks
(*p < 0.05, **p < 0.01).

• Opentaskbeforetest (F(2,94) = 3.234*) is a metric variable which represents the
number of open tasks in the working environment (i.e., running applications and
icons in the Windows™ task bar) before the test session with the IIA data
collection tool began.

• Messagedistance (F(2,94) = 6.625**) denotes the temporal distance of
sequentially showing the maneuver advice messages in the maneuver guidance
test task.

• Infopresentationduration (F(2,94) = 4.595*) represents the time the maneuver
advice message is visible on the screen.

• Mg.speed (F(2,94) = 8.665**) indicates the driving speed of the simulated car
in the maneuver guidance test task.

• Mg.mouseclicks (F(2,94) = 3.627*) specifies the number of mouse clicks during
the maneuver guidance test task.

• Similarly, uv.mouseclicks (F(2,94) = 4.274*) counts the mouse clicks in the test
task “uncertainty avoidance.”

• YesCounter (F(2,94) = 4.012*) contains the number of acknowledged systems
messages by the user during the whole test session.

• Infohierarchy.number (F(2,94) = 3.422*) indicates the number of entries in list
boxes, group boxes, or combo boxes specified by the test persons.

• Interactionexactness.duration (F(2,94) = 3.892*) measures the duration of the
abstract test task of “clicking dots away.”

• MouseMove_norm (F(2,94) = 4.473*) contains the number of mouse moves
during the whole test session divided by the duration of the whole test session
(indicated by the suffix “_norm”).

• Break10s_norm (F(2,94) = 5.150**) represents the number of interaction
breaks with the mouse greater than 10 s divided by the duration of the whole
test session.
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• Sem (F(2,94) = 3.398**) measures the number of semantic events triggered by
the user during the whole test session (e.g., the number of initiations of functions).

• MoveAgent_norm (F(2,94) = 44.204**) specifies the number of temporary
moves of Microsoft’s avatar “Merlin” into the middle of the screen every 30 s
(which disappears again after 5 s) divided by the duration of the whole test
session. If this indicator is low, the user switched off the agent quickly (as
German- and English-speaking users did, in contrast to Chinese-speaking users).

• Number of Chars (v2(2) = 14.593**) contains the number of characters entered
by the user during the maneuver guidance and map display test tasks when
answering open questions.

• MouseLeftDown_norm (v2(2) = 6.053*) counts the number of clicks with the
left mouse button divided by the duration of the whole test session.

• MaxOpenTasks (v2(2) = 10.061**) is similar to OpenTasksBeforeTest
explained above, but measures the maximal number of open tasks during the test
session.

• NoCounter (v2(2) = 20.696**) contains the number of refused system messages
by the user during the test tasks which is similar to the variable RefuseMessage
(v2 = 13.864**), which measures the same but during the whole test session.

• Break1 ms (v2(2) = 23.430**) represents the number of interaction breaks with
the mouse greater than one millisecond, which effectively measures the speed of
mouse movements made by the user.

The significant differences in the CIIs can also be seen when applying the IIA
data analysis tool to plot “cultural HCI fingerprints” (in the style of [17]), which
represent the cultural differences in HCI with respect to several variables for HCI
design that depend on the cultural background of the potential target group of users
(Fig. 2.1).

The data analysis showed that there are correlations between the interaction of
Chinese and German users with a computer system (HCI) and their cultural
background [9] concerning layout (more complex vs. simpler), information density
(higher vs. lower), personalization (higher vs. lower), language (symbols vs.
characters), interaction speed (higher vs. lower), and interaction frequency (higher
vs. lower).

Fig. 2.1 Cultural HCI fingerprints (different values of the CIIs according to test languages) plot
by the IIA data analysis tool

16 R. Heimgärtner



2.2.2 Possible Relationship Between Cultural Dimensions
and HCI Dimensions

The cultural influence on HCI design can be represented by the relationship
between the values of cultural dimensions and the values of the variables relevant
for HCI design. Several basic assumptions were derived from the work of [18]
regarding the connection between cultural dimensions and HCI dimensions [9]. The
empirical hypotheses primarily concern quite basic user behavior, described with
the following cultural dimensions: time orientation, density of information
networks, communication speed, and action chains (sequential actions).
Accordingly, it is reasonable to assume that HCI dimensions such as information
speed (distribution speed and appearance frequency of information units), infor-
mation density (number of and distance between information units), or information
structure (order of information units) stand in relation to the culturally different
basic behavior patterns of the users. If this is the case, the differences that [18]
discovered also imply differences in information speed (“duration of the informa-
tion presentation”), information density (“number of pieces of information pre-
sented in parallel”), and information frequency (“number of presentations of
information units per time unit”). Interaction style should therefore also be affected.
Table 2.1 shows some of these assumed connections.

For instance, based on the action chain dimension of [18], it can be assumed that
German users’ responses to questions are more linear (i.e., answered consecutively)
in comparison to Chinese users. Furthermore, due to the high task orientation, the
number of dialog steps taken until the completion of the task could be lower for
German users. In addition, it can be assumed for German users that the number of
interactions (such as the usage number for optional functions and help functions or
adjusting colors, etc.) is higher because of their desire to work very exactly.
However, the number of mouse movements or mouse clicks by German users
should turn out to be lower than Chinese users due to the higher uncertainty
avoidance and strong task orientation of German users [6, 19]). For these reasons,
an interaction step (and thereby the complete test duration) might last longer for
German than for Chinese users. Moreover, to save face [20], it is expected that
Chinese users possibly do not click the help button as often as German users do.
Finally, the speed of mouse movements should be lower for German users in
accordance with higher uncertainty avoidance, lower communication speed, and
low relationship orientation.
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2.3 Toward a Model of Culturally Influenced HCI

The analysis of the collected data from Chinese-, German-, and English-speaking
users showed that there are correlations between the users’ interaction behavior
with the system and the users’ culture. There are CIIs in HCI which depend on the
culture of the user (and which partly apply independent of the meaning of the
application). The found CIIs can be applied by analyzing user interaction in order to
describe the users’ needs regarding HCI in terms of the users’ culture; thereby, an
explanatory model of culturally influenced HCI as well as a usability measurement
system [13] for culturally influenced HCI has to be derived that is very valuable
empirically.

Table 2.1 Possible relationship between cultural dimensions and HCI dimensions

HCI
dimension

Examples of specifics for
HCI dimensions

CIIs Cultural dimension

Information
frequency
(IF)

Number of words,
sentences, propositions, or
dialogs per minute)

Message distance,
number of pieces of
information per time
unit

Relationship versus task
orientation, individualistic
versus collectivistic
orientation, uncertainty
avoidance, action chains,
network density

Information
density (ID)

Number of pieces of
information presented
simultaneously, distance
of pieces of information to
each other (e.g., images,
words, sentences, dialogs)

Number of points of
interest (POIs)

Relationship versus task
orientation, individualistic
versus collectivistic
orientation, uncertainty
avoidance, network
density

Information
/processing
parallelism
(IP)

Sequential or parallel
presentation or reception
of information units and
information arrangement
or order (e.g., widget
positions, image–text
distribution)

Maximal open tasks,
refused system
messages, time to
disable virtual agents

Relationship versus task
orientation, individualistic
versus collectivistic
orientation, all
time-relevant cultural
dimensions (such as
uncertainty avoidance,
action chains, time
orientation)

Interaction
speed (INS)

Clicking mouse buttons,
length of mouse track per
second, speed of entering
chars

Mouse interaction
breaks less than 1 ms

Relationship versus task
orientation, individualistic
versus collectivistic
orientation, all
time-relevant cultural
dimensions

Interaction
frequency
(INF)

Overall mouse clicks,
mouse moves, number of
function, or help
initiations per session

Number of left
mouse button
presses, number of
mouse moving
events

Relationship versus task
orientation, individualistic
versus collectivistic
orientation, all
time-relevant cultural
dimensions
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2.3.1 Analytical Evidence: Structural Equation Model

In order to identify the correctness of the postulated relations between the cultural
dimensions’ and HCI dimensions’ values, a structural equation model (SEM) can
be employed to compare variances [21]. Confirmative factor analysis or regression
analysis can support this process of modeling and explanation finding.

The primary objective is to reveal the connections between the interaction
indicators and their cultural causes. The HCI dimensions can be represented on the
right side of the structural equation models and the cultural variables on the left side
connected with the suspected connections (parameter–variable combinations).
A theory is then best explained if the left and right parts of the modeled structural
equations correspond to the modeled variables; that is, the explanatory model is
better if more variances in the empirical data can statistically be explained by the
structural equation model. The structural equation is modeled by adding or
removing variables or relations in order to improve the quality of the explanation.
Figure 2.2 shows the sub-model of one side of the complete model, which arose
from literature studies, posited hypotheses, and the empirical results of the
described studies.

At the moment, the cultural shaping of the user is not connected with the HCI
dimensions using cultural dimensions, but only using the variable “nationality.”
The effect of “nationality” on interaction fault (1.00) and information density (0.80)
is not insignificant, even if the influence of the user age (−1.97) is even stronger.
However, sex (0.18) and PC experience (2.08) obviously have far less effect on
information density in HCI than nationality (89.05). Thus, using this structural
equation model, it turns out that nationality has considerably more influence on
information speed, information density, and interaction faults than age (36.13), PC

Fig. 2.2 Model for the explanation of the relations between HCI dimensions and CIIs on the right
side and HCI dimensions and nationality or disturbance variables on the left side
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experience, or sex—even if age represents a significant interference factor [though
not on interaction faults (0.15)]. Furthermore, interaction faults, which are imme-
diately connected with the interaction medium “mouse,” are considerably less
influenced by those disturbance variables than information density (−1.97) and
information speed (0.48). The main emphasis of the evaluation of the data, there-
fore, was on log files generated by measuring the interaction with the mouse device.

Nevertheless, the model shows the relations between some specifics for HCI
dimensions, for example, advertisement parameters as part of information density and
information frequency or interaction precision as a part of interaction faults. Other
combinations of CIIs can also be assigned to the HCI dimensions. Further modeling
must show, however, which combinations provide the highest explanation quality.
Furthermore, the other side of the structural equation model, where the cultural
dimensions must be inserted and connected, also must be investigated in detail.

2.3.2 Discussion

Despite probable objections, it is not trivial to derive general guidelines for inter-
cultural HCI design from the results of the studies. The results of the qualitative
studies for interaction analysis also have a doubtful character, since very dynamic
phenomena (such as interaction speed or information frequency) cannot be
observed and recognized by people without the support of special tools like the IIA
tool. Therefore, the qualitative studies that were carried out in parallel with the
described quantitative studies offered no useful design recommendations for
intercultural interaction design in the field of HCI.

In addition, an enormous amount of interpretation is necessary (even in quan-
titative studies) to achieve plausible, reliable, and valid results from which valid
conclusions can be derived. Furthermore, it is not trivial to recognize differences in
the interaction behavior that are not culturally dependent but that have, for example,
demographic causes (e.g., different information reception or another interaction
style due to age differences). Therefore, it is extremely problematic to bring cultural
models completely into accordance with HCI design. Not all possible disturbing
variables can be taken into account because of cultural complexity. The results
obtained by the explanatory model containing CIIs necessarily differ from reality
(because no model by definition completely covers all aspects of reality).
Furthermore, the correctness of the explanatory model varies with the number of
CIIs used for one HCID. In this sense, the explanation strength is still weak,
because until now each HCID has only been substantiated by a few CIIs and only
some of those CIIs display very high separation power.

Another consideration is that the amount of analysis and SEM, as well as the
availability of relevant sets of data, being produced by intercultural studies in HCI
is still relatively low. Likewise, the task of modeling the connections between
cultural-, informational-, and interaction-related variables as a structural equation
model using CIIs is not completely soluble at the moment due to too few or missing
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data, indicating the need for further urgent empirical data collections. As a result,
only individual parts (sub-models) of the definite structural equation model are in
the foreground for the moment. Hence, much work is still required to complete an
adequate explanation model for cultural HCI.

Nevertheless, reciprocally confirming aspects attest the high reliability and cri-
teria validity of the statistical results of the two studies: there is a high discrimi-
nation rate of over 80% using CIIs to classify users as Chinese (C) and German
(G) as well as a high accordance of the HCIDs and the CIIs found by applying
different statistical methods [9]. Therefore, the results found in the studies lead to
the conviction that it is justified, reasonable, and encouraged to use CIIs in inter-
cultural HCI research to develop an explanatory model of culturally influenced
HCI, which is a necessary component in Culturally-Aware HCI systems.

In addition, it has been proven empirically that the interaction of the user with
the system is influenced not only by cultural parameters, such as nationality, mother
tongue, country of birth, etc., but also by other parameters such as experience or age
[9]. Therefore, it is difficult to separate cultural influences from experience because
experience is culturally imprinted too (depending on the definition of the terms). To
escape these difficulties at least partly, corresponding measures were used (e.g.,
sensible rating of samples, clear up data sets, keep disturbing variables constant).

2.4 Framework for Culturally-Aware HCI Systems

In the following, the considerations so far will be integrated into a framework for
Culturally-Aware HCI systems. First, the principle of culturally adaptive HCI sys-
tems derived from the findings of the model concerning the relationship between
culture and HCI is presented. From this, a culture-adaptive interface agent architec-
ture is developed, which in turn can be implemented in a demonstrator in order to
prove that its functionality is empirically usable in Culturally-Aware HCI systems.

2.4.1 Principle of Culturally Adaptive HCI Systems
(CAHCI)

The principle of CAHCI by [9] (Fig. 2.3) is in accordance with the ideas of [22],
[23], and [24] and represents a feedback control system that allows the deduction of
values of cultural dimensions by analyzing monitored user interaction behavior and
retrieving associated cultural parameters stored in a database format (both during
the design phase and runtime).

Suitable aspects for cross-cultural user interface design (parameters for cultural
adaptation) can be derived herewith that allow the adaptation of both the “look”
(appearance) and “feel” (behavior) of HCI according to the cultural needs of the
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user. Adaptation parameters are directly visible cultural variables concerning “look”
that are immediately visible (such as color, font, and menu position). The “feel” of
HCI is affected by adaptation parameters (direct hidden cultural variables) that are
perceivable over time, such as menu structure, usage of scroll bars, information
presentation speed, or frequency of messages.

The system has to analyze the interaction behavior of the user to discover
interaction patterns and to behave similarly to the user. This means gaining the
acceptance of the dialog partner through unobtrusive imitation of the behavior of
the dialog partner so that the cognitive models of the system and the user are on the
same wavelength. Reconciling the cognitive models of the system and the user
ensures a certain basic acceptance as well as a fundamental benevolence of the user
with regard to the system (cf. the principle of charity according to [25]). This
increases the possibility that the user will buy a device from the same company
again, provided that its usability, functionality, and politeness are sufficient enough.

The system monitors and records the user’s interaction behavior with the system.
It then analyses this data using cultural interaction criteria to determine the cultural
characteristics of the user. Finally, the system adapts the HCI according to the
cultural preferences of the user, employing HCI design guidelines for intercultural
interface design after asking the user or automatically if expectance conformity is
not hurt or an emergency situation forces it to do so. The basic principle of each
adaptivity consists in observing the behavior of the user with the system, generating
a user model with the system, and automatically adapting the system to the user
[26].

As a result, no cultural dimension will be used to relate the user–system inter-
action behavior to a certain culture. Only the interaction behavior itself will be
classified according to the informational dimensions, whose specifics depend on the
cultural background and imprint of the user. Hence, it is not necessary to classify
the user as belonging to a certain culture, but to a certain interaction behavior from

Fig. 2.3 Principle of culturally adaptive HCI systems
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which the cultural settings the user presumably prefers are known. For instance, if
the user interacts very frequently and quickly with the system, it can be assumed
that either the user is very experienced or they belong to a cultural group which is
highly relationship oriented, such as that of China. By understanding the default
values of the variables of the informational dimensions determined for different
cultures in the design phase, the system can compare those values with those
actually initiated by the user currently interacting with the system. The best
matching patterns allow the system to deduce the cultural adaptation parameters
with which to adapt the HCI with the highest probability of coping with the user’s
cultural needs.

2.4.2 Culturally Adaptive HCI (CAHCI) Architecture

The principle of culturally adaptive HCI systems can be implemented in a culturally
adaptive HCI architecture. A culturally different user employs the device. The
system monitors and records the interaction patterns. The system classifies the
interaction patterns into interaction classes using its knowledge about culturally
dependent variables (CIIs). The principle works if the interaction classes are built
up according to the culturally different users. After recognition of the culturally
imprinted interaction pattern (CIP), the device should be able to adapt to the
interaction preferences of the user and, if defined in the design phase by the
determined guidelines for intercultural HCI design, to the preferences of the user
regarding surface, functionality and interaction. According to the results of the
reflected model and the architecture, additional adaptation can be made for the
preferences of the user that emerge during runtime.

The culturally adaptive HCI architecture consists of several subagents, each of
which fulfills a special sub-task (Fig. 2.4).

The HCI monitoring agent serves to record the interactive user behavior with the
system to retrieve localized data, which is stored in a database communicating with
the database agent. By specifying several profound use cases, the relationship
between the use case and the cultural dimension has been extracted empirically (as
shown in Sect. 2). From this, implications could be made concerning the inter-
cultural parameters (cf. CIIs). The CIIs can be stored in a lookup table [23] and
parts of them can be retrieved to adapt the graphical user interface (GUI) or the
speech user interface (SUI). Thereby, existing possibilities for tracing and logging
user interactions and in general determining and showing the user’s behavior with
the system can be used to recognize the cultural variables and their values within
the localization process. However, the general preparation of the system for many
localized configurations must also be considered to fulfill the concept of interna-
tionalization. The interaction agent deduces the interaction patterns of the user with
the system. In combination with the learning agent, the patterns can be analyzed and
recognized over time according to the identified user to facilitate acquisition of an
adequate model of them, which also contains their cultural characteristics. The
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adaptation agent retrieves the recognized cultural characteristics from the database
agent and adapts the HCI according to the connected HCI aspects for the desired
cultural needs of the user.

2.4.3 Exemplification: Culturally-Aware HCI Systems
in the Automotive Context

Today, in the automotive context adaptivity in driver information and assistance
systems is necessary because the functional and informational complexity of
infotainment systems (a mixture of information and entertaining systems) can no
longer be handled solely by the driver without employing adaptivity [27]:

• It is hard for the driver to handle the functional and informational complexity of
such systems in extreme driving situations: the mental workload which is caused
by all possible senses (i.e., resulting from visible, audible and haptic informa-
tion) simply exceeds the mental capacity of the driver.

• The mental workload should be maintained within acceptable limits in dan-
gerous driving situations if the system adapts the information flow for the user
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Fig. 2.4 Culturally adaptive HCI architecture
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automatically. Due to this, adaptivity must also take external input sources into
account (for instance from pre-crash sensors).

• The output modality has to be adapted automatically for at best the least
workload (for example by using different displays).

It is also necessary to culturally adapt driver information and assistance systems
because:

• The user preferences must be considered and covered, which depend on the
cultural background of the user.

• The cultural background of the driver also determines behavior in certain
(especially dangerous) driving situations.

• There are many different groups of drivers that exhibit their own “culture” (for
example interaction behavior), whether this is regarding groups at an interna-
tional level or at a national level (such as social, ethnic, or driver groups).

• The local market for cars has increasingly become a worldwide market. Future
infotainment systems will have to handle the demands of various drivers and
various cultures. This aspect can only be covered within a single system if this
system is adaptable and configurable.

Hence, it is necessary to build Culturally-Aware HCI systems because of urgent
application cases. Enhanced algorithms are needed to enable the system to auto-
matically and correctly adapt itself to the culturally imprinted needs of the user to
bring the mental model of the system in line with the user’s mental model.

2.5 Culturally-Aware HCI Demonstrator

The significant statistically discriminating cultural interaction indicators identified
by the studies mentioned above motivated the author to demonstrate that they also
work in a real environment. By means of a demonstrator, some important cultural
variables, as well as the CAHCI principle (cf. Fig. 2.3), were exemplified to support
the following argumentation: If the CAHCI demonstrator is capable of classifying
the user according to their interaction with the system and correctly according to
their cultural characteristics, then there is empirical proof that parts of the interre-
lationship between the HCI dimensions relevant for HCI design and the cultural
dimensions are correct.

A demonstrator regarding culturally (adaptive) HCI requires the following
properties to show the correctness of the theorized models and guidelines as well as
the CAHCI principle :

• Parameterization with intercultural properties for different cultural groups;
• Recognition of the specifics of the cultural variables through user monitoring;
• Automatic adaptation of the HCI to the cultural needs of the user (i.e., CAHCI).
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CAHCI functionality has, therefore, been integrated in a portable navigation
system called the “CAHCI demonstrator” (Fig. 2.5).

2.5.1 Setup, Runtime, and Using the CAHCI Demonstrator

Some of the variables for cultural adaptation that best categorize the HCI style of
people from different cultures have been implemented in the CAHCI demonstrator
in order to show that the CAHCI principle works in a real system—and not only
statistically (cf. Sect. 2.2.1).

The following aspects can be covered and adapted within the CAHCI
demonstrator:

• Color scheme of the map display;
• How often a voice output will be repeated automatically (NIT);
• Speed of the voice output (TPI);
• Number of displayed road names (*POI);
• Number of buttons and configuration possibilities in menus (*POI);
• Number of POIs (POI);
• Language.

The CAHCI demonstrator consists of three modules according to the three main
parts of the principle of culturally adaptive HCI: the monitoring module, analysis
module, and adaptation module. Table 2.2 gives an overview regarding some
aspects of the possible adaptation levels and parameters within the CAHCI
demonstrator for the adaptation of the HCI according to preliminary Chinese user
expectations obtained through a qualitative survey with 20 Chinese students in
Hangzhou.

Only five adaptation levels (none of which are fuzzy) have been implemented
into the demonstrator due to cost restrictions and the system performance

Fig. 2.5 The CAHCI
demonstrator based on a
mobile driver navigation
system
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limitations of the embedded technology. The C-value is the cultural index, which
expresses the assumption strength that the user is a Chinese user (calculated by the
system) as a percentage; that is, if the C-value is 100, the system has recognized a
Chinese user; if the C-value is 0, the system has recognized a German user. MD
indicates that the adapted aspect is mostly relevant for the use case of presenting
information on a map display. MG indicates the “maneuver guidance use case.”

Depending on the C-value, the look and feel of the demonstrator will change
according to the adaptation levels presented in Table 2.2. (S) means “standard,” that
is, the default settings for German users are used, and (A) means that the HCI is
adapted to Chinese users (for instance, a status bar with icons is displayed in the
bottom right instead of in the top left of the screen). According to the results of the
qualitative survey (cf. Sect. 2.2), Chinese users prefer the most important infor-
mation to be in the top left (vs. the least important information in the bottom right).
If the system recognizes that the user behaves like a Chinese user, it adapts the HCI
to the Chinese settings according to the content of the C-value (Fig. 2.6). Figure 2.7
shows the differences in the appearance of the map display of the navigation system
for German and Chinese settings.

Table 2.2 Adaptation levels provided by the CAHCI demonstrator depending on the C-value

Adap-
tation
level

Number of
POI
(MD) [POI]

Highway
color
(MD)

Route
color
(MD)

Number of
announcements
(MG) [NIT]

Voice speed
(MG) (Words per
second) [DIP]

C-value
(%)

1 40 Blue Light
blue

1 50 0–20

2 80 Light
blue

Light
violet

2 100 20–40

3 120 Turquoise Violet 3 150 40–60

4 160 Light
turquoise

Light
red

4 200 60–80

5 200 Green Red 5 250 80–100

Fig. 2.6 The initial screen of the CAHCI demonstrator (standard (left) for German users and
adapted (right) to Chinese users)
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Many more elements could be considered and adapted in intercultural HCI
design regarding icon and symbol design, layout, language, text size, format, units,
street names, etc. [28]. However, to localize and internationalize driver navigation
systems in general remains a task for software developers and HCI designers in the
industry.

2.5.2 Evaluating the CAHCI Principle

The functional test presented in this section served to prove the classification
correctness and the proper functionality of the CAHCI principle, that is, that the
basic principles of cultural adaptivity (monitoring, analyzing, adapting) work.

Twenty-five (13 Chinese and 12 German) users were asked to complete several
test tasks as quickly as possible. Questions could be directed to the test leader, if
necessary. For evaluation at the time, two groups from different cultures with
similar conditions regarding use case, education, profession, age, and gender were
built. Interaction data that emerged during the interaction of the users with the
CAHCI demonstrator were recorded by the logging module of the demonstrator.
The data sets were analyzed using the IIA data evaluation module using a neural
network, as described in [10] . The results of the analysis led to the following
statements:

• The number of total entries in the log file (representing the amount of user
interaction), error clicks, and mouse moves classified very well.

• The more frequent the interaction breaks greater than 10 s, the less experienced
or trained the user is at handling the application—a higher cognitive processing
time of the user could also explain this—or the user is Chinese.

• The longer the test duration, the more exact or less experienced the test person is.
• The more interaction breaks <1 ms (equal to the number of scrolls <1 ms, i.e.,

moves with the finger on the touch screen, a.k.a. “mouse moves” (MM), or

Fig. 2.7 Differences in map display according to user interaction behavior [left: German setting
(adaptation level is 2, C-value = 25); right: Chinese setting (adaptation level is 4, C-value = 62)]
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“mouse movement speed” (MMS)), the less experienced the user is at dealing
with use cases of driver navigation systems, or the user is very hasty or Chinese.

• Cross-validated interaction breaks (<1 ms and >10 s) classify up to 72% of the
users correctly to their cultural background (Chinese or German). Including the
third parameter (“test duration”) within a linear discriminant analysis, the
classification rate reached 74%.

Results showed that interaction differences exist between Chinese and German
users. The averaged values of the culturally different groups tend to always be in
one direction, which indicates a trend regarding CIPs. In addition, from the 25 data
sets, nine were analyzable by linear discriminant analysis to calculate the statistical
classification power of the CIIs used in the CAHCI demonstrator. Surely, this result
reflects the small sample size and depends on several statistical settings (such as
how many and which variables are in the set to which the linear discriminant
analysis is applied or what including and excluding statistical limits are set).
However, one-way ANOVA showed that the CIIs work very well: their discrimi-
nation power is high, and hence their weight within the adaptivity algorithm
implemented in the CAHCI demonstrator using production rules is also high.
Table 2.3 lists a ranking of the excellence of the CIIs used in the CAHCI
demonstrator (green-marked).

Out of the implemented cultural indicators in the CAHCI demonstrator, two CIIs
(“Mouse Up” and “Scrolls <1 ms”) classified (cross-validated) 80% of the users
correctly to their cultural background (Chinese or German). “Mouse Up” represents
the measuring variable “mouse clicks” (MC). “Scrolls <1 ms” measures the number
of interaction breaks less than 1 ms, representing the MM from which the MMS can
be derived over time. Additionally, it can be proven that the CAHCI demonstrator
classifies the nationality of the test user correctly to the interaction behavior of the
test user. For example, the CIIs Nr_Of_Scrolls_Shorter_Than_1 ms,
Breaks_Greater_Than_10 s, and Nr_Of_Scrolls_Over_1 ms, which represent in-
teraction breaks, using a touch screen, and mouse up und counter entries, classify
the respective nationality up to 80% correctly for the interaction of the test user.

There are classification quotes significantly over 50%, which proves that the
results have not been found randomly, but support themselves mutually. Hence,
these results prove that the CAHCI principle works not only statistically, but also
within a real system exemplified by a mobile driver navigation system.

The obtained results using the CAHCI demonstrator justify the direction of
research in this work, which supports further studies that will increase the exactness
and the completeness of the results as well as the discriminatory power and sepa-
ration effect of the CIIs.
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Table 2.3 CIIs used in the CAHCI demonstrator

Keyboard Button_NORM 22 2.007 0.17 0.674 0.2215231788 13 
No Button_NORM 16 1.472 0.237 0.969 0.1624724062 14 
Nr of Mouse Clicks_Since Start 
Driving_NORM 11 0.976 0.333 0.643 0.1077262693 15 
Whole Scrolling Time_NORM 7 0.617 0.44 0.098 0.0681015453 16 
Average Scrolling Time_NORM 6 0.54 0.47 0.113 0.0596026490 17 
Duration of Test in Min 3 0.263 0.613 0.047 0.029028697 18 
Nr of Scrolls_NORM 2 0.189 0.668 0.49 0.0208609272 19 
Nr of IO Breaks Shorter than 
1s_NORM 2 0.158 0.694 0.332 0.017439293 20 

Legend: 
Best variable with best 
significance and very high 
F-value 100 9.06 

p=0.00
6 h=0.047 

Ref.: 1.00 = 
100% of F max

(9.06) 1 
Very good variable with 
significance p < 0.05 and very 
high F-value 

48–59 
(100) 

4.382
–9.06 

p < 
0.05 

Good variable with significance 
p < 0.1 and high F-value 34-46 

3.091
-4.14
1 p < 0.1 

Bad variable without significance 
and very low F-value 2–27 

0.158
–2.43
6 p > 0.2  

Worst variable with worst 
significance and very low F-value 2 0.158 

p=0.69
4 h=0.969 0.017439293 20 

Cultural Interaction Indicator 
Weigh
t in % 

F-Va
lue 

Signifi
-cance 

Homogene
ity of 
variances 
[h] Weight [0;1] 

Ran
-kin
g 

Nr of IO Breaks Over 
10s_NORM 100 9.06 0.006 0.539 1.000000000 1 
Mouse Up_NORM 59 5.353 0.03 0.867 0.5908388521 2 
Counter Entries_NORM 49 4.478 0.045 0.947 0.4942604857 3 
Total Entries_NORM 48 4.382 0.048 0.82 0.483664459 4 
Mouse Down_NORM 46 4.141 0.054 0.722 0.4570640177 5 
Nr of IO Breaks Over 1s_NORM 41 3.69 0.067 0.571 0.407284768 6 
Mouse Up_Error Click_NORM 40 3.629 0.069 0.111 0.4005518764 7 
Mouse Down_Error 
Click_NORM 40 3.619 0.07 0.053 0.3994481236 8 
Nr of Error Clicks_all_NORM 40 3.619 0.07 0.53 0.3994481236 9 
Normal Entries_NORM 39 3.519 0.073 0.769 0.3884105960 10 
Nr of IO Breaks Shorter than 
1ms_NORM 34 3.091 0.092 0.053 0.341169977 11 
Nr of Mouse Clicks_all_NORM 27 2.436 0.132 0.512 0.2688741722 12 
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2.5.3 Enhancing the CAHCI Demonstrator

Cultural adaptivity does not only concern the look and feel of the user interface, but
also the interaction devices as well as the number and the type of system functions
[14] that can be changed dynamically according to user preferences and the usage
context [29]. Thus, designing an appropriate system according to the user in the
design phase helps to avoid the problems arising from adaptivity. For instance, it is
problematic that automatic adaptation (adaptivity) depends on maximum data when
observing new users: the system needs more data in order to be able to release
information about the user as well as to be able to infer the characteristics of the
user regarding information presentation, interaction, and dialogs. Furthermore, the
knowledge gathered about the user can be misleading or simply false. Hence, the
reliability of assumptions can be a problem: the behavior of the system has to be in
accordance with the beliefs of the user to prevent unexpected situations for the user.
In addition, legal restrictions have to be taken into account, as only the effects of
user actions are allowed to be permanently stored, but not the log files of the
personalized sessions themselves.

Additionally, there are many open questions that have to be addressed very
carefully: How many dynamic changes are optimal for and will be accepted by the
user? When does a “hidden” adaptation occur? How can this be prevented? How
much does the user trust the adaptive system? Adaptivity may not surprise the user
but must be in accordance with the mental model of the user [30]. Additionally,
there are culturally dependent questions which have to be answered. For example,
what cultural aspects must be adapted? Which of them can be adapted
automatically? Additional technical problems include when to stop behavior
analysis and start adapting (“the bootstrapping problem”) (one example for a
possible solution to the bootstrapping problem can be found in [31]).

As long as no solution is available that can achieve meaningful adaptations from
minimum data automatically, it remains necessary to investigate standard parameters
and their values very early in the design phase, and long before runtime, in order to
integrate them into the system. Therefore, it is necessary that the system already has
corresponding user knowledge (standard parameters) before the user’s first contact
with the system occurs. Before using the system for the first time, it must be adjusted,
for example, to the nationality of the user (which indicates the main affiliation of the
user to a cultural group) and the corresponding cultural parameters can be set
simultaneously as standard parameters for the desired country. Furthermore, the
adaptive system obtains the adequate characteristics of the user more quickly at
runtime, because there is “more time” to collect the culture-specific data for the user,
since a basic adaptation to the most important user preferences has already been
performed before runtime (by putting the standard parameters into the system).

The near-term objective is to enhance the tool for “cross-cultural HCI analysis”
by applying enhanced techniques using statistical and data mining methods and
semantic processing to extract cultural variables and their values as well as guide-
lines for cross-cultural HCI design in a more automatic way. The mid-term objective
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is to analyze and evaluate the test data in more detail to generate several algorithms
for adaptivity based on neural networks as well as structural equation models to
prove basic theoretical cultural interaction models. In the long-term view, the best
discriminating algorithms for adaptivity will be transformed and implemented in
Culturally-Aware HCI systems to be evaluated qualitatively using intercultural
usability tests with users of different cultures and users under mental stress.

2.6 Implications for Culturally-Aware HCI Systems

The findings so far indicate some recommendations for designing Culturally-Aware
HCI systems. CIIs from the culturally influenced HCI model serve as basis for the
quantitatively derivation of adaptation rules concerning HCI according to the cul-
turally imprinted interaction patterns of the user with the system at runtime to
ensure cultural adaptivity of HCI (CAHCI) in Culturally-Aware HCI systems.

2.6.1 Quantitative Apparatus of Recognition

The specifics (values) of intercultural variables can be determined purely quanti-
tatively through analysis of the interaction of the user with the system (considering
only the interaction tracing log file of the system). Hence, it is possible to determine
the culturally imprinted characteristics of the user by analyzing the interaction of
the user with the system. Furthermore, the greater the cultural distance, the greater
the difference in the kind of interactions of humans with a system (computer,
machine, navigation system, etc.). It has been statistically proven that there are
significant cultural differences in the interaction behavior of the user with the
system using the IIA tool. The combination of cultural differences represented by
CIIs form CIPs according to the cultural imprint of the user. There are different
patterns of interaction in HCI (composed of combinations of CIIs) that are cul-
turally significant depending on the cultural imprint of the user; that is, it has been
statistically and empirically proven that the interaction of the user with the system
depends on the user’s cultural background. Furthermore, the cultural interaction
differences of the users with the system have been identified quantitatively and not
qualitatively (by using interaction times or the number of interactions): they can be
statistically identified and measured by a computer system (using the IIA tool and
the CAHCI demonstrator). Cultural interaction differences in HCI can be recog-
nized and measured quantitatively by a computer system (although only by mon-
itoring and analyzing the interaction of the user with the system quantitatively,
resulting in the adequate culturally dependent specifics for the intercultural vari-
ables). For this purpose, it is suggested to deploy the principle of culturally adaptive
HCI systems (cf. Sect. 2.4.1) as well as the culturally adaptive HCI architecture (cf.
Sect. 2.4.2) in Culturally-Aware HCI systems.
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2.6.2 Deploying the Culturally Influenced HCI Model

The interaction of the user with the system in HCI is influenced by static aspects
(preferences), which are present due to the cultural shaping of the user and their
experience with the system, and due to dynamic aspects depending on the situation.
Therefore, the type of user–computer interaction within HCI must be adaptable in
such a way that the system can do justice to the interaction requirements of the user
(i.e., the specifics of the HCI dimensions).

The empirical results obtained through the described study partly confirm the
relationships theorized in the literature by showing that there are metrics composed
of CIIs, which are adequate for measuring culturally influenced HCI as a basic
property of Culturally-Aware HCI systems. The values of the CIIs revealed inter-
esting tendencies in user interaction behavior (i.e., HCI style or HCI characteristics)
related to the cultural imprint of the user. Therefore, it should be possible to
complete and optimize the explanatory model of culturally dependent variables for
HCI design using the methods of factor analysis and SEMs by revising the rela-
tionship between user interaction and user culture.

The design of Culturally-Aware HCI systems can continue to profit as long as
the presented culturally influenced HCI model is developed and validated. The
ideas presented in this chapter represent a reasonable step toward an explanatory
model of culturally influenced HCI. As this process continues, the connections
between HCI and culture will become clearer and comprehensive in the end, even if
much work still remains (for instance, improving the separation power of the CIIs
or the explanation strength of the model of culturally influenced HCI).

2.6.3 Design Recommendations

With regards to additional parameters for adjusting HCI according to the cultural
needs of the user to provide for and tend to adequate slots for the CIIs presented in
this work, the following aspects should at least be considered very carefully when
designing new architectures of Culturally-Aware HCI systems or extending existing
systems in addition to explicit formation principles when designing adaptive HCI
systems for vehicles in the Automotive context, cf. [28, 30, 32–36]:

• The number of information units presented simultaneously (e.g., POIs in the
map display should be about a half in number for German than for Chinese
users. Number, duration, and frequency of information units presented
sequentially (e.g., (system) messages or maneuver advice in maneuver guidance
should be lower in number for German than for Chinese users).

• When designing information systems, consider that the frequency and usage
speed of interaction devices (e.g., a touchscreen, hard keys, or a mouse) are
almost twice as high and fast but less exact for Chinese than for German users

2 Culturally-Aware HCI Systems 33



Furthermore, some results of this work can be expected to be valid for HCI
design in general, because there are culturally sensitive variables that can be used to
measure cultural differences in HCI simply by counting certain interaction events
without the necessity of knowing the semantic relations to the application. Such
indicators include the number of MM, breaks in the MM (¬INMM), MMS, MC,
interaction breaks in general (¬IN), and the number of acknowledging system
messages (AM) or refusing system messages (RM). Surely, all these indicators can
also be connected semantically to the use cases of applications running on the
system. However, simply counting such events related to the session duration from
users of one culture and comparing them to those of users of another culture is
obviously sufficient to indicate differences in the interaction behavior of culturally
different users. Furthermore, the values of the CIIs change in a similar way even if
different use cases and test tasks are applied. Hence, those CIIs can be called
“general cultural interaction indicators” (GCIIs) and that can be applied in
Culturally-Aware HCI systems in general.

Using methods of artificial intelligence may help to fulfill the steps to achieving
cultural adaptivity, which in turn will broaden universal access in the application of
the following culturally adaptive HCI principles (cf. Sect. 2.4):

• Learning the differences in the interaction of the users of different cultures.
• Classifying interaction patterns according to culture.
• Determining the user preferences according to culture.
• Adapting HCI according to user preferences.
• Learning user preferences by observing HCI over time.
• Integrating knowledge from observation into the system’s user model.

Finally, to improve system intercultural usability, it is necessary to interna-
tionalize and to localize intercultural variables; that is, to consider such variables
within the process of product design [5].

2.7 Conclusions and Outlook

Culturally-Aware HCI systems need a cultural model that allows them to auto-
matically derive adaptation rules to adapt the system’s HCI to the culturally
imprinted user’s needs (cf. Sect. 2.1). Statistically valid and significant results from
two empirical studies confirmed (cf. Sect. 2.2) that special combinations of cultural
interaction indicators (CIIs), are statistically discriminating enough to enable
computer systems to detect different culturally influenced interaction patterns
(CIPs) automatically and to relate users to a certain culture behavior according to
the theorized principle of culturally adaptive HCI.

Reflections have been made to generate a structural equation model (SEM) of the
relationship between HCI dimensions and cultural dimensions (cf. Sect. 2.3). For
example, the higher the relationship orientation (e.g., toward collectivism), the
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higher information density, information speed, information frequency, interaction
frequency, and interaction speed are and vice versa. However, further research
showed that no cultural dimension has to be used in the first place to relate the
interaction behavior of the user with the system to a certain culture. Only the
interaction behavior itself will be classified according to the HCI dimensions, whose
specifics depend on the cultural background and imprint of the user. Therefore, it is
not necessary to classify the user to a certain culture, but to a certain interaction
behavior from which the cultural settings the user presumably prefers are known.

According to the CAHCI Architecture (cf. Sect. 2.4), by knowing the default
values of the variables of the HCI dimensions determined for different cultures in
the design phase, the system can compare those values with those actually initiated
by the user currently interacting with the system. The best matching patterns allow
the system to deduce the cultural adaptation parameters and adapt the HCI with the
highest probability of coping with the user’s cultural needs.

Even though the results of the quantitative studies conducted up to now have
primarily concerned and demonstrated the cultural differences in HCI related to use
cases in driver navigation systems for the Automotive context exemplified by the
CAHCI demonstrator (cf. Sect. 2.5), they serve to offer some confirmed facts and a
basis for providing at least some general recommendations (even if no guidelines
are available) for the design of intercultural user interfaces in Culturally-Aware HCI
systems (cf. Sect. 2.6).

It is up to future studies to derive scientifically sound and practically relevant
design guidelines from explanatory models for culturally influenced HCI.
Furthermore, they must reveal, for instance, the degree of acceptance of cultural
adaptivity of the user as well as the degree to which the user’s mental workload is
affected using cultural adaptivity in Culturally-Aware HCI systems.
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Chapter 3
Building Emic-Based Cultural Mediations
to Support Artificial Cultural Awareness

Jean Petit, Jean-Charles Boisson and Francis Rousseaux

Abstract Recently, studies about culturally-intelligent systems have arisen to
manage digitized cultural diversity. The current systems possess an artificial
awareness of cultures by mediating them through representations. Coming from an
etic approach, these universal representations facilitate the mediation of different
cultures but limit their understanding and thus, prevent the development of an
higher degree of awareness. In this research, we propose a methodology to con-
struct artificial cultural awareness from emic-based representations. We tested the
latter through an experiment on the domain of ‘abortion’ with the Pro-Choice and
Pro-Life communities.

Keywords Culturally-Aware systems � Culturally-intelligent systems
Artificial cultural awareness � Prototypical cultural models � Cultural
ontologies � Cultural mediations

3.1 Introduction

Since the 2000s, with the rapidly expanding web, computer systems are more
exposed than humans to culture diversity. To deal with this diversity, it is essential
for these systems to develop cultural awareness. In the literature, there are many
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systems called ‘Culturally-Aware’. Blanchard et al. [1] define Culturally-Aware
systems as “any system where culture-related [knowledge has] some impact on its
design, runtime or internal processes, structures, and/or objectives”. This definition
encompasses three kinds of systems: those managing cultural data, those encul-
turated and those culturally-intelligent. Cultural data management systems are
produced for domains and activities related to culture. Their objective is to retrieve
and structure cultural data to facilitate their access. Such system can be found in the
electronic collection of the Human Relations Area Files1 (HRAF) called eHRAF
World Culture where cultural data is stored in a database and classified through two
indexes: Outline of Cultural Materials (OCM) and Outline of World Cultures
(OWM). The enculturated systems are designed according to cultural specifics to
meet the needs of particular cultural groups [1]. The term enculturation refers to the
process by which a group is transferring cultural elements at the conception of a
child. Applied to computer systems, it defines the intentional process by which
designers include cultural artifacts in the systems’ components. This process can be
achieved automatically by relying on formal cultural knowledge and using rules to
transpose the knowledge into enculturating actions. An example of enculturated
system is Rehm’s [2] conversational agents which implement “culture-specific
emblematic gestures”. Culturally-intelligent systems are systems that provide the
right enculturation by managing various cultural contexts. They produce
culturally-relevant decisions driven by a form of artificial cultural awareness. This
awareness comes from the mediation of cultural representations. Intercultural
educational/collaboration systems are kinds of culturally-intelligent systems. For
instance, Johnson [3] presents a system to develop intercultural competences based
on immersive simulations. The cultural representations are based on the situated
culture methodology which allows finding relevant cultural information for
American soldiers going in mission to Afghanistan.

Cultural awareness requires on one hand to be aware of one’s own culture as
well as the culture of the others [4] and to be “conscious of similarities and dif-
ferences among cultural groups” [5]. In other words, to be Culturally-Aware, one
needs to possess representations of his own culture and others, but also has to
produce culturally-relevant mediations between these representations. As such a
system possessing an artificial cultural awareness should be able to manage both
aspects. Therefore, calling Culturally-Aware the cultural data management systems
and manually enculturated systems might be confusing or inappropriate because the
cultural awareness remains within the experts designing them. As for the
culturally-intelligent systems, to our knowledge the cultural mediations are
implicitly embedded in the systems through the cultural representations. As a
consequence, the mediations are not explicitly produced by the system and thus, the
artificial cultural awareness can only be considered as partial.

Currently, many culturally-intelligent systems happen to be designed with ille-
gitimate conceptualisation of culture based on folk approaches as well as cultural

1http://hraf.yale.edu.
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representations coming from an ‘etic’ approach [6]. “Folk approaches stem from
subjective, personal descriptions and perceptions of cultural contexts which are
used to represent cultural features” [6]. An etic approach has for objective to
discover cultural universals from an outsider perspective. In contrast, an ‘emic’
approach aims to identify from an insider view singular concepts and behaviors
which constitute cultural specifics.

Cultural representations coming from the etic approach are intrinsically inter-
cultural because they are supposedly universals. These representations can be used
to describe and mediate several cultures. Therefore, they fit the requirements to
develop artificial cultural awareness. That is why as the main etic cultural repre-
sentation Hofstede’s value system of national culture [7, 8] is popular in the works
related to Culturally-Aware systems [9–14]. However, these etic representations of
cultures come with to a granularity problem. Because they are built on few shared
features, they are too coarse-grained and thus limit the understanding of culture by
the systems. Therefore, it leads to a bottleneck in the development of higher per-
formance Culturally-Aware systems. As observed by Mohammed and Permanand
[6], these systems strive for finer-grained representations based on legitimate
conceptualisations of culture.

To overcome this limitation, artificial cultural awareness has to emerge from
legitimate (conceptually sound) and emic-based cultural representations. Besides
being hardly available, such representations are naturally heterogeneous. As a
consequence, they are not adapted for cross-cultural mediation. That is why to our
knowledge, there is not yet any attempts to develop artificial cultural awareness
based on such cultural representations.

In this research, we design a methodology to develop artificial cultural aware-
ness based on Prototypical Cultural Models (PCMs) [15] and Ontology Mediation.
PCMs are emic-based legitimate cultural conceptualisations coming from Cognitive
Anthropology. As for Ontology Mediation, it addresses the heterogeneity problem
by dealing with conceptualisation level mismatches between local ontologies to
produce a single global ontology. Because culture is often bound with language, it
is necessary to specify that our methodology was designed with a single language in
mind: English.

Our paper is composed of theoretical and practical parts. We start the theoretical
part by introducing the PCMs and a methodology to build them. Then, we explain
their formalisation into cultural ontologies. We end by presenting cultural media-
tions as the result of aligning cultural ontologies. The practical part consists of an
example to develop artificial cultural awareness. We describe our process and the
experiment, and analyse the results. We close this chapter with a short conclusion.
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3.2 Prototypical Cultural Models (PCMS)

The development of artificial cultural awareness is composed of two parts. The
cultural representations are mandatory to become aware of the cultures. The cultural
mediations are necessary to become aware of the similarities and differences
between these representations. In this section we address the first part through the
introduction of PCMs. We start by explaining the underlying cognitive theory of
culture. Then, we describe mental models as the building blocks of PCMs. We
finish by presenting the emic methodology leading to their acquisition.

3.2.1 Cognitive Theory of Culture

To date there is no general consensus on what culture is exactly. Kroeber and
Kluckhohn [16] identified not least than 164 definitions. Spencer [17] aggregated
many quotes from researchers describing culture that he tried to classify. We mostly
rely on his work to present what culture is and introduce the cognitive theory of
culture.

1. Culture is learned and shared.
2. Culture is socially-constructed, thus is about social groups [17]. But, “culture is as

much [a] psychological construct as it is a social construct” [18] as it ultimately
resides in individuals’mind. “Culture is always both socially and psychologically
distributed in a group, and so the delineation of a culture’s features will always be
fuzzy” [17]. Culture is not uniformly shared by the whole but consensually shared.
Intracultural variations is the manifestation of its irregular distribution [19].
“Culture can be differentiated from both universal [inherited] human nature and
unique [inherited and learned] individual personality” [17]. But, culture consists in
“both universal (etic) and distinctive (emic) elements” [17].

3. “Culture is manifested at different layers of depth” [17]. Here, Spencer uses
quotes from Schein [20, 21] who describes manifestations of culture through
artifacts and values. Artifacts such as behavior or art are observable but hardly
understandable. In contrast, the visibility of values depends on the level of
awareness. Hidden values are considered as basic assumptions and represent
those either taken for granted, invisible or pre-conscious. These different levels
of awareness of cultural values refer to their explicitness/tacitness.

4. “Culture affects behavior and interpretations of behavior” [17]. It means that
both the behavior and its interpretation are dependent. The visible behavior is
encoded with invisible meaning that outsiders cannot decipher properly.
Therefore, only people sharing a similar understanding (thus be- longing to the
same group) can correctly interpret it.

5. “Culture influences biological processes” [17]. By shaping individuals’ behav-
ior, culture impacts eating habits, physical preferences, etc. As an illustration,
Ferraro [22] describes Westerner people having a psychosomatic culturally-
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induced reaction (vomiting) after hearing that they just ate freshly killed
rattlesnakes.

6. “The various parts of a culture are all, to some degree, interrelated” [17].
Cultures “tend to be integrated systems with a number of interconnected parts,
so that a change in one part of the culture is likely to bring about changes in
other parts” [22]. As such it is “subject to gradual change” [17]. Culture is
relatively stable or perceived as invariant [23] for the short or mid-term.
However, the interrelated parts of culture evolve and may bring changes on the
long-term.

For D’Andrade [24], there is now an agreement in Cognitive Anthropology that
culture is about symbols, concepts and ultimately meanings. According to
Bennardo and De Munck [15], this consensus was already present among sociol-
ogists and socio-anthropologists [16, 25, 26]. The cognitive theory of culture sit-
uates culture in the mind as a system of learned and shared knowledge [27]. As
such, “buildings, behaviors, movies, prehistoric artifacts, and anything else “out
there” [disqualify] from being culture” [15]. What essentially constitutes culture is
socially rooted consensual knowledge.

3.2.2 Mental Models

Mental models were introduced by Craik [28] in 1943. Jones [29] describes a
mental model as “a simplified representation of reality that allows people to interact
with the world”. Mental models are partial and imperfect abstractions, representing
what is considered to be true. They potentially contain errors [30] up to contra-
dictory propositions [31].

Mental models conceptualize abstract or concrete objects through signs, mental
images or verbal descriptions [32]. Because they are composed of knowledge
structures, mental models are able to interpret external data [29, 33–35]. Jones
observed that “people tend to filter new information according to its congruence or
otherwise with their existing understandings” [29]. This “tendency to search for and
use information that supports one’s beliefs” [36] is a phenomenon known as con-
firmation bias.

Mental models are dynamic. New knowledge is built upon prior knowledge [37]
either by reasoning or by learning. Reasoning is achieved through the computa-
tional structure of mental model [38]. Learning emerges from the experiences
coming from the interpretation of data. The knowledge created is either assimilated
or accommodated [39]. The accommodation refers to the indirect integration of the
new knowledge after adapting the mental model structure while the assimilation is
the direct integration of the new knowledge without any change occurring.

“Themaximum size of amentalmodel is thought to be determined by the capacity of
working memory, the mental workbench on which people store information
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temporarily while thinking about it” [40]. The number of concurrent distinctions while
processing information was set by Miller [41] to 7 plus or minus to.

Mental models range from idiosyncratic to collective [15]. Idiosyncratic mental
models are shaped by personal experiences while collective ones are modeled by a
“social process of elaboration, communication and dissemination of knowledge
systems” [42].

Cultural models are particular collective mental models. They are defined as
presupposed taken-for-granted and distributed mental models socially constructed
and intersubjectively shared by a social group [43–45]. As such they have special
properties, they are mature [46], tacit [47] and durable [48, 49].

‘Prototypical cultural models’ (PCMs) are the consensual representation of
similar cultural models. They constitute virtual “culturally standard or “proto-
typical” model[s] that [are] shared but not held by [anyone]” [15]. Because they
come from inside a social group, their elicitation fundamentally requires an emic
approach.

3.2.3 Methodology for Building PCMS

To our knowledge, building PCMs is mostly based on the ethnographers’ experi-
ences. The most used consists in (1) selecting a sample based on features indicative
of social link, then (2) eliciting individuals’ domain to (3) discover the cultural
domain which (4) facilitates individuals’ mental model elicitation used to (5) build
the prototypical cultural model through consensus analysis [50]. The general
methodology can be summarized in three steps: ethnographic sampling, individu-
als’ mental model elicitation and cultural consensus analysis.

3.2.3.1 Ethnographic Sampling

The ethnographic sampling step is based on the idea that cultural models are
socially-constructed. It aims to capture a representative number of individuals likely
to share the same collective models. This task is generally achieved through the
identification of a community, a set of individuals with long-term, strong, direct,
intense, frequent and positive relations [51]. A community can be identified through
shared socially-related criteria such as genders, religions, jobs or areas - working
places [52], towns [53] or regions [54].

3.2.3.2 Individuals’ Mental Model Elicitation

Knowledge is personal and roots deeply in the subconscious of one self in a tacit
state [55]. In order to elicit knowledge, it has to become object of thought [56].
Knowledge elicitation enables to explicit tacit internal knowledge structures.
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The purpose of this second step is to elicit for each individual constitutive of the
sample their mental model (their knowledge about a domain). Because we are
interested in the construction of a PCM, the elicitation will focus on a cultural
model and thus the knowledge about a cultural domain.

Jones et al. [29] distinguish two categories of knowledge elicitation: direct and
indirect. In the first category, knowledge is directly elicited by the individual
possessing the knowledge whereas in the second, knowledge emerges from the
analysis of data collected from the individual.

The elicitation of domain knowledge is composed of two elements: concepts and
relations. The specifics of one’s own bias are embedded in this structure and
manifest through their particular organisation. DeChurch and Mesmer-Magnus
[57], after a survey about mental model elicitation, distinguish two key approaches.
In the first one, predefined categories of cognitive content (concepts) are provided
to respondents to link them. In the second approach, knowledge from respondents is
induced without using predefined categories. These two approaches are consistent
with the structured and open-ended implementations of the Conceptual Content
Cognitive Map (3CM) method [58]. The goal of this interview-based method is to
spatially elicit the cognitive map of a participant by having him write terms asso-
ciated to a domain and their relations. In the open-ended implementation, the
participant has to build the map from scratch whereas in the structured imple-
mentation he is constrained to use a provided list of terms.

An example of direct domain knowledge elicitation can be found in Vuillot
et al.’s [54] study of farmers’ ways of farming and ways of thinking. They record
individual’s mental models through the open-ended implementation of the 3CM
using the Cmap Tool software.2 Another direct elicitation is presented in Freeman.
This time the elicitation of the concepts and relations are distinct. 900 statements
are elicited for success and failure through free-listing. They are quantified and
sorted. The top 50 are kept for both. The relations between the remaining terms are
produced using the pile-sorting technique where participants are asked to assess
how similar the terms are.

3.2.3.3 Cultural Consensus Analysis

The cultural consensus analysis is the last step to build a PCM. As a theory, the
consensus analysis enables the operationalization of culture [15]. Cultural
Consensus Theory (CCT) “formalizes the insight that agreement among [individ-
uals] is a function of the extent to which each knows the culturally defined ‘truth”’
[60]. In other words, the degree of sharedness of some knowledge is representative
of its cultural dimension ranging from personal to universal when it is shared
respectively by none to mankind.

2http://cmap.ihmc.us.
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CCT also “refers to a family of models that enable researchers to learn about
[individuals’] shared cultural knowledge” [61]. They are based on two fundamental
axioms [15]: culture consists of a pool of information that is shared and it is
distributed. Typically, cultural consensus analysis uses questionnaires or structured
interviews to obtain answers. Then, the respondents’ answers are statistical anal-
ysed to determine the consensually shared information. Depending on the form of
the elicited knowledge, either formal or informal cultural consensus models are
used [62, 63]. However, simple aggregations, majority or averaging responses
across respondents also constitute reasonable cultural estimates [64].

These models work generally on three restrictive assumptions [65]. First, for the
sake of knowledge consistency [64], the sample has to share a single culture.
Second, the elicitation of the individuals’ knowledge should be done independently
to avoid the apparition of shared knowledge emerging from collective interactions.
Third, the knowledge should be homogeneous, that is about a common domain and
on a similar level of difficulty [64]. However, a model extension produced by
Batchelder and Romney [66] copes up with the heterogeneity issue.

As a method, cultural consensus analysis provides a way: (1) to determine
whether observed variability in knowledge is cultural, (2) to measure how much
cultural competence each individual possesses and (3) to ascertain the culturally
correct knowledge [67].

1. Eigenvalues are derived from the factor analysis of the agreement matrix. The
agreement matrix contains the agreement between each individual analysed.
Eigenvalues are measures indicative of the knowledge variability across the
sample. A general rule is that there is a single culture when the ratio is 3 or
greater [64]. Gatewood and Lowe [68] set this value to 3.5.

2. The estimated knowledge, competencies or loadings of each participant refer to
the degree of similarity between one individual’s and the overall’ knowledge
[15]. An individual with a high loading possesses knowledge representative of
the culture.

3. The answer key is the result of the cultural consensus analysis. It consists in the
consensual and considered-true knowledge [15].

Applied to the individuals’ elicited cultural model, the cultural consensus
analysis produces an answer key which embodies the Prototypical Cultural Model.

Relying on the cognitive theory of culture, PCMs provide legitimate and rela-
tively fine-grained representations of cultures. In fact, the granularity of the mental
models produced in the second step determines the granularity of the final PCM.
However as such, they cannot be used for the development of cultural awareness
because computers systems are not yet able to make sense of them. To be under-
standable, they have to be formalized.
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3.3 From Prototypical Cultural Models to Cultural
Ontologies

As they are, PCMs are informal. To become machine-readable cultural represen-
tations usable by any systems they have to be represented with a formal language.
In addition, the systems can try to build cultural mediations only if the cultural
representations are formalized. Because PCMs constitute prototypical cultural
conceptualizations, they can naturally be embedded into ontologies which are
defined as explicit and formal specifications of shared conceptualizations [69–71].

3.3.1 Formal Ontologies

Ontologies are composed of conceptual structures. Their principal components are
labels, concepts, relations and axioms. Axioms are rules associated to the relations
used to enable reasoning. Their formal specification enables their interoperability,
re-usability, understandability and machine-readability. Ontologies range from
highly informal (expressed loosely in natural language) to rigorously formal
(meticulously defined terms with formal semantics) [72].

The Resource Description Framework (RDF) is the main formal language as it
supports the development of the semantic web. RDF is based on entities (resource,
property, value) which constitute triples of the form (subject, predicate, object).
Resources are concepts described thanks to an Uniform Resource Identifier (URI).
Properties can be attributes or any other kind of relations which are themselves
concepts. Values are literals pointing either to a symbol or another resource. The
common syntax to formalize RDF is XML, called RDF/XML. Ontologies written in
RDF are interpretable by machines through SPARQL Protocol and RDF Query
Language (SPARQL).

3.3.2 Framework to Produce Ontologies

Similarly to PCMs, methodologies to create ontologies are mostly based on
experience [73]. The METHONTOLOGY is a proven framework describing the
general steps to build an ontology [74]. Common steps are composed of specifi-
cation, conceptualization, formalization, implementation and evaluation.

The specification consists in planning the production and exploitation of an
ontology. At a minimum, it defines its primary purpose, level, granularity and
scope. These specifications mainly constrain the conceptualization. Typically, the
conceptualization step is carried out by a group of domain experts. The goal is to
discover the significant concepts and associated relations [71]. The formalization
step expresses the conceptualization with formal languages. It is often manually
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supervised by knowledge engineers or with the support of a software like Protégé.3

Mapping techniques can also be used to automatically transpose informal to formal
knowledge [75]. The implementation step addresses the technical and practicable
aspects associated with the usage of an ontology by a computer system. The
evaluation step validates each step according to the specifications.

3.4 Formal Cultural Mediation

While trying to bridge various local ontologies, many kinds of mismatches are
generated. Klein [76] provides a classification of these mismatches mainly based on
Visser’s work [77]. The main distinction is between the language and ontology.
Language level mismatches are caused by the language used to formalize the
ontology. Ontology level mismatches are due to the represented knowledge itself,
the differences appearing in the conceptualization and explication.
Conceptualization mismatches come from the bias intrinsic to conceptual structures
constituting the ontologies while explication mismatches “result from explicit
choices of the modeler about the style of modeling” [76].

Building cultural mediations consists in identifying continuities and disconti-
nuities between heterogeneous cultural ontologies and thus, it is about dealing with
conceptualization mismatches. In our case, the cultural dimension of these mis-
matches is guaranteed by the PCMs. Therefore, our idea is to use ontology medi-
ation which addresses conceptualization level mismatches, to produce cultural
mediations.

Eventually, for culturally-intelligent systems to make use of these mediations,
they have to be expressed in a formal language.

3.4.1 Ontology Mediation

Ontology mediation includes many tasks such as ontology mapping, alignment,
articulation, merging, integrating and combining. Ontology alignment aims at
bridging several ontologies into mutual agreement, making them consistent and
coherent [78]. Ontology combining refers to using several ontologies for a task in
which their mutual relations are relevant [79]. In ontology alignment and com-
bining, ontologies themselves are not modified contrary to ontology merging and
integrating. Ontology merging or integrating has for purpose to capture all
knowledge from the source ontologies into a single new ontology. Whether it is
ontology alignment, combining, merging or integrating, all these operations are
supported by ontology matching techniques.

3Available at: http://protege.stanford.edu/.
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3.4.2 Ontology Matching

Ontology matching is the specific task of finding correspondences between entities
in two ontologies. Matching techniques are often divided between syntactic and
semantic. “In syntactic matching, the labels and sometimes the syntactical structure
of the [ontologies are] matched and typically some similarity coefficient [0, 1] is
obtained, which indicates the similarity between two concepts. Semantic matching
computes a set-based relation between the [concepts], taking into account the
meaning of each [concept]” [80]. Euzenat [81] goes further with a more detailed
classification of concrete matching techniques.

Among the matching techniques presented on Fig. 3.1, four kinds are particu-
larly adapted to address conceptual mismatches because they are related to struc-
tural aspects of ontologies. They are based on: formal resources, taxonomies,
graphs and models.

The matching results constitute mappings which relate similar concepts or
relations from different source ontologies to each other [79, 82]. Given two
ontologies O1 and O2, a mapping is generally represented [83, 84] as a 5-tuple (i, e1,
e2, r, s) where i is a unique identifier for the correspondence, e1, e2 are the matching
elements, with e1 2 Q(O1) and e2 2 Q(O2) where Q denotes ontology constructs,
r is a logical relation and s a score. The score is generally indicating the probability
of the matching result.

Fig. 3.1 Classification of current matching techniques (source Euzenat [81])

3 Building Emic-Based Cultural Mediations to Support … 49



3.4.3 Creating Cultural Mappings

The two main parts of any mapping process are mapping discovery/evaluation and
mapping representation/storage [80, 85]. Mappings are discovered by matching
several ontologies and generally manually reviewed by an expert to be accepted.
Then, the mappings found are formally represented and stored. It can constitute an
intermediate ontology defined as an articulation ontology [86]. The MAFRA
(MApping FRAmework for distributed ontologies) [87] called the latter the
Semantic Bridging Ontology. In the end, the articulation ontology produced from
local ontologies may be used as input to merge them into a single global ontology
or as a mean to align them when needed [88].

Following this process, building formal cultural mediations is within reach.
Using as inputs both the cultural ontologies and appropriate matching techniques, it
is possible to discover, evaluate, represent and store culturally-relevant mappings.

Once a system has access to formal cultural mediations between cultural
ontologies, it gains access to an artificial awareness of these cultures through their
representations. Using the mediations, a Culturally-Aware system can produce
culturally-relevant decisions to become culturally-intelligent. One form of this
intelligence could be to adapt its own enculturation according to its former design
cultural bias and the cultural background of its users.

3.5 Demonstration

We presented in a theoretical fashion the development of an emic-based artificial
cultural awareness. The awareness of the cultures coming from the cultural repre-
sentations are supported by cultural ontologies embedding Prototypical Cultural
Models. The awareness of the similarities and differences between the representa-
tions is achieved by the formal cultural mediations resulting from conceptualization
matching. To give some consistency to our methodology, we will now provide a
practical demonstration. We start by presenting our process. Then, we describe the
use-case we choose for our experiment. We end by observing and commenting the
experimental results.

3.5.1 Process

The process we develop is rather crude as our purpose is to provide a practical
demonstration of our research. Therefore, to ease the understanding of the latter, we
decided to remind the main steps of the methodology with the Fig. 3.2. The
development of artificial cultural awareness begins with the conception of PCMs.
Their creation is driven by three steps: ethnographic sampling, individuals’ mental
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model elicitation and cultural consensus analysis. For our process, to compose the
samples we assumed the role of an ethnographer. The criteria used to select the
individuals were based on both a domain of study and on shared social features.

For the elicitation of the individuals’ mental model, we developed an indirect
elicitation process. We followed the idea that the mental models can be extracted
from textual productions [89]. The process was based on two steps: data collection
and data analysis. The data were retrieved directly from the web. Textual data

Fig. 3.2 Main steps of our
methodology to build artificial
cultural awareness
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collection was achieved thanks to HTTRACK4 which is a tool that can mirror the
content of a website by crawling and downloading its files.

For the analysis of the individuals’ data, we used text-mining to find the con-
cepts (symbolized by nominals) and relations (in the form of pairs of nominals)
associated to the mental model of individuals. Mining textual data generally starts
by a pre-processing task. Its goal is to improve the quality of the data by removing
noise and by adding language specific information. The process ends by using an
algorithm to mine the relevant data in order to produce the desired result. Most of
the time the algorithm performs a statistical analysis which is achieved by quan-
tifying the textual data.

The texts of the collected documents were extracted using Apache Tika.5 Then,
the language was identified with LangDetect [90] and English texts kept.
OpenNLP6 enabled us to split the latter in sentences and filtered the duplicates.
Then, we used the Stanford CoreNLP API7 for natural language processing oper-
ations: tokenization, Part of Speech (PoS) tagging and lemmatization. Eventually,
nominals which constitute the main concepts of conceptualizations were found
through simple pattern matching. The results of the preprocessing were stored as
annotations in a ‘serial data store’ using GATE8 (General Architecture for Text
Engineering).

The discovery of the main concepts for an individual was basically achieved by
correlating the importance of nominals with their number of occurrences. To this
end, we quantified the lemmatized and lower-cased form of nominals and sorted
them according to their number of occurrences. To find important relations we
followed Harris’ [91] distributional linguistic hypothesis. It considers that ‘close’
words appear in similar context. Therefore, by relying on co-occurrence statistics, it
becomes possible to determine the proximity of two words. The co-occurrences
between nominals was determined with a window size of 5. Then for each nominal,
we measured their relatedness with others through the Jaccard formula:

Jaccard(n1, n2) = O(n1\ n2)/(O(n1) + O(n2) − O(n1\ n2)), with n1 and n2 two
nominals, O(n) the occurrences of a nominal and O(n1\ n2) the co-occurrences.

The higher is the score, the closer are the nominals. By ranking the relations of
every nominal, we could thus determine which ones were the most important. To
build the PCMs we first defined the cultural domains. To determine these domains
we aggregated the rank of the significant concepts for each individual. According to
their distribution in their respective samples, those relevant were filtered through a
‘sharedness’ threshold. Given a number, the top nominals were kept to constitute
the cultural domains.

4http://www.httrack.com/.
5https://tika.apache.org/.
6https://opennlp.apache.org/.
7http://stanfordnlp.github.io/CoreNLP/.
8https://gate.ac.uk/.
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The partial structure of the PCMs was produced using a nominal as a seed. This
seed was used to initiate the discovery of shared relations. For each individual we
retrieved a fixed number of best relations associated to the seed and belonging to
the cultural domain. Shared relations were found by aggregating them and ensuring
that their number was representative of the majority. Finally, we manually evalu-
ated and labeled the relations and only retained those of interest. In particular, we
focused on lexico-semantic relations. Apart from common transitive relations
(meronymy, causality, …), we payed special attention to hypernym/hyponym
lexico-semantic relations as they are known as the backbone of conceptualizations.
The nominals constitutive of those relations were used as new seeds. We repeated
this operation to a maximum of 7 times in accordance with the relative size of the
PCMs. We cleaned the PCMs by removing the logical duplicates based on tran-
sitivity. For example, from the three relations (animal, hypernym, mammal),
(mammal, hypernym, rabbit) and (animal, hypernym, rabbit) the last relation was
deleted. We also ensured that the concepts were useful for the structures. This task
was achieved by representing the PCMs as semantic graphs with Gephi.9 Then we
used the topology filter to keep only the nodes/concepts having a minimum of two
edges/relations.

After having created the PCMs, they have to be formalized in order to be
machine-readable. This is the next step toward the development of our artificial
cultural awareness.

The formalization of the PCM in the RDF/OWL formal languages was done
with Apache Jena.10 The nominals belonging to the cultural domains were trans-
posed as labels representative of classes. We did not manage polysemy: one
nominal for one class with a single label. Then, the hypernym/hyponym relations
were transposed as rdfs:superClassOf/rdfs:subClassOf relations, transitive relations
as http://www.w3.org/2002/07/owl#TransitiveProperty and the remaining ones as
rdfs:seeAlso.

Now that we dispose of formal cultural ontologies, we need to produce cultural
mediations. This task constitutes the last step for computer systems to develop an
artificial awareness about cultures through their representations. For the mediation
of the cultural ontologies, we built our own conceptualization matcher. The
semantic matching between two concepts was achieved by comparing the set of
labels of every concept associated to them through transitive relations. It led to a
score between 0 and 1. The scores close to 0 should indicate that the concepts are
completely different while those close to 1 mean that they are similar. The align-
ment of two ontologies produced a number of mappings composed of their own
identifier, the resources and their respective ontology, the kind of relation and the
score. The formal cultural mediations were finally built by reviewing these
mappings.

9https://gephi.org/.
10https://jena.apache.org/documentation/ontology/.
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3.5.2 Experiment

For our experiment we chose a controverted topic, composed of two major and
distinct communities with point of views drastically different. We are talking about
‘abortion’, those advocating the right for women to freely choose and those willing
to protect ‘unborn babies’, that is the ‘Pro-choice’ and ‘Pro-life’ communities. The
goal of this use case is neither to participate to the debate nor to judge a particular
position. We aim to develop an artificial cultural awareness that can grasp the
cultural similarities and differences.

We constituted two samples with our individuals being websites managed by
identified Pro-Life and Pro-Choice communities. Considering websites as indi-
viduals may not be the best choice to carry out our experiments. However, this
decision was driven by the necessity of being able to collect for a consequent
number of ‘individuals’ large amount of textual data written in the same language
and about a single domain.

For our experiment, we did not produce complete PCMs as the time required is
too consequent and because the objective of the latter was to illustrate our
methodology. Therefore, we decided to build partial PCMs centered around the
conception of ‘abortion’.

The samples we constituted contained respectively 3 and 5 individuals for the
Pro-Choice and Pro-Life communities. We collected the data of each individual.
Then, we preprocessed the data (additional information is available in Table 3.1).

The cultural domains were defined arbitrarily by aggregating the top 10000
nominals of every individual and by filtering those whose score/vote obtained the
majority. The structures of the PCMs were produced using the term abortion as a
seed and the top 50 associated relations. The consensually-shared relations were
evaluated and the relations identified and tagged. The new concepts we encountered
were used as new seeds. The result of the first iteration is presented in Table 3.2.

The resulting PCMs were verified, cleaned and formalized (jointly represented
on Fig. 3.3).

Table 3.1 Amount of useful textual data for each individual

Sample Individual Number of sentences

Pro-choice http://www.prochoiceactionnetwork-canada.org/ 17,682

Pro-choice http://www.prochoiceamerica.org 30,110

Pro-choice http://www.prochoiceforum.org.uk/ 18,788

Pro-life http://www.nrlc.org/ 136,028

Pro-life http://www.priestsforlife.org/ 235,694

Pro-life http://www.standtrue.com/ 15,885

Pro-life http://studentsforlife.org/ 19,629

Pro-life http://www.lifenews.com/ 76,929
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The cultural ontologies produced were aligned. The final result is the set of
mappings which corresponds to the cultural mediations between the Pro-Choice and
Pro-Life communities.

3.5.3 Results

The Pro-Choice and Pro-Life ontologies shared 48 concepts. On those 48, equiv-
alent mappings were produced for 37 of them. For example, ‘medical_procedure’
was found as an identical concept. The cultural ontologies possessed 77% of
conceptual similarities. This result was worst than what Fig. 3.3 suggested. We
sorted the concepts according to the lowest scores to observe the major cultural
differences.

The ranking on Table 3.3 seems to confirm that the matching scores are
culturally-relevant. Concepts with a score close to 1 indicate that both communities
share similar conception. This is the case for ‘birth’. When the scores are near 0.5,
cultural dissimilarities appear. For example, some aspects of the ‘abortion’ are
mutually present for the Pro-Choice and Pro-Life communities: ‘procedure’, ‘de-
cision’ or ‘pregnancy’. However, only the Pro-Life community considers that

Table 3.2 Cultural relations
of interest associated with the
seed ‘abortion’ with manually
labeled classes (h hypernym,
t transitive, r related; 1 direct,
2 reverse)

Community Source Destination Relation

Shared Abortion Risk t1

Decision h2

Reason t1

Issue h2

Woman r

Choice h2

Legal_abortion h1

Pregnancy R

Right h2

Pro-life Mother r

Birth r

Baby r

Murder h2

Pro-choice Health h2

Surgical_abortion h1

Birth_control h2

Procedure h2

Contraception h2

Fetus r

Illegal_abortion h1
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destroying an embryo is like murdering somebody. Finally, when the scores fall
towards 0, it means that there is at least one fundamental cultural difference.

Based on this analysis, we can infer that the main disagreement between the two
communities is not about the ‘abortion’ but their respective conceptions of an

Fig. 3.3 Prototypical cultural models for both the pro-choice and pro-life communities (blue
shared, green Pro-Life, red Pro-Choice)

Table 3.3 Concepts with the
lowest matching score

Concept Equivalence score

Embryo 0.2

Fetus 0.3

Abortion 0.55

Spontaneous_abortion 0.57

Miscarriage 0.58

Birth_control 0.8

Contraception 0.83

Rape 0.88

Baby 0.9

Unwanted_pregnancy 0.91

Birth 0.91
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‘embryo’ and a ‘fetus’. This interpretation seems consistent with our own judg-
ments about the core cultural divergences of these two communities.

To obtain practical cultural mediations to develop an artificial cultural aware-
ness, we use a threshold of 0.75 to distinguish appropriately the concepts to produce
valid cultural mediations. Below this threshold, the conceptions are disjoint while
over this score they are equal.

This experiment tends to demonstrate that the scores obtained through cultural
ontology matching are good cultural indicators and are able to produce cultural
mediations.

3.6 Conclusion

In this paper we proposed a methodology to build artificial cultural awareness based
on a legitimate conceptualization of culture as well as an emic approach. It started
with the creation of PCMs and their formalization into cultural ontologies. It ended
with the production of relevant cultural mediations resulting from the ontology
alignment. We designed a process driven by this methodology for our demon-
stration. The experimental results tended to confirm the validity of our
methodology.

Nevertheless, the effective use of cultural mediations by culturally-intelligent
systems remains to be studied: “How these cultural mediations can drive the
adaptation of these systems?”

In addition, culture and language are correlated. Therefore, the multilingual
dimension needs to be included in our methodology.
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Chapter 4
Teaching an Australian Aboriginal
Knowledge Sharing Process

Cat Kutay

Abstract Experiential learning of other cultures not only provides knowledge of
the protocols and values of a different culture, but also enables the learner to realize
there are such differences. It is this awareness that enables us to better understand
our own culture and how we communicate within and between cultures. We are
using intelligent agents modelling cultural rituals, values and emotional responses
within gaming environments to support the learning of cultural competency. In this
chapter, we describe the development of cultural knowledge sharing processes.
Starting with information sharing, in class role play and recorded material, we are
expanding the interactions and scripting options to allow students to experience the
conflicts felt by Aboriginal Australians within the mainstream culture. We analyse
the different teaching methods and the suitability of the material.

Keywords Indigenous knowledge � Serious cultural games
Aboriginal languages

4.1 Introduction

Australia is home to the longest running cultural system in the world. The
Aboriginal people have lived here 68–100,000 years [1], trading with neighbours in
Indonesia and the Pacific, while developing a culture that prioritises relationships
between humans and the environment, and minimizing human impact. Partly due to
the highly irregular climate and hence food supply, in Australia a lot of time is spent
travelling to reduce the burden on each region of a clan’s land. This has also led to
the development of a highly mobile and shared technology system.
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Despite the effort of the Europeans who have settled in Australia since 1788, the
Aboriginal culture has retained much of its traditional forms in the urban, regional
and remote communities of Australia.

Hence all Australians are living in a community that is home to two very
different cultures. The actor Jack Charles recently said on television [2] that
Australia has a unique form of racism towards its Aboriginal people. It is unique
both in the world, in that the cultural difference is so vast that misunderstanding and
malpractice abound, and unique in Australia in that the racism expressed against the
Aboriginal people is both more pervasive and more complex than other forms of
racism in Australia.

To provide cultural teaching, we are looking to traditional oral methods. In
Australian and North American Aboriginal groups, the oral tradition is a skill learnt
and passed on as a discipline, involving repetition, praise and critique [3] to train
the young in this method of history retention. Yet the importance of Aboriginal oral
memories in terms of retaining a true history of Aboriginal collective identity and
knowledge is generally denigrated in the non-Aboriginal view, as oral records are
perceived as coloured by personal experience [4], and in constant flux.

This chapter is about attempts to help non-Aboriginal people understand the
culture of the Australian landscape, as well as understanding the oral knowledge
sharing process. We describe the development that led to the use of games for this
project. We began with face-to-face workshops training professionals who were
going to work with communities, while developing web services for Aboriginal
communities to share knowledge relating to their own language and culture. This
involved long community consultation over access and interface design. But most
importantly were the understanding of protocols around knowledge sharing and the
tools that would support this occurring in a more seamless manner.

4.2 Cultural Training

Much of Aboriginal traditional storytelling presented as Dreamtime stories, which
are about a time that is neither past nor present but for all time. They incorporate
experience from the past presented with relevance to the present audience [5].
While they are about a spiritual realm where Kangaroos are people and people are
kangaroos, they are also stories of Law, how to behave, how to look after country.
They are told from when a person is a child until when they learn to hunt and grow
food, with more information added as they understand more. The knowledge is
given as required, as the person’s awareness grows, but also the story carries many
levels so that a variety of listeners can learn from them [6].

The general approach we took to developing an understanding of Aboriginal
culture was to both replace the current deficit model with an understanding of the
wealth of the Aboriginal culture, as well as provide this opportunity to educate
students on the variety of human values and aspirations.
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Three focuses of cultural training have emerged and provide different devel-
opment routes and strategies. Firstly to train the professionals who go out to
communities. Secondly to provide support for Aboriginal people to learn and share
their cultures amongst themselves. Thirdly to provide all Australians with an
education in the local cultures.

All projects are focused on the holistic knowledge sharing practices in the com-
munity and how to emulate and support these through technology. A second offshoot
of this work is the increased understanding of new ways of knowledge sharing,
especially tacit knowledge sharing, that has emerged from this work, which we will
mention in the next section. Hence, we first need to explain the knowledge sharing
processes as used traditionally by Aboriginal people to understand how this proce-
dure may be represented online (see studies in [7–9] for other work in this area).

4.2.1 Traditional Knowledge Sharing

The oral tradition that is practised and perfected by Aboriginal people provides a
way to remember extensive details of the landscape and the maintenance of the food
supply, while only teaching knowledge that is correct for the moment in a highly
variable climate.

As an example we consider the story of how the kangaroo got its tail [10]. This
is not a story told because Aboriginal people believe that sometime long ago a
wombat was running around, got speared in the rear and the spear grew into a tail.
The story is a theme, a ‘textbook’, on the care and preservation of the kangaroo.

When a child hears an elder start to tell about ‘how the kangaroo got his tail’,
they know they are entering a lesson about the kangaroo, much as our children
know they are entering a maths lesson when they are told to get out their maths
textbook.

The story also covers many levels to engage audience with different skills. The
moral tales and human relations are more for children, the practical details are
comprehended better when people are familiar with the landscape, and the spiritual
knowledge is unclear to those without prior understanding [11]. This understanding
of the levels of engagement with oral knowledge links this research with the issues
that arise in tacit knowledge sharing, which is the workplace knowledge of com-
ponents and procedures, often shared only in oral form [12].

A story will be started by the elder at whatever point they know, or the one that
is relevant to the listeners. The story they will tell is only the part that they have
authority to tell others, and this helps prevent false information, or gossip, being
inserted into a story.

The story in its entirety tells of the travel of the hunters, where they find seeds,
fruit and water, and, by the position of the stars, how you can tell the season, along
a route that the people will travel often in their search for kangaroo. The story tells
where the kangaroo get good food, where they breed and how to look after them.
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The people can recite the stories as they move through the country. Like the
memory palace developed by Cicero, where an orator will place topics around their
mental room so that they have a location in their head to trigger the memory of the
point they want to make, so the storytellers of the Aboriginal community have a
memory aid for where the food is through locational triggers, including the position
of the stars in each season. Also the layout of the stars can be related to land tracks,
providing a further guide for travellers. Stars are also used as a representation of
kinship relations as a teaching aid for the community.

Also it is these storytellers who are responsible for the well-being of each totem,
and when a community wants to hunt for kangaroo, they will go and ask permission
of the elder responsible for kangaroo in the area, who will know if there are enough
to allow hunting at that juncture.

Learning to hunt is however very difficult. The clan cannot afford for young
hunters to go out and be unsuccessful in throwing a spear and frighten away the
whole herd. Aboriginal people are in general uncomfortable with trial and error
training. This has been an issue in schools in Australia, where a Socratic style is
used which is alienating and confronting to Aboriginal students.

Hence the corroboree for the kangaroo provides an immersive and practical
training. Here dance, music, storytelling and drama merge as a teaching method
where a story if performed in front of people gathered from surrounding regions,
sharing their part of the knowledge of the kangaroo, its breeding places, where the
feed is good, etc.

To prepare for a corroboree performance, the elders sit together and discuss the
desired format: the context of the corroboree; what is significant in the present
situation for the people; what is relevant to the user’s desires within the environ-
ment. They evaluate the community’s goals and beliefs. This involves considering
the themes that need to be covered for learning about the present context, which
links to the audience’s goals. They interpret and interact with this environment.
This develops the cohesion of the narrative, what will be presented for the social
and creative linkage of information. So they decide what will be performed.

Once this corroboree has started, individuals contribute stories or songs relating
to how their own knowledge fits into the previous narrative and so select the stories
that are shared. The rendition of these stories will be through various performances
[13].

The corroboree stories say that in the Dreamtime, men and kangaroos changed
into each other regularly and in a corroboree the elder who was responsible for
kangaroo knowledge will indeed become a kangaroo. He will show how the kan-
garoo smells the wind, and reacts to sounds.

There are stories of historical films of Aboriginal hunters, one showing an older
hunter standing up to throw a spear towards a herd of kangaroos. There was a
medium sized male off to the right of the mob. The man throws his spear. The
kangaroo was grazing and lifted its head, it smelled the wind, then leapt to the right,
right into the path of the spear. To learn a skill like that you need many lessons with
real kangaroos, or as near to this as you can get. The corroboree provides this
opportunity.
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4.2.2 Analysis

We now consider the significant features of Indigenous knowledge as expressed
through stories and performances. The difference between Indigenous and
non-Indigenous knowledge is summarised by Nakata [14] and these differences can
be used to understand the mode of knowledge sharing [15]. These points are
expanded here to consider the particular aspects that require encoding to support
online transmission of this knowledge:

• Thematic structure. Knowledge is developed around a theme of morality or
subsistence. The stories in this sequence are linked together in a simple
framework (for example, a Dreamtime story) which is used for children and
gradually over time embellished with further detail, while retaining the same
basic story line.

• Story-path or Songline. Knowledge is generally presented in a synchronous
and repetitive manner to enable memorising in a transient (oral) form. It is the
landscape and the season of telling that provides this order to the story or song.

• Contextual. Knowledge cannot be presented without the context of the theme
and the story-path which requires both the whole contextual framework and
those who have a right to tell the story being included in the teaching/learning
process.

• Seasonal. Time may cycle as the story moves across the landscape, describing
the area as it is when you travel through at a walking pace.

• Continuity of time. Past and present knowledge are continually repeated, with
knowledge placed in a larger context according to location and theme rather
than historical time of occurrence.

• Spiritual. Stories move between western concepts of physical reality and
spiritual or intuitive descriptions with complete fluidity. The Past or Dreamtime
is continually existing in the Present.

• Collaborative. Knowledge is learnt from many people, not just your immediate
superiors. Other people in the same role in other groups, also contribute to that
knowledge telling.

• Depth development. Knowledge can only be shared with those already
equipped with the requisite background knowledge to understand and memorise
the new knowledge.

• Access rights. Knowledge is often not shared between certain people. Those
who have different roles in society do not share these responsibilities to those
outside their ‘story’ or knowledge context.

• Knowledge is about intuition as well as observation. One of the processes
used in Indigenous knowledge sharing is the verification of intuition through
comparison with others experience.

When considering how a knowledge story is formed, the first important factor is
the theme. This may be related to morality or survival information. Then within the
story there are four dimensions of knowledge sharing. First there are the story-paths
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or the thread of the story, which provides the sequence. These are generated along
geographical paths. Then there is the dimension of time, which is cyclic in terms of
seasons and continuous in terms of dreamtime events that still occur; or changed in
terms of events long past that are now different. Thirdly at each location along the
story-path there are the stories inserted by individuals with that knowledge, at
various depths and providing a lattice of linking ideas, and each explaining some
aspect of the theme or some aspect of the environment, that occurred or occurs at
that location.

The final aspect is the verification. While teaching the community the elders are
also checking and updating their knowledge. This arises from the observational and
often intuitive nature of the knowledge gathering, and the need to update to the
frequent and irregular changes in climate.

At this last level, complexity arises in providing the detailed enumeration of the
various sub-themes and topics (physical, spiritual and social) that may be used to
assist the linking of material in a combined story-path that retains its cohesiveness
and veracity. While these stories have a strong sequence, it is geographical rather
than time based, and a time base may not even be used when describing events at
one location.

In a story as part of a knowledge theme, different sub topics are chosen, or the
ecosystem is divided into subjects from the environment, such as water, trees, and
winds and the responsibility for these assigned to different people through their
kinship role. However, events also may be described along the story-path as
unfolding through the seasons, so that the progression through the seasons matches
a person’s travel across the land, and at each time and location the type of suste-
nance that is available will be described.

The use of time in ‘the Dreamtime’ is a description that enables the two situa-
tions of continuity with the past, and discontinuity to be described. People talk of
how a resource has been maintained ‘since the Dreamtime’. Alternatively, at one
location, variation in events may be described, such as ‘in the Dreamtime our
ancestors gathered shell fish here and ate them along the waters edge, see here are
the middens’ on the Barrup Peninsula (in the Pilbara region of Western Australia)
located in the hills now many meters above sea level. Or the fishing boundaries in
the water off Millingimbi community, which follow the line of ridges under the
surface, which would have been exposed 15,000 years ago in the last ice age [16].

Finally there is another aspect to these stories, which is the extent to which the
subject is physical, emotional or spiritual. There is no differentiation made between
these in the Aboriginal view, hence these cannot be classified as dimensions. It is
the ‘physical’ nature or the strong reality of this spiritual view as well as its
emotional hold which has caused most dissent, misunderstanding and harm in
negotiations with non-Aboriginal people. For example landholders have claimed a
strong ‘spiritual’ link to their land over a few generations, attempting to mirror or
match statements used in land claims by Aboriginal people [17]. The understanding
of spirituality and how it is part of the knowledge development process is not
understood by a culture that denigrates intuition and any emotional understanding
of what effects an outcome.
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In particular, it is important in the process of providing online web based ser-
vices or Indigenous knowledge, to avoid any idea of assigning a western view of
true or false to the stories. Such oral records have been considered unsuitable for
historical or legal evidence [18–20], however they are vital to the preservation of
Aboriginal history and identity [4]. Using an Aboriginal methodology requires a
holistic approach. In terms of understanding the environment and knowledge about
people and relationships, this means we need to understand that inanimate objects
are sentient beings and part of the moral code of the landscape [21].

4.2.3 Knowledge Sharing

Tacit knowledge sharing is an important area of study in western systems, and the
experience from indigenous communities has much to offer in understanding the
process. In particular the concern is the ‘verification’ or reliability of knowledge
shared orally. The model in Fig. 4.1 is used by Zaman et al. [22] to develop an

Fig. 4.1 Knowledge creation: Framing Buayan–Bario paddy cultivation example [22]
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Indigenous Knowledge Government Framework (IKGF) and such studies of
Indigenous cultures has strengthened our understanding of this process [23], in
particular how knowledge is embedded in artefacts created by humans and socially
constructed.

In Australia research has also shown there is an interlinking framework of holistic
aspects that effect the governance and management of knowledge. Using the cor-
roboree model above we have found many features of tacit knowledge sharing to be
relevant, but the process is also multi-levelled [12]. The importance of features such
as the right to know, the right to tell, and the relevance of knowledge to the specific
setting result in a highly flexible sharing system where the governance is complex
and tacit in itself.

The model of tacit knowledge sharing developed in this work is described in
Sect. 4.4.8 as protocols to be followed in our design.

4.3 Training Professionals

The first application of Indigenous culture sharing was for training professionals
who were conducting research and those providing engineering support for com-
munities. There has been much misunderstanding and much harm done with the aim
of progressing or integrating communities into mainstream Australian culture and
economy. The role of those professionals is to act as gatekeepers for further
researchers who wish to work with communities.

The first aspect is the holistic nature of knowledge, which is hard for
non-Aboriginal researchers to appreciate. Each story told by a community member
does not constitute knowledge on its own. A story requires understanding of the
environmental and spiritual context and the thematic intent for it to be understood.
This has caused problems when non-Aboriginal scientists seek knowledge from
elders relating to care of the land and have not wished to engage with the whole
story [24, 25].

In training engineers for work in communities, whether urban, rural or remote, we
present the holistic nature of the project development such as the following table
(Table 4.1) which covers some of the main issues experienced. We will discuss
these in relation to language projects later (see Table 4.2).

Winschiers-Theophilus et al. report on their work providing training for
researchers to prepare to work with communities [26]. They explain the process is
about exploring the bonding aspects of community-researcher relationship and how
this is key to the success of community development research projects. They run role
playing sessions to emphasize the need to carry out research that is beneficial to the
researchers and also to the community.

In running similar sessions we ensure our students understand and respect social
and cultural aspects such as the kinship system, the method used by Aboriginal
communities to specify the relationship between all people in the community, across
clans, languages, etc. Through this system people are linked to their totem, and the
responsibility for the preservation of that totem. The people of a certain totem will be
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Table 4.1 Aspect for community engagement

Overall aspect Project-based aspect Possible obstacle

Governance Control of land and
resources

Access by all families to infrastructure

Existing resources
to build on

Material suitable for work Not possible to transplant projects
between communities

Personnel or
champions

Relationship to researchers Researcher will not be accepted
without a champion

History of
occupation

Previous experience with
resources e.g., IT

Lack of trust or competence in
working with new systems

Cultural
requirements

Men’s and women’s
business

Need to work with stable portion of
population

Relation to
surrounding lands

Consultation requirements Project may need to be delayed to
reach agreement

Community
responsibility

Relation to community plan Time pressure on staff

distributed across Australia, and share responsibility for maintaining that animal,
plant or resources and also will be responsible for maintaining the story that carried
the knowledge for this to occur.

Another main use of the kinship system is for marriage. By specifying the group
into which a person may marry to those who are most distant genetically, the
process of procreation is maintained in a mobile and disperse group with maximum
avoidance of inheriting recessive genetic diseases.

Working with the engineers who are going into communities, we are training
people who are traders in knowledge. The kinships system, although it varies across
languages, was used to assist any trader who enters new country, as they can be
fitted into the local system through their kinship elsewhere. The value for external
researchers is that when people come to the community, to trade in goods or
knowledge, they can quickly find who are the people they should be talking to
about business, who they can go to for advice, who to be cheeky to, and who they
should not talk to as this crosses marriage boundaries. This includes a forbidden
communication path between in-laws, a boundary that is commonly felt in many
societies.

A face-to-face kinship training workshop has been recorded and is now used to
train university students in various disciplines on the significance of the kinship
grouping in community relations. Simple flash games are used to emulate aspects of
the workshop (see Fig. 4.2). Related stories from community members are also
collected and used as exemplars.

Throughout the online workshop the workshop instructor and stories from
community members provide examples of how misunderstandings and assumptions
affected their life and those around them. Similar histories by other Aboriginal
people can be added at these junctures in the form of a playlist. The initial
workshop provides a structure for the cultural training session, while the oppor-
tunity to interleave new stories helps younger people to gain a greater variety of
experience in the history of this cultural clash.
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As the next step the community stories were provided as a playlist with option
for the adding of further comments and videos. This was used to develop a site for
teaching health professional.

Another similar project is the Bringing Them Home Oral History Project which
includes many stories from the Stolen Generations online. The history of the
campaign for recognition of the Stolen Generation was one of storytelling and
illustrates the power of this oral process. When children were removed from their
families, the parents and children affected all had stories, and feelings of guilt as
they were often told they neglected their children. Social and geographical barriers
prevented them from meeting to combine their stories, and it was only with the
advent of the Link Up network to search family records that their stories also linked
up, and that the real historical reasons and consequences of this period in Australian
history became known outside Aboriginal communities [18, 27].

This Stolen Generations site can be used by external learning environments
which link similar stories by common themes, such as place or time, and thus
deliver to the user a combined series of stories that provide a greater depth of
understanding of the issues expressed by the authors.

4.4 Developing Knowledge Sharing Interfaces

To enable the process of knowledge sharing we first consider how to use tech-
nology to help communities share their knowledge amongst themselves. This
process is in its infancy, so we present here a few different approaches used, but
show the similarity in the issues dealt with.

The application of this work is on language sharing to aid in revitalisation of the
many languages of New South Wales (NSW). However we will also compare to
similar studies for language reclamation for the Malaysian Penan and the use of
knowledge sharing websites.

Fig. 4.2 Flash game for kinship site and health site showing playlist of stories
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For Aboriginal languages, while much knowledge has been preserved, such as
language recordings, there has been less provision of resources for Aboriginal
people to control their own knowledge storage and distribution. Hence we need to
apply knowledge about Indigenous knowledge sharing in how language resources
can be represented in systems of ICT. Any system is required to provide a way for
Indigenous people to first share their own knowledge amongst themselves so that
they can control how it is shared externally.

The introduction of ICT into communities has been slow. The take up has been
affected by the political, economic, and social conditions, and the historical focus
on mobile technology. Recent focus has been on providing mobile apps for
knowledge sharing such as language learning, however this has to be backed up
with more robust and data-intensive application to store, analyse and serve the date,
both on web services and through community computer based workshops [26, 28].

The process of setting up projects in community and the lack of cultural
understanding in this process have led to the development of a website What Works
[29] funded by the Jumbunna Indigenous House of Learning at the University of
Technology in Sydney. This project is to campaign for proper protocols and pro-
cedures to be followed in funding and running projects.

4.4.1 Community Engagement Model

Zaman et al. and Hunter argue to design appropriate ICT tools for indigenous
knowledge management, the information technology professionals carrying out the
study need to understand the holistic nature of indigenous knowledge management
and so model and formalise this within any project for technology design and
approaches [30, 28]. This approach has led to a layered system of analysis [31] that
incorporates the various interrelated components of the knowledge system (Capital,
IK Governance, Activity, Knowledge Management, Data Repository and
Community Engagement, all linked to the External Environment layer). This model
was developed in the design of a botanical knowledge system [22].

The model considers the network of responsibilities and considerations required
to run projects with communities as discussed in the design of the training modules
in Sect. 4.3 above. The design team then used the design process for developing a
knowledge management tool for the Oroo’ language of the Penan. They ran
workshops to develop a classificatory system for language words [28] (see
Fig. 4.3).

The aspects shown in Table 4.2 that were extracted from Indigenous projects in
Australia show components that are interlocking, rather than layers, but there are
many similar features. Using the table provided in Sect. 4.3 above, we give an
example of how issues effect the implementation of language reclamation projects.
Then we consider how we worked on such a project to develop the present interface
for language teaching (see Table 4.2).
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Fig. 4.3 The logical architecture view of a layered IKG system [31]

Table 4.2 Community engagement in relation to language reclamation

Overall aspect Language reclamation and teaching

Governance Different dialects will present with stronger spokespeople. Access to
local computer centres may be controlled by single families making it
hard for general access

Existing resources to
build on

Some languages have archival recordings, some still have speakers.
The variety of resources requires a flexible web service to collate
these

Personnel or
champions

The presence of community members with computer skills as well as
language skills is necessary to engage other community members

History of occupation If many people were stolen or imprisoned for speaking their language
the memory makes progress difficult

Cultural requirements Those who can speak the language may not be able to talk to each
other due to kinship requirements. Negotiating how the language is
reclaimed is slower

Relation to
surrounding lands

Negotiating with other dialects in terms of how the different
languages are incorporated or separated is important

Community
responsibility

The community needs to develop the staff and local computer
resources to maintain the material on the web themselves

74 C. Kutay



The Penan model relates strongly to community governance and ensures that any
project fits within this model, where the language model cuts across communities as
an online and mobile model. At the same time we are also dealing with protocols
for suitable consultation and negotiation with communities.

4.4.2 Previous Work on Interface Design

A study by George et al. [32] of urban Aboriginal people used Hofstede’s [33]
cultural model to analyse websites and provide a method of classifying salient
features. They stated that cultural schema must be supported within a context before
the culture can be conveyed. In our case the schema is the linkage of knowledge
through story, the ability for community to contribute to develop the knowledge,
and the levels of access to knowledge. This emphasis on the multiple layers of
knowledge representation within the culture [34] is also reflected in work with the
Penan in Malaysia discussed above.

Further research is needed for human computer interaction with different cul-
tures. Workshops run with the Penan found that the older community members
have different schemas for language classification to the younger members, which
will make the development of a suitable interface complex, or requiring adaptation.
Similarly workshops run with Aboriginal language speakers have shown that there
are many different design needs for the representation of language online for dif-
ferent communities.

Another project enables the sharing of the ‘alternate’ Arandic sign language used
in Central Australia, in various contexts by people who also use spoken language
[35]. This required extensive community consultation on how the words are
delineated and constructed, as well as how the signing should be authentically
represented in an online environment.

The complex process of designing language repositories is repeated with every
new project, as the communities deal with a variety of different environmental and
social factors that provide a unique system of knowledge and understanding. We
now apply the methods developed above and the patterns extracted to new situa-
tions for Aboriginal culture sharing and so establish the features of each specific site
or module developed. In the final section we look at how this process developed
into the creation of storytelling games.

4.4.3 Interface Design Model

A study was run on the way Aboriginal people viewed the online environment and
how they could use this for knowledge sharing [6, 36]. In providing interfaces for
community use, we are attempting to relate to existing knowledge sharing practises
to reduce the cognitive load of the community members engaging with the sys-
tem to learn what is a new language after years of denial of access.
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Support for the users’ external cognition arises from the interaction between
internal and external representations when performing tasks that reduce the user’s
cognitive effort through the use of external representations, without reducing the
information provided. This provided a model that both developed on the different
layers of needs and the different design concepts listed by Rogers and Scaife [37],
who developed guidelines for studying users interactions with different kinds of
graphical representations (including diagrams, animations, and virtual reality) when
carrying out cognitive tasks.

We used their properties and design dimensions to determine which kinds and
combinations of graphical, audio and linkage representations would be effective for
supporting different activities. The matrix of affordances provided the semantics of
the interface pattern language (see Fig. 4.4). Pirolli and Card [38] conceptualized
searching for and making sense of information, using concepts borrowed from
evolution, biology, and anthropology together with classical information processing
theory called the information foraging food-theory (IFT). They describe searching
strategies in terms of making correct decisions on where to search next, influenced
by the presence or absence of “scent.”

We provide a conceptualisation or representation of searching, in this case for
language information, from the perspective of Indigenous learning within the
corroboree setting, where the re-enactment of the real environment assists the user
in the construction of their knowledge.

Using the levels of an ecological framework [39] as levels of analysis on the left,
we mapped this to the pattern attributes of content, context and cohesion of
knowledge within the site. These were then mapped to the interface analysis

Fig. 4.4 Patterns for language site interactions [36]
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techniques of semantics, salient features and cognitive trace, plus the final step of
combining and modifying information on the site to form knowledge. In particular
the ease of production of this knowledge as a sharable resource was the focus of the
analysis framework.

The framework was then used to assist and evaluate the development of a
language learning platform described in the next section. Here we introduce the
process used to enact this pattern language on the web.

When working with knowledge artefacts, there will be no ‘elders’ or
over-arching knowledge holders online to tie the information together into
knowledge to be understood. In effect an online system provides isolated media
packets from which the user has to draw sense. The interface design framework we
provide here has been developed around this need to design tools for information
selection (thematic content), the interface format (context), and information linkage
(cohesion) to create a knowledge repository.

The aim of the visual design of knowledge learning web sites is to reduce the
cognitive load in learning through:

1. Representations within real world, or juxtapositions that can represent processes
in real life narratives. This provides the narrative for the user to follow.

2. Visual representations of temporal, cultural and spatial boundaries such as
dialect, speaker, learning environment (worksheet, dictionary, etc.) that provide
constraints and affordances to assist the learning enquiry, and so select the
resultant artefacts.

3. Artefacts found for further enquiry, such as audio example, and the authority of
different annotations available on these artefacts. This will vary with the the-
matic structure of the activity.

4. Graphical elements which provide affordances or constrain the kinds of infer-
ences that can be made about the relevance of the search artefacts and relevance
to their focus audience, including the level of language used in the document.
This provides a context for the user’s search activity.

We provide an example for the language sites discussed below, where the aim is
to support both teachers who are searching for related material to present to stu-
dents, and the students doing with their own searches to collate knowledge.

4.4.4 Implementation for Language Learning Sites

The design concepts that we developed from the studies described above were used
to derive the component systems in the language learning sites we developed. These
language sites [40] are based on a python system that provides easy access to the
data for mobile apps through the application programming interface (api) and the
ability to parse and analyse data uploaded to the site. Using a RESTful interface
provides increased ease of access to the data [41].
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The language sites have three main context components. Firstly the dictionary,
usually developed by a linguist and transferred to a database. Then archival material
in the form of audio and (possibly) transcripts are uploaded and linked to the
dictionary words where possible as time-aligned text. These audio files are often in
the form of songs which emphasise the imagery of the subject matter through sound
[42]. Therefore much of the wealth of the material lies in the complete tape rather
than any segmentation into word or phrase examples. Thirdly teachers can edit and
save wordlists and use these to develop worksheets (see Fig. 4.5) which are
exercises based on a topic or wordlist.

These worksheets are based on the Accelerate Second Language Acquisition
method (ASLA) developed by Stephen Neyooxet Greymorning, an Arapaho tea-
cher from Montana. This method is used at Muurrbay Aboriginal Language and
Culture Cooperative for language teaching. This provides a context for the learning,
where a wordlist is used each week and the learning exercises are based around this
list and include actions (e.g. ‘the girl touched the tree’ is linked to a picture of this
action).

Finally cohesion is supplied by software that links all parts of the web site, such
as archival material, time-aligned text transcripts, further community contributed
recordings, and text material.

The site has four functionalities to support the design proposed above. Firstly the
data structure is highly interactive, allowing community to add resources which are
then updated as part of the site information without requiring extensive tagging.

Fig. 4.5 Language site showing worksheet with popup support tools
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Secondly there are functions that enable example sentences to be linked to ample
recordings of their constituent phrase or word. Hence when linguist’s transcripts
include recordings that contain a searched phrase, these will be automatically linked
to the words in the example. In the dictionary learners can search for words, and
will be provided with example sentences linked to the word. The interface to time
aligned segments of tapes is being developed to retain the full context as an option
for the user.

Thirdly there are various JavaScript functions that provide support for users.
Data hidden on the page can be accessed by JavaScript to verify the status and
access of the user (e.g., whether teacher or learner) and then support can be tailored
to their needs. For instance if a sound file exists for a group of words or a single
word, it is shown as a link for listening. While working on a lesson resources are
provided to search for a word (student), or creating a word list (teacher), and
learners have access to the wordlist to help them complete lessons.

Finally the site provides an api for mobile users to access words and wordlists
for weekly exercises, based on worksheets. This enables teachers to set up wordlists
for users to practise on their mobile. The new mobile app being developed also
relies much more on swiping to move around between different views of words
(e.g., full text, word list, examples, memory game, etc.) to enable the user to change
context while retaining their context.

Also another benefit of using python system is we have linked in the python
natural language toolkit [43] to parse example sentence from linguists, and also
those entered as answers by users. This provides functionality on the site for
teachers to set interactive questions and some options for flexibility in the answers.
However it is acknowledged that Aboriginal language structure is highly fluid,
using markers to distinguish parts of speech and so sentence comparison can be
difficult.

The site has been set up for some NSW languages and a separate interface used
for each one to provide for material specific to that group, for instance in
the Sydney Aboriginal community identity is often disputed so much of the site
explains the groups genealogy and heritage. This issue arises as the population was
decimated early after the English arrived, through disease and deliberate hunting
down of clans. Also the language has few archival materials and a limited wordlist.
The site supports learning language by providing recent recordings, and places an
emphasis on linking wiki-style pages on local history and genealogy.

The web service code on github [44] is continually updated with a single system
for the whole set of sites supporting the different functionality options. In this way
the functionality and resources can be shared across sites with little resources, while
retaining the different cultural needs of the different language groups.
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4.4.5 Interface Design

Using the model in Sect. 4.4.3, we consider here one workshop where the language
site was developed. We had with us the dictionary to be used on the site which
included many example sentences, and audio archival tapes, as well as a language
speaker present. The language centre has a series of images on various topics that
we could use to move around to make scenes and activities. There was some
transcription of tapes, but that was not in a searchable order. As mentioned we are
using the ASLAN process of learning and the workshop was partly to consider how
to support this online.

The main proposal was to provide weekly wordlists on mobile and the website
on worksheets. The aim is to assist teachers to produce these and students to use
and share them in their learning (ease of production).

We looked at the semantics of the website, how we are to create meaning in the
language when many students and teachers have limited vocabulary. By under-
standing how users interact with the site we can assist them in this meaning making.

The interaction patterns with teachers working from existing offline resources
showed that they would search the dictionary for word, and then seek their own
dialect first from the options. As a second option they used neighbouring dialects.
They would then ask others for the pronunciation, or seek an audio version. Then
they would check a usage example, also in the dictionary. Finally they would give a
changed example that related to their world.

The interaction content they used was the dictionary and each other. They also
were keen to listen to the old tapes to hear ‘how the language was supposed to be
pronounced’ but they did not see this as a resource to take apart or to make relevant
to any particular topic. Hence the audio tapes do not provide a salient feature for
specific language learning. We hope that with transcription this may change.

We also had some images that are shared between many language groups at the
centre and teachers also produced ones they had made. There was an emphasis on
the need to have images to point to and make the language more active.

The cognitive trace through the material was the theme or word they had chosen
and were following up. The conversation may start with ‘what is that word’ and an
attempt to say a half-remembered word, or it may be ‘what was [a person] talking
about the other day’ or ‘how do we say this’. The last format came more when
planning a lesson, not so much out of community interest. Also the emphasis was to
get the version for their own dialect if possible.

Then the content was combined to provide example sentences with images and
sound to provide exercises the students could do where they spoke and listened to
each other. When reproduced online this was seen as the need to share graphics,
link to audio to help practice and for community to upload new audio when needed.

The cognitive load for a learner was considered under the four aspects above.
The learners and teachers (who are also learning) are focused on reconstructing the
language as close as possible to the last spoken form.

80 C. Kutay



1. Representations within real world, or juxtapositions that can represent processes
in real life narratives.
The worksheet system is set up with editing tools, shared images and parsing
support to assist the teacher creating the sheet and the learner following the
material to link unfamiliar words with their example sentences and audio. The
links are done within the sheet where possible or in sliding windows that follow
down the page. This was to replace the verbal questioning used in the workshop.

2. Visual representations of temporal and spatial constraint that provide constraints
and affordances to assist the learning enquiry, and select the resultant artefacts.
The learner is provided with colour coded dialect options, and a map to show
where the dialects are located, as they may wish to select for and use nearby
words if no local one is available. They can also select to see matches that are
exact, or from related words.

3. Artefacts found for further enquiry, such as audio example, and the authority of
different annotations available on these artefacts. This will vary with the the-
matic structure of the activity.
Audio examples are chosen by the dialect option used by the teacher or learner.
Also the gender of the speaker can be chosen to obtain a speech tone that is
easier to emulate. This option is not used yet as we only have a single speaker
for most examples. At present we have an option to listen to both male and
female if available.
To assist in constructing wordlists we are including categories for most dic-
tionary words which provides another search option.

4. Graphical elements which provide affordances or constrain the kinds of infer-
ences that can be made about the relevance of the search artefacts and relevance
to their focus audience.
The dialects are shown in order of locality to the user. Also audio examples are
sought as a word group and provided as a link to that group, before individual
words, as the sound will change in context. This system has an added benefit
that we are now constructing a separate website based on a single dialect. We
will need to integrate the examples uploaded by this community with the
examples from the original site with all dialects combined.

4.4.6 Grammar of Knowledge Sharing

In languages it is grammar that provides the cohesion in the transmission of
knowledge. To provide more than just a system of information sharing we aim to
provide a knowledge cohesion system that is respectful of the culture being shared.

The first aspect of the Aboriginal language that was instrumental in initiating the
revitalisation process in NSW was the naming of place. This arises from the strong
cultural tie to land and the fact that languages are used to name the land and create
ties between people and land. This links to the way that Aboriginal knowledge is
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remembered and re-expressed as a story in place. For instance Langton [45] notes
that through the cyclic nature of the kinship system, a person’s mother’s mother and
father’s father will be the same moiety, and hence will often relate in the same
manner to the same country, which reinforces this link to place to the grandchild.
Starting with this relationship mode we look at how to support cultural knowledge.

For thousands of years, Indigenous people have been sharing knowledge through
oral means on how to live in and maintain both themselves and their physical and
social environment. While much of this knowledge is now recorded, and some is
available on the Internet, the online framework for this knowledge is highly
unstructured. Research is being done on providing ontologies and frameworks that
will provide online learning spaces for this knowledge, especially while retaining
the oral format [6].

The conception of an oral storytelling grammar is to support the sharing of
Aboriginal knowledge online while respecting the cultural representation of
knowledge. It is recognised that Aboriginal people have avoided colonisation in
many aspects of their culture while living within the mainstream (e.g. [46]) and
wish to retain alternative means of living and knowing.

Online repositories of stories, supported by the cultural grammar, are becoming a
learning tool for those within the culture, as well as those outside the culture, to
increase their understanding. It also enables Aboriginal trainers to access resources
from the community to provide a broader cultural training.

4.4.7 Syntax

The Indigenous Australian story telling is a communal form of oral history designed
to fit the inheritance structure of a nearly non-hierarchical society. While social
status is granted to people based on their skills and experience, this authority is
shared with others of equal skill in other areas, as well as those with the same
kinship and hence the same social and environmental responsibilities.

Aboriginal people use the group story telling process to select the stories that are
valuable and hence worth repeating at ceremonies, which also determines what is
retained over time. This is comparable to the social constructivist learning process
[47]. However the particular theme in which a particular story is used may vary
over time as priorities and events change.

Stories are placed in a story-path according to themes. These may be relating to
morality, how to uphold the law or suffer penalties, with examples both from the
Dreamtime and under the new non-Aboriginal law. Then the story path may be a
point in space, a path in time or a story on a theme (see Fig. 4.6).

Alternatively, stories may relate to preservation of the land, and the processes
used by ancestors which may relate to a path across the land that people can travel.
The story will then describe in sequence the features, seasonal food etc. that can be
found and the different aspects of the environment.
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4.4.8 Protocols for Tacit Knowledge Sharing

The study of oral knowledge sharing begins with an understanding of the process of
tacit knowledge sharing. This storytelling process is used in many Aboriginal
Australian communities as a way to carry on knowledge, so it is instructive to
understand what works and what protocols are needed to carry out this teaching. In
the telling or retelling of a story there are various rules that have relevance to
providing stories in a permanent online repository:

Authority to speak: A significant feature of traditional storytelling is only those
with authority to speak are able to present a story. Authority comes from ‘being
there’ in person or through a close relation, being part of the group (e.g. kin
group) involved in the story or having some personal connection to the story [48].

Community narrative: When a law story is told, many people will contribute
the part they know, that they have experience in, so first a theme is established, then
many performers add their knowledge.

Deferral to others: When Aboriginal storytellers are speaking, they tend to
include or invite other speakers into the story, either as a way of varying the story to
keep the listener’s attention, as a way of emphasising main points by getting
corroboration, or to allow alternative view points to be expressed as a way to help
the learner understand.

Knowledge is given not requested: While the teller of the story may start at any
point in the narrative, it is their decision where to start. To elicit information a
learner must give their knowledge first as a statement of understanding, rather than
a question, so the teller knows where to start and how to direct their story.

We will use these criteria to evaluate the interactive tools that were developed.
The analysis comes from a series of data collection, workshops, meetings and
discussions. There was little opportunity for formalised study of the students or staff
working with the system, however we were able to collect feedback from a variety
of sources. Basing this on the traditional protocols provides a grounding to the
evaluation.

Fig. 4.6 Depiction of story
components [6]
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4.5 Enculturation of Education

The final stage of the work is to incorporate the knowledge into all parts of the
University curriculum to enable professionals in Australia to be trained in the
specific Indigenous knowledge relating to their discipline. The University of
Technology in Sydney is at the forefront of developing a University wide policy of
including Indigenous Graduate Attributes in all courses. We present here two
teaching systems that have been developed to teach Aboriginal experience and
culture to students at university, in an online environment and designed to support
reflection for learning.

As part of the move to provide modules for this program, we are using com-
munity videos and filmed workshops to provide the material to develop games. The
first games were developed with Edith Cowan University in Western Australia and
focused on experience with the Health system. This followed a story collection
project by their Department of Medical Sciences, where community members were
asked for their experience of health practice in the state. This project was part of
research aimed at reducing the low health and high mortality amongst Aboriginal
people. However, while researchers expected stories of mal-practise, the stories
were more of lack of comprehension of the needs of Aboriginal patients. Hence
while medical support provided for Indigenous patients is often incorrect, this is
often due to communication issues, lack of understanding of the patients situation
and a complexity of cultural assumptions, rather than deliberate actions.

These stories were also used to develop short scenarios on common issues,
which were then filmed with actors. From monitoring teachers’ use of the resources,
the scenarios describing these general themes were accessed much more often than
the individual videos. The teachers we talked to who were using the site stated that
this was because there were more detailed teaching resources for these, and they
provided a more clear elicitation of single themes. While the stories provided a
complete and holistic overview of issues from the contributor, this formed a more
complicated story for the (often non-indigenous) learner.

This section looks at the success of these videos and scenarios as a teaching tool,
and compares them to interactive games that were developed in the subsequent
project. The aim of the videos and the games that were developed was to engage
students in cultural dialogue, which can be a challenge for teachers and students.

We grow up with many unconscious biases and when provided with information
which is contrary to our beliefs, we resist this new view. Videos can provide the
direct story from many different community members, but we do not believe they
will necessarily affect people’s thinking. If the views presented are not held by the
viewer they will simply ignore or discredit the story teller. For instance of one
video, many students claimed the speaker was racist as he pointed out that he was
an expert on White Australians, whom he had observed for years [49].

Alternatively, games have the potential to break down the barriers, allowing new
information in a less threatening way, creating interaction with other gamers or
programmed characters and scenarios in the game. However programmed or filmed
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scenarios will always be representations of real experiences, while multiplayer
games where users interact with real people online provide a more authentic rep-
resentation of the issues. Hence as having storytellers online is not feasible, we tried
to incorporate the stories into the game, not just through scenarios, but also as a
sequence of videos selected on themes.

In this research we combine the gaming technology with community stories that
confront standard views. We develop a tool that teachers can use to modify the
material presented, so that they can engage students in interactive games that
simultaneously provide a context relevant to their learning and challenge them to
think differently.

The project sites are teaching Aboriginal experiences and the effect the culture
has on Aboriginal people’s values and expectations. There are two sites developed,
under the themes of Health and Education. A third is being developed for general
cultural communication training across disciplines. Community stories were col-
lected for these themes, to provide an authentic resource for students to learn about
other people. For the health site these videos stories are used as the introduction
material, with additional comments and questions to guide learning, provided by the
project group collecting the stories.

To provide a greater breadth of experience and variety in content for the students
we allow community members to continue to upload stories to the repository which
can then be selected by teachers as exemplars on the material. For the education and
cultural training site we are using existing workshops as the introduction then
linking this to community stories to provide more immersive examples.

As we have explained the concept for using stories for knowledge sharing arose
from the traditional approach used by Aboriginal people and we continued to adapt
these to provide an online learning environment where students can be encouraged
to reflect. When considering reflection in learning, we note that stories work on
many levels, and how the depth of reflection by the listener will determine the
richness of their understanding of the story. There are three basic layers that are
present in an Aboriginal traditional story and which can be extracted as people
become more experienced in the subject material [11]:

1. Teaching young people about the natural environment
2. Teaching about the relationships between people in a community
3. Teaching about the relationship between a community and the wider world (i.e.

the earth and other Aboriginal communities).

As well as this many stories have a spiritual meaning that does not translate well
online. With the stories provided in a modern context relating to Aboriginal
experience, we find these three same layers of meaning can be discussed in relation
to these resources. While we cannot direct the learning, we are relying on the
teachers who have read the teaching guides to understand and attempt to steer the
students into deeper reflection and consider how games can support this process.
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4.5.1 Online Environment Features

We already have some experience of how video story material can be used in
learning and the sort of support students might need [50]. We also realised from the
initial work that the role play scenarios provided some of the best teaching material,
and could be linked more closely to reflective questions.

Using a game engine we can script new scenarios, add questions and multiple
choice answer segments with scoring, and repeat scenarios with slight edits. We
used reflective questions, as it is believed students offered an extrinsic reward for
finding the correct answer were less effective at problem-solving and less confident
[51].

The web service developed provides an integrated environment for workshops
material, community videos, teacher’s playlists, teaching resources, students
comments (moderated) and teaching questions to be provided seamlessly to stu-
dents. The site works similar to blackboard in that a teacher will set up their course
and direct their students within that course.

For a course teachers can select from available material: questions; video
playlist; comments and teaching resources; as well as help documents; or add their
own. In particular they can edit their own playlist or copy the list from a similar
course. The focus is on having a shared repository of resources so the teachers can
support each other. Also students can guide each other by recommending videos.

We use the Unity game engine, which provides the ability to have the videos to
be embedded in a scene, and the questions to be asked of players as they move
through the scene, to be accessed from an external website with an api. As the
mobile language app can access the python site for a weekly list and examples, the
Unity games online can access the python storytellers site for the teacher’s list of
videos and questions to be shown in the game for their course.

On top of this we wanted to provide support for the reflective steps and the
students journal writing, so that their thoughts could be recorded and used later for
reflection. The aim was to encourage students to engage with each other, at least
within a cohort, to provide support and advise.

The Unity game engine does include an option for networked multiplayer
games, where students could share descriptions and reflective comments in a chat
session as they navigate a scenario. However there was concern from teachers that
such a group could become quite toxic online so we are wary of putting comments
online without moderation in what is a volatile area. Thus the process of learning
from stories has raised issues relating to cultural safety, of those in the class and
those who might read other class notes.
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4.5.2 Cultural Safety

The cultural safety aspects of how subjects are raised in class, and how this will
affect other students are discussed in resources provided to teachers so they can
understand and handle this through the website. We wish to encourage reflection
without creating a hostile or critical environment and emphasize the reflective
process rather than directly challenge specific content the students bring to class
[52]. Most importantly we encourage students learning from each other [53].

To set up such a learning environment online requires setting up clear guidelines
to the students of how they may behave towards their peers. The current web
system has only been used in conjunction with face-to-face classes, so the existing
resources on cultural safety, plus class discussions, have been sufficient. However
we may need to provide an environment with some auto-monitoring through lan-
guage processing resources for teaching fully online.

4.5.3 Features

The system is available open source [54]. For the online environment we are
providing support for:

• Aboriginal authors to provide questions with suggested answers for reflection
on their stories.

• Teachers to select an ordered playlist of stories for their students and edit
questions, answers, resources and help material for their course.

• Students to select stories they think most relevant to their peers and comment on
these.

• Multimedia staff to script further scenarios in the Unity 3D gaming environment.

The online stories and scripted scenarios can be used as a complete learning
system where the students are directed to playlist and game which they then use to
develop their reflective journal, or it can be part of a classroom where the teacher
proposes questions and topics for group discussion.

4.5.4 3D Gaming Environment

To enhance the video playlists that teachers can use, we are using a gaming
environment to provide some of the features of a simulated environment or
actor-role play. It has been shown [51] that games support learning in that, if a
learning task is set in the context of a story, independent of the student’s preference
for that story, the student will learn more. Also students preferred story-context
problems to unembellished ones. Hence we are using the Aboriginal stories as part
of the game, but also trying to link these into summative scenarios.
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For reflective assessment we are not utilising game scoring tools but user records
can be kept, such as the videos already viewed and how much was watched. Also
students can record comments and forward them to their own email or a tutor
through the website.

While scripted scenarios lack the interactive features of gaming, they do provide
material similar to cutscenes that can be incorporated in a games environment as we
enhance the resources. The scenarios we are using were those scripted and recorded
as films in a prior project, so we can use the audio and by using game characters they
can be ‘re-run’ with various features altered, such as the number of onlookers. We
then ask the students how they would respond to scenarios with more witnesses.

The scenarios are not intended as a depiction of reality, they are a chance for
students to consider issues relating to the learning goals, and they are encouraged to
submit their reflection to share with other users. The teacher moderates the public
viewing of these submissions.

4.5.5 Interactive Components of Gaming

We chose a gaming environment rather than a simulation environment as we
wanted to encourage students to immerse themselves in an environment where we
could set up complex interactions. While the online version cannot include
autonomous agent plugins, there is an option to extend the system to games for
download to the computer. In these versions we are developing agent rules to enact
Kinship roles and various protocols and greetings used during interactions with
Aboriginal people in the professional situation. The agents system is FAtiMA
developed at GAIPS, INESC-ID in Lisbon [55].

The agent modelling incorporates different modules, including implementations
of: the OCC model for relative emotional states of characters [56], Hofstede’s
model of cultural attributes [33], and social importance [57].

The first interactive game developed and tested was a short game for health
students and showed Aboriginal people using a modern version of kinship based on
modern societal roles. In the scene the agents had the role of school or health clinic
staff, and their inter-relation and status depended on this role. The player is required
to negotiate the people at the clinic, including their workmate from the school, for
the information they need about the clinic. This scene uses the idea of kinship and
relatedness for what knowledge one can receive, but also the modern aspect of
respect of cultural norms, to allow the player to gain social status and so be granted
the information they seek.

This is the first application of the agent system to present encultured agents in
the Indigenous context. To provide a more complex representation of the culture we
will have to redesign certain aspects of the agents system. However the social status
system has enabled us to provide examples to community members at workshops
and obtain positive feedback that this process can provide some useful learning
interactions.

88 C. Kutay



4.6 Teaching About Culture

From the experience of the two programs we worked with for teaching Aboriginal
culture we have found that the role play process and reflection based on video
stories were both successful in encouraging reflection in the face-to-face context.

However it is hard for any teacher to take the topics discussed in the videos and
provide an interesting and stimulating course, particularly as many teachers lack
any background knowledge in this area. With the present emphasis on Indigenising
the curriculum there are a growing number of such courses. Hence the aim is to
develop resources that can be shared between teachers on sites and use the success
of these sites to collect more material from community as teaching resources.

This is particularly important to Aboriginal people who request that they be the
ones to teach their culture, rather than bringing in ‘experts’ from the European
culture to teach. Certainly few teachers would feel confident to teach a culture that
was not their own. However there are often few local Aboriginal people with the
confidence to provide a course to students, and they may be reticent to speak others
stories. Having the story spoken and presented by the person with authority will
reduce this problem.

The sharing of stories online we hope will provide a resource that can be shared
at least within the state or region where the stories are collected, although not across
the country due to culturally and historically different experiences. This provides
the material from which to build a corroboree online. The community contributed
stories are then reused by many courses, as the teachers can select the ones most
relevant to their domain and can order them in the way they think their students will
most benefit from the content. Also teachers can add questions and responses to the
list provided by the story author. Finally the scenario editing system provides
games that can be shared between courses, as the issues that are handled in such
games are usually fairly generic to all disciplines.

However it is hard for teachers to directly edit a scenario game, and it is hard for
Aboriginal contributors to evaluate the game, such as interactive scenarios relating
to communication protocols, unless they are experienced gamers. We are devel-
oping visual tools to reduce the need to programming skills for the creation of
games, but also provides a format where the experienced editor can train others in
how the interactions work [50].

4.6.1 The Learning Process

In teaching the students about reflective writing or self-authorship at the start of the
health course, we use the definition by Sandars [58].

Reflection is a metacognitive process that occurs before, during, and after situations with
the purpose of developing greater understanding of both the self and the situation.
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This is a difficult process to teach, and much of the teaching occurs at present in
the class with group discussion so it will be hard to support this learning online,
without some structured scaffolding for students, such as many questions as
guidance early on [59], or using a blog to share ideas and comments to support
peer-to-peer learning.

Also at present in the face to face course students have the opportunity to submit
drafts of their journal for early comment, so this can continue, with the use of a
facility to email tutor with their work from the learning site.

However the online system does have the added advantage, mentioned about, of
allowing teachers to provide slight variations in scenarios and repeat them to ask the
students to consider how this would affect their response to the situation. Also the
scenario can be stopped at some points and the student asked to consider their next
step, before the scenario script moves on to provide a possible response.

Also the online system allows us and teachers to add online resources within the
learning environment. From previous experience teachers tend to use the scenarios
more in teaching than the video stories, and this may be due to the teaching notes
that have been developed for these, or because they provide a more succinct version
of the story concepts.

When supporting reflection we need to be clear what the students will gain from
this process. In the present course reflection the following learning process is
followed [49], which we aim to extend to reflective narrative learning [60]:

• Learn from and integrate previous experiences into broader narrative of their life
• Understand their strengths and weaknesses, mistakes and successes
• Challenge underlying assumptions, values and beliefs
• Recognise areas of bias or discrimination
• Acknowledge and face their fears.

In providing online learning environment we have less access to the individual’s
personal beliefs and experiences, but we do have access to a greater range of stories
to which they may be able to relate. Also we can use the peer environment to
provide comments and recommendations to others in their professional field as to
which stories to watch.

4.6.2 Stages of Reflection

Another way to support students is to guide them through the steps in a reflective
process so that this can become their automated response to new situations [61].
The Edith Cowan health course discussed here is using the Gibbs [62] Reflective
Cycle (see Fig. 4.7). It is the emotive aspects of reflective learning that will translate
least well into a gaming environment.
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However the other steps can be provided through the website workflow. As well
as providing a series of steps for the student to follow, each exercise can be phrased
to be either:

Confronting to force the student to reflect: following the pedagogy of dis-
comfort Michalinos Zembylas [63]; or

Constructivist: Leading them from their own experience, to see from another.
This process will encourage them to consider the views of the storytellers, and so

consider their own lack of knowledge. For the final assessment they are required to
write an essay on a chosen topic. Racism manifests as non-reflective practise, and
hence it is easy to provide feedback to students that highlights the problems with
their learning. However when the group discussion is online and highly limited, we
do need to monitor whether being isolated from the class during the online learning
reduces the options for reflection in students who start with fixed views.

There is an added possible advantage for online learning in that the class group
will not be exposed to the immediate reactions to the stories and scenarios of those
who are intolerant of other people. This is an aspect of cultural safety which is
difficult for a teacher to handle, whether to react and correct the student for their
views, or allow them to discuss and develop.

4.6.3 Evaluating the Learning

The face-to-face classes are run at many locations using the online video resources,
and the wholly online system is also to be used across many campuses. However

Fig. 4.7 Gibbs reflective
cycle 1998
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we did run some sessions at one campus to evaluate both systems with students and
teachers. The issues that arose in discussion and analysis of reflective learning were:

Changing culture: The stories developed for Western Australia were not suit-
able for teaching culture in NSW as the experience was very different and the
approach to dealing with the long term issues is quite different.

Interaction: The online discussion was greatly reduced and we need more tools
to allow comments and teachers to easily moderate to increase the flow of dis-
cussion. This can be compared to class discussion where the lack of understanding
expressed by some students may offend other students.

Privacy of comments: At present comments are private, and the level of dis-
cussion with the tutor by individual students online can be more open and more
reflective from the start. Being written rather than spoken allows more thought in
some cases, and the learning material was open on the screen as they wrote
responds to questions.

Loss of feedback on student’s individual views: In going from the class to
online there was a reduction in the amount of feedback from students. The reduced
chance for discussion and expressing ideas reduced the peer-to-peer learning that
supports reflection.

Different comments when altering scenario slightly: Perhaps the most suc-
cessful in terms of reflective response was the use of similar scenarios and then
asking the students to reconsider their actions or feelings in the new situation.

Limitations of game versus films: The use of games as a representation of the
culture was compared with disfavour to films by some teachers as they were not as
‘real’. Students did not raise this, maybe as they are more used to this medium.

4.6.4 Evaluating Tacit Protocols

The second part of the evaluation is to verify adherence to the design principles
developed in this work. We list here the features developed for the language (audio)
and storytelling (video) sites as there is much overlap in the process.

Authority of speaker: In the language project we need to get permission to use
any archival tapes from the eldest living relative/descendant. For the recent
recordings of sound and stories we are hoping to run more workshops to have
community upload and authorise their own story.

However, we are also working with a team to develop a suitable transcription
tool to allow segmentation to extract words and phrases for the dictionary interface,
and the present video interface allow segmentation to interleave questions into the
video. We will need to retain information on the speaker when each segment of an
audio recordings are used. For video each time a speaker first presents a story to a
learner, their introduction is included, but subsequent appearances of this speaker
are not introduced.

Community narrative: The site can collect a continually updated series of
stories that will be tagged with topics relevant to that learning domain. This will
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provide a student with a variety of formats for information, and a collection of
stories from a variety of view points, time periods and experiences. These will more
likely provide material that stimulates thought for different learners.

Deferral to others: For the language sites, where there are many versions of a
word, including audio versions, we allow various forms to be shown or linked as
audio, and the community of language learners and teachers will verify or moderate
these.

For the video stories, we are collecting group stories as well as individual stories
so that this process of deferral to others knowledge can be included. Also by linking
stories by tags we hope to provide some connection between stories for the
students.

Knowledge is given not requested: We are encouraging teachers to develop
their own thematic lessons and utilise the material as they wish. The themes or
language they know and understand is the material they will teach best with. While
teachers can share language sheets or playlists of videos, we expect they will use
their own where possible.

We would prefer not to edit stories, but realise that longer stories may not be
viewed by students. Hence we encourage chopping videos into segments and
pausing playlists to ask questions of the students. Also for these questions we are
providing answers suggested by the Aboriginal teams on the projects, which are
shown after the student considers their own ideas.

4.7 Conclusion

This chapter encompasses a wide range of resources focused on sharing Aboriginal
culture online, all developed in line with the analysis of the knowledge sharing
process discussed at the start of the chapter. The work is quite broad, traversing
cultural teaching through workshops, language and community stories. However
the focus is on computer support for oral learning as a way to provide teaching
resources that can adapt to the learners and the teacher’s focus.

We have also attempted to implement the traditional culture of Australian
Aboriginal people into the teaching process wherever possible, not just through
material, but also method. The work is also designed to be adaptable by teachers to
suit the variety of Aboriginal cultures and histories in Australia.

However the important aspect of learning in games is challenge-based or
experiential learning where the student devises strategies to get to their goal. For
this we need to be clear about their final goal in the game and provide support for
them to learn how to achieve this. In the process we can allow them to indirectly
encounter views that challenge their own view.

Through this immersion in culture, thorough language sites, wikis on different
peoples, and direct training systems, we hope to improve cultural awareness in
Australia of the Indigenous people and the effect of the history of invasion and
genocide in this country.
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Chapter 5
Culturally-Aware Healthcare Systems

Langxuan Yin and Timothy Bickmore

Abstract Cultural congruity between patients and healthcare providers has been
demonstrated to be an important factor in maximizing the efficacy of healthcare.
Similarly, the targeting and tailoring of health messages for a particular culture has
been shown to increase their impact on patients, compared to genericmessages. These
findings indicate the importance of culture in designing messages, interventions, and
care protocols intended to increase population health, especially for minority cultures
for which generic messages and interventions represent a cultural mismatch. As our
healthcare processes become automated—to increase access, decrease cost, and
improve care—attention to cultural cues and their effects becomes more and more
important. While cultural cues can be encoded in very subtle ways in any computer
interface, embodied conversational agents provide a health communication medium
in which culture can be explicitly encoded in order to achieve the same benefits of
cultural congruity and tailoring seen in human-human interactions. In this chapter we
review research on cultural congruity and tailoring in traditional medicine, and how
these effects can be achieved with conversational agents. We present the results of an
empirical study of the effects of cultural and linguistic tailoring of an animated
exercise coach on user ratings of the coach’s trustworthiness and persuasiveness. We
then review two large-scale systems for longitudinal health behavior change inter-
vention which feature conversational agent-based health coaches tailored for specific
minority cultures: Latinos in Northern California and those in the Boston area. We
also review results from a pilot study on the effectiveness of one of these systems in
promoting physical activity over a four-month period of time. We close the chapter
with a research agenda and challenges for future work in culturally-tailored conver-
sational healthcare agents.
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5.1 Introduction

Culture is key in medicine. Numerous studies have demonstrated the importance of
culture in face-to-face doctor-patient interactions, showing that cultural differences
between doctors and their patients can lead to both being less communicative and
effective in their conversations [1]. This can be due to a variety of cultural factors,
including differences in values, differences in explanatory models of illness, and
linguistic barriers [2]. These differences not only affect patient satisfaction:
culturally-attuned health communication actually improves patient health outcomes
and reduces medical costs [3]. These findings have led to several calls for medical
students in the US to be trained in cultural sensitivity.

Culture is also important in written medical information. Studies of “tailored
print” interventions in healthcare, in which written healthcare instructions are
customized to various patient features, including culture, have shown that they are
significantly more effective than generic, non-tailored instructions [4]. Tailoring is
hypothesized to work through a number of mechanisms, including increasing
attention to the information and the amount of effort spent in understanding it, due
to increased perceived relevance and personal involvement with the message [5].

Face-to-face interaction with health providers is a crucially important context for
information exchange, given that face-to-face interaction allows providers to
dynamically assess patient understanding and tailor their communication accord-
ingly. Face-to-face consultation is especially important for patients with low health
literacy, who may have difficulty acting on written healthcare information [6].
However, many individuals may not have access to healthcare professionals when
they need it, whether due to cost, schedule, stigma, or logistical barriers. Automated
health counseling systems have the potential to provide this access at a relatively
low cost. Further, embodied conversational agents, which simulate face-to-face

Fig. 5.1 Katherine and Catalina: conversational agents used in experiment
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conversation with a provider (Fig. 5.1), may be especially effective. In these sys-
tems, the human-computer interface relies only minimally on text comprehension
and uses the universally understood format of face-to-face conversation, thus
making it less intimidating and more accessible to patients with limited literacy
skills. The use of nonverbal conversational behaviors—such as hand gestures that
convey specific information through pointing (“deictic” gestures) or through shape
or motion (“iconic” and “metaphoric” gestures)—can also provide redundant
channels of information for conveying semantic content communicated in speech,
and the use of multiple communication channels enhances the likelihood of mes-
sage comprehension. In addition, all cultures have nonverbal means for marking
emphasis (for example, eyebrow raises and “beat” or “baton” hand gestures in
American English), and these can be used to highlight the most salient parts of a
message, a mechanism hypothesized to assist learners with low literacy skills.
Finally, conversational agents provide a much more flexible and effective com-
munication medium than a video-taped lecture or even combined video segments.
The use of synthetic speech makes it possible to tailor each utterance to the patient
(e.g., using their name, information from their medical record, and other personal
information) and to the context of the conversation (e.g., what was just said, the fact
that the patient asked the same question 10 min earlier, whether it is morning or
evening, etc.).

Given the promise of conversational agents in automating aspects of health
communication, and the importance of culture in health communication, the cultural
adaptation of health counseling agents and the creation of culture-aware agents are
important areas of investigation. In the rest of this chapter, we describe a series of
project in which we have developed culturally-tailored health counseling agents and
evaluated them in empirical studies.

5.2 An Empirical Study on Culturally Tailored Agents

By 2009, the Intelligent Virtual Agents research community (IVA) has begun
paying attention to culture in virtual agent design. Rossen et al. conducted a study
in which medical students were asked to interact with Edna, a virtual patient fea-
turing a 55-year old woman, and by varying Edna’s skin color, they found that
Caucasian subjects tend to show more empathy to the agent with a lighter skin tone
[7]. Endrass et al. integrated Japanese and German speech patterns in a virtual agent
who spoke a meaningless gibberish language, and discovered that Germans clearly
preferred virtual characters speaking in the German manner to those speaking in the
Japanese manner [8]. A later study would find consistent results on Americans’
preferences of virtual agents speaking in American vs. Arabian manners. Jan et al.
attempted to create a model for designing culturally tailored virtual agents by
simulating the proxemics, gaze, and turn taking of members of a cultural group, and
collected initial evidence that virtual agents’ behaviors created by using some of the
dimensions specified in their model can be recognized by viewers [9].
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Although the above studies only integrated a very small set of features that
distinguish cultures from each other, i.e. skin color and certain speech patterns, the
results of these studies all pointed in one direction: an individual is likely to
recognize a virtual agent that performs the specific behaviors that are common in
the individual’s culture, and may prefer interacting with such an agent versus agents
that don’t perform these culturally-specific behaviors. But is this difference
meaningful in achieving the instrumental, task-oriented goals of a conversational
agent system? Is an agent resembling an individual’s cultural member more likely
to make a sale, successfully convey knowledge, change the individual’s opinion
about a subject matter, or convince the individual to change a certain behavior?

To answer these questions, we conducted an empirical study to test the per-
suasiveness of two conversational agents, Katherine, who resembled an American
Caucasian woman, and Catalina, who resembled a Latina. The two agents differed
not only in their appearance, including hairstyle, skin color and facial structure, but
also in the virtual environment they were in (which would appear to the participant
as the agent’s house, see Fig. 5.1, and in the way they talked. Specifically, the
agents were designed to conduct a conversation with users to try to convince them
that the benefits of physical activity outweigh the drawbacks. The agent argued for
or against the same statements as shown in Fig. 5.2, but argued in different ways:
Katherine focused on participants’ well-being, whereas Catalina expressed more
interest in participants’ family and friends. Beyond the actual conversation, while
the agents were walking on to the screen, the participant would also hear a short
music clip that is from the agent’s culture. During the conversation, the computer
program sometimes moved the camera closer to the agent so as to make the par-
ticipant feel being at a closer proximity with the agent, but the program did this
more often for Catalina than for Katherine. The conversations were tailored in these
ways because individuals in the Latino cultures are considered to value family and

Fig. 5.2 Ten statements about regular exercise. Statements starting with a “+” are those that the
agent argued for, and those starting with a “−” are those argued against. Statements starting with
neither were not mentioned
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friends more than themselves as compared to their American counterparts, and
Latinos also tend to prefer speaking in closer proximity than Americans [10].

Unlike many other agents exhibiting cultural features, Katherine and Catalina
were designed to conduct meaningful conversations about health-related behaviors.
Therefore, an important question is what language they should speak. Intuitively, to
further culturally adapt the agents, Katherine should speak English, and Catalina
should speak one of the Latino languages, and given that the most prevalent
population in Massachusetts was Puerto Rican, Catalina would probably speak
Spanish. However, there is a growing native-born Latino population in the United
States, who may consider English as their native tongue, and many
Anglo-Americans who can speak Spanish well, thus conducting a controlled trial on
the language spoken by the virtual agent appeared to yield significant practical
implications as well.

Therefore, our experiment consisted of four conditions, divided on the dimen-
sions of cultural congruity (Katherine vs. Catalina) and language congruity (English
vs. Spanish), as shown in Table 5.1. We used the word “congruity” to describe
these conditions because we wanted to keep the study participants in mind: for an
Anglo-American, Katherine speaking English may be the most congruent, but for a
Latino participant, chances are Catalina speaking Spanish would appear more
congruent.

When the study began, a participant would be asked to perform a ranking task
designed to measure attitudes towards exercise. The statements to be ranked were
exactly the same as shown in Fig. 5.2. The participant would then hold a conver-
sation with an agent (Katherine or Catalina) in either English or Spanish, as
specified by the study condition they were randomized to. After the agent attempted
to convince the participant that the pros outweigh cons of exercising, the participant
would be asked to do the ranking test again. The primary outcome was the dif-
ference between the two rankings. This is similar to the Desert Survival Problem
[11], a method commonly used to test the outcomes of persuasion. Besides per-
suasion, we also used four 7-point scale Likert questions as a manipulation check
for cultural congruity: “How much do you feel that the agent is a member of the
American culture”, “How much do you feel that the agent is a member of the
Latino/Hispanic culture”, “How easy was it to understand the agent’s language”
and “How much do you feel you and the agent are from the same culture”.

Due to the bi-lingual nature of this experiment, and the fact that we wanted to
randomize any participant into any of the four conditions, we had to place a special
restriction on the participants; that they had to speak both English and Spanish.
Even if an individual speaks two languages, there is no guarantee that the individual
has enough exposure to the culture of his or her secondary language, especially with
Spanish, a language being spoken in many different countries over the world, each
with a unique culture. Therefore, we tightened the restrictions to recruit only

Table 5.1 The four
conditions of the study

Katherine, English Katherine, Spanish

Catalina, English Catalina, Spanish
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(a) Anglo-Americans born in the United States who had stayed in Spanish-speaking
Latin American countries for at least two months with English being their first
language, and (b) Latinos/Latinas born in a Spanish-speaking Latin American
country who had lived in the United States for at least two months, with Spanish
being their first language.

We ended up recruiting 43 participants for the study. Among these participants,
65.0% were Latinos, and the participants’ ages ranged from 18 to 65. Katherine was
also considered slightly more American than Catalina, although Catalina was not
perceived as more Hispanic. Contrary to our expectations, the agent’s appearance,
and even the agent’s simulated home environment, does not matter as much as their
command of a language. In other words, as long as an agent speaks a culture’s
language properly (since the agents spoke through text-to-speech synthesizers and
could be considered fluent in whichever language they spoke), she is considered a
member of that culture.

We also discovered a significant interaction effect between cultural congruity
(i.e. whether the agent’s appearance matched a participant’s cultural group) and
need for cognition (one of the parameters that influence which route the person is
likely to follow when processing a persuasive message) on both the effect of
persuasion and the agent’s perceived trustworthiness. A high need for cognition
score indicates the participant is predisposed to being influenced by central route to
persuasion, i.e. arguments related to the topic, while a low score indicates the
participant is predisposed to being influenced by peripheral cues, i.e. features of the
individual delivering the argument that the participant likes or dislikes [12]. As
Fig. 5.3 shows, participants with low need for cognition tend to be persuaded by the
agent resembling a member of their culture, and participants with high need for
cognition tend to be persuaded by the agent resembling someone who is not a

Fig. 5.3 Effect of need for cognition and cultural congruity on persuasion and agent
trustworthiness
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member of the participants’ culture. More details of the experiment and the com-
plete results can be found in our original paper [13].

A couple of important conclusions can be drawn from this study. First, the
persuasiveness and perceived trustworthiness of an agent not only relies on the
agent’s culture awareness and cultural congruity, but also depends on the route to
persuasion of the individual interacting with the agent: some individuals may be
heavily influenced by a virtual agent resembling a member of their culture, while
others may trust an agent representing a member of some other culture. According
to the Elaboration Likelihood Model, depending on the individual and the topic in
question, an individual may take one of two routes to process a message: the central
route, which is used when the individual has the motivation as well as the ability to
think about the topic under discussion; and the peripheral route, which is used when
the individual has little or no interest in the message [14]. Individuals high in need
for cognition tend to prefer the central route to persuasion, while those low in need
for cognition tend to prefer the peripheral route. Based on our study, individuals
that tend to prefer the central route tend to be influenced by an agent representing a
race different from them more than an agent representing their culture. It is not clear
why this is the case, and future research is required to fully understand this phe-
nomenon. However, we propose that designers should not assume that an agent
representing a user’s culture will end up being more trustworthy or more persuasive
compared to an agent that appears otherwise. Second, through this study we showed
that a virtual agent speaking the user’s native language is generally preferred over
an agent speaking the user’s secondary language, even if the agent does not appear
to be a member of the user’s culture. This is perhaps because, even if the agent does
not appear to “belong to” the user’s cultural group, speaking the user’s native
language well shows a good understanding of the user’s culture, and this perceived
understanding may have made the agent likable.

These conclusions have influenced some of our later projects using
culture-aware agents. In these projects, we always made sure the agent speaks the
language of the user’s choice, and we designed the agent to appear knowledgeable
not only about the user’s national culture, but also about the culture of the local
community that the user is involved in.

5.3 Exercise Promotion for Underserved Populations:
COMPASS

Health behavior change technologies, including smart phone apps and
state-of-the-art websites, hold the promise of increasing access to behavioral
medicine interventions in a cost-effective and efficient manner. However, these
technologies are often designed for individuals with high levels of computer, health,
and reading literacy. Thus, they can serve to actually further increase disparities in
health for underserved communities by presenting additional barriers to disadvan-
taged individuals to get the help and information they need.
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These barriers can be addressed by using conversational agents as interfaces to
automated health services. Conversational agents can replace hard-to-use, con-
ventional human-computer interfaces with the familiar and intuitive format of
face-to-face conversation. Conversational agents are especially effective for low
literacy populations [15] since they can use hand gesture and other nonverbal
behavior to provide redundant channels of communication [16], can use prosody
and nonverbal behavior to mark the most salient information, and can use verbal
and nonverbal “grounding” strategies to assess user understanding [17].

Conversational agents that are culturally adapted to the user’s cultural back-
ground amplify the effectiveness of all of these features. The overall “look and feel”
of the interface is even more familiar, appealing, and intuitive, increasing accep-
tance even by individuals with no technical literacy. The agent’s use of
culturally-appropriate nonverbal behavior (hand gesture, facial display, etc.) make
communication even more effective. And, of course, as we have demonstrated in
our preliminary study on culturally tailored agents, if the agent is speaking in the
user’s preferred language, it increases overall comprehension and the efficacy of
any health intervention delivered by the agent.

To test these hypotheses in a real-world health behavior change intervention
with measurable health outcomes, we developed the COMPASS system.
COMPASS is an automated exercise promotion intervention that features a con-
versational agent in the role of an exercise advisor.

5.4 Implementations of COMPASS

The COMPASS project is divided into two phases: the first phase, COMPASS-1,
was a pilot project on 40 Latino adults over 4 months, where a virtual agent was
used to encourage the participants to perform regular physical activity in a relatable
way; the second phase, COMPASS-2, extended the first phase to one-year long,
including a larger amount of physical-activity-related conversations, as well as
social dialogues that helped participants form a lasting relationship with the agent.
Because the purpose of this project is to promote physical-activity-related behavior
change, many of the conclusions from our persuasion study were useful in the
design of COMPASS. Some of the design decisions were also influenced by
research in the cultural virtual agent community.

5.4.1 Appearance

According to our previous study, a virtual agent’s appearance, from skin color to
accessories, and even the virtual environment that the agent is in, can influence a
user’s decision-making, but this influence can be positive or negative, depending on
the user’s preferred route to persuasion. For the purpose of the COMPASS project, we
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had no control over our participant population in terms of what type of persuasive
message they were prone to. Therefore, our choice of the virtual agent ended up
resembling a Latina woman, with a somewhat dark skin tone, in a professional outfit
and a virtual environment that resembles an American health counselor’s office.

5.4.2 Language

From our previous study, it was clear that users liked an agent who spoke their own
language. Although this liking was not shown to lead to more trust or persua-
siveness, it could contribute to improving rapport between a participant and the
agent and forging a relationship between the two parties. In a longitudinal study,
such a relationship may lead to prolonged usage of the system, thus leading to high
retention. However, although our target users were adults in a Latino community,
many of these participants have immigrated to the United States years ago, and
some were second generation immigrants. For these participants, Spanish is not
always preferred over English. Therefore, we designed the agent Carmen to speak
both English and Spanish. Study participants were given the opportunity to choose
which language they would like to communicate in with the agent at the beginning
of the study, and they could change this setting with the help of a research coor-
dinator at any time during the study. As it turned out, approximately half of the
study participants chose English as their preferred language. A few participants,
although they preferred to speak Spanish in daily life, chose to speak English with
the agent as a means to practice their English, perhaps because the agent could
repeat a sentence over and over without getting frustrated or judgmental.

5.4.3 Social Dialogue

Because the virtual agent is installed on a kiosk computer, stationed in a community
center where participants of the study were recruited from, the only time that the
participants were able to interact with the agent was when they were at the com-
munity center. Therefore, the participants were only encouraged to interact with the
agent once per day, and all the conversations were designed around such a
schedule. During the four months of the study, the agent could have up to 120
conversations with each participant. Over so many conversations, the agent must
engage participants in some way, or else they may feel bored and stop interacting
with the agent altogether. In COMPASS, the agent’s primary means of keeping
participants engaged is the use of social dialogue. Specifically, the agent would
engage in casual conversation at the beginning of most sessions. We designed the
dialogues in such a way as to demonstrate the agent’s understanding of the Latino
culture, by referencing TV shows and celebrities popular in the community. In
particular, because our target audience was mostly of Mexican origin, we included
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content specific to the Mexican culture, as well as things popular in the particular
locale the agent was in, such as topics that refer to casinos near San Jose, California,
where the community center was located.

5.4.4 Local References

Apart from references to the local culture in social dialogues, the agent also showed
a great interest and wide connections in the local community. We came to know
that a member of the community center was a quite popular local singer. Our
research coordinators in San Jose recorded him singing “La Bamba” and we played
the recording at the beginning of each interaction session with participants, while
the agent was walking on to the screen of the kiosk computer. Our research
coordinators also designed several walking routes in the East Side of San Jose, near
the community center, to help participants plan their physical activity.

Our efforts in designing a virtual counselor that appeals to and engages a small
Latino community ended up creating a unified identity that our participants rec-
ognized and related to very well.

5.5 Results of the COMPASS Study

In collaboration with researchers at Stanford University, we conducted a random-
ized, two-arm, between-subjects experiment to evaluate the COMPASS system,
relative to a wait-list control group [18]. Physical activity was assessed in both
groups using the Community Healthy Activities Model Program for Seniors
(CHAMPS) questionnaire [19].

Forty participants (92.5% Latino) aged 55 and over were enrolled, half in each
arm of the study. Those in the intervention group were asked to wear pedometers
daily and check in three times a week for four months with Carmen on a touch
screen computer in the computer room of the community center.

Self-reported acceptance and satisfaction with the system was very high. In
particular, scores on the bond subscale of the Working Alliance Inventory—mea-
sure trust in working with Carmen to achieve desired outcomes [20]—was
6.0 ± 0.84 out of 7.

All participants enrolled into the intervention group completed the four month
study (100% retention). Four-month increases in reported minutes of walking per
week were greater in the intervention arm (mean increase = 253.5 + 248.7
min/week) relative to the control group (mean increase = 26.8 + 67.0 min/week;
difference p = 0.0008). Walking increases in the intervention arm were substantiated
via objectively measured daily steps from the pedometers (slope analysis, p = 0.002).

Access to the COMPASS system in the community center was provided for an
additional 20 weeks past the end of the 4-month study period. During this extended
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time, intervention participants accessed Carmen a mean of 14 ± 20.5 additional
times (range = 0–4.5 sessions per week). Fully 95% (19/20) interacted with
Carmen at some point during this extended period.

5.6 The Heart-Healthy Action Program for Puerto Rican
Adults (HHAP)

Heart disease, including coronary heart disease, heart attacks, congestive heart
failure, and congenital heart disease, is the leading cause of death in the United
States. Hispanics, including Puerto Ricans, are at a greater risk of premature death
due to heart disease compared to non-Hispanic Whites (23.5 vs. 16.5%). Changes in
lifestyle health behaviors, including physical activity, diet, and stress management,
can result in significant reductions in deaths due to heart disease. To address these
health disparities, we adapted the Carmen conversational agent to promote lifestyle
health behavior change, tailored for Puerto Rican adults aged 45 and older, living in
the continental United States. The automated intervention is used as part of a
participatory, community-based, multi-level, trans-disciplinary intervention to
intervene on the social, cultural and environmental factors that influence cardio-
vascular health behaviors among Puerto Rican adults. The other elements of the
intervention include weekly group meetings with a facilitator to discuss exercise,
diet, and stress management, and weekly group Zumba classes for exercise.

5.6.1 Implementations of HHAP

Compared to COMPASS, HHAP covers a much larger range of health-related
content, including four interrelated topics: physical activity, nutrition, stress man-
agement and health literacy. Therefore, we focused our efforts on developing
conversational content that incorporates common issues usually encountered by
Latinos in the community. For the design of the virtual agent herself, we used
Carmen, the same agent presented in the COMPASS project, but her dialogue
patterns were tuned to fit better with a Puerto Rican audience.

5.6.2 Culturally-Tailored Content

The intervention was designed to last one year, which means if a participant
interacts with the agent once per day, there could be as many as 365 conversations
that must be supported by the automated system. Health counseling on the four
topics in the HHAP project does not require so many sessions, and so we designed
the agent to give only one contentful counseling session per week. To make sure a
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participant receives the most informative session every week, each contentful
counseling session was hand-crafted by researchers with expertise in each of the
four topics. Not only were these conversations well crafted, they also incorporated
common themes that came up in the local Latino communities. For example, when
the agent discusses nutrition, she sometimes refers to cultural food in Latino
countries, and explains the historical reasons why, although some of the foods can
be bad for health, they became part of the Latino cuisine. As another example, we
developed 12 dialogue sessions of stress management based on the Stress
Inoculation Training techniques [21], which included several role-playing sessions
directed by the virtual agent. We deliberately eliminated several common training
cases that are related to sensitive topics in the community, such as receiving a
speeding ticket and the interaction with a police officer that would follow, and
instead used health-related examples, such as being diagnosed with diabetes, which
participants considered more comfortable and concerned with.

5.6.3 Social Dialogue

Because the counseling only took place once per week, if a participant decided to log
in more than once a week, the agent would check the participant’s progress toward
their health goals and engage in casual conversations. Therefore, filling in the social
dialogues became all the more critical in keeping the participants’ engagement level
high. For this purpose, we acquired the help of a professional fiction writer to craft a
series of stories that the agent could share with the participants. Once the stories had
been created, we consulted experts of the Latino culture to tailor the content for the
Latino community, and especially for Latinos in Boston. The virtual agent told these
stories as her own life experience. This type of storytelling has been shown to create
trust and rapport between the agent and the participant [22].

5.6.4 Local References

Unlike the COMPASS project, HHAP is currently deployed in four different
community centers around Boston, and therefore it is difficult to create an expe-
rience that can be perceived as custom tailored to all the participants in the study.
However, we did sample four pieces of Latino music that were considered to be
popular among the communities that Carmen was to serve, and played these music
pieces as Carmen walked on the screen.

A two-arm, randomized evaluation study is currently underway, comparing the
overall HHAP intervention to a non-intervention control. The study is expected to
complete in 2016. Preliminary results indicate the system is well-liked and used by
the Latino study participants. The final results of this study will be discussed in a
separate publication.
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5.7 Conclusions

Culturally appropriate interaction between human patients and their health advisors
is important, and as our experiments and intervention programs suggest, this is
important in interactions between people and automated health advisors as well.
There are many ways in which conversational agents can be tailored for specific
cultures, and many reasons why this tailoring is important: not only to improve
accessibility, usability, and retention, but to actually impact outcomes, especially
for low literacy and other underserved populations.

Cultural awareness in computer-based health systems is a relatively young
research field, and research into culturally-tailored virtual conversational agents has
become a focus of attention only in the past decade. It will be many long years
before findings from cultural studies are applied in designing culturally-tailored
agents, but the impact of these applications on the health benefits of their users has
shown promise. An important goal, if not the ultimate goal, of this area of research
is to create virtual agents that are perceived as members of a culture by exhibiting
culturally-appropriate behaviors in most social situations. To achieve this goal, we
believe implementing an underlying framework to guide the agent’s behavior
intelligently is necessary. Such a behavior framework may inevitably lay its
foundations on a somewhat comprehensive understanding of cultures, based on
theories such as the Cultural Dimensions [23], or specific ways of describing cul-
tures by means of symbols, rituals, values, metaphors and paradoxes, etc. [24].
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Chapter 6
Combining a Data-Driven
and a Theory-Based Approach
to Generate Culture-Dependent
Behaviours for Virtual Characters

Birgit Lugrin, Julian Frommel and Elisabeth André

Abstract To incorporate culture into intelligent systems, there are two approaches
that are commonly proposed. Theory-based approaches that build computational
models based on cultural theories to predict culture-dependent behaviours, and
data-driven approaches that rely on multimodal recordings of existing cultures.
Based on our former work, we present a hybrid approach of integrating culture into
a Bayesian Network that aims at predicting culture-dependent non-verbal beha-
viours for a given conversation. While the model is structured based on cultural
theories and theoretical knowledge on their influence on prototypical behaviour, the
parameters of the model are learned from a multimodal corpus recorded in the
German and Japanese cultures. The model is validated in two ways: With a
cross-fold validation we estimate the power of the network by predicting beha-
viours for parts of the recorded data that were not used to train the network.
Secondly we performed a perception study with virtual characters whose behaviour
is driven by the calculations of the network and are rated by members of the
German and Japanese cultures. With this chapter, we aim at giving guidance for
other culture-specific generation approaches by providing a hybrid methodology to
build culture-specific computational models as well as potential approaches for their
evaluation.
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6.1 Motivation

Human behaviour is influenced by several personal and social factors such as
culture and can be referred to as a mental program that drives peoples’ behaviour
[20]. Non-verbal behaviour as a part of human communication is, amongst others,
also influenced by cultural background [45]. Cultural differences on the one hand
manifest themselves on an outward level and are, on the other hand, also judged
differently by observers of different cultural backgrounds [46].

Examples include the presentation and evaluation of facial expressions, gestures
or body postures. In South Korea and Japan, for example, restrained facial
expressions and postures indicate an influential person, while in the United States,
relaxed expressions and postures give the impression of credibility [45].

As anthropomorphic user interfaces, such as virtual characters or humanoid
robots, aim at realistically simulating human behaviour it seems likely that their
behaviour conveys different impressions on observers from different cultural
backgrounds as well. Taking potential cultural differences into account while
designing an agent’s non-verbal behaviour can thus help improve their acceptance
by users of the targeted cultures.

Building models that determine culture-related differences in behaviour is chal-
lenging as the dependencies between culture and corresponding behaviour need to be
simulated in a convincing and consistent manner. In the last decade numerous
attempts have beenmade to face these challenges, mainly relying on either theoretical
knowledge (theory-based) or empirical data (data-driven). While theory-based
approaches model culture-specific behaviours based on findings from the social
sciences, data-driven approaches aim to extract culture-specific behaviour patterns
from human data to inform computational models. Data-driven approaches bear the
advantage that they are based on empirically grounded models. However, a large
amount of data is required to derive regularities from concrete instantiations of human
behaviour. Theories from social sciences include information that may help us
encode culture-specific behaviour profiles. But there are usually missing details that
are required for a convincing realization of culture-specific virtual characters or
humanoid robots. The objective of the present chapter is to combine the advantages of
theory- and data-driven approaches. To this end, we illustrate and evaluate an inte-
grated approach that coherently connects a theory-based and a data-driven approach.

The chapter is structured as follows: In the next section, we briefly introduce
models of culture from the social sciences that inspired our work. Then we intro-
duce related work on the computational integration of culture into intelligent sys-
tems. In Sect. 6.4, we outline our approach by referring to our own prior work that
was used as a basis for the endeavor. Subsequently, we describe the design and
implementation of a computational model that is built upon the combined approach.
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Two potential ways of evaluating the resulting network are then presented in
Sects. 6.6 and 6.7. Finally, we conclude our chapter by reflecting on potential
contributions and tribulations of our approach.

6.2 Models of Culture

There is a wide variety of theories and models that explain the concept of culture
and what drives people to feel that they are belonging to a certain culture. Many
definitions of culture provided by the social sciences conceptually describe cultural
differences but stay rather abstract. Some theories describe different levels of culture
that address, among other things, that culture does not only determine differences
on the surface but also works on the cognitive level. Trompenaars and
Hampden-Turner [46], for example, distinguish implicit and explicit levels of
culture that range from very concrete and observable differences to a subconscious
level that is not necessarily visible to an observer.

Other definitions of culture use dimensions or categories to explain differences
between certain groups. These approaches describe culture in a way that facilitates
building computational models. Therefore, in this section, we selected cultural
theories from the large pool provided by the social sciences which explain culture
along dimensional models or dichotomies that help understand culture in a more
descriptive manner.

A very well known theory that uses dichotomies was introduced by Hall [18],
who classifies cultures using different categories such as their members’ perception
of space, time or context. Regarding haptics, for example, Hall [18] states that
people from high-contact cultures tend to have higher tactile needs than members of
low-contact cultures who, vice versa, have more visual needs. These needs can also
show on the behavioural level. In some Arab countries, as an example for
high-contact cultures, it is a common habit between two males to embrace for
greeting or to link arms in a friendly way which can be very unusual behaviour in
low-contact cultures.

An approach that describes cultures along dimensions was introduced by
Kluckhohn and Strodtbeck [29], who formulate different value orientations in order
to explain cultures. One dimension, for example, constitutes the relationship to
other people, and describes how people prefer relationships and social organizations
to be. Although in this theory a classification of values is provided, the impact on
behaviour is described rather vaguely and is therefore hard to measure. Building a
computational model with it is thus a demanding task and has not been attempted
yet.

Another example of defining culture using dimensions is given by Hofstede [20],
who categorized different cultures into a five dimensional model. For the model
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more than 70 national cultures were categorized in an empirical survey.1 The Power
Distance dimension (PDI), describes the extent to which a different distribution of
power is accepted by the less powerful members of a culture. The Individualism
dimension (IDV) describes the degree to which individuals are integrated into a
group. The Masculinity dimension (MAS) describes the distribution of roles
between the genders. The Uncertainty Avoidance dimension (UAI) defines the
tolerance for uncertainty and ambiguity. The Long-Term Orientation dimension
(LTO) explains differences by the orientation towards sustainable values for the
future. For each of these dimensions, clear mappings are available from national
cultures to the cultural dimensions on normalized scales [21]. In [22], Hofstede and
Pedersen introduce so-called synthetic cultures that are based on Hofstede’s
dimensional model. Each synthetic culture observes one of the extreme ends of
each dimension in isolation, and conceptually describes stereotypical behaviour of
its members.

6.3 Related Work

As pointed out earlier, basically two approaches have been proposed to simulate
culture-specific behaviours for synthetic agents: Theory-based approaches and
Data-driven approaches.

Theory-based approaches typically start from a theory of culture to predict how
behaviours are expressed in a particular cultural context. A common approach to
characterize a culture is to use dichotomies, which are particularly suitable for
integration into a computer model [21].

Alternatively, cultures have been characterized by the prioritization of values
within a society [42]. Approaches that aim to modulate behaviours based on
culture-specific norms and values, typically start from existing agent mind archi-
tectures and extend them to allow for the culture-specific modulation of goals,
beliefs, and plans.

One of the earliest and most well-known systems that models culture-specific
behaviours within an agent mind architecture is the Tactical Language System
(http://www.tacticallanguage.com/), which has formed the basis of a variety of
products for language and culture training by Alelo Inc. Tactical Language is based
on an architecture for social behaviour called Thespian that implements a version of
theory of mind [44]. Thespian supports the creation of virtual characters that
understand and follow culture-specific social norms when interacting with each
other or with human users. While the user converses with the characters of a
training scenario, Thespian tracks the affinity between the single characters and the

1Originally, Hofstede used a four-dimensional model. The fifth dimension, long term orientation,
was added later in order to better model Asian cultures. Meanwhile a sixth dimension, indulgence,
was added that described the subjective well-being that members of a culture experience.
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human user, which depends on the appropriateness of the user’s behaviour. For
example, a violation of social norms would result in a decreased affinity value.

To simulate how an agent appraises events and actions and manages its emotions
depending on its alleged culture, attempts have been made to enrich models of
culture by models of appraisal, see [1] for a survey. An example includes the work
by Mascarenhas et al. [31] who aim at the modelling of synthetic cultures that may
be obtained by systematically varying particular behaviour determinants. To this
end, they extend an agent mind architecture called FAtiMA that implements a
cognitive model of appraisal [35] by representations of the Hofstede cultural scales.
Based on the extended architecture, agents with distinct cultural background were
modelled. In their model, an agent’s alleged culture determines its decision pro-
cesses (i.e., the selection of goals) and its appraisal processes (i.e., how an action is
evaluated). For example, an action that is of benefit to others is the more praise-
worthy, the more collectivistic the culture is. Using the extended FAtiMA archi-
tecture as a basis, the ORIENT [3], MIXER [2] and Traveller [26] applications
simulate synthetic cultures with the overall aim to generate a greater amount of
cultural awareness on the user’s side.

Data-driven approaches rely on annotated multimodal recordings of existing
cultures as a basis for computational models of culture. The recordings can be used
directly for imitating the human behaviour or statistical patterns can be derived
from the data which govern the behaviour planning process.

Such a cross-cultural corpus has, for example, been recorded for multi-party
multi-modal dialogues in the Arab, American English and Mexican Spanish cul-
tures [19]. The corpus has been coded with information on proxemics, gaze and
turn taking behaviours to enable the extraction of culture-related differences in
multi-party conversations. A statistical analysis of the corpus reveals that findings
are not always in line with predictions from the literature and demonstrate the need
to enhance theory-driven by data-driven approaches.

More recent work by Nouri and Traum [34] makes use of a data-driven approach
to map statistical data onto culture-specific computational models for decision
making. In particular, they simulate culture-specific decision making behaviour in
the Ultimatum Game based on values, such as selfishness, held by Indian and US
players collected through a survey. Their work aims to adapt decision making of
virtual agents depending on culture-specific values, but does not consider
culture-specific verbal and non-verbal behaviours.

While the theory-driven approach ensures a higher level of consistency than the
data-driven approach, it is not grounded in empirical data and thus may not
faithfully reflect the non-verbal behaviour of existing cultures. Another limitation is
that it is difficult to decide which non-verbal behaviours to choose for externalizing
the goals and needs generated in the agent minds. The advantage of data-driven
computational models of culture lies in their empirical foundation. However, they
are hard to adapt to settings different from the ones recorded, as the data cannot be
generalized due to a lack of a causal model.
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6.4 Approach

To implement a hybrid approach that combines a theory-based with a data-driven
approach, we rely on our earlier work that includes implementations of both
approaches, but did not yet integrate them in a synergistic manner (see Fig. 6.1).

In scope of the Cube-G project, we recorded a cross-cultural corpus for the
German and Japanese cultures [37]. More than 20 participants were video-taped in
each culture, each running through three scenarios. So far, only the first scenario, a
first time meeting, was considered. For this scenario a student and a professional
actor (acting as another student) were told to get acquainted with one another to be
able to solve a task together later. Recording one participant and an actor at a time
ensured a higher control over the recordings. This way, participants did not know
each other in advance and the actor was able to control that the conversation lasted
for approximately 5 min. Actors were told to be as passive as possible to allow the
participant to lead the conversation and be active in cases where the conversation
was going to stagnate.

For the corpora, statistical analyses were performed to identify differences
between German and Japanese speakers in the use of gestures and postures,
communication management, choice of topics, and the like (e.g. [14, 15, 40]).

For simulation we developed a social simulation environment [10] with virtual
characters that portray typical Japanese and German behaviours by gestures and
dialogue behaviours. The modelling of the behaviours was based on the observa-
tions made in the multimodal corpora.

Fig. 6.1 Model-based and data-driven approaches as conducted in our former work
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At a later stage, we made use of a data-driven approach and conducted per-
ception studies with virtual characters that simulated the findings of the corpus
analysis. Results suggest that users prefer virtual character behaviour that was
designed to resemble their own cultural background, e.g. [13, 14]. At this point in
time, the characters’ behaviour was completely scripted to follow the statistical
distribution of the corpus findings, and no computational model was built yet, while
each of the studies looked at one behavioural aspect in isolation.

In parallel to the corpus recordings, we started a theory-based approach that
developed a parameterized model of cultural variation based on Hofstede’s
dimensions [39]. To code dominant culture-specific patterns of behaviour, we made
use of Bayesian Networks. Culture-specific behaviours were then generated fol-
lowing probability distributions inspired by theories found in the literature. The
model was used to adapt the dynamics of gestures, proxemics behaviours as well as
the intensity of speech of a group of virtual characters to the assumed cultural
background of the user [38].

In this contribution, we combine the two approaches in a synergistic manner. In
particular, we will make use of cultural theories to model dependencies between
culture-related influential factors and behaviours and employ statistical methods to
set the parameters of the resulting model; i.e. probabilities will be learned from
recordings of human behaviour. A similar approach was presented by Bergmann
and Kopp [4] to model co-verbal iconic gestures, however, without considering
culture-specific aspects. We extend their work by adapting parameter settings of a
Bayesian Network to a particular culture based on a data-driven approach.

The approach combines advantages of the commonly used theory-based and
data-driven approaches, as it explains the causal relations of cultural background
and resulting behaviour, and augments them by findings from empirical data. The
resulting hybrid model, combines all previously considered behavioural aspects
(verbal and non-verbal) in a complete model. Having such a model at hand, we are
able to generate culture-specific dialogue behaviour automatically following the
statistical distribution of the recorded data.

We are thus, extending our previous approaches in the following ways: (1) by
integrating aspects of verbal and non-verbal behaviour into a complete model (2) by
augmenting the model with empirical data (3) by validating the resulting model by
testing its predictive qualities and performing a perception study with human
observers.

6.5 Modeling Culture-Specific Behaviours with Bayesian
Networks

We have chosen to model culture-specific behaviours by means of a Bayesian
Network. The structure of a Bayesian Network is a directed, acyclic graph
(DAG) in which the nodes represent random variables while the links or arrows
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connecting nodes describe the relationship between the corresponding variables in
terms of conditional probabilities [41]. The use of Bayesian Networks bears a
number of advantages. In particular, we are able to make predictions based on
conditional probabilities that model how likely a child variable is given the value of
the parent variables. For example, we may model how likely it is that a person
makes use of very tight gestures if the person belongs to a culture that is charac-
terized as highly collectivistic. By using a probabilistic approach for behaviour
generation, we mitigate the risk of overstereotyping cultures. For example, a
character that is supposed to portray a particular culture would show
culture-specific behaviour patterns without continuously repeating one and the
same prototypical behavioural sequence. Furthermore, Bayesian Networks enable
us to model the relationship between culture-related influencing factors and beha-
viour patterns in a rather intuitive manner. For example, it is rather straightforward
how to model within a Bayesian Network that a member of a collectivistic culture
tends to use less powerful gestures. Finally, Bayesian Networks support the real-
ization of a hybrid approach. While the structure of the Bayesian Network—in
particular the dependencies between cultural influencing factors and behaviour
patterns—can be determined by relying on theories of culture, the exact probabil-
ities of the Bayesian Network can be learnt from recordings of culture-specific
human behaviours.

The aim of the Bayesian Network model described in this section, is to auto-
matically generate culture-dependent non-verbal behaviour for a given agent dia-
logue in the domain of first time meetings. Therefore, the network is divided in two
parts:

• influencing factors: those factors that are given for the specific conversational
situation such as the cultural background of the interlocutors, and

• resulting behaviours: the specific settings of non-verbal behavioural aspects that
are calculated by the network as a result of the given influencing factors.

The Bayesian Network was modeled using the GeNIe modeling environment
[12]. Figure 6.2 shows the structure of the network with its influencing factors and
resulting behaviours that will be further explained in the following subsections.

6.5.1 Influencing Factors

To be able to construct different agent dialogues that vary with cultural background,
influencing factors in our model are further divided into cultural background and
conversational verbal behaviour.

In our network model, we rely on Hofstede’s dimensional model [21], that
captures national cultures as a set of scores along dimensions, providing a quite
complete and validated model, especially considering the fuzzy concept of culture
(see Sect. 6.2). The model has widely been used as a basis to integrate culture for
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anthropomorphic interfaces, e.g. [2, 3, 32]. For our implementation, we categorized
the scores on the cultural dimensions, provided by [21], into three discrete values
(low, medium, high).

Regarding the content of dialogues, cultural differences can play a crucial role as
well. According to Isbister and colleagues [24], for example, the categorization into
safe and unsafe topics varies with cultural background. Therefore we expect vari-
ations in the semantics of first-time meeting conversations dependent on cultural
background. Schneider [43] classifies topics that prototypically occur in first-time
meetings as follows: The immediate situation holds topics that are elements of the
so-called frame of the situation, such as the surrounding or the atmosphere of the
conversation. The external situation describes topics that hold the larger context of
the conversation, such as the news, politics, or recent movies. In the communication
situation topics are focusing on the conversation partners, e.g., their hobbies, family
or career. Potential topics for dialogues in our network model are based on this
categorization.

Besides the semantics of speech, the function of each utterance is considered in
our network. For computational models, verbal behaviour is often described by
speech acts. Core and Allen [9], for example, provide a coding schema that cate-
gorizes speech acts along several layers. One layer of their schema, labels the
communicative meaning of a speech act. As the whole schema is too complex for
our purpose, we use the following subset of communicative functions that meet the
requirements of first time meeting scenarios: statement, answer, info request,

Fig. 6.2 Network model including influencing factors and resulting behaviours for culture-related
behaviour generation
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agreement/disagreement (indicating the speaker’s point of view), understanding/
misunderstanding (without stating a point of view), hold, laugh and other.

6.5.2 Resulting Behaviours

The lower part of our network model consists of non-verbal behavioural traits, that
are calculated by the model based on the influencing factors (see Fig. 6.2). There is
a large number of non-verbal behaviours that could be dependent on cultural
background. At this stage, we focus on the upper part of the torso and consider
gesture types, their dynamic variation and arm postures, and do not look at other
parts of the body yet, e.g. head movements. The generation of adequate postures,
gestures, and their dynamics have been widely studied in the field of virtual agents
(e.g. [5, 8, 36]) and seem to be good aspects to improve the characters’ believ-
ability. Regarding cultural differences, for body postures, for example, it has been
shown that different cultures perceive different emotions depending on body pos-
tures [28].

In [6], Bull provides a coding schema to distinguish different body postures,
including prototypical positions of, for example, head, feet or arm. To distinguish
arm postures in our model, we employ Bull’s categorization for arm postures. In
total, 32 different arm positions are described in the schema and included to the
network. Table 6.1 shows an extraction of the schema containing postures that were
frequently observed during our corpus study and are thus most relevant for our
approach.

Gestures can be considered on two levels: which gesture is performed and how it
is performed. The most well known categorization of gesture types has been pro-
vided by McNeill [33]. Although the categorization is not meant to be mutually
exclusive, the types described are a helpful tool to distinguish gestures: Deictic
gestures are pointing gestures; Beat gestures are rhythmic gestures that follow the
prosody of speech; Emblems have a conventionalized meaning and do not need to
be accompanied by speech; Iconic gestures explain the semantic content of speech,
while metaphoric gestures accompany the semantic content of speech in an abstract
manner by the use of metaphors; Adaptors are hand movements towards other parts

Table 6.1 Extraction of arm
postures considered in our
model

Arm posture Description

PHIPt Put hands to pocket

PHFE Put hand to face

PHEW Put hand to elbow

PHWr Put hand to wrist

FAs Fold arms

JHs Join hands

PHB Put hands back
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of the body to satisfy bodily needs, such as scratching one’s nose. In our network
model, we classify gesture types as a subset of McNeill’s categorization [33]:
deictic, beat, iconic, and metaphoric. Adaptors were excluded from the network as
we are focusing on gestures that accompany a dialogue. Emblems were excluded as
they are not generalizable and might convey different meanings in different loca-
tions. An example includes the American OK-gesture (bringing the thumb and the
index finger together to form a circle). While it means OK in the Northern
American culture, it is considered an insult in Latin America, and can be interpreted
as meaning homosexual in Turkey. Thus, even if our model could predict that a
emblematic gesture type would be appropriate in a given situation, different con-
crete gestures needed to be selected based on cultural background.

Besides the choice of a gesture, its dynamics can differ and be dependent on
cultural background. According to Isbister [23] “what might seem like violent
gesticulating to someone from Japan would seem quite normal and usual to
someone from a Latin culture”. To include this phenomenon in our network, we
added a node containing a gesture’s dynamics which is divided into three discrete
values (low, medium, high). The dynamic variation of a gesture can be further
broken down into dimensions [17], each describing a different attribute of the
movement. Following [30], who investigated gestural expressivity for virtual
characters, we employ the parameters spatial extent (the arm’s extent relative to the
torso), power (acceleration), speed, fluidity (flow of movements) and repetition.
Initial values in our network were set in a manner that a high dynamics is more
likely to result in a higher value for each of the parameters.

6.5.3 Dependencies

So far we introduced the nodes and their parameters of the influencing factors and
resulting behaviours of the network and stated why they were included. In this
subsection we explain their dependencies that were modeled for the network.

Although there is a strong evidence that the types of gestures and arm postures
are dependent on cultural background, e.g. [45], there are no clear statements in the
literature on how exactly McNeill’s gesture types or Bull’s arm posture types would
correlate with Hofstede’s dimensions of culture. We thus connected the nodes
holding gesture types and arm postures directly to the culture node instead of
linking them via Hofstede’s dimensions.

Regarding the dynamics of a gesture and its correlation to Hofstede’s cultural
dimensions, we rely on the concept of synthetic cultures that builds upon
Hofstede’s dimensions (see Sect. 6.2). For these abstract cultures prototypical
behavioural traits are described. For example, the extreme masculine culture is
described as being loud and verbal, liking physical contact, direct eye contact, and
animated gestures. Members of a extreme feminine culture, on the other hand, are
described as not raising their voices, liking agreement, not taking much room and
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being warm and friendly. Furthermore, the position on Hofstede’s dimensions
determines the stereotypical movements of a synthetic culture. Thus, in our model,
culture is connected to the gesture dynamic node via the cultural dimensions.

Please note that although it is known from the literature that aspects of verbal
behaviour, e.g. the choice of conversational topic, can be dependent on cultural
background, in our network model they are considered as influencing factors. This
design choice was made, as we aim at generating culture-dependent non-verbal
behaviour for a given dialogue and do not want to generate the dialogue itself.
Therefore, nodes containing information about the selected verbal behaviour
(speech act and conversational topic) are not connected to the culture node but
linked directly to the nodes describing the resulting non-verbal behaviour types.
The dialogue that is used as an input, can of course contain culture-specific content
and thus influence the selected non-verbal behaviour.

6.5.4 Parameters of the Model

Using an automated learning process the network’s model described in the previous
subsection was augmented with empirical data. For that purpose the findings of the
corpus (cf. Sect. 6.4) had to be processed before applying an automated learning
process. The Anvil tool [25] allows to align self-defined attributes and parameters to
moments in videos and was therefore used to annotate the videos for our former
statistical analysis. Different behavioural attributes, as described in the previous
subsection, were annotated for the videos. Conversational topics were annotated for
the verbal behaviour, as well as speech acts. Further, non-verbal behaviour was
annotated, i.e. arm postures, gesture types and dynamics of gestures. Afterwards the
cultural background was added to the meta data of the annotations.

For further processing, the different modalities had to be aligned. Therefore, the
annotated conversations were divided into conversational blocks (dataset in the
following). These datasets are defined to refer to a specific speech utterance,
specified by speech act and conversational topic. Following the categorization into
speech acts, datasets are thus determined by a clause or sub-clause.

As non-verbal behaviour was defined to be determined by the verbal behaviour it
accompanies, gestures and arm postures were added to datasets based on timely
overlap. Thus, if a armposture and/or gesturewas annotated for the same time as a speech
act, it was added to the correspondingdataset. If therewasno non-verbal behaviour in the
same time frame, an empty tokenwas added to the dataset. In order to reflect that gestures
andpostures canbemaintained for a longer time span, a gesture (or posture)was added to
all datasets it overlapped with. Inversely, whenmultiple gestures or postures overlapped
with a dataset’s time period, the token with the longest overlap was chosen.

Due to data loss during the years of our endeavor that was caused by multiple
annotation files and separate statistics, it was not possible to temporally align the
gestures’ dynamics with the corresponding speech acts any more, but to use them
only quantitatively. Therefore, two different datasets were used for learning the
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parameters of the network. The aligned dataset was used to learn the joint proba-
bility distributions of arm postures and gesture types subject to verbal behaviour
and culture. The probabilities of the gestures’ dynamics were learned from the
unaligned dataset and thus based on culture only.

After the extraction, we had two datasets: the aligned dataset containing 2155 values
and the non-aligned dataset containing 457 values. Parameters were learned with the
EM-algorithm [11] that is provided by the implementation of the SMILE-Framework
[12] underlying themodelingenvironment used tomodel our network.This algorithm is
able to deal well with missing data and is thus suitable for our purpose as there were
someaspects not annotated for every person recorded. In the Japanesepart of the corpus,
e.g., there were some annotations of speech act and topic missing due to absent
translation. The learning process itself was performed in two steps. First the probabil-
ities of the parameters for arm posture and gesture type were learned from the aligned
dataset. Afterwards the parameters for gesture dynamics were determined by applying
the EM-algorithm with the non-aligned dataset.

6.5.5 Resulting Network

Figure 6.3 exemplifies the calculations of the resulting network with the evidence
of cultural background either being set to Japanese (upper) or German (lower). In
case no other evidence than cultural background is set within the network, distri-
butions reflect the findings of our former statistical analysis, where we have been
looking at behavioural aspects depending on cultural background in isolation (see
Sect. 6.4). With this setting, cultural variations in non-verbal behaviour can be
reflected in a general manner based on culture only.

Having a model at hand that combines several behavioural aspects instead of
looking at them in isolation, further observations can be done in an intuitive
manner. By setting additional evidences in the network, e.g. for verbal behaviour,
the trained Bayesian Network allows to explore further interdependencies in the
data. For example, a correlation of chosen topic and non-verbal behaviour fre-
quency stayed unnoticed in our earlier work. From previous analysis of verbal
behaviour [14], we know that the topic distribution is different for the two cultures
in the data. While in Japan significantly more topics covering the immediate situ-
ation occurred compared to Germany, in Germany significantly more topics cov-
ering the communication situation occurred compared to Japan. Setting evidences
of the topic nodes and the cultural background, the network reveals that people in
both cultures are more likely to perform gestures when talking about less common
topics. In particular, the communication situation in the Japanese culture and the
immediate situation in the German culture. This effect could be explained by the
tendency that talking about a more uncommon topic might lead to a feeling of
insecurity that results in an increased usage of gestures. Thus, the network also
reveals how culture-related non-verbal is mediated by culture-specific variations in
verbal behaviour.
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6.6 Validation of the Network

An important question concerns the validation of the network. Basically, there are
two possibilities. In this section, we will evaluate to what extent the network is able
to predict characteristic behaviours of a person portraying a particular culture; i.e.

Fig. 6.3 Resulting Bayesian Network with parameters learned from empirical data, with cultural
background set to Japanese (upper) and German (lower) respectively
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the generated behaviours are compared against the collected corpus. In Sect. 6.7,
we will present a perception study in order to find out how human observers
respond to the culture-specific behaviours of virtual characters generated with the
network. That is the effect of the generated behaviours is evaluated from a user’s
perspective. We decided to rely on videos for the perception study to be able to
evaluate our hypotheses in a controlled setting. As an alternative, we might have
users interact with characters showing culture-specific behaviors. For example, in
[27] we represented users by avatars which imitate their body movements and
postures. System controlled characters respond to the users by dynamically
adapting their behavior depending on their own assumed cultural background.

6.6.1 Measuring the Predictive Qualities of the Network

To validate the model, we investigate whether the network is able to predict
appropriate culture-specific behaviours for new situations that are not included in
the training corpus. To this end, a tenfold-cross-validation was performed. A dataset
of 2155 values was used in which non-verbal behaviour (gesture types and arm
postures) was aligned with the speech of the participants. The model was trained
using 90% of the data while the remaining 10% were used as validation data. This
validation process was performed ten times each time leaving out another part of
the original dataset. For each dataset the cultural background (German or Japanese)
and performed verbal behaviour (speech act type and topic) is given while gesture
and arm posture are predicted by the network. Please note that the non-verbal
dynamics cannot be validated using this approach due to the missing alignment.
Predictions of the network were compared to the behaviour observed in the corpus
data. Generally it appears quite unlikely for humans to behave the exact same way
in a given situation several times. As a similar variety of behaviour is desirable for
virtual characters we consider the network as suitable in case the observed gesture
or posture is finding itself in the best three guesses of the network.

Figure 6.4 shows the prediction rates for gesture and arm posture types.
Although results look quite promising, with an overall accuracy of 88% for gesture
types and 56% for posture types, these results should not be overrated as for many
of the observed speech acts no non-verbal behaviour was conducted (resulting in
the gesture and posture type none). In particular, a gesture was performed only in
11% of our dataset, while a posture was performed for 71% of the values in the
dataset.

As a result, another 10-fold-cross-validation was carried out on an adjusted
dataset excluding data where no gesture or posture was observed. With it, pre-
diction rates of the network are calculated assuming a gesture or posture should be
performed by an agent. In total, 233 speech acts were accompanied by a gesture,
1551 by a posture. Figure 6.5 shows the results. Although a weak trend can be
observed, only 34% of the performed gestures were predicted correctly by the
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network which seems not better than random. For posture types, however, the
overall accuracy looks much more promising with 61% correct predictions.

In a further validation step cultural background was reversed to find out whether
predicted gestures and arm postures reflect a prototypical cultural background.
Thus, a 10-fold-cross-validation was performed with the cultural background set to
German in the network while using the Japanese validation data, and vice versa.
Including none-elements the accuracy of gesture types was still 80% as no gesture
was the most likely option for both cultures. Therefore, none-elements were
excluded again resulting in a drop of accuracy for gesture types to 24% (see
Fig. 6.6), resulting in worse predictions of the network compared to the original
data set (cf. Fig. 6.5).

For posture types, with reversed cultural background including none-elements
accuracy drops to 5% while 75% of the observed postures did not even fall in the
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top 3 predictions. Excluding none-elements, accuracy is less than 2% with reversed
cultural background with 92% of the observed posture types not being in the top
three guesses (see Fig. 6.6). Thus, for arm postures changing the cultural back-
ground leads to a very low predictive power of the network suggesting that postures
can be predicted culture-dependently by the network.

For the parameters of the gesture dynamics a 10-fold-cross-validation was
performed based on cultural background alone. Thus, probabilities for the levels of
dynamics are calculated given that a gesture is performed. More dataset values
could be used in this case, as missing translations of verbal behaviour could be
ignored, resulting in a dataset containing 457 gestures. Results are shown in
Fig. 6.7. Please note that in this case the levels did comprise only three categories.
Still, results look promising, suggesting that trends can be predicted for
culture-dependent gesture dynamics.
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6.6.2 Discussion

With the cross-fold validation, we evaluated to what extent the network is able to
predict culture-related behaviours of the underlying corpus. Regarding posture
types and gestural expressivity, the presented network performed well. Our previ-
ous statistical analysis (e.g. [40]), also showed a strong correlation of cultural
background and body posture with statistically significant differences between the
cultures. In general, postures that regularly occurred in one culture barely occurred
in the other culture. Similarly, the data revealed strong differences between the
cultures regarding gestural expressivity suggesting that German participants ges-
tured more expressively than Japanese participants.

Regarding gesture types, no reliable predictions could be made by our network.
This is also reflected in the underlying data. The former statistical analysis showed
that the overall number of gestures is similar in both cultures and no significant
differences were found regarding the frequencies of McNeill’s gesture types. As a
result, the network cannot add to believably simulating culture-specific behaviours
focusing on gesture types. This might have been caused by the abstraction of
gestures to categories. Even if, for example, a deictic gestures is performed by
people of different cultural backgrounds, the concrete execution can be very dif-
ferent. While a deictic gesture, for example, is typically performed using the index
finger in Western cultures, this is considered rude in some Asian cultures, where
deictic gestures are usually performed using the whole hand.

In sum, the resulting model can only be only as meaningful as the data being
used to learn the probabilities. We thus believe that learning a Bayesian Network to
enculturate non-verbal behaviours for simulated dialogues is a good approach in
case the underlying data contains strong cultural differences. In our case, we believe
the network can be used to add posture-types and levels of expressive behaviour to
simulated dialogues in order to increase the culture-relatedness of the simulated
non-verbal behaviours. For gesture types further research is needed such as going
into more depth regarding the concrete performance of specific gestures or their
correlation to the semantics of speech rather than speech acts.

6.7 Perception Study

A second approach of validating our network, is to investigate the resulting
behaviours with virtual characters, by asking people of the targeted cultural groups
to rate their perceptions of the characters’ behaviours.

According to the similarity principle [7] interaction partners who perceive
themselves as being similar are more likely to like each other. We therefore expect
that participants of our study prefer agent conversations that resemble their own
cultural background.
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In our former work we performed perception studies with virtual characters that
followed scripted behaviour based on the statistical analysis of our video corpus.
Each behavioural aspect was tested in isolation to find out which of the imple-
mented aspects of behaviour cause the desired effects. Results suggested that
observers tended to prefer virtual agent behaviour that is in line with their own
cultural background for some of the behavioural aspects (such as postures or
prototypical topics), while we did not find significant differences for other aspects
(such as gesture types) [13].

In comparison to the scripted perception studies, the present study uses the
Bayesian Network described in Sect. 6.5.5 which is able to present culture as a
non-deterministic concept and preserve a certain variety in the characters’ beha-
viours. In addition, all behavioural aspects implemented in the network are generated
in combination based on cultural background and the underlying dialogue.

6.7.1 Design

The perception study was conducted in a mixed-design with the participant’s cul-
ture as independent between-subjects variable with two levels (German and
Japanese), the agent-culture as within-subjects measure (German and Japanese) and
the participants’ subjective impression of the characters behaviour and the con-
versation in general as dependent measures. The participants consecutively watched
four videos of conversations of virtual characters. After watching a video they rated
their agreement to several statements regarding their impression of the conversation
they saw in the video. Hence, the subjective impression per culture was designed as
a within-subjects factor with two levels, each calculated as the average of two
videos for every variable. The videos were presented to the participants based on a
4 � 4 Latin square to counterbalance order effects.

6.7.2 Apparatus

For the realization of the perception study we need a demonstrator containing a
virtual environment with virtual characters, a conversational setting with verbal
behaviour, as well as a simulation of the generated non-verbal behaviours.

6.7.2.1 Virtual Environment

We use our virtual character engine [10] that contains a virtual Beergarden scenario,
in which virtual characters can be placed. Regarding the verbal behaviour of the
characters, a text-to-speech engine with different voices and languages such as
German, English or Japanese can be used.
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To simulate a first time conversation similar to the ones recorded in our corpus,
two characters were placed into the scenario facing each other. To be as culturally
neutral as possible, characters were chosen that do not contain typical ethnically
appearances such as blond hair. To avoid side effects evoked by gender, we chose a
mixed gender combination for the agent conversations. Thus a female and a male
character interact with each other. Figure 6.8 shows a screenshot of the setup.

To use the virtual agent engine with our network model, a dialogue component
was added that allows to script dialogues in an XML structure where speech acts
and topic categories can be tagged for verbal behaviour, and a cultural background
can be set for each character. For dialogues that have been prepared in that manner,
the Bayesian Network is able to generate non-verbal behaviours for a given cultural
background.

Regarding non-verbal behaviour, over 40 different animations can be performed
by the characters, including gestures and body postures. Body postures were
modeled to match the arm-posture types included in our network. Figure 6.9
illustrates two typical arm postures that were observed regularly in our video
corpus.

To select gestures, existing animations had to be labeled according to the gesture
types used by our network. In addition, gestures can be customized by the ani-
mation engine to match different levels of expressivity [10]. The speed parameter is
adapted by using a different frame rate. Animation blending is used for differences
in the spatial extent (blending with a neutral body posture) and fluidity (blending
over a shorter or longer period of time). Differences in the repetivity are archived by
playing the stroke of a gesture several times.

Fig. 6.8 Two virtual characters facing each other during a conversational setting
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6.7.2.2 First-Time Meeting Dialogue

As the focus of the present chapter lies on non-verbal behaviour that accompanies
first-time meeting dialogues, a dialogue needs to be written that contains the casual
small talk of such a situation, whilst not holding culture-specific content. Creating
such a dialogue is not trivial, since, as we pointed out earlier, dialogue behaviour
can heavily depend on cultural background. In one of our previous studies [14], we
addressed that issue, and analysed the first-time meetings of our video corpus
regarding differences in topic selection. Following Schneider [43], topics have been
classified into (1) Topics covering the immediate situation which describe elements
of the so-called “frame” of the situation. The frame of a small talk conversation at a
party, for example, holds topics such as the drinks, music, location or guests.
(2) The second category, the external situation or “supersituation” includes the
larger context of the immediate situation such as the latest news, politics, sports,
movies or celebrities. (3) The communication situation contains topics that con-
centrate on the conversation partners. Thus, personal things such as hobbies, family
or career are part of this category. The corpus analysis revealed that topics covering
the external situation were the most common topics in both cultures. In the German
conversations the immediate situation occurred significantly less compared to the
external situation, while in the Japanese conversations the communication situation
occurred significantly less compared to the external situation. In a perception study
with virtual characters we found out that conversations with a typical German topic
distribution were preferred by German participants, while conversations with a
typical Japanese topic distribution were preferred by Japanese participants [14]. It is
therefore crucial to avoid topic categories in the present study that are not common

Fig. 6.9 Prototypical arm postures displayed by our male virtual character (left: The prototypical
Japanese posture “Put hands to wrist”; right: the prototypical German posture “Put hands into
pocket”)
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in one of the targeted cultures. Another issue might be that a dialogue that is written
by us might be influenced by our own cultural background and might thus not be
general enough to be considered a normal casual small talk conversation in the
other culture. To tackle this issue, in [14], we agreed on six English dialogues with
our Japanese cooperation partners, that would in general be feasible in both cul-
tures. Please note that for our former aim three of the dialogues contained a pro-
totypical German topic distribution and three of the dialogues contained a
prototypical Japanese topic distribution. Therefore, for the present study, we needed
to cut down the dialogues in a sense that we only keep parts in which the external
situation is discussed, while the immediate situation and the communication situ-
ation were avoided. This results in a dialogue that lasts for approximately 60 s, that
could occur in both cultures, and that only contains topics that are common in both
cultures. As pointed out in Sect. 6.7.2.1, dialogues need to be tagged with their
speech acts, to be used by our network. Please see Table 6.2 (left part) for the
resulting dialogue and the annotated speech acts. The table additionally contains an
example of non-verbal behaviour that was generated by our network for the German
and Japanese culture respectively. Please note, that a posture was maintained by the
characters until a different animation was selected.

6.7.2.3 Video Generation

The probabilities for non-verbal behaviours are generated by the network
depending on the current speech act, topic, and cultural background of the agents.
For display with the virtual characters, our demonstrator allows two options. Either
the most likely non-verbal behaviour is displayed, or the probability distribution of
the network is reflected by displaying a non-verbal behaviour that is chosen based
on an algorithm that follows the probabilities. While always choosing the most
probable behaviour is very well suited for illustration, it lacks a certain variety in
the characters’ behaviours. Thus, to present culture as a non-deterministic concept
and to reflect the generative power of our network, we use the second option for the
videos that shall be shown in our perception study.

This approach can be quite risky, as it might result in a conversation that con-
tains behaviours that are very unlikely for a given cultural background, or produce
conversions that do not contain a reasonable amount of animations at all. While
these effects would cancel out over a long time period of agent conversations, for an
evaluation study with a dialogue of 60 s only the generated behaviour might not be
representative enough. Therefore, we were running the network ten times for each
culture and recorded videos of the resulting conversations. To prepare our per-
ception study, we manually selected two videos for each culture, that contained a
comparable amount of non-verbal behaviours and no animations that were very
unlikely for the given cultural background. By selecting two videos per culture, we
wanted to assure that we did not accidentally choose a video that would in general
be rated better or worse due to the specific animation selection.
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Please see Table 6.2 (right part) for the non-verbal behaviours that were gen-
erated by our network for two of the chosen videos of our perception study.

6.7.2.4 Questionnaires

For evaluation, a two-parted questionnaire was developed: Part A included ques-
tions focused on the observed conversation, part B requested demographical data.

In part A of the questionnaire, participants were asked to rate the characters in
the video as well as their perception of the conversation on 7-point-Likert scales,

Table 6.2 Dialogue and generated prototypical non-verbal behaviour

Interlocutor Utterance Speech act Jap. non-verb. Ger.
non-verb.

Agent A Do you know Mary for a long
time now?

InfoRequest PHB PHIPt

Agent B No. Answer None PHIPt

Not too long. Hold None PHIPt

I met her last year at university. Statement PHWr PHIPt

Agent A Mary looks busy for her
part-time job.

Statement PHB PHIPt

Agent B Yes. Agreement PHWr PHIPt

I heard that she goes to the
part-time job 3 times a week.

Statement Beat PHIPt

But one of our friends is missing. Statement PHWr Beat

She is on a trip to Brazil. Statement PHWr PHIPt

Agent A Brazil? Hold PHB PHIPt

It is supposed to be very
beautiful there.

Statement PHWr Metaphoric

Agent B Yes. Understanding PHB PHIPt

And people there are very
friendly.

Statement PHB PHIPt

Agent A This is especially good for
hiking as far as I know.

Statement PHWr PHIPt

Agent B Right. Agreement PHB PHIPt

There are many good hiking
trips.

Hold PHB PHIPt

There are also the Olympic
Games in Brazil this summer,
aren’t they?

InfoRequest Deictic PHIPt

Agent A I think you are right. Agreement PHWr PHIPt

They are taking place in Brazil
this year.

Statement PHWr Deictic

Please note, that the original dialogue had slightly to be modified, as the current location of the
proceeding Olympic games had changed over the years
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ranging from “strongly disagree” to “strongly agree” (see Table 6.3). At the end,
participants were provided a comment box for further opinions.

In part B of the questionnaire, participants were asked to provide demographical
data on:

• age
• gender
• the country they currently live in
• the country they have lived in mostly in the last 5 years
• their ability to understand spoken English well and
• their ability to understand the spoken English of the videos well (the latter two

were rated on a 7-point-Likert skale)

6.7.3 Procedure

The study was embedded in an online survey.2 At first it was explained that par-
ticipation was totally voluntary, that they could withdraw at any time, and that they
should turn on their speakers to be able to listen to the proceeding conversations.
Then they were introduced to the scenario they were going to see. The imaginary
scenario involved two virtual characters, that have just met each other for the first
time in a social setting. They were introduced to each other by a common friend that
has just left to pick up something to drink for all of them. To get participants
acquainted with the virtual environment, the visual appearance of the characters, as
well as their ability to conduct non-verbal behaviours they were shown a “neutral”
video first. This video showed the two characters greeting each other by introducing
themselves stating their names. In order to assure participants had their speakers

Table 6.3 Participants had to
state their agreement
regarding their perception of
the characters and the
conversation in general (Part
A of the questionnaire)

Statements regarding the perception of the characters

The characters’ behaviour was natural

The characters’ behaviour was appropriate

The characters were getting along with each other well

Statements regarding the perception of the conversation

The characters’ movements matched the conversation
I liked watching the conversation

I would like to join the conversation

The conversation or a similar conversation would be realistic in
my own life /my friends life

2The study was created with SoSci Survey (Leiner 2014) and made available to the participants on
www.soscisurvey.com.
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enabled and understood the language, they had to enter the characters’ names as
free-response items to be able to further proceed in the study.

After the introduction, participants were told that they were going to watch four
videos of the same conversation. Videos could be watched several times if the
participants wanted to do so. After each video, participants had to answer part A of
our questionnaire.

After the last conversation, participants were asked to provide the demographic
data requested in part B of our questionnaire. Finally, participants were thanked for
their participation. Overall, completion of participation took participants 10–
15 min.

6.7.4 Participants

There were 56 respondents taking part in the online-survey. After excluding four
respondents that did not finish the questionnaire, there was a final sample of 52
participants (29 German and 23 Japanese). The culture of participants was assessed
by asking where they lived mostly the last 5 years and where they currently live.
Two participants did currently live in another country than the country they lived in
mostly in the last five years. For these participants latter values were used as they fit
the scope of the study better. 27 of the participants were male (11 Japanese-male, 16
German-male) and 25 female (12 Japanese-female, 13 German-female), with an age
range between 19 and 41 (M = 24.98, SD = 5.29). All participants were volunteers,
recruited via social networks or e-mail lists. On average the self-reported English
skills for Japanese participants (M = 4.22, SD = 1.20) was significantly lower than
for German participants (M = 6.31, SD = 0.76), t(36) = 7.44, p < 0.001, r = 0.78.
As Levene’s test indicated unequal variances (F = 4.613, p = 0.037) degrees of
freedom were adjusted from 50 to 36. Regarding their understanding of the spoken
English of the videos Japanese participants’ ratings (M = 4.87, SD = 1.25) were
also significantly lower than the ratings of the German participants (M = 6.76,
SD = 0.51), t(28) = 6.790, p < 0.001, r = 0.79. Degrees of freedom were adjusted
from 50 to 28 as Levene’s test showed unequal variances (F = 20.023, p < 0.001).
Since all self-reported English skills were high enough, no participant had to be
excluded due to language skills.

6.7.5 Results

In order to draw conclusions based on the generated behaviour and not on a specific
video, the mean of both videos was calculated for each agent-culture and every item
of the subjective impression. For example, the subjective naturalness of the pro-
totypical German behaviour was calculated as the mean of the subjective natural-
ness of both videos showing prototypical German behaviour. Figures 6.10 and 6.11
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Fig. 6.10 Results of the subjective impression of the German agents (AG) and Japanese agents
(AJ) for German participants (PG) and Japanese participants (PJ) with regard to the statements
from Table 6.3: (1) “The characters’ behaviour was natural.”, (2) “The characters’ behaviour was
appropriate.”, (3) “The characters were getting along with each other well.”, (4) “The characters’
movements matched the conversation.”
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Fig. 6.11 Results of the subjective impression of the German agents (AG) and Japanese agents
(AJ) for German participants (PG) and Japanese participants (PJ) with regard to the statements
from Table 6.3: (5) “I liked watching the conversation.”, (6) “I would like to join the
conversation.”, (7) “The conversation or a similar conversation would be realistic in my own life/
my friends life.”

136 B. Lugrin et al.



show the ratings for German and Japanese agents. Mixed ANOVAs were conducted
for every item, each with the agent-culture as independent within-subjects measure
and the participants’ culture as independent between-subjects variable.

The subjective naturalness of the characters was not significantly different
between the agent-cultures, F(1,50) = .727, p = .398, as well as for the participants
culture, F(1,50) = .221, p = .640. However, there was a significant interaction of
the agent-culture and participant-culture, F(1, 50) = 4.173, p = .039. Participants
did rate the agent-culture based on their own cultural background higher than the
conversations of the other agent-culture. That means that Japanese participants did
rate the Japanese conversations more natural than the German conversations while
Germans’ ratings did show the reverse effect.

There was no significant effect of agent-culture on subjective appropriateness, F
(1, 50) = 2.110, p = .153. Participants’ culture had no effect, F(1, 50) = 1.723,
p = .195, and neither did the interaction, F(1, 50) = 2.110, p = .153.

Regarding the statement “The characters were getting along with each other
well” there was a significant main effect of the agent-culture, F(1, 50) = 5.744,
p = .020. The conversations of the Japanese agents were overall rated better. The
participants’ culture, however, did not show significant effects, F(1, 50) = .3.431,
p = .070, and neither did the interaction, F(1, 50) = .001, p = .981.

The participants’ ratings whether the characters’ movements matched the con-
versation did not differ significantly depending on the participants’ culture, F(1,
50) = .303, p = .584, on the agents’ culture, F(1, 50) = .051, p = .823, or the
interaction of participants’ and agents’ culture, F(1, 50) = .787, p = .379.

Participants did not like watching conversations of either agent-culture signifi-
cantly more, F(1, 50) = 1.425, p = .238. There was also no effect of the partici-
pants’ culture, F(1, 50) = 1.002, p = .322, and no effect of the interaction, F(1,
50) = 1.958, p = .168.

Concerning the statement “I would like to join the conversation” there was no
significant effect on the participants’ rating depending on the agents’ culture, F(1,
50) = 2.772, p = .102. However, there was a significant effect of the participants’
culture, F(1, 50) = 4.196, p = .038. Japanese participants did agree significantly
more liking to join the conversation than Germans did. There was no interaction
effect of agent-culture and participant-culture, F(1, 50) = .518, p = .475.

Participants’ ratings whether such or a similar conversation could happen in their
own life did significantly depend on agent-culture, F(1, 50) = 6.327, p = .015, with
the Japanese conversations being rated more realistic. The effect of participants’
culture, F(1, 50) = .194, p = .661, and the interaction effect, however, were
non-significant, F(1, 50) = 2.992, p = .090.

6.7.6 Discussion

The survey was conducted to investigate whether the network can generate
culture-specific non-verbal behaviour that is perceived differently by human
observers of different cultures. This question comprises different hypotheses, i.e. if
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(1) agent-culture, (2) participant-culture, and (3) the interaction thereof has an effect
on the participants’ subjective impression of the characters’ conversations. The
results show that the hypotheses can be confirmed in part.

In general, the ratings of the subjective impression of the Japanese agents were
higher than for the German agents for all statements. However, significant effects
were only found for “The characters were getting along with each other well” and
“The conversation or a similar conversation would be realistic in my own life /my
friends’ life”. This suggests that the network did indeed generate different beha-
viours for the characters as the videos with Japanese agents were rated better.
However, this might also imply that the generated behaviour for the Japanese
agents fits the conversation better than for the German agents. For example gestures
might have been more suitable to the semantics of speech or their timing was better.
This is in fact a limitation of the automatic generation of non-verbal behaviour.
Therefore, it appears necessary to incorporate further techniques into an application
using an automatic generation approach in order to validate that the selected
non-verbal behaviour is suitable.

Participant culture did also have a significant effect on the subjective impression
for one statement. Japanese participants were significantly more interested in
joining the conversation than Germans did. Further research is necessary to explain
whether this is a cultural difference or whether some design aspect of the conver-
sations influenced the ratings.

The expectation that the participants of our study prefer agent conversations that
resemble their own cultural background led to the hypothesis that there should be
an interaction effect of participant-culture and agent-culture on the subjective
impression. Figures 6.10 and 6.11 show that the participants’ culture did mostly
lead to higher ratings of agents of their own culture, albeit these effects were not
significant except for the subjective naturalness confirming the hypothesis partially.
As suggested, this might be due to the similarity principle [7] that states that
interaction partners who perceive themselves as being similar are more likely to like
each other. This principle could also apply in case participants perceive agents as
being similar to themselves.

Although participants watched a neutral video first to get acquainted with the
scenario, ratings still might have been influenced by details of our demonstrator.
This impression is strengthened by some open-ended comments of the participants
mentioning details such as graphics and sound of the videos, facial expressions or
interpersonal distance of the characters—although these aspects were the same in
all videos, including the neutral video.

6.8 Conclusion and Future Work

In this chapter, we presented an approach to generate culture-dependent non-verbal
behaviour for virtual characters that is theory-based as well as data-driven. The
approach combines advantages of procedures commonly used, as it explains the
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causal relations of cultural background and resulting behaviour, and augments them
by findings from empirical data. Therefore, we built on our former work where we
have explored both approaches (theory-based as well as data-driven) separately.

To realize this endeavor, we relied on a Bayesian Network. While the structure
of the network along with categorizations of behavioural aspects have been con-
structed based on existing theories and models, the parameters were learned from
annotated data. The resulting network generates non-verbal behaviours based on
observations for the German and Japanese cultures for given conversations. With
the network we are able to keep a certain variability in behaviour by making
predictions based on conditional probabilities.

Later in the chapter, we showed and performed two ways of validating the
resulting model: regarding its predictive power and the perception of human
observers of the generated behaviours.

The more technical validation of the network shows promising results for some
of the behavioural aspects (postures and gestural dynamics), while it fails in pre-
dicting culture-related choices of gestures-types. Comparing these outcomes with
our previous statistical analysis of the video data, it reflects that the resulting model
can only be as meaningful as the underlying data. In those cases, where strong
culture-related differences can be observed in the data, training a Bayesian Network
seems a good approach to generate culture-related differences for simulated dia-
logues. In cases where no significant differences were found, e.g. gesture types, the
network fails in predicting culture-specific behaviour. We therefore have to research
the usage of gestures in more detail and analyse, for example, their concrete per-
formance (e.g. handedness or hand-shape), their correlation to the semantics of
speech, or their timely synchronization.

In the second evaluation we examined the perception of participants of the
targeted cultures for different versions of behaviour generated by our network. We
expected participants to prefer virtual characters with simulated culture-specific
behaviour that is in line with prototypical culture-specific behaviour of the partic-
ipant’s culture. The survey partly confirmed our expectations. We therefore hope
that the localization of the characters’ behaviours can help improve their acceptance
by users of the targeted cultures.

With the present chapter we want to provide guidance for other research aiming
at integrating culture-specific behaviour into virtual character systems by describing
a complete approach. The resulting model may be expanded by further aspects of
culture-specific behaviours. In our future work, we aim at adding additional
non-verbal behavioural traits that are known to be dependent on cultural back-
ground, such as head nods. In a similar way, other diversifying factors, such as
gender or age, can be added.
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Chapter 7
Mental Activity and Culture: The Elusive
Real World

Gert Jan Hofstede

Abstract Howdoes culture affectmental activity? That question, applied to the design
of social agents, is tackled in this chapter. Mental activity acts on the perceived outside
world. It does so in three steps: perceive, interpret, select action. We see that when
culture is taken into account, objective reality disappears to a large extent. Instead,
perception, interpretation and action selection can differ in many ways between agents
from different cultures. This complicates the design of artificially intelligent systems.
On the other hand, theory exists that can help us deal with these complications. All
people have a shared set of drives and capacities, on which cultures are built. Good
knowledge exists on how culture affects perception, interpretation, and action.
Empirical research has uncovered major distinctions in social life across cultures. One
could say that intelligent agents with different cultures live in the same social world, but
in systematically different social landscapes. This social world—in the form of generic
sociological theory—and these differences—in the form of cross-cultural theory—can
be used for designing these agents. The state of the art is still tentative. The chapter gives
examples from recent literature that can serve as points of departure for further work.

Keywords Culture � Social agents � Mental activity � Drives
Social landscape � Generic sociological theory � Cross-cultural theory
Reality � Perception � Interpretation � Action selection

7.1 Introduction

A central premise in artificial intelligence is that “there is one world out there”. This
world can be observed by intelligent entities, they can reason about their observations,
and then act upon their reasoning. In an artificial environment with more than one
intelligent entity perception, interpretation and action thus act on a shared world.
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The central premise in this chapter is that in the real world of human beings,
there can be as many observed worlds as there are individuals. In a maxim: “There
is no such thing as reality, only perception”. Just like perception, interpretation and
action selection differ across individuals. Perception is the key factor though, since
how can people communicate effectively if they perceive different worlds?

If individuals share the same culture, they live in the same ‘social landscape’.
Their differences in perception are smaller. They can negotiate them if they want to.
They can provide feedback to one another in a language understood and in a way
accepted by the other.

The problem of achieving a shared perception is confounded across cultures,
because a common language and a common ontology of the observed world may be
lacking. In other words, entities have different perception, and lack a way of finding
this out. To make things worse, a common set of standards for acceptable com-
municative behaviour could also be lacking, so that agents misperceive one
another’s intentions.

Fortunately, there exists a body of cross-cultural research that systematizes
differences in perception, interpretation, and action selection across cultures. This
research was not done for use in artificial intelligence though. For such use it has to
be reworked. This has already been done in pioneering applications, and some of
those will be discussed.

This chapter is structured as follows. In Sect. 7.2, ‘The Elusive Real World’, we
provide some examples of differing perception, interpretation and action selection
across cultures, to show how deep-seated these issues are. Then in Sect. 7.3,
‘Theory’, we discuss theory that could be adapted for intelligent systems, with
particular emphasis on the theory on national culture by Hofstede and Minkov as
one of the usable cross-national frameworks. In Sect. 7.4, ‘Recent Work’, we go on
to show examples of recent work that has operationalized culture in artificially
socially intelligent systems. There is a discussion (Sect. 7.5) with some reflection
on theory needed versus system ambition. Finally we draw conclusions (Sect. 7.6).

7.2 The Elusive Real World

Interaction in the social world, in particular during formative years, aims at creating
shared understanding. Children learn to ‘behave’. As a result of shared socializa-
tion, people come to believe that there is a single world and that it can be under-
stood in a single way. In reality it is merely shared between members of the same
group or culture. This has now been amply shown by social psychologists [1, 2]. In
what follows I shall be giving mainly anecdotal examples though, in order to
convey the notion that these differences are of an everyday, anywhere nature.
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7.2.1 Perception

Let us begin by looking at perception. Even basic elements of perception turn out to
be cross-culturally quite different. For instance, can you see what rule was used to
create Fig. 7.1? Once you have seen it, it is very simple. Some experience helps to
see it, other experience hinders.

Perception is also linked to the language in which questions are asked. One
could even say that people have different personalities depending on the language in
which they think [3].

Here is an anecdotal piece of my own evidence. My first international job was as
a receptionist at the European Institute for Advanced Studies in Management in
Brussels. A sudden vacancy had occurred just before Christmas 1975 and nobody
else could be found at short notice possessing the required language skills. I was at
the time a 19 year old lad. My job as a receptionist and telephone person placed me
in full view of visitors. Yet quite a few of them addressed me as ‘mademoiselle’.
Apparently they perceived me in role only, and that role was a female one.

7.2.2 Interpretation

Second, we turn to interpretation. An illustrative case concerns a student from
Cameroon who had once visited me in my office on the second floor. When leaving,
she embarked on a detour. I pointed her to the nearest stairway. She said “I thought
it was not for me”. I asked her why and she declared “I saw a staff member use it”
[4]. The point here is that the very same observation of a person on a stairway leads
to different interpretations. It would make me think “there is a stairway nearby and
so I can take it as my fastest way out”, whereas it made her think “there is a
stairway nearby for use of important people, and since I am not important, I should
look for another way out”. She also used an implicit value saying that the social
landscape is organised along lines of importance, and an implicit norm specifying
that depending on their importance, people should not use public space in the same
way. In fact perception and interpretation are hard to separate; our interpretations
appear to us like perceptions. I would perceive the fact that a person walked that
stairway, while she would perceive the fact that a more important person than
herself walked it.

Fig. 7.1 The alphabet on two lines. Why this pattern? The rule is revealed at the end of the
chapter
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A serious empirical study of these issues of perception and interpretation for
designers and users of agent systems was carried out [5]. They found that
cross-cultural differences between designers and users can cause trouble. They can
cause a system to be perceived and interpreted by the users in ways about which the
designers have no clue. They depicted this mismatch in perception using an adapted
version of the Johari windows [6], see Table 7.1. They also found that such dif-
ferences varied systematically across countries.

In the article from which we took Table 7.1, the designers had created a script
with a teacher and a student. The students come to ask the teacher for an extension
of a deadline for handing in a result. The designers had created scenarios that were
supposed to distinguish between participants from culturally masculine countries
and those from culturally feminine countries. It turned out that the actual partici-
pants (from Germany, Japan, Netherlands and Thailand) perceived different aspects,
in particular having to do with respectfulness of both parties, and which created a
gap between the European countries and the Asian ones—correlated with the
culture dimensions of individualism in particular.

Let us take a closer look at Table 7.1. Ideally, one would like all content to be in
quadrant 1. If cultures differ then the relative size of quadrant 1 will diminish.
Quadrant 3 in particular could cause problems, since a system could convey
messages of which the designers are not aware. This is precisely what happened in
the case of the student’s extension. The moral is that when designing this kind of
system, one should user-test it across all cultures in which it could be used.

7.2.3 Action Selection

Third, we consider action selection. Differences are basic here too. Typically, an
action does not show the reasons for which it was chosen. Also typically, the wider
symbolical context (‘who’, ‘when’) has greater prominence to the observers than
the detailed content (‘what’) of the action. This can lead to misinterpretations of
actions by those who perceive them.

Let us take a very simple instance. The average tendency to answer ‘yes’ rather
than ‘no’ to questions (‘acquiescence bias’) varies systematically across cultures.
Depending on culture, a ‘yes’ could either mean ‘yes, I agree’, or ‘yes, I respect
you’. A younger person in a hierarchical culture would usually take care not to
answer ‘no’ to a senior person, just because it is improper to do so. The extent to
which saying ‘no’ is interpreted as impolite as opposed to honest, depends on

Table 7.1 What the designer
sees is not what the user gets
[5]

User Designer

Intended Unintended

Perceived 1 Known to both 3 Unintended user content

Unperceived 2 Lost upon user 4 Unknown to both
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culture. It follows that agents interpreting a ‘yes’ or a ‘no’, or implicit variants of
these messages, would need culture-aware rules to decode signals for affirmative,
noncommittal, or contradicting intention.

Or let us look at business: Organisational behaviour studies have shown that the
aims of business leaders vary systematically across cultures [7]. For instance,
according to MBA students from many countries, the top aim of business leaders
from their country was as follows. Brazil: game and gambling spirit; China:
respecting ethical norms; Germany: responsibility towards society; India: continuity
of the business; USA: growth of the business (ibid, p. 324). It stands to reason that
these differences in aims are associated with differences in perception, interpretation
and action selection. Suppose, for instance, that acquiring a lucrative firm with a
somewhat dubious reputation is being considered: depending on the top aim, the
choice would likely be different. Other groups have not been studied so system-
atically, but the fact that such differences also hold for politics is demonstrated daily
through international affairs.

The list above could be easily expanded to hundreds of pages. There is no end to
the number of examples one could give of cross-cultural differences in perception,
interpretation and action selection. It is important to realise that cultures are actually
created and maintained, or changed, through myriad acts of perception, interpre-
tation and action selection by individuals in a population. We can conclude that
differences in perception, interpretation and action selection are a phenomenon to
take seriously in modelling mental activity across cultures.

7.3 Theory

In order to assist us in modelling, we do not only need theory on perception,
interpretation and action selection per se. We need theory on how these three differ
across cultures. By definition it follows that our simulations need to involve the
group as level of analysis.

Yet we need to implement the theory in individual intelligent agents. This seems
like a paradox, but is not. What we need to do is distinguish between shared attributes
for all agents, shared attributes by group, and individual attributes (Fig. 7.2). This
figure is an elaboration of the statement by Kluckhohn and Murray “Every man is in
certain respects (a) like all other men, (b) like some other man, (c) like no other man”
[8]. It shows which phenomena pertain to which of the levels.

Figure 7.2 thus shows how each level of aggregation has its own relevant
concepts. Note that culture is a universal phenomenon. All people have the capacity
for culture and spend their childhood, and their adulthood to a much lesser degree,
acquiring and imparting culture. They do that in the groups in which they operate.

Which of the three levels are needed if we want to model culture? Since we
compare the group-level phenomenon of culture, we certainly need theory at the
level of the group. This theory cannot stand on its own feet though; it does not
touch the basis of the pyramid of Fig. 7.2. The agents can only have culture if they
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have a common foundation upon which culture can build. It follows that for
understanding cross-cultural differences we will need some generic human beha-
viour upon which the cultures can act. If we are not interested in specific individuals
or personalities, we do not need theories at the level of the individual.

Cross-cultural differences are sometimes modelled as differences between indi-
viduals for want of group-level constructs, and we believe this conflation between
the level of the group and the individual is undesirable, since it creates a conceptual
lock-in. It prevents us from comparing across groups.

If possible, we need theory that has proven its capacity to explain real-world
phenomena. In methodological parlance this is called a large nomological network.
In this book about mental activity and culture, the focus lies on theory that allows
comparing across groups. This focus implies that two kinds of theory are needed:

• Some generic theory at the level of all humans is needed; this theory provides
the elements to compare.

• Some theory is needed that differentiates groups from one another.

Depending on the actual application and its specifics, other elements may be
needed such as social norms, ritual, or physical context, reference groups and social
identity [10–12].

7.3.1 Level of All Humans

In this chapter, we avoid proximate mechanisms mentioned in Fig. 7.2 such as
genes, hormones, and brain circuitry. Their link with mental activity will no doubt
be further elucidated in years to come. For drawing our big picture we can cut the
corner. A sociological theory that addresses commonality between all human beings
is status-power theory by Theodore D. Kemper [13]. According to Kemper, we live
in a status world. Being deserving of status is a deep human need. This is enacted

Fig. 7.2 Three levels of uniqueness for humans. ‘Big Five’ refers here to the personality model by
McCrae and Costa [9]
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through conferrals and claims. Giving and receiving proper status is essential to
human social life. ‘Status’ in this phrase is not just a scalar attribute but also a social
commodity that is exchanged. It is given freely and involuntarily to the deserving.
Traits that are deserving of status could be group membership, attractiveness, age,
gender, clothing or many others. Conferring status voluntarily would normally be
referred to as love, respect, politeness, attention, or by a thousand other words.
Status can also be claimed by behaviour, such as joking or boasting to get attention,
or by appearance, such as dressing up. And of course, humans are masters of
disguise; we can be hypocritical about status conferrals, for instance by giving
compliments with nasty undertones. Anyway: from the first act of education that a
baby receives—let it cry, or pick it up—we all live in a status world.

At this point some readers may be a bit lost. I sympathize. When I first read
Kemper it took me some time to get used to the non-standard use of the word
‘status’. As a Dutchman I do not like to be suspected of seeking status. But I do
seek love, I do love my loved ones, I do wish to be loved by them—and then I
realized all this falls under Kemper’s theory. What won me over to the theory’s
worth is his account of friendship versus love. When in love, we want nothing better
than to give all the status in the world to the object of our love—whether that object
reciprocates or not. Being in love is an ecstasy of status-conferral to the loved one.
But with friends, we know they will give us status and we them, and that is a
precondition for a continued friendship. Friendship is about free mutual conferral of
status in commensurate amounts, unconstrained by social desirability.

Actually, Kemper’s model has a second side: power. Whenever the status game
breaks down, so that nobody freely gives us the status we crave and deserve, we are
driven to obtain that status in other ways. This could be through force, guile,
tantrums, or other means, depending on the situation; and all this is summarised by
Kemper as ‘power moves’. Power comes into play when, to speak with a Rare Bird
song from 1969, ‘there’s not enough love to go round’. Power moves always come
at a cost though; they create resentment. Therefore, power moves are often dis-
guised as status conferrals. The nicer I am to you, the more likely you are to freely
do what I want you to. Politeness and good manners are about staying away from
power.

7.3.2 Social Importance Dynamics

For now we shall limit ourselves to the status side. A model for intelligent agents
was developed to capture the status side of Kemper’s model: Social importance
dynamics [14, 15]. ‘Social importance’ is the operationalization of all the elements
that could contribute to the status that one agent attributes to another, or that one
agent believes it receives from another. For instance, taking a case from the song
“Le parapluie” by French singer Georges Brassens, if it was raining I might not
offer a place under my umbrella to a stranger, unless that stranger were very
attractive; this would be modelled in the social importance model by the fact that a
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stranger has a social importance below the threshold for offering a place under my
umbrella, whereas an attractive stranger has a social importance above that
threshold. Similar rules would hold for strangers versus friends or family members.
As a result, in a Kemperian status world, a balance between status claims and status
conferrals is always sought (Fig. 7.3). An inspection of Fig. 7.3 will show first, that
it is a simplification, and second, that status worthiness depends a lot on group
membership, on culture, and on perspective. Each agent could have their own
Fig. 7.3, updated based on experience. Some of the content of Fig. 7.3 is scripted
by culture, e.g., the relative status due to the sexes. An extensive account of the
sexes in the USA is presented by Ridgeway [16]. Ridgeway also shows that
whereas gender is always a background variable connected to deservingness of
status, some situations are scripted more by the actual task. In Fig. 7.3 this would
be donor, or beggar. Finally, some attributions depend on whose side you are on.
One person’s terrorist is another person’s freedom fighter.

With these caveats, the figure is a powerful way of charting social perceptions,
and could be used in specific cases to be modelled. It can serve as a basis for
investigating the status landscape in a particular situation. It can also serve to model
the movement of a character through this landscape: through its actions, an agent
could travel through the figure. For instance:

• A polite or courteous agent will gain deservingness (and move up in Fig. 7.3)
• An agent who violates local norms will lose deservingness (and move down)
• An agent who asserts himself will be considered as claiming more status (and

move to the right)

Fig. 7.3 Status claims versus status deservingness, and some social roles. Upper left of the
diagonal are good roles, bottom right are bad roles
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• An agent who claims more status than their current deservingness will create ill
will in others, and a tendency to refuse their status claim (they are below the
Good/Bad diagonal)

This last point is important: it points to the fact that when a person is far removed
from the Good /Bad diagonal in the eye of others, those others will try to remedy
that situation though their status conferrals. To the extent they are able to, they will
praise the good and punish the bad.

This modelling approach is closely linked to emotions, since emotions are the
mechanism that tell people whether their claims for status are being met (if not they
might feel offended), or exceeded (if so they might feel grateful). Such social
emotions are taken on board in the OCC model that has also been used in intelligent
agents [17].

7.3.3 Level of the Group

Whatever the group, it cannot live without creating and maintaining culture. Culture
allows a group’s members to understand one another’s’ status deservingness, status
claims, and status conferral intentions. It gives them a shared status-power world in
which to live. Groups in which members enter at birth such as countries, tribes, or
families, are by far the most influential in shaping a person’s deep culture. The
cultures of professions, teams, and organizations are not without importance, but
more concerned with common understanding of practices than with deep-seated
values [7].

We shall limit ourselves to the Hofstede framework of national cultures,
although alternatives exist that could certainly also be used. See e.g., Minkovs
overview of all the main comparative cross-cultural frameworks (Minkov 2013). To
date, the Hofstede dimensional model, now counting six dimensions, is still the one
with the largest nomological network [18, 19]. It replicates well, it explains phe-
nomena in all realms of social life. The first four dimensions, the ones from the
original 1980 book, have been most used in other studies. A recent meta-analysis of
598 studies representing over 200,000 individuals found continued predictive effect
of these dimensions on many organizational outcomes, as well as on emotions and
attitudes [20]. Incidentally, the strong link with emotions implies that these
dimension operate at a basic level of our psyche. If people have different emotions
in different cultures, and given that emotions affect mental processes, it follows that
thought processes differ in different cultures. We shall return to this point.

Let us first introduce Hofstede’s dimensions of national culture. In brief, the
model consists of six ‘dimensions of value’, that is, big issues that a society has to
resolve and develop shared meanings about in order to survive. They are:
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First introduced in Geert Hofstede’s original 1980 book [21]:

• Independence (Individualism versus Collectivism)
• Hierarchy (Power Distance)
• Aggression and gender roles (Masculinity versus Femininity)
• Anxiety (Uncertainty Avoidance)

First introduced in the Chinese Value Study [22]:

• Long-term Orientation

First introduced by Minkov based on World Values Study [23]:

• Indulgence versus Restraint

The first five of these dimensions have all been replicated in several to many
studies, which is further testimony to their validity. The Hofstede model is con-
veniently accessible to modellers due to its simplicity. It was found by a bottom-up
ecological analysis, not relying on any preconceived ontology of values, but only
by factor analysing group averages on a great variety of questions. In other words,
the data have spoken for themselves, not been forced into preconceived dimensions.
The result is a six-dimensional space. Each dimension is projected onto a
continuum of values roughly between 0 and 100. The figures are publicly available
for research purposes at www.geerthofstede.eu.

7.3.4 Using the Theory

The tricky part is for users of the model to interpret the meaning of each dimension.
The name of a dimension cannot capture all its ramifications, and so a close contact
with empirical data remains important.

It is helpful to think of society as presenting itself to human minds as a social
landscape [10, 11]. This landscape is a landscape of status-power relations. These
relations hold both within and across groups. For every person, it is essential to
know how much status is due to them, as well as to every other person in the groups
to which they affiliate. Actually, most of social life is about this. Even during the
most technical, instrumental of activities, people are also indicating liking, respect,
disgust: in one word, status. When large changes in status deservingness take place,
rituals attended by many people underline them and make sure they are socially
shared. This holds for ritual battles in sports, for marriages and funerals, for pro-
motions and shifts of power. Rituals also exist in the small: Gossip, for instance, is
mostly about status deservingness. It often denounces those who claim more status
than they deserve. Modelling rituals is discussed in more detail in [24].

Culture, in this metaphor, determines the details of the social landscape. How
steep are the hierarchies, how tight the connections, how free the relationships?
Such questions about the layout of the social landscape pertain to culture.
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How much to model?
Most applications require only a small subset of the social landscape to be built.

Developers might be tempted to only stick to the explicit elements of a system. For
instance, in a simulation of a multi-storey office, agents might observe a stairway
and use it to move around a space. When introducing culture, however, we have to
introduce a social landscape. An agent will need to ask social questions:

• Is that stairway accessible to me, do I ‘perceive’ it as a way to move around?
• Under what social conditions can I use that stairway?

In status terms these questions would become

• What is the amount of status for which it is appropriate to use that stairway?
• Am I below the required status, above it, or in the proper window?

This last question occurred to me when recently on a visit to Zimbabwe I wanted
to visit the toilet in a supermarket. I, a well-dressed elderly white male, was told by
a local staff member to take the door that said ‘staff only’. I did so hesitantly and
found a clean toilet facility. In my part of the world, I would have expected a door
saying ‘men’—but then I live in a much more horizontal status world.

If real subjects are available for mock-ups of a situation, doing simulation
gaming with them can be a great way to discover elements of their social landscape
that would probably have escaped the designer [25].

7.4 Recent Work

We shall now move from normative statements to a description of some recent
work with which the author is familiar. This may give readers a bit more of a
foothold. Of the three examples presented, ’Social importance dynamics’ has the
broadest perspective and the richest model of the social world; ‘negotiation across
cultures’ has the richest implementation of culture; ‘consumer behaviour depending
on personality and culture’ has the strongest validation in empirical data.

7.4.1 Social Importance Dynamics: TRAVELLER

Social importance dynamics were implemented in a virtual world application for
cross-cultural learning in which the user plays the role of a young person travelling
the world in search of grandfather’s treasure [15]. The game uses a Kinect x-box,
and is operated through gestures. It can also be played with a keyboard. The
keyboard version can be accessed at http://ecute.eu/traveller/.

The idea of TRAVELLER is to have generically social agents in a virtual world,
whose culture can be modified by sliders that depict the Hofstede dimensions of
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national culture. The social importance model mentioned above [14] lends itself
well to modelling cross-cultural variation in status rules. In its generic form the
model decides:

• how one agent knows the social importance of another depending on ascribed or
observable characteristics

• how one agent updates its beliefs about that social importance depending on
another one’s actions

• how much social importance an agent needs in order to be granted certain
favours.

What TRAVELLER provides is a system that adapts the threshold of these rules
to culture. For instance, which ascribed characteristics are worth a place under my
umbrella in the rain, which observable characteristics, and which actions? Any
reader would have an idea about these matters. There would be systematic
cross-cultural differences though. Would you offer such a place to a subordinate, an
attractive person, somebody who just told you the way? In order to make such
decisions, it is necessary to know the symbolic value of the action to the agents.
Based on a good understanding of culture one can make educated guesses. For
instance, in a hierarchical culture, one would not normally think of offering either
one’s subordinate or one’s boss a place under the umbrella, since that might con-
note equality. Whenever empirical testing is feasible it should be undertaken, as
argued based on Fig. 7.3 It is easy for designers to overlook symbolic connotations
that come to the mind of people from different societies [5].

The social importance model is still a pioneering effort. Most artificially intel-
ligent systems today model a narrowly defined task rather than a generic social
setting. In such a system, mapping the system’s actions to human motivation and to
culture is less tricky.

7.4.2 Social Importance and Power Distance

The social importance model includes rules for the salience of attributes of
status-worthiness. Here we highlight the dimension of Power Distance; the model
also includes Individualism and Masculinity. In the current model, these culture
effects are specified numerically. In a more general format they could appear as in
Fig. 7.4.

Figure 7.4 makes the point that the status landscape has a self-fulfilling quality.
In societies of large power distance, agents look for status differences, and reinforce
them through their conferrals and claims of status. They might use honorary titles
for the elderly and their parents and teachers, while expecting their youngers and
children to do it for them, and this behaviour will reinforce norms of asymmetry in
status relations.
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Another point implicit from Fig. 7.4 is that agents in societies of large power
distance will try to avoid to be involved in situations that imply equal status when
they are with agents whose social status is obviously different from their own. For
instance, professors and students, or bosses and subordinates, are unlikely to mingle
in public places such as bars and restaurants. By the same token, agents from
egalitarian cultures will try to avoid situations of obvious difference in status. They
might e.g., dress down, or avoid elevating the teacher’s chair, or drive in a big
chauffeured car. Or take the case of the Cameroonian student who avoided the
‘staff’ stairway. She was trying to avoid claiming too much status. She acted in
accordance with the line ‘large PDI, my claims’ in Fig. 7.4.

Concluding we can say that the culture dimension of power distance, in the mind
of an agent, blows up or shrinks vertical differences in social status between people.
It creates a more or less vertical social landscape.

Similar reasoning can apply to the other dimensions of culture and be imple-
mented in intelligent systems. In a realistic context, all dimensions of culture
together affect status deservingness. Kemper and the author discussed this and came
to the following hypothesis [26]:

• Individualism-collectivism is a society’s implicit specification for the unit that
has the right to claim and receive status: the individual, or the group.

• Large versus small power distance is the idea that people are intrinsically
unequal, and the willingness by people to accept status and/or power domination
by those who are placed above one, or to dominate or disregard those placed
below one.

• Masculinity versus femininity is a preference for either power-oriented or
status-oriented social relations. In a masculine culture, wielding forceful power
gives status, while in a feminine culture, soft power gives status. In all societies,
men have more status than women, but the width of the gap varies with
masculinity.

Fig. 7.4 Perceived social importance due to other agents (y-axis) from an agent’s (‘my’) point of
view, depending on relative social status. The x-axis shows my status in the middle, and other
agents’ possible status as lower, equal, or higher. In cultures of small PDI (Power Distance Index),
social importance hardly depends on status-relevant attributes (middle line), so that status claims
and conferrals are always about the same. At large PDI, I strongly adapt my status claims and
conferrals to perceived social importance of others. The result is that my status claims fall with
high-status others, and rise with low-status others. For my conferrals it is the reverse
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• Uncertainty tolerance is the rigidity with which status-power rules are mandated
to be followed. In an uncertainty avoiding culture, deviations from unwritten
rules (‘strange’ behaviours) can cause loss of status worthiness.

• Long versus short term orientation is a matter of how change in status-power
rules is accepted. In long-term oriented cultures, everything is expected to
change, including these rules. In short-term oriented cultures, all things moral,
and this includes status-power rules, are assumed to be eternal.

• Indulgence versus restraint is the degree of control over organismic satisfaction.
For Kemper, the organism is one of the entities that can claim status, and in an
indulgent society the idea is that one should listen to its voice.

These relationships can be used for designing agents with the social importance
model that can alter their behaviour across cultures in rich ways. Figures analogous
to Fig. 7.4 can be created for each dimension of culture. In TRAVELLER, the first
three dimensions were operationalized, but only on a case-by-case basis, not using
generic primitives.

7.4.3 Negotiation Across Cultures

Another example model of mental activity across cultures concerns the context of
negotiating about products with a hidden quality attribute [27, 28]. This model is
based on the TRUST AND TRACING GAME [29]. Two intelligent, non-embodied
agents from two countries meet and negotiate. If a good is sold that the seller claims
is of high quality, the buyer may request a trace to reveal the true quality.

In this application there is no ambiguity of perception; it’s all in the interpre-
tation and action selection. Figure 7.5 gives a condensed overview of the process.

Figure 7.5 can be read from left to right. First, agents determine a short-term
trade goal (buy or sell? High quality or basic quality?). Next, they search for
acceptable trade partners with complementary needs that are willing to negotiate.

Fig. 7.5 Process model of negotiation model from TRUST AND TRACING GAME [30]. Note
that delivery could either be truthful or deceptive on the part of the seller, and the buyer could
decide to monitor (trace)
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After negotiating a contract, it comes to delivery, where a seller may deliver
according to contract or defect when selling high quality. Buyers have the choice to
trust the seller to comply with the contract, to opt for low quality purchase, or to
spend resources on monitoring and enforcing deliveries of purported high quality.
Finally, after these trade interactions, the trading agents reflect upon the effec-
tiveness of their trade, on the trustworthiness of their trade partners, and on their
own decisions. On the basis of that reflection they update their beliefs.

Efforts were taken to create a plausible simulation. For the task of negotiation, a
validated model existed: ABMP [31]. The negotiations were set in the context of a
production chain that had been modelled in the same way for a simulation game
with real participants, THE TRUST AND TRACING GAME [32].

The main design task for operationalizing culture was carefully checking all the
steps of the negotiation process and considering how culture could be expected to
play a role. This was done carefully, one dimension at a time, resulting in one
article per dimension, except Indulgence which had not been included in the model
at the time when the study began. Specifically: Individualism [33], Masculinity
[34], Uncertainty Avoidance [35], Long-Term orientation [36], and Power Distance
[37]. Combining these sub-models resulted in a matrix that gave the influence of
each dimension of culture on each parameter. This matrix is reproduced in
Table 7.2, not for spelling out the details but in order to give the reader an idea
about the level of detail.
Table 7.2 has the following columns:

• ‘Dimension index’, specifying the first five dimensions of culture from Hofstede
[38].

• ‘Culture and related characteristics’, specifying one extreme of a dimension per
row, in some cases also specifying the trait of the partner most salient to this
dimension of culture

• ‘Cultural factor to be taken into account’, the computational form of the pre-
vious column, to be used in one of four calculations

• ‘Effect on’, specifying the four calculations that use the cultural factors.

– Deceit threshold: how deceit-prone is the agent when selling
– Inclination to trace: how distrustful is the agent when buying
– Negative update factor: trust decline in case of cheating
– Positive update factor: trust increase in case of truthful delivery

Results with fictitious partners from a varied set of countries, using Hofstede
dimension scores as a proxy for culture [39], were plausible. It was difficult to
obtain participants for testing against the real world, since each game session
required 25 people. The simulation game had been played sufficiently often only
with participants from the Netherlands and the USA. The real-world results from
those sessions were replicated in the model and gave matching results. In fact this
amount to an empirical test of the dimension of Masculinity versus Femininity, the
only one on which these two societies differ markedly. The USA, a masculine
society, saw a tendency to go for high quality rather than low, and a strong tendency
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to trace the goods. Efforts to validate these cross-cultural patterns using results from
a wide range of participants to a simpler real-world game [40] are still on-going.

We can conclude that this simulation scores well on empirical grounding, but
less well on validation. This state of affairs is hard to improve upon. Validating this
kind of system against real actors, including the effect of all six dimensions of
culture, would require sample sizes in the tens of thousands, well matched across
countries, taken from a wide range of cultures.

7.4.4 Consumer Behaviour Depending on Personality
and Culture

A third example to be discussed here is consumer behaviour [41]. An agent-based
model was created of non-embodied consumers purchasing cars. Its internal
architecture was based on the framework MASQ for social agents [42]; see Fig. 7.6.
The MASQ framework allows distinguishing between mental attributes of indi-
viduals (upper left, mind quadrant) and of groups (cultural attributes, lower left,
culture quadrant). These latter were shared between all individuals in the simula-
tion, depicting a single culture.

On the left are the two mental quadrants. The individual’s mind quadrant reads
in a straightforward way. In the top box, four processes influence the mind’s state
largely cyclically. They are affected by three boxes of parameters: personality,
wealth (since this is salient for the example of car purchasing), and the individual’s
culture, which might differ from the culture of the group.

The culture quadrant has two variable boxes: culture dimensions of the group
that form the unwritten rules of trade, historical status quo that gives norms. These
feed into the process ‘establish beliefs’ that influences the mind.

On the right are the ‘Body’ model elements that pertain to the outside world. The
ConsumersSellers Space at the top is where individual buyers and seller of cars may
meet and trade. The Consumers Space gives the existing population of consumers
and their cars. This can be perceived by the agent minds.

The cars were categorised according to a number of attributes. These included
safety, environment-friendliness and social status connotation. Hypotheses were
generated on the attractiveness of these attributes depending on culture and per-
sonality. Each agent had random values for three personality attributes: extrover-
sion, openness and agreeableness. Agents could meet and influence one another’s
behaviours. For culture, only the dimension of power distance was modelled. The
empirical base consisted of eleven European cultures that show great variation in
Power Distance scores. The model reproduced car purchasing behaviours well
(Fig. 7.7). We can conclude that this model has good face validity.
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Fig. 7.6 Conceptual model for the consumer decision making process [41]

Fig. 7.7 Design importance according to EMS (European Media and Marketing survey) 1999,
and average social status of purchased cars as a function of cultural Power Distance [41]
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7.5 Discussion

We have in this chapter made some general points, and presented three example
applications. Obviously there is a vast world of unexplored possibilities waiting to
be discovered using not only the theories presented here but also other ones, and
using thousands of creative ideas. This chapter does not intend to lay the law. It
answers to the tendency in artificial intelligence to stay away from the complexity
of the social world when modelling mental activity. It intends to seduce the reader
into realising that mental activity is deeply influenced by the social world. This
social influence on mental activity does not need to remain inaccessible to for-
malisation in intelligent systems. We need to take it on board for continued rele-
vance of the intelligent systems that we are building in education, health care and
other sectors. There are a number of generic theories available for such purposes,
waiting to be used. So far, the systems shown here have shown good validity, both
in an empirical and in an intuitive sense. This kind of work has promise, and I hope
to convince others of this.

A crucial distinction to keep in mind when modelling social influences on mental
activity is level of analysis. Do influences pertain to only one individual? Very
often that which seems an individual decision or thought is actually embedded in
group judgement or values. Typically the level of these groups is not opera-
tionalized in models. This is precisely where a lot of progress can still be made.

There are numerous topics that remain un-dealt with in this chapter, and this
does not imply they are not important. We mention non-verbal behaviour and its
recognition, speech generation or recognition, to name two obvious and
culture-relevant topics.

Finally, we would like to stress that if and when intelligent systems are going to
be used in everyday contexts such as health care, then a general-purpose kind of
status-power intelligence is needed. Such systems for general-purpose interaction
need to ‘behave’, just like human individuals and groups.

7.6 Concluding Remarks

This chapter has argued that mental activity across cultures cannot take the exis-
tence of a single observed world for granted, nor the existence of universal rules of
inference from observation to interpretation to action selection.

The chapter has introduced theory at two levels of analysis that can be used in
modelling mental activity: the group, and all of humanity. It also showcases some
recent agent-based modelling work that shows promise.

There is still a lot of conceptual work to be done, and it is likely that many
conceptual alleys will be explored and will yield bits of insight. On the imple-
mentation side, each application has to be carefully validated as well as is feasible.
This is a thorny issue since simulations of necessity leave out a lot of detail, and the
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real world comes with all this detail—unless one has large datasets that are so well
matched that many differences average out. Lack of validation should not stop
progress though. The author is of the opinion that in these cases, in order to
advance, we should be careful not to let rigour kill relevance.

Solution to Fig. 7.1
The rule for Fig. 7.1: Letters with curves go to the bottom line, letters without

them go to the top line.
As you may imagine, this is usually easy to see for people who are not familiar

with the Latin alphabet. Users of the alphabet tend to disregard the shape of letters.
It would also be easier to see for those who tried carving letters in wood: curves

are harder to make.
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Chapter 8
Affective Body Movements (for Robots)
Across Cultures

Matthias Rehm

Abstract Humans are very good in expressing and interpreting emotions from a
variety of different sources like voice, facial expression, or body movements. In this
chapter, we concentrate on body movements and show that those are not only a
source of affective information but might also have a different interpretation in
different cultures. To cope with these multiple viewpoints in generating and
interpreting body movements in robots, we suggest a methodological approach that
takes the cultural background of the developer and the user into account during the
development process. We exemplify this approach with a study on creating an
affective knocking movement for a humanoid robot and give details about a
co-creation experiment for collecting a cross-cultural database on affective body
movements and about the probabilistic model derived from this data.

8.1 Introduction

Humans are very good in expressing and interpreting emotions from a variety of
different sources like voice, facial expression, or body movements. In this chapter,
we concentrate on body movements and show that those are not only a source of
affective information but might also have a different interpretation in different
cultures. Work on modeling the behavior of multicultural agents primarily relies on
the analysis of video recordings of multimodal face to face interactions between
humans, where the videos have been collected in different cultures. This poses some
questions concerning the cultural biases of the analysis due to the cultural back-
ground of the annotators. Although this is most of the time a successful approach,
there have always been some discomforts about it due to the following reasons:

• Subjectivity of the annotation
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• Cultural bias of the annotation and the implementation/design of the agents
• Applicability of results to agents (they might represent a culture of their own)

These challenges are enhanced when we move from virtual to physical agents,
i.e. robots. Here the difference between humans and robots is more apparent, due
e.g. to limited expressive channels or reduced degrees of freedom. For instance the
Nao platform which we are using has fewer joints in arms and legs than a human,
making movements look different, independent on how careful movements have
been designed. To cope with these multiple viewpoints in generating and inter-
preting body movements in robots, we suggest a methodological approach that
takes the cultural background of the developer and the user into account during the
development process. We exemplify this approach with a study on creating an
affective knocking movement for a humanoid robot. This includes details about a
co-creation experiment for collecting a cross-cultural database on affective body
movements, about the machine learning approach employed on this database and on
an evaluation study to verify the applicability of this approach.

8.2 Related Work

8.2.1 Culturally-Aware Technology

The emergence of the term Culturally-Aware Technology is relatively recent (see
e.g. [3]) and encompasses technology where culture has been taken into account
either during the design and development process but most often as a factor
influencing the interaction with the system. Treating culture as a parameter for an
interactive system is not a trivial task, because depending on the research discipline
one is looking at for help in defining the concept (e.g. anthropology, psychology,
business studies, …), numerous and diverse definitions and delimitations are to be
found. Research on Culturally-Aware technology is very diverse and addresses
issues such as cultural data management [37], enculturated design [6] and inter-
action [35], culture-based decision making for interaction [36] and intercultural
education ([4]; [33]).

Most of the research on Culturally-Aware technology is grounded on existing
cultural frameworks such as Hall’s work on verbal and non-verbal communication
[14] or Hofstede’s system of values [18]. Hofstede defines culture as a
five-dimensional concept, where national cultures are attributed a specific value on
each of the dimensions, thus simplifying cross-cultural comparisons. For instance,
members of collectivistic cultures (low value on the individualism dimension) tend
to stand closer together in face to face interactions then members of individualistic
cultures (high values on the dimension) [19]. Taking this idea for granted, it
becomes possible to predict behavioral tendencies based on the position of a culture
in this five-dimensional space. There are many shortcomings of this theory
regarding its application in ICT, esp. related to the sample used for the empirical
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analysis and the fact that it is tailored to business and management. Nonetheless,
Hofstede’s work has been successfully adapted in the area of cultural usability (e.g.
[24]) and virtual agents (e.g. [15]; [34]).

Other promising cultural frameworks exist, but have not been exploited in depth
yet for developing Culturally-Aware technology. Evolutionally approaches for
instance can be viewed as “cognitive friendly” and would be good candidates for
intelligent systems. Examples include the dual inheritance theory [26] or the epi-
demiology of representations [39]. Another promising set of frameworks are those
that focus on intercultural training, which is also one of the main applications areas
of Culturally-Aware technology so far. While not defining culture as a parameter
useful for interactive systems, they aim at identifying the aspects of cultural
behavior that are relevant for achieving communicative goals in intercultural
encounters (e.g. [2]; [38]).

For the current study we do not analyze the concept of culture further, but
remain at the very abstract level of national cultures, following the assumptions that
members of a given national culture will behave similar to a certain degree and will
follow similar heuristics for generating and interpreting nonverbal behavior. We are
not speculating how such a set of heuristics has been established (for different ideas
on this process see e.g. [26, 39, 44]). To be on the safe side, we are restricting
ourselves to a specific subgroup in each culture, namely university students, thus
creating comparable samples for the studies. We are aware of the shortcomings of
such an approach (e.g. [17]) but are convinced that it is sufficient as a starting point.

Kleinsmith and colleagues [20] highlight the importance of cross-cultural design
with an experiment that investigates the differences in perceiving affective body
movements or, to be more precise, different expressive postures. They could show
that participants from different cultures were able to identify the emotional content
of the postures to a certain degree but with a low accuracy between 44.9 and 65%
over four emotions (anger, fear, happy, sad) and three cultures (Japan, Sri Lanka,
US). Additionally, they showed that participants from different cultures differed
significantly in the intensity ratings for the emotions. As a consequence, they use a
system of low-level numerical features to describe the different postures and by
running a discriminant analysis were able to identify culture-specific feature pat-
terns for the affective postures that allow for a highly accurate culture-specific
classification (Japan: 90%; Sri Lanka: 88%; US: 78%).

In our own previous work, we have shown the need for an enculturated inter-
action for virtual agent systems and have especially highlighted the importance of
non-verbal behavior like gestures or body movements [35]. We found evidence that
the way gestures are performed differs significantly between cultures. The proposed
virtual agent architecture takes this variance into account and adapts the agents’
non-verbal behavior to the cultural background of the users, who in several
experiments confirmed preferring agents that exhibit non-verbal behavior that is in
line with their own expectations (e.g. [34]; [23]). We are strongly convinced that
this effect will be seen with every type of embodied technology and will thus also
be apparent in human robot interactions.
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In a series of studies, it has been shown by Evers and colleagues that culture
does indeed play an important role in human robot interaction (e.g. [11]; [42]; [43]).
Despite this fact, there is a noticeable lack of work on cultural aspects in human
robot interaction. In this paper, we present our methodology of capturing, gener-
ating and testing culture-specific interactions with robots, which can be used as a
guideline for work on cross-cultural human robot interaction.

8.2.2 Affective Body Movements

Although much is known about affective facial expressions, the information on how
affective information is conveyed and interpreted through body movements is
diverse and inconclusive. According to Gross and colleagues [13], the main reason
for this fact is the use of actors to present stimuli to observers. They argue that the
actors’ rationale for why a specific movement conveys an emotion is not registered
leaving the parameters that govern the decision for performing a movement
obscure. Moverover, they could show that the actors’ intuition about what makes a
movement emotional does not necessarily coincide with the observers’ interpreta-
tion of the movement.

What is needed is thus a set of objective parameters for describing the move-
ment. Several examples of such parameter sets exist, developed for quite different
phenomena like emotion, culture, or personality [30]. Efron [8] for instance dis-
tinguishes between spatio-temporal aspects (e.g. speed, spatial extent), interlocu-
tional aspects (e.g. distance), and co-verbal aspects to analyze cultural influences on
body movements. Gallaher [12] describes a similar set of parameters with cate-
gories expressiveness (e.g. speed, frequency), expansiveness (e.g. spatial extent,
distance), coordination (fluidity), and animation (e.g. standing erect vs. with
slumped shoulders). Based on this set of parameters, Gallaher derives information
about personality from body movements. Regarding emotional connotations of
body movements, De Meijer [7] e.g. focuses on parameters like speed and power of
movements while Walbott [41] concentrates on activity, spatial extension, and
power.

Based on this analysis it becomes difficult to map specific parameters or
parameter combinations to specific social signals. Instead, every movement will (at
least partly) convey several aspects of a person’s background (culture, personality)
and current state (emotion) at the same time. The same will be true for the inter-
pretation of such movements by an observer. Thus, it is safe to assume that there
will be differences in what is regarded as an affective body movement across
cultures based on the expressivity of this movement.

Gross and colleagues present Laban movement analysis as a means to objec-
tively describe the quality of a movement. Laban (e.g. [22]) developed a notation
system for body movements to describe the movement of dancers but due to its
generality it can be used for any type of body movement. Movement qualities are
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described by the dimensions of effort and shape. They capture how a movement is
performed (effort) and how the body is shaped during the movement (shape).

Effort denotes movement qualities with four parameters: time, weight, space, and
flow. Time describes the speed of the movement, weight the energy or power that is
put into the movement, space denotes if the movement is direct or indirect, and flow
describes if the movement is bound or free. The shape dimension is concerned with
how the whole body is affected by the movement and comprises three parameters
describing the form of the body (towards vs. away from body center), how the body
is related to the environment (gathered vs. scattered), and the movement path in
space (spoke vs. arc).

Several attempts have already shown that Laban movement analysis is a good
starting point for modeling movement characteristics of humanoid robots on a
thoroughly objective basis, especially if movements are considered as a commu-
nicative tool, e.g. expressing affective information. Nakata and colleagues [27]
present a first approach of utilizing Laban’s movement parameters for expressing
emotional content of a dance performed by a small robot that is able to raise and
lower its arms, to raise and lower its head, and has two wheels to move around.
Even with this very restricted setup in terms of available degrees of freedom they
could show that the Laban parameters correlate with the perception of the emotional
content. Takahashi and colleagues [40] report on the design of emotional body
movements for a robot that is primarily used for communication purposes and
resembles a teddy bear. Similar to the previous example, the robot has very limited
movement abilities. The arms can be raised or lowered as well as moved to the front
of the body. The head can tilt and shake. Despite this low expressivity, recognition
rates for three of the six emotions (joy, fear, sadness) are acceptable, highlighting
the potential of Laban’s parameters for movement control. Another recent approach
of utilizing Laban’s movement parameters is described by Masuda and Kato [25].
Concentrating on four emotions (pleasure, anger, sadness, relaxation) they show
that the modification of a basic movement relying on Laban’s parameters allows
adding an affective connotation that is perceivable by observers.

Other approaches do not rely on Laban movement analysis to define affective
body movements. Beck and colleagues [1] use motion capture for creating highly
realistic movements for a Nao robot. Actors are used for expressing different
emotional content. In the evaluation phase, it is tested if the key poses exhibited by
a Nao robot, i.e. static postures of the robot, are correctly classified by observers.
This approach suffers from the same problems that are generally described for the
area of affective body movements, i.e. it is unknown why actors perform the
movements as they do and thus the features for creating affective movements
remain unknown. Nomura and Nakao [28] investigate how movements that express
emotions are perceived by different user groups, younger (18–23) and older users
(64–79). Their study suffers from the adhoc nature in which the affective body
movements have been created. There is apparently no theoretical or empirical basis
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for the design of the movements, which makes it difficult to interpret their results.
Häring and colleagues [16] describe an evaluation study that looks into the rec-
ognizability of different body movements in regard to their emotional content and in
relation to other multimodal output like sound and light. Movements seem to have
been created relying on deMeijer’s analysis but it remains unclear how the features
described in [7] relate to the stimuli used in the evaluation. Moreover, movements
seem to have been tested not in isolation but always combined with eye colors and
sound, making it difficult to separate the effects of movement characteristics from
the effects of the eye color and sound.

Summing up, we can say that the work on affective body movements for robots
relies on two sources, either the intuition of the developer or the utilization of
Laban’s effort and shape model. None of the approaches so far has addressed the
cross-cultural challenges. From work in virtual agents we know that non-verbal
behavior has a strong influence on the acceptance and willingness to interact. It has
to match the cultural heuristics that structure the user’s perception and
sense-making processes. Thus, to be able to deploy our robots in diverse contexts
and cultures it is necessary to investigate cultural influences in the design and
interaction process. In the remainder of this paper we suggest a methodological
approach for addressing this challenging task.

8.3 Developing Embodied Interactions

The experimental design follows the development cycle that has been suggested for
embodied interactions by Cassell [5]. Figure 8.1 visualizes the main steps in the
development while highlighting cultural influences coming from different sources
(see also [32]). To disentangle the influences of the various cultural backgrounds of
developers, designers, participants in experiments, and last but not least, users, we
propose a three step process that allows capturing the culture-specific aspects of the
creation and perception of affective body movements. This three step design
combines two main sources of inspiration coming from empirical psychological
research and embodied agent research.

Elfenbein and Ambady [10] argue that the cultural background has to be taken
into account as a separate variable in an experiment, both on the side of the stimulus
provider as well as the observer. We have taken this idea up in earlier work [21],
which also serves as inspiration for integrating cultural influences into the whole
development cycle. In this article, we focus on the three steps that are visualized in
Fig. 8.1: (i) describing the collection of a cross-cultural database of affective body
movements in a co-creation experiment with users from the target cultures (study);
(ii) using this database to create a probabilistic model for generating affective body
movements (model); (iii) evaluating the model with users from the target cultures
(test).
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8.4 Data Collection

For the study described in this paper, we concentrate on the effort dimension,
because the robot under investigation (Nao) does not allow control of the shape
parameters due to the rigid nature of the body. We assume that this will be the case
with most robotic systems.

Following [13], the experiment concentrates on one specific movement, a
knocking. Figure 8.2 visualizes the basic movement for the Nao robot. By
manipulating the effort parameters of the Laban system, this basic movement can
now be changed to create an angry knocking, a sad knocking, etc. In the co-creation
experiment, participants are asked to create these affective body movements by
manipulating the Laban parameters of time, weight, and space.

One problem with the co-creation method is the strain on participants, e.g. with
three parameters and a five point scale, participants have to choose already between
120 different parameter combinations for each emotion. It would be difficult to keep
the participants’ interest long enough to get enough data for all emotions. Thus, we
decided to break the co-creation experiment up into different parts starting with a
high level of abstraction, where each parameter is only manipulated on a three point
scale.

Fig. 8.1 Different sources of cultural influences on the development cycle for embodied
interactions here exemplified for interactions between virtual agents
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8.4.1 Participants

Data collection started in Denmark, Germany, Japan, and Greece. It is envisioned as
a continuing endeavor in order to collect a large cross-cultural database. So far, data
has been collected from 69 participants (17 Danish, 27 German, 14 Japanese, 11
Greek), 24 female and 45 male, with an age range from 20 to 45 (mean: 28.5, SD:
6.44).

8.4.2 Apparatus and Material

A Nao H25 v3.3 robot from Aldebaran Robotics was used to show the affective
body movements.

8.4.3 Procedure

Before participants can start the experiment, they are required to answer some
demographic questions. Aiming at a cross-cultural database, we are in need of some
specific demographic information like the participant’s nationality and the country,
where s/he has lived for the longest time during the last five years (see Fig. 8.3 (left)
for the corresponding web interface). This is interesting information because it can

Fig. 8.2 Knocking movement

172 M. Rehm



be assumed that after a longer period of time, assimilation of and blending with
cultural heuristics of the host culture has taken place, invalidating this data set for
the purpose at hand. Other information that is collected include age, gender and
hands-on experience with robots.

During the co-creation part of the data collection, participants are presented with
six tasks in random order. Each task requires them to create a different affective
meaning of the knocking movement, each corresponding to one of Ekman’s basic
emotions [9] (see Fig. 8.3 (right) for the corresponding web interface). Because the
parameter names time, weight and space have been shown in a pilot test to be not
readily understandable by participants, they were changed to speed, power and path
for the experiment. Each parameter could be changed on a three point scale: speed
(slow to fast), power (weak to strong), path (direct to indirect). For each movement,
participants were then asked to indicate their satisfaction with the movement on a
five point Likert scale.

Each parameter modification is directly visible in the video window, which
shows the robot’s movement according to the current parameter values. The video
shows the robot from two perspectives—a front view and a side view—to allow for
a better insight into how parameter modifications change the movement.

Result of the co-creation experiment is a cross-cultural database with effort
parameters related to affective body movements. It takes cultural influences into
account by using the study participants as co-designers of the body movements,
which then will reflect relevant cultural patterns in the parameter values.

8.4.4 Results and Discussion

The main goal is the collection of a cross-cultural database, which can be used to
train the model for generating affective body movements. The collected data is
analyzed to extract information about cross-cultural differences in the design of
affective movements. The underlying hypothesis for the analysis is: There will be
differences in the parameter values between different cultural groups.

This hypothesis is based on observations from a previous project [34] where we
analyzed human face to face interactions in the German and Japanese cultures and
found significant differences in the way gestures were performed. The analysis was
based on expressivity parameters that have been shown to relate to cultural back-
ground, emotions as well as personality (see [31] for an analysis) and that are
loosely related to the Laban parameters used in the current experiment.

Figure 8.4 gives an overview of the average parameter values across the par-
ticipating cultures for the six basic emotions. Three different significance levels are
visualized for pairwise comparisons. As expected, we find significant differences
regarding all parameters with an emphasis on the weight and space parameters.
Differences are found across all emotions. Thus, the hypothesis could not be
rejected. The results show that culture presents a relevant influence factor in the
design of affective body movements.
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For motivational reasons, participants could only manipulate the parameters on a
three point scale, which is a simplification of the actual precision of the parameters.
Based on the results, it becomes possible now to re-design the experiment on a less
abstract level, taking the information about cultural preferences into account and
offering participants more precision around the value ranges that have been iden-
tified for their cultural groups.

Fig. 8.3 Web interfaces for collecting demographic information (left) and for the co-creation
experiment (right)

Fig. 8.4 Average values for effort dimensions across four exemplary cultures (Danish, German,
Japanese, Greek). Significance levels: +: p < 0.1; *: p < 0.05; **: p < 0.01
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8.5 Model

Based on the cross-cultural database collected in the previous step, it becomes now
feasible to derive a probabilistic model for generating affective body movements for
a humanoid robot, taking into account the cross-culural differences revealed by the
co-creation experiment.

We decided for a two step process, first creating a decision tree for each culture
allowing for capturing the relative relevance of each Laban parameter for the
interpretation of the body movements. Then, we build a Bayesian network with the
data, allowing for capturing the inherent uncertainty and ambiguity in
culture-related decisions when applied to individuals.

The rationale for this approach is that cultural influences can only be described
as abstractions on a group level, in our case taking national culture into account.
Thus, specific individuals may and will deviate from these general heuristics of
behavior depending on their individual social interaction history and experience
with other (sub-)cultures. Using Baysian networks allows for reflecting the unre-
liability and ambiguity that is a trademark of phenomena like culture and emotions.

8.5.1 Decision Tree

Following ideas by Ochs and colleagues [29], J48-decision trees were calculated on
the cross-cultural data base. The previous analysis revealed significant differences
between the cultures, thus a separate tree was calculated for each culture. Figure 8.5
depicts the four trees, highlighting the relative importance of the Laban parameters
for the emotional interpretation of the robot’s body movements in each of the four
cultures.

The root node of all trees is weight, making it the most discriminating feature for
deciding on the emotional interpretation of a movement. For the European cultures,
low weight results in an interpretation of sadness whereas for the Japanese culture,
low weight of the movement is a sign of fear. On the other hand, high weight
interpretations always include anger as a relevant emotion for all cultures. But
Fig. 8.5 also reveals differences in the relative importance and interpretation of
features. For instance, high weight determines the emotion for the German sample
to be anger, whereas for the Danish culture space is another parameter that has to be
taken into account before a decision can be made. For the Greek culture instead,
time is the discriminating factor. The next section gives details on how this
information about the relative importance of features is used to build up a proba-
bilistic model for generating affective body movements.
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8.5.2 Bayesian Network

Using Bayesian networks allows for reflecting the unreliability and ambiguity that
is a trademark of phenomena like culture and emotions. Moreover, Bayesian net-
works allow for drawing causal as well as diagnostic inferences, i.e. they can be
used to generate culture-specific body movements but at the same time can serve for
recognizing the emotional content of body movements or making an educated guess
about the cultural background of the user.

Using the data from the co-creation experiment, the network’s probabilities can
be derived. Additionally, the knowledge from the decision trees is utilized by
increasing the probabilities for feature combinations that correspond to leaf nodes in
the decision trees. For instance, according to the information from the decision
trees, the emotion associated with body movements of low weight is always sadness
for the exemplary cultures Danish, German, and Greek. Thus, the probability is set
to 0.99 for feature combinations involving low weight. There is also some proba-
bility for the emotion sadness with other feature combinations, which do not show
up in the decision tree. In these cases, the probabilities are calculated from the data
collected during the co-creation experiment. For instance for the feature

Fig. 8.5 Decisions trees (J48 pruned) for the four cultures (above Danish, German; below
Japanese, Greek)
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combination medium weight, high time, low space, the probability for sadness is
0.15 for the Japanese culture.

An overview of the network is given in Fig. 8.6. It models the interrelation
between three different phenomena, the emotional interpretation of body move-
ments (1) based on cultural background (2) and Laban parameters (3). Thus, setting
evidence for two of those phenomena allows deriving a probability distribution for
the remaining phenomenon, making the Bayesian network useful for generating
affective body movements as well as for interpreting those movements, either in
terms of emotional content or cultural background.

Figure 8.7 presents examples for these three cases. If we are e.g. interested in
generating a happy movement for a German user, we would set evidence for the
emotion and the cultural background and can derive the values for the Laban
parameters that will control the movement of the Nao robot. The result can be seen
in Fig. 8.7 at the top. The most likely combination of Laban parameters would be
medium weight (probability of 76%), high time (probability 91%) and either low or
medium space (50 or 44% respectively).

Given an emotional interpretation (e.g. fearful movement) and evidence for the
Laban parameters [e.g. medium weight and fast movement (value high for time
parameter)], the network gives us a probability distribution over the cultures which
were included in the data collection. The result is shown in Fig. 8.7 in the middle,
where the Danish and German culture are the most likely candidates (40 or 30%
respectively).

Or we might want to know the most likely emotional interpretation of a body
movement defined by e.g. medium weight and low spatial extent for a Japanese
user. The lower part of Fig. 8.7 shows the resulting probabilities in the network if
the evidences are set accordingly. The most likely interpretation would be the
emotion happiness with a probability of 67% followed by sadness with 32%.

8.6 Evaluation

In order to evaluate the database as well as the model derived from it, we conducted
another web experiment. Participants were presented with emotional displays
generated from the model and then had to rate the emotional content of the given
movement. The experiment thus investigates how well the model is able to generate
Culturally-Aware emotional movements, working with the following hypothesis:

Participants will identify emotional movements generated from the model with a higher
probability than chance.

For each emotional display, participants will have to decide between six different
emotional labels, i.e. the result should be significantly higher than 16.7%.
Independent variable will be the emotional movement, dependent variable the
participant’s subjective ratings.
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8.6.1 Participants

55 students were recruited for a web-based experiment in three different countries
(Denmark: 8; Japan: 37; Germany: 10).

8.6.2 Apparatus and Materials

A Nao H25 v3.3 robot from Aldebaran Robotics was used to show the affective
body movements. The movements have been generated by the model and then
videos had been recorded for use in the web-based experiment. Participants had to
fill out the same demographic information as during the data collection (see above).
For each movement a questionnaire was administered, where participants were
asked if one of the following emotions has been expressed by the robot in the video
clip: anger, hate, happiness, sorrow, surprise, fear, other. Each emotion question
had a five point Likert scale associated ranging from “I strongly think so” to “I do
not think so”.

8.6.3 Procedure

First, participants were introduced to the study aim and were shown a still image
from the video along with the questionnaire that they were supposed to answer.
Then they had to give some demographic information. When they were not from

Fig. 8.6 Bayesian network modeling the relation between emotions (1), cultural background (2),
and Laban parameters (3)
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Fig. 8.7 Examples for the different uses of the Bayesian network
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one of the cultures that the model so far supports (DK, DE, JP, GR), they were
redirected to the data collection web page instead. Otherwise, a series of six videos
was shown to them one after the other. For each video they had to fill out the
questionnaire, before the next video was made available (see Fig. 8.8).

8.6.4 Results

297 valid data sets have been used for the analysis, 42 from Denmark, 50 from
Germany, and 205 from Japan. 33 data sets had to be excluded because participants
did not finish the experiment, which resulted in data sets with no ratings.

Tables 8.1, 8.2, 8.3 and 8.4 present the results of the model evaluation, where
Table 8.1 summarizes results for all cultures and the Tables 8.2, 8.3 and 8.4 give
the culture-specific results. Each table presents measurements for recognition,
accuracy, and precision of the user interpretation in relation to the target emotion.1

Recognition denotes the recognition rate for the target emotion, i.e. the percentage
of correct classifications for the given emotion. Accuracy also takes correct negative
classifications into account, e.g. if the target emotion is anger and the user has to
interpret a happy movement and does not interpret it as anger, then this is taken into
account as a correct negative classification for the target emotion. Precision at last
takes into account false positive classifications, e.g. if the user in the previous
example does interpret the movement as anger, this a false positive classification.
For instance, the recognition rate for happiness for the Japanese sample (Table 8.4)
for condition one is 50%. This means that for half of the happy movements, the user
also interpreted those as happy. Precision on the other hand is 43.6%, which means
that more than half of the movements that were interpreted as happy movements by
the user were actually depicting other emotions.

For each measure two conditions are presented. Condition one presents results if
only the user’s first choice, i.e. the emotion with highest rating, is taken into
account. Because interpreting the emotional content of a decontextualized move-
ment is not an easy task [13], the second condition also counts it as a correct
classification if the target emotion has the second highest rating. This correction
was only done, when there was a difference in the ratings of the remaining emo-
tions. If for instance, the target emotion was anger and the participant rated hap-
piness with 5 and all other emotion with 2, then this was treated as a wrong
classification. If the participant rated happiness with 5 and e.g. anger with 4 and all
other emotions with 2, then this was treated as correct classification (for the second
condition).

1The measures (recognition, accuracy, and precision) have been calculated from the confusion
matrices, which are given in the appendix as Tables 8.5, 8.6, 8.7, 8.8, 8.9, 8.10, 8.11 and 8.12. In
the appendix the reader can also find the formulas for recognition (usually called recall), accuracy,
and precision.
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Fig. 8.8 Web experiment for model evaluation

Table 8.1 Classification results for all cultures

Measure Cond. Anger
(%)

Disgust
(%)

Fear
(%)

Happiness
(%)

Sadness
(%)

Surprise
(%)

Mean
(%)

Recognition 1 52.1 20.8 50 49 58.8 17.7 41.4

2 60.4 47.9 68 53.1 78.4 31.4 56.5

Accuracy 1 77.1 82.2 76.8 82.8 85.5 81.8 81.1

2 77.8 87.5 84.5 85.5 91.9 85.5 85.5

Precision 1 31.3 40 36.2 48 57.7 42.9 42.5

2 38.2 65.7 54 56.5 75.5 66.7 59.4

Table 8.2 Classification results for Danish culture

Measure Cond. Anger
(%)

Disgust
(%)

Fear
(%)

Happiness
(%)

Sadness
(%)

Surprise
(%)

Mean
(%)

Recognition 1 50 14.3 38 16.7 88 14.3 36.7

2 50 57.1 63 16.7 100 28.6 52.5

Accuracy 1 69.1 76.2 81 85.7 81 83.3 79.4

2 73.8 85.7 85.7 85.7 92.9 85.7 84.9

Precision 1 23.1 20 50 50 50 50 40.5

2 27.3 57.1 62.5 50 72.7 66.7 56.1
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The results show that for nearly all cultures and emotions, participants were
better than chance in identifying the movements that have been generated by the
model for the different emotions. Where this was not the case, results usually got
better when including the second choice of the user in the analysis (condition two).
Exceptions are happiness for the Danish culture and surprise for the German cul-
ture. Surprise was the most difficult target emotion for all cultures and was also the
one with the noisiest data in the data collection. It seems to be difficult to attribute
surprise to the movement that is used in the experiment. Why happiness is prob-
lematic in the Danish sample is unclear.

Accuracy is generally good (over 70%) for all emotions and cultures. Thus,
emotional interpretations are not often used for the wrong target emotions.
Precision is lower on average (around 50% on average), which means that correct
and incorrect use of the target emotion label occur equally often. There are though
large variations between cultures and emotions. For instance, precision for anger in
the German sample is 70% (condition two) whereas it is only 33.3% for surprise.
On the other hand precision for anger is 34.6% (condition two) for the Japanese
sample, where the precision for surprise is 72.2% (condition two).

Table 8.3 Classification results for German culture

Measure Cond. Anger
(%)

Disgust
(%)

Fear
(%)

Happiness
(%)

Sadness
(%)

Surprise
(%)

Mean
(%)

Recognition 1 75 12.5 50 66.7 55.6 0 43.3

2 87.5 25 62.5 77.8 77.8 12.5 57.2

Accuracy 1 90 80 68 88 84 78 81.3

2 92 82 80 90 90 82 86

Precision 1 66.7 25 25 66.7 55.6 0 39.8

2 70 40 41.7 70 70 33.3 54.2

Table 8.4 Classification results for Japanese culture

Measure Cond.
(%)

Anger
(%)

Disgust
(%)

Fear
(%)

Happiness
(%)

Sadness
(%)

Surprise
(%)

Mean
(%)

Recognition 1 47.1 24.2 52.9 50 52.9 22.2 41.6

2 55.9 51.5 70.6 52.9 73.5 36.1 56.8

Accuracy 1 70.7 83.9 78.1 81 86.8 82.4 80.5

2 75.1 89.3 85.9 84.4 92.2 86.3 85.5

Precision 1 27.6 50 38.3 43.6 62.1 50 45.3

2 34.6 73.9 55.8 52.9 78.1 72.2 61.3
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8.6.5 Discussion

The results show that the hypothesis can be retained, i.e. participants were able to
identify the target emotions with a higher probability than chance. The results for
precision also show that some emotions are easier to identify than others (see anger
and surprise results above), and that cultures vary in the specific emotions that are
easier to identify.

Although the results are very promising, there are some caveats that have to be
addressed next. First of all, the number of culture-specific data sets is highly
variable with relatively few samples for the Danish and German cultures and suf-
ficiently large sample for the Japanese culture. The results show the same trends for
all cultures, but it is still necessary to adjust the sample numbers for the
non-Japanese cultures.

Secondly, so far the experiment just included evaluation of culture-specific
stimuli. Although this is in line with ideas proposed earlier, e.g. by Elfenbein and
Ambady [10] or Koda et al. [21], the current study does not shed any light on the
question if there is an in-group advantage for stimuli that are congruent with the
model. To investigate this question, another experiment is needed, where partici-
pants also will have to rate stimuli that are not created for their own culture.

8.7 Conclusion

In this chapter we argue that culture is a relevant parameter for creating interactive
and especially embodied systems like humanoid robots. There is evidence that the
generation and interpretation of non-verbal signals like body movements is
unconsciously governed by cultural heuristics. What is unclear is, if such cultural
heuristics also play a role in human robot interaction and to what degree. The
challenge lies in entangling the mesh of possible cultural influences that play a role
in developing, designing, as well as interacting with a humanoid robot. In this
paper, we have presented a methodological approach that has matured over the last
years in various cross-cultural projects and that allows for embracing the challenge
of designing systems for cross-cultural interaction. We have exemplified this
approach with a study on affective body movements. What is apparent from this
study is that doing it right takes time and effort because at each step of the
development, possible cultural influences have to be analyzed and kept at bay by
integrating them tightly in the development process. Based on the data collected in
a co-creation experiment, a computational model was derived that is used to drive
the nonverbal behavior of a humanoid robot. The model was evaluated with a
perception experiment across three different cultures and results showed that the
model indeed generated recognizable affective movements.
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Appendix Recognition (Recall), Accuracy, and Precision

For calculating the three measures, the following notions are needed: true positive
(tp), false positive (fp), true negative (tn), false negative (fn). The color codes in
Table 8.5 exemplify to which part of the confusion matrix they refer to if the target
emotion is anger. The following codes are used: tp (green), fp (yellow), tn (grey), fn
(red).

Table 8.5 Confusion matrix summarizing results for all cultures (condition 1)

Target Anger Disgust Fear Happiness Sadness Surprise Total

Anger 25 1 8 6 4 4 48
Disgust 11 10 14 8 2 3 48
Fear 4 6 25 5 9 1 50
Happiness 12 3 4 24 3 3 49
Sadness 2 2 11 5 30 1 51
Surprise 26 3 7 2 4 9 51
Total 80 25 69 50 52 21 297

Table 8.6 Confusion matrix summarizing results for all cultures (condition 2)

Target Anger Disgust Fear Happiness Sadness Surprise Total

Anger 29 1 6 5 4 3 48

Disgust 6 23 9 8 0 2 48

Fear 4 5 34 3 3 1 50

Happiness 12 3 4 26 3 1 49

Sadness 1 1 4 4 40 1 51

Surprise 24 2 6 0 3 16 51

Total 76 35 63 46 53 24 297
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recognition ðrecallÞ ¼ tp
tpþ fn

accuracy ¼ tpþ tn
all

precision ¼ tp
tpþ fp

Table 8.7 Confusion matrix for Danish culture (condition 1)

Target Anger Disgust Fear Happiness Sadness Surprise Total

Anger 3 0 2 0 1 0 6

Disgust 4 1 0 0 1 1 7

Fear 0 1 3 1 3 0 8

Happiness 3 1 0 1 1 0 6

Sadness 0 1 0 0 7 0 8

Surprise 3 1 1 0 1 1 7

Total 13 5 6 2 14 2 42

Table 8.8 Confusion matrix for Danish culture (condition 2)

Target Anger Disgust Fear Happiness Sadness Surprise Total

Anger 3 0 2 0 1 0 6

Disgust 2 4 0 0 0 1 7

Fear 0 1 5 1 1 0 8

Happiness 3 1 0 1 1 0 6

Sadness 0 0 0 0 8 0 8

Surprise 3 1 1 0 0 2 7

Total 11 7 8 2 11 3 42

Table 8.9 Confusion matrix for German culture (condition 1)

Target Anger Disgust Fear Happiness Sadness Surprise Total

Anger 6 0 1 0 1 0 8

Disgust 0 1 4 2 0 1 8

Fear 0 2 4 1 1 0 8

Happiness 0 0 0 6 1 2 9

Sadness 1 0 3 0 5 0 9

Surprise 2 1 4 0 1 0 8

Total 9 4 16 9 9 3 50
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Chapter 9
Modeling Cultural and Personality Biases
in Decision-Making

Eva Hudlicka

Abstract Cultural, personality and affective biases in decision-making are well
documented. This chapter describes a method for modeling multiple decision biases
resulting from cultural effects, personality traits and affective states, within the
context of a symbolic cognitive-affective agent architecture: the MAMID
methodology and architecture. The approach emphasizes the role of affect in
decision-biases, as the primary mediating factor of a wide range of biasing effects,
and lends itself to exploring alternative mechanisms mediating a wide range of
decision biases. The approach provides a uniform framework for modeling both
content and processing biases, in terms of parameter vectors that control processing
within the architecture modules. The effects of these biases are encoded in specific
values of architecture parameters, which then influence the processing of the dis-
tinct architecture modules, including the architecture topology itself. The associated
simulation environment enables the modeling of a wide variety of decision-makers,
in terms of distinct personality and cultural profiles, and consequent affective profile
and affect-induced decision-biases. The key contribution, and distinguishing fea-
ture, of the MAMID modeling approach is the parameter space it provides for
representing the interacting effects of multiple types and sources of biases, and the
potential of this approach for modeling the fundamental mechanisms that mediate
decision-biases.
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9.1 Introduction

Cultural and personality effects and biases in decision-making are well documented
(see reviews [1, 2]). Particularly dramatic examples of cultural effects have been
identified in aviation, where a number of accidents have been attributed cultural
factors, such as adherence to strict hierarchical communication patterns which
prevented co-pilots from informing the pilot of critical problems, that eventually
resulted in fatal accidents (e.g., Korean Air Flight 801).

Increasing reliance on human-machine systems across a broad range of envi-
ronments, including decision-support systems in healthcare, behavioral technolo-
gies, serious gaming, aviation, space missions, process control and the military,
necessitates that these systems be aware of cultural and personality biases.
Decision-support systems in particular would benefit from an ability of the system
to recognize and react to cultural and personality decision-biases. This is the case
for systems that support long-term collaborative efforts (e.g., Groupsystems’
ThinkTank), but is especially critical for systems designed to support
decision-making in real-time, high-tempo and high-stress environments (e.g., space
missions, aviation, healthcare, military).

An ability to model decision-biases in human behavior models and user models
embedded in decision-support systems would enhance their abilities to provide
customized decision-support, and user-adapted interaction, for a range of
decision-maker profiles. In addition, such models would enhance our understanding
of these biases, both their mechanisms [3], and their triggers and effects. Such
improved understanding would in turn enable the development of training systems
that would help decision-makers counteract the deleterious effects of biases, across
a range of operational settings.

This chapter discusses an integrated approach to modeling a broad range of
decision biases, within the context of a human behavior model, embedded in a
cognitive-affective agent architecture: the MAMID methodology and architecture.
The key contribution, and distinguishing feature, of the MAMID modeling
approach is a uniform parameter space it provides for representing the interacting
effects of multiple types and sources of biases. The effects of these biases are
encoded in specific values of these architecture parameters, which then influence
the processing of the distinct architecture modules, including the architecture
topology itself.

The primary focus is on modeling cultural and personality biases, and biases due
to transient affective states (e.g., anxiety and stress, boredom, frustration, anger).
Affective biases are included because emotions often act as the intervening vari-
ables for a number of decision biases. The modeling approach also draws a dis-
tinction between content-based and process-based biases, in an effort to provide a
categorization of biases that is based more on their deeper mediating mechanisms,
rather than their observable surface features.

The chapter is organized as follows. Section 9.2 provides background infor-
mation about specific cultural factors that have been identified in cultural
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anthropology and decision-making research. Section 9.3 discusses different types
and sources of biases, emphasizing the role of emotion as the intervening variable,
and providing examples of specific trait and state linked biases. Section 9.4
introduces a categorization of biases into content-based and process-based biases,
and discusses the benefits of this organization for modeling a broad range of biases,
and for elucidating their mechanisms. Section 9.5 introduces the MAMID frame-
work for modeling a broad range of interacting decision-biases, and provides an
illustrative example demonstrating its capabilities to model multiple types of biases.
Section 9.6 discusses the potential. applications of the MAMID modeling frame-
work. Section 9.7 concludes the chapter with a summary of MAMID capabilities
and applications.

9.2 Cultural Influences on Cognition, Emotion
and Behavior

Cultural factors represent important behavior determinants and exert influence on
cognitive processing, affective processing (including the generation and expression
of emotions), and, ultimately, behavior. The influence of culture has received much
attention lately, and is of interest to modelers of cognition, emotion and behavior
for a variety of reasons, ranging from basic research questions regarding the
underlying mechanisms to applied objectives across a broad range of areas,
including diplomacy, public policy, education and training, healthcare, entertain-
ment, business and the military. The applications of interest include improved
understanding of business negotiations in multi-cultural business settings; diplo-
macy and peace negotiations in government; and multi-national task forces,
peacekeeping operations, as well as a range of military operations (e.g. asymmetric
warfare). Extensive literature exists in psychology and cultural anthropology that
addresses the characteristics of cultures, methods used in cultural anthropology
research, and the effects of culture on decision-making and social interactions (e.g.,
[4–9]).

In spite of the vast literature addressing cultural issues, there is relative paucity
of attributes defined at a sufficient level of specificity to enable computational
modeling and inferencing; that is, cultural characteristics which could be opera-
tionalized to enable computational modeling of the effects of culture on individual
decision-making and, more importantly, computational models with predictive
capabilities.

Perhaps the most prominent set of “cultural” factors is the set proposed by
Hofstede [6], which consists of the following: Power Distribution,
Individualism-Collectivism, Femininity-Masculinity, Uncertainty Avoidance, and
Short versus Long-Term Orientation. This list was recently augmented by Klein
et al. [10], and termed the “cultural lens” model. Klein’s set of factors augments the
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Hofstede factors to include counterfactual thinking versus hypothetical reasoning,
and dialectical reasoning. Table 9.1 summarizes these sets of cultural factors.

Power distance is the degree to which both the powerful and the powerless
accept the existing power structure; and reflects the degree to which each group
willingly participates in the established power structure, that is, the powerful accept
their power and the powerless accept their powerlessness. Individualism—
Collectivism captures the “every man for himself” versus “we will protect you but
will expect loyalty” attitudes; that is, it reflects the individual’s orientation towards
self vs the group. Femininity—Masculinity captures the emphasis on “achievement
and material success, versus harmony and caring” [41, p. 247]. We can also think of
this in terms of an emphasis on task and outcome versus people and process.
Uncertainty avoidance captures the desire for absolutes and truth versus tolerance
of, and comfort with, uncertainty and ambiguity. Short versus Long Term
Orientation reflects the planning horizon, and the ability to wait for ‘rewards’, vs
the need for immediate gratification.

Hofstede’s dimensions were obtained from a factor-analytic study of the results
of a questionnaire administered to 120,000 IBM employees in 40 countries. Power
distance is high for Latin America, Asian, and African countries, smaller for
Western Europe and the US. Individualism is high in western countries; low in less
industrialized and eastern countries. Masculinity high in Japan, Germanic European
countries, moderate in English-speaking countries, low in Nordic and Netherlands,
and moderately low in Latin and Asian countries.

There are several problems with the existing cultural factors that limit their
utility and applicability to computational modeling. Specifically:

– The factors are identified at very abstract levels, which have little or no pre-
dictive value for specific behaviors selected by particular individuals or groups,
operating within particular situational and environmental constraints. For
example, how will knowing that a particular individual comes from a culture
with low power distribution help us predict whether s/he is likely to participate
in a violent demonstration to be held tomorrow?

Table 9.1 Examples of existing ‘cultural differences’ factors

Researcher Cultural differences factors

Hofstede Power distance
Individualism-collectivism
Feminity—masculinity
Uncertainty avoidance
Short versus long-term orientation

Klein Power distance
Independence—dependence (individualism—collectivism)
Uncertainty avoidance
Time orientation (short vs. long-term orientation)
Activity orientation (process/people vs. task/outcome oriented)
Counterfactual thinking versus hypothetical reasoning (?)
Dialectical reasoning
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– The factors are insufficiently operationalized to serve as a basis for computa-
tional modeling and behavior prediction. In other words, it is difficult to translate
factors such as power distribution, femininity/masculinity, or dialectical think-
ing into instances of specific rules, or some other artificial intelligence infer-
encing and representational formalisms, capable of modeling decision-makers
from specific cultures.

– The factors lack adequate breadth to capture all of the relevant and necessary
cultural variables. In spite of the existing literature, the actual number of specific
cultural factors identified is surprisingly small. In addition to the two problems
above, the identified factors do not begin to capture the complexity of cultural
influences, nor do they adequately address the problems of multiple and pos-
sibly conflicting cultural influences, or specific individual factors that may
amplify (or inhibit) a particular cultural influence.

An interesting recent attempt to address some of these issues, and to develop
more predictive approaches to capturing cultural effects, has explored a notion
introduced by Karabaich [11] that proposes to consider each group to which an
individual belongs as representing a distinct culture; that is, the assumption that
every group creates its own culture [12]. In this context, the term culture is not
limited to nations or ethnic groups, as has generally been the case in the literature
[6, 7], but is instead broadened to include any group that influences the individual’s
behavior. This approach is motivated by the observation that national and ethnic
groups are in fact not as diagnostic with respect to behavior prediction as are
smaller groups to which an individual belongs (e.g., student group, social group,
political group, family, etc.).

Regardless of the number and types of cultural factors that influence cognitive
and affective processing, and behavior, it must be emphasized that any cultural
influence ultimately functions at the individual level, and must therefore be trans-
lated to one or more individual differences factors, which then influence behavior
via specific effects on cognitive and affective processing. A thorough understanding
of these individual differences, and a determination of the mappings of the cultural
factors onto these individual differences, are therefore critical for modeling the
effects of cultural factors on decision-making. Section 9.3 outlines a categorization
of these individual differences that is suitable for modeling decision-making and
culturally-induced decision-biases.

9.3 Decision Biases

Research in judgment and decision-making has identified a number of biases in
decision-making. Kahneman, Tversky and colleagues [13] identified a number of
judgment and decision-making biases in individual decision-making, including the
following: availability bias (the tendency to base decisions on the most readily
available evidence, rather than the most appropriate evidence, hence the primacy
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and recency bias resulting from biased memory recall), confirmation bias (the
tendency to prefer, or actively seek out, evidence that supports one’s hypotheses,
expectations and goals), and framing effects (the tendency to be influenced by, and
respond differently to, the wording (as opposed to the substance) of a question or a
decision).

Biases have been identified at various levels of processing complexity, ranging
from biases on fundamental perceptual and cognitive processes (e.g., attention,
memory), to biases on high-level cognitive processing (e.g., situation assessment,
problem solving, decision-making). A number of individual differences contribute
to decision-biases, including cultural and personality factors, and of course distinct
affective states. As mentioned above, emotions in fact represent the primary
mediating variables for a wide range of decision-biases. These factors are discussed
below.

9.3.1 Cultural and Personality Decision Biases

A number of personality trait sets have been proposed that aim to capture corre-
lations between specific trait values and particular biases. These range from rela-
tively low-level traits such as the Five Factor model (Openness, Conscientiousness,
Extraversion, Agreeableness, Neuroticism) [14], to more aggregated traits such as
task-based versus process-based styles of leadership. Several cultural trait sets have
also been proposed, as outlined above, most notably Hofstede’s Uncertainty
Avoidance, Individualism-Collectivism, Power Distribution, Short versus
Long-term Orientation, and Femininity-Masculinity [6].

Recent attempts to correlate the cultural factors with individual personality traits
suggest that the observed behavioral regularities associated with high-level cultural
factors such as Uncertainty Avoidance may eventually be explained in terms of
individual personality traits, and even specific mechanisms; e.g., correlations have
been identified between Uncertainty Avoidance and the Five Factor Model factor of
neuroticism [15].

Examples of personality-linked biases include: preference for self and
affective-state stimuli associated with high-neuroticism and high-introversion, bias
toward threat-cues associated with high-neuroticism, and sensitivity to reward and
higher risk tolerance associated with high extraversion [16]. There are of course
endless examples of cultural variability in beliefs, values and behavioral norms.
More recently, differences in reasoning have also been identified, and summarized
in a comprehensive review by Peng et al. [2]. Peng and colleagues propose a
categorization of inferencing biases due to cultural effects, as follows:

• Inductive Reasoning

– Covariation judgment (ability to detect and evaluate associations among
cues)

– Causal attribution
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• Social domain
• Physical domain

– Person perception

• Impression formation
• Inference of mental states

– Categorization

• Category coherence
• Category learning
• Category of self

• Deductive and Formal Reasoning

– Syllogistic reasoning
– Dialectical reasoning

Tables 9.2 and 9.3 summarize some of the cultural effects on inferencing.
However, these results must be interpreted with caution, since the research on
cultural differences in human inferencing is in the early stages, and the data sum-
marized in these tables are based on a limited number of studies. The findings must
therefore be considered preliminary. As the study of cultural differences continues,
additional factors that play a role in the observed differences will be identified. For
example, effects that may once have been thought to result from cultural differences
may in fact be due to exposure to traditional Western-style education.

Cultural decision-biases are usually attributed to differences in knowledge,
beliefs, values, attitudes, goals and behavioral norms. Personality-linked biases are
also reflected in these types of differences, but are also evident in differences in
processing, and differences in affective dynamics. For example, a decision-maker
with high degree of extraversion and low degree of neuroticism may be biased
toward the external environment, preferentially focusing on task cues and schemas.
In contrast, a low-extraversion, high-neuroticism decision-maker may be biased
toward self-cues and schemas, resulting in a focus on his own internal states. In
high-stress situations, these differences will likely result in differences in decision
outcomes. Whereas the extraverted/low-neuroticism decision-maker may be more
likely to remain focused on the task, the introverted/high-neuroticism
decision-maker may have a tendency to focus on his/her internal state, resulting
in task neglect. In addition, the associated negative emotions experienced by this
decision-maker will exert further biasing effects on his/her decision-making, by
influencing speed and capacity of attention and working memory, and further
exacerbating the existing self-bias.

Personality and cultural traits represent long-lasting, permanent influences. In
contrast to these trait-based effects on decision-making, psychologists and
decision-scientists also study state-based effects. These are transient effects due to
some temporary state of the decision-maker, most often states with a strong
affective component (e.g., stress, anxiety, boredom, surprise, frustration, anger,
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Table 9.2 Findings regarding cultural differences in human inference: inductive reasoning
(ability to generalize from limited data)

Category of inference Findings

Covariation judgment (Identifying
correlations between cues)

Ji et al. (1999)
Chinese versus Americans
Simple stimuli presented on computer screen
Chinese more confident about judgments
Chinese more correct in judgments
Chinese showed no primacy effect
Americans showing strong primacy effect

Causal attribution (Identifying causal
relations between cues) social

Miller [28]
Americans versus Hindu Indians
Fundamental attribution error evident in Americans
Hindu Indians attributes behavior to social roles, obligations, physical
environment
Attributed to different beliefs regarding causality (content difference)

Morris et al. [29]
Americans versus Chinese
Fundamental attribution (mass murderers, computer animations of fish)
Americans attributed behavior to individual dispositions
Chinese attributed behavior to environment

Lee et al. [30]
Americans and Hong Kong Chinese
Sports writers’ descriptions of events
American writers focus on individuals
Hong Kong writers on situational factors

Nisbett [31]; Jones and Harris [32]
Americans and Koreans
Judgment of another person’s attitude
Americans assume due to disposition
Koreans assume due to contextual influences

Causal attribution
physical

“Asian folk physics is ‘relational’, emphasizing fields and force over
distance”
“Western folk physics focuses on nature of object itself, rather than its
relation to the environment” Peng et al. [2, p. 252]

Peng and Knowles (2000)
Chinese versus Americans
Force-over-distance explanations (aerodynamic, hydrodynamic,
magnetic)
Americans referred more to nature of object
Chinese referred more to the field

Person perception Chiu et al. [33]
Hong Kong Chinese versus Americans
Judgment of self as fixed versus changing
Americans assume fixed, enduring traits
Chinese assume changing self

Ames and Peng [34]
Chinese versus Americans
Type of information used in person perception judgments
Americans focused on evidence provided by target
Chinese focused on evidence provided about the target by others
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sadness), but also physical states (e.g., fatigue). Affective biases represent an
important category of decision-biases and are discussed below.

9.3.2 Affective Decision Biases

Influence of emotions on decision-making is well-documented and emotions play
an important role as the intervening variables of a wide range of decision biases.
Both short-term emotions and longer-term moods influence decision-making. Some
of the more robust findings include the effects of anxiety and fear, anger and
frustration, and positive and negative mood. These effects are evident in both the
fundamental cognitive processes (e.g., attention, memory), but also in the
higher-level processes mediating decision-making, planning, learning and
problem-solving. Examples of biases include: changes in attention capacity, speed
and bias; changes in the speed and capacity of working memory; differential acti-
vation of specific perceptual and cognitive schemas that mediate the perception and
processing of particular stimuli. Examples of specific biasing effects include:
association between positive affect and lack of anchoring (‘anchoring’ refers to the

Table 9.3 Findings regarding cultural differences in human inference: deductive reasoning
(ability to draw logical conclusions from a given set of data)

Category of inference Findings

Syllogisms Luria [35] (Russia); Cole [36] Africa
Subjects did not ‘engage’ syllogistic problems at the theoretical
level (i.e., if asked to deduce something based on a presented
syllogism, they would frequently ‘think out of the box’ and suggest
that the experimenter go find out for himself; why would x be true,
etc.)
– Real-world (culturally-relevant) grounding of topic makes a large
difference in success on task

Dialectical reasoning Asians: “changing nature of reality and enduring presence of
contradictions” versus Western: “linear epistemology built on
notions of truth, identity, and noncontradiction”
Resolving contradiction: Chinese—seek compromise; Americans:
seek exclusionary (either-or) ‘truth’ and resolution Peng and Nisbett
[37]
Assumption in Eastern dialectical epistemology:
– principle of change—everything is always in flux (thus x may not
be identical with itself because it may change over time)

– principle of contradiction—opposing qualities co-exist
– principle of holism—everything is linked to everything else and
isolating phenomena may lead to misleading conclusions

– Folk wisdom: greater frequency and preference for dialectical
(apparently contradictory proverbs) among Chinese than
Americans

Social
contradictions/conflicts

– Americans tended to ‘blame one side’ versus Chinese tended to
‘see fault in both’
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biasing effect of a single piece of information (often the first item encountered),
referred to as the ‘anchor’, during decision-making) overestimation of positive
events, underestimation of negative events [17]; fear- and anxiety-linked attentional
and perceptual bias toward the detection and processing of threatening stimuli [18];
anxiety-linked focus on possible failure, and subsequent choice of protective
behavior; anxiety-linked preference for analytical processing; mood-congruent bias
in memory recall [19], and predictions of future positive or negative events [16];
and anger-linked increase in risk-tolerance, and attributions of hostility. Table 9.4
provides a summary of some of these basing effects.

Recent research has explored the relationship between cultural traits and emo-
tions, focusing in particular on emotion regulation. Matsumoto and colleagues [20],
have found correlations between the cultural trait of Uncertainty Avoidance and the
individual’s ability to control the generation and manifestations of emotions, pri-
marily negative emotions, via a variety of regulatory coping strategies, such as
re-appraisal or physiological methods (e.g., breathing, relaxation). Their findings
indicate that low Uncertainty Avoidance (UA) correlates with more re-appraisal
schemas for anxiety reduction, and more diverse coping strategies for emotion
regulation, whereas high UA correlates with more rigid adherence to emotion
display rules.

9.4 Content and Process Biases

The list of biases outlined above, along with the existing categorizations, provide a
foundation for the development of computational models decision biases. However,
the existing categories may not be the most useful ones for the development of
computational models, or for understanding the mechanisms that mediate the broad
range of identified biases.

For modeling purposes, it is more useful to divide decision biases into content-
based and process-based. During the course of decision-making, both categories of
biases may of course operate simultaneously. Content-based biases relate to dif-
ferences in the specific content and organization of the knowledge schemas that
mediate perception, and the cognitive processes involved in decision-making, and
other higher-level cognitive processes. These schemas represent long-term beliefs,
values, goals, preferences, and attitudes of the decision-maker. The long-term
influences of culture and personality are most easily represented in the specific
contents and organization of these schemas. For example, a decision-maker coming
from a high-collectivism culture (e.g., China) would be expected to have more
memory schemas related to the well-being of the larger group (e.g., perceptual
structures for assessing group state, and goals for group well-being). In contrast, a
decision-maker from a high-individualism culture (e.g., US) would have more
memory schemas devoted to perceptions and goals regarding his/her own
well-being and individual goal priorities. Regarding the effects of personality traits:
a high-neuroticism individual would have a larger proportion of schemas related to

198 E. Hudlicka



self- and threat-monitoring, as well as more differentiated set of schemas regarding
the representation of self-relevant and threat-related states, in contrast to a
low-neuroticism individual, who would likely have more environment and
task-oriented schemas.

In contrast, process-based biases relate to the way stimuli are perceived and
processed during decision-making, and the manner in which existing knowledge is
used during the inferencing mediating decision-making. The primary sources of
process-based biases are the current states of the decision-maker, most notably, the
affective states. Effects of traits are also evident here however, since personality
traits exert an influence on both the nature, but especially the dynamics, of affective
states, the latter influencing their intensity and onset and decay rates. Process-based
biases are most readily implemented in terms of transient changes to the

Table 9.4 Effect of emotions on attention, perception and decision-making: examples of
empirical findings

Anxiety and attention and WM Anger and attention, perception,
decision-making and behavior

Williams et al. [18]; Mineka and Sutton [38].
Narrowing of attentional focus
Reduced responsiveness to peripheral cues
Predisposing towards detection of threatening
stimuli
Reduced capacity of working memory

Increases feelings of certainty
Increases feelings of control and ability to
cope
Induces shallow, heuristic thinking
Induces hostile attributions to others’
motives and behavior
Induces an urge to act

Arousal and attention Edland [39] Affective state and memory
Faster detection of threatening cues
Slower detection of non-threatening cues

Bower [19]; Blaney [40]
Mood-congruent memory phenomenon
(positive or negative affective state induces
recall of similarly valenced material)

Positive affect and problem solving Negative affect and perception,
problem-solving, decision-making

Isen [41]; Clore [42]; Kahn and Isen [43];
Mellers et al. [17]; Gasper and Clore [44]
Promotes heuristic processing Clore [42]
Increased likelihood of stereotypical thinking,
unless held accountable for judgments [17]
Increased estimates of degree of control
Overestimation of likelihood of positive
events/underestimation of likelihood of
negative events
Increased problem solving
Facilitation of information integration
Promotes variety seeking
Promotes less anchoring, more creating
problem-solving [17]
Longer deliberation, use of more information,
more reexamination of information
Promotes focus on ‘big picture’

Williams et al. [18]; Streufert and Streufert
[45]; Gasper and Clore [44]
Depression lowers estimates of degree of
control
Anxiety predisposes towards interpretation
of ambiguous stimuli as threatening
Use of simpler decision strategies
Use of heuristics and reliance on standard
and well-practiced procedures
Decreased search behavior for alternatives
Faster but less discriminate use of
information—increased choice accuracy on
easy tasks but decreased on more difficult
tasks
Simpler decisions and more polarized
judgments
Increased self-monitoring
Promote focus on details
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fundamental processes that mediate decision-making, altering the speed and
capacity of attention and working memory, as well as the likelihood that particular
content will be processed. For example, anxiety-linked threat bias is associated with
faster processing of high-threat stimuli, subsequent bias toward selecting a
high-threat interpretation, and a subsequent preference for self-preservation goals.

Categorizing decision-biases into content versus process based implies distinct
mediating mechanisms, and each category has distinct implications for modeling.
Content-based biases are most appropriately modeled via differences in the struc-
ture, content and overall organization of the memory schemas mediating
decision-making, and inferencing in general; that is, the long-term knowledge,
within which stable and permanent differences in cultural and personality traits are
reflected. In contrast, process-based biases are best represented by temporary
alterations in the processes that mediate decision-making, and inferencing in gen-
eral, and are most appropriately modeled via transient, parameter-controlled vari-
ations in those processes.

The MAMID framework and architecture for modeling decision-biases provides
a means of modeling both categories of biases, as described below.

9.5 Framework, Methodology and Architecture
for Modeling Process and Content Biases

The MAMID framework and modeling methodology provides an approach for
modeling a broad range of decision-biases, arising from both state and trait effects.
The distinguishing feature of the MAMID approach is its parameter space, which
provides a uniform means for representing the combined influences of a variety of
state and trait effects. This in turn enables MAMID to model a broad range of
process-based decision-biases, including cultural trait-linked biases (e.g.,
Uncertainty Avoidance-linked to preference for higher-confidence cues), person-
ality trait-linked biases (e.g., Neuroticism-linked self-focus and predisposition to
negative emotions), and state-linked biases (e.g., anxiety-linked threat bias in
attention and perception, anger-linked increased risk-tolerance). MAMID also
supports the modeling of content-based decision biases, by enabling the repre-
sentation of alternative knowledge schemas in the architecture’s long-term memory,
which represents the domain knowledge. Differences in the content and organiza-
tion of these schemas, represented in terms of belief nets, are associated with
differences in traits, both cultural and personality. Below we describe the MAMID
cognitive-affective architecture, and the associated MAMID modeling methodol-
ogy, that enables the modeling of multiple, interacting types of decision biases,
arising from multiple sources: cultural characteristics, personality traits, and
affective (and other) states.
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9.5.1 MAMID Cognitive-Affective Architecture

The MAMID architecture provides a computational modeling and simulation
environment within which the effects of multiple, interacting traits and states on
decision-making can be represented [3, 21–24]. Since emotion acts as an inter-
vening variable in many decision biases, MAMID includes an explicit represen-
tation of emotions, their generation, and their effects on decision-making. MAMID
has been instantiated within two domains, a peacekeeping scenario, where MAMID
models individual commanders [22], and a search-and-rescue game task, loosely
based on the DDD task developed by Aptima, where MAMID models individual
team members, as they search for a ‘lost party’, while encountering a series of
obstacles and adverse events [25].

The MAMID architecture models recognition-primed decision-making, in terms
of several modules which progressively map the incoming stimuli (cues) onto the
outgoing behavior (actions), via a series of intermediate internal representational
structures, termed mental constructs (e.g., situations, expectations, and goals)
(Fig. 9.1). The architecture consists of the following modules: Sensory Pre-pro-
cessing, translating the incoming raw data into high-level task-relevant perceptual
cues; Attention, selecting a subset of cues for further processing; Situation
Assessment, integrating individual cues into an integrated situation assessment;
Expectation Generation, projecting the current situation onto possible future states;
Emotion Generation, dynamically deriving the affective state from a combination of
external and internal stimuli; Goal Manager, selecting the most relevant goal for
achievement; and Action Selection, selecting the most suitable action for achieving
the highest-priority goal within the current context.

The MAMID Cognitive-Affective architecture is a symbolic architecture mod-
eling recognition-primed decision-making. It implements a see-think/feel-do pro-
cess via a series of modules that maps incoming cues onto outgoing actions, via a
series of intermediate mental constructs (situations, expectations, goals). It models
emotion generation via cognitive appraisal and focuses on modeling the effects of
states (primarily emotions) and traits onto cognitive processing via a series of
parameters that influence processing within the individual architecture modules.

Each module has an associated long-term memory (LTM), consisting of either
belief nets or rules, which represents the knowledge necessary to transform the
incoming mental construct (e.g., cues for the “Situation Assessment” module) into
the outgoing construct (e.g., situations for the “Situation Assessment” module). The
currently-activated set of constructs within each module constitutes that module’s
working memory. Each module has parameters that determine the speed of pro-
cessing and the capacity of the module’s working memory. Parameters associated
with the mental constructs determine the ranking of each construct, thereby
influencing the likelihood of the construct’s processing within a given simulation
cycle. This enables the modeling of specific content biases, such as the bias towards
processing threatening cues.
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9.5.2 Framework for Modeling Multiple Types
of Decision Biases

The underlying assumption of the MAMID modeling approach is that the com-
bined effects of a broad range of decision biases can be modeled by modifying the
fundamental properties of the processes and structures mediating
decision-making [23, 24]. Examples of the properties necessary for process-based
biases are the speed of the individual modules (e.g., fast or slow attention), and
the capacities of the working memories associated with each module, which
determine the number of mental constructs processed within each execution cycle.
Examples of these properties for the content-based biases are the structures
available for storing long-term memory (LTM) schemas, their contents, and their
overall organization.

The speed and capacities of the MAMID architecture modules are controlled by
a series of parameters, whose values are derived from the decision-maker’s state
and trait profile, expressed as a vector of specific values for a distinct configuration
of cultural and personality traits and emotional states. The functions calculating the
parameter values are currently defined via weighted linear combinations of the
specific factors influencing the associated process; e.g., value of the rank attribute
of a mental construct (e.g., cue, situation) is a function of the following construct
attributes: salience, confidence, threat level, decision-maker’s anxiety level, indi-
vidual history, neuroticism and uncertainty avoidance. The traits and states used to
calculate a particular parameter, and their associated weights, are based on
empirical data. Modeling different types of decision-makers is thus accomplished
by changing the associated trait and state profiles, and mapping these onto the

Fig. 9.1 Schematic illustration of the MAMID cognitive-affective architecture
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parameter vectors. Different values of the parameters cause different ‘micro’ vari-
ations in processing (e.g., number and types of cues processed by the Attention
Module), which eventually result in ‘macro’ variations in observable behavior. For
example, a highly anxious decision-maker misses a critical cue due to attentional
narrowing and selects the wrong action. Figure 9.2 illustrates how MAMID models
threat bias effects associated with neuroticism and anxiety. Figure 9.3 illustrates the
changing affective profiles of low- and high-anxious decision-makers, within the
search-and-rescue task, as a function of the situations encountered, and the resulting
values of the working memory capacity parameter of one of the processing
modules.

The MAMID parameter space thus provides a uniform framework within which
the combined influences of cultural traits, personality traits, and affective states (as
well as other states such as fatigue) can be represented. By providing the capa-
bilities to represent a broad range of traits and states, and integrate their biasing
effects on perception, cognitive processing, and action selection, the MAMID
modeling framework enables the integration of cultural, personality and affective
influences on decision-making.

The decision-maker’s high neuroticism trait, both independently and combined
with the high state of anxiety, modifies the architecture parameters to cause pref-
erential processing of threatening cues (by ranking them more highly in the
attention module) and preferential processing of threatening situations and expec-
tations (by ranking them more highly in the Situation Assessment and Expectation
Generation modules, respectively). This then biases overall processing towards
threat content, and influences goal and action selection accordingly.

Fig. 9.2 Modeling threat bias in terms of MAMID’s parameter-based approach
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The figure illustrates the different patterns of emotion intensities derived for two
decision makers: “positive” trait/state profile decision-maker on the left, and
“negative” trait/state profile decision-maker on the right. The top part of the figure
shows the timeline of the distinct affective states derived in MAMID, as the
decision-maker encounters adverse events in the simulation. The bottom part of the
figure illustrates some of the module parameter values, which are influenced by the
decision-makers trait and state profile, and in turn influence processing within the
MAMID modules and, ultimately, the decision-maker’s behavior within the sim-
ulated environment.

9.6 Applications of the MAMID Modeling Methodology
and Architecture

I have previously suggested that computational models of emotion be categorized
into two broad groups: those focusing on basic research and aiming to identify the
fundamental mechanisms mediating affective processing (research models) and
those focusing on enhancing human-machine interaction and agent and robot
believability and social competence (applied models) [26, 27]. Analogous catego-
rization is suitable for the use of the MAMID modeling methodology and archi-
tecture outlined above.

The methodology is well-suited for basic research, to model alternative
hypotheses regarding the mechanisms whereby cultural and personality traits, as
well as affective states, exert biases on perception, cognition and decision-making.

Fig. 9.3 Variations in two distinct decision-makers’ affective profiles (top), and corresponding
module parameter values (bottom), during a search and rescue task
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The methodology and architecture is equally well suited to develop more realistic
virtual agents and robots, to enhance their affective and social believability and
competence, and thus improve their effectiveness in human-agent and human-robot
interactions. In addition, the MAMID methodology and architecture are also
well-suited for developing affective user models, to facilitate affect-adapted user
interaction across a broad range of human-machine systems, including gaming,
education and training, and decision-support. Below I focus on the use of the
MAMID approach for enhancing agent and robot believability, and for developing
affective user models to support affect-adaptive user interaction, and briefly
describe examples of specific applications.

9.6.1 Modeling More Believable Agents and Robots

The ability of the MAMID approach to model multiple, interacting factors that
influence a range of cognitive processes makes it well-suited to model both trait
(cultural and personality) and state (emotions and other states) effects in virtual
agents and social robots, and thus to enable the development of agents and robots
exhibiting distinct types of personalities and cultural profiles, as well as the ability
to display a variety of emotions. This enables the agents and robots to exhibit
distinct personalities and behavior as required for a particular cultural and opera-
tional context. For example, in behavioral technologies (e.g., mobile mental health
apps for coaching or behavior change) or training environments, it is important that
the user be able to relate to the agent, to enhance the effectiveness of the helping or
training interactions. The ability to rapidly construct agents and robots with cus-
tomized cultural and personality traits facilitates the creation of multiple agent
types, so that the user can select the trait/state profile that best matches their
individual preferences; e.g., an individual from a particular culture (e.g., European
vs. Asian vs. US) and personality type (e.g., extraverted vs. introverted) may prefer
to interact with an agent that displays similar characteristics. These capabilities also
enable the agents/robots to display more complex reactions to both humans, and to
other agents, in simulated environments, and to adapt their behavior to the
human’s/agent’s own cultural, personality trait and state profile. Together, these
capabilities enhance the agents’ and robots’ believability, by improving their social
and affective realism and competence.

A context within which these capabilities are particularly relevant is gaming,
including serious gaming, where games are used for educational, training and skill
acquisition purposes. The MAMID methodology is well suited for developing
non-playing characters with a variety of personality and affective profiles, and
thereby enhancing their complexity and behavior variability. This in turn creates
gaming environments that are more realistic and engaging. In games used for
entertainment only, this contributes to an improved user experience during the
gameplay. In serious games, this capability contributes to more engagement and
more effective learning and training.
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Some training environments explicitly require the rapid creation of agents with
distinct cultural, personalities and affective profiles. For example, training envi-
ronments are being developed to support the training of communication skills in
different cultures, for business, diplomatic and military applications, and for the
training of social skills, to help individuals overcome social anxiety or to learn basic
social interaction and conversation skills (e.g., for individuals with Asperger’s
syndrome). The MAMID methodology facilitates the rapid creation of a variety of
agent state and trait profiles, and associated distinct behavior patterns, via simple
manipulation of the architecture parameters. This capability, coupled with the
ability to create increasingly realistic depictions of virtual agents within virtual
reality environments, then facilitates the creation of agents with both visual and
social realism, and thereby contributes to their believability and effectiveness in
human-agent interaction.

9.6.2 Affective User Modeling for Affect-Adaptive User
Interaction

The MAMID methodology and architecture can also be applied to affective user
modeling, to support affect-adaptive interaction with the user, in a variety of con-
texts, including behavioral technologies, gaming, training and decision-support. To
date, the majority of affective user modeling relies on statistical and machine
learning approaches, to collect and analyze user data and construct user profiles
based on identified patterns of behavior. A less frequent, and much more chal-
lenging approach, is to actually attempt to simulate or emulate the user behavior, so
that a wider range of user behaviors can be modeled and more finely tuned adap-
tations can be implemented. Clearly, it is currently not within the state-of-the-art to
model the behavior of a specific human in general. However, within a narrow
context, such as a serious game-based training environment, and with sufficient
baseline data, it may be possible to model a subset of the user’s behavior, and to
thereby support more effective affect-adaptive agent behavior. By facilitating the
rapid modeling of multiple traits and states, the MAMID methodology and archi-
tecture lends itself well to this application.

9.7 Conclusions

This chapter discussed an approach for modeling decision biases in a symbolic
agent architecture. The approach is based on the assumption that a broad range of
interacting decision biases can be modeled in terms of parameters that manipulate
properties of the fundamental processes mediating decision-making; e.g., speed,
capacity, content bias. The approach is suitable for modeling traits (cultural and
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personality) and states (emotions), for both content and process biases. Its distin-
guishing feature is a parameter space that provides a uniform means of representing
effects of multiple, interacting trait- and state-based biases that influence
decision-making by exerting influence on the constituent cognitive processes:
attention, situation assessment, expectation generation, goal selection and action
selection.

This approach is relevant to both basic research and applied contexts. By
explicitly modeling individual cognitive processes mediating decision-making, and
emotion generation and effects, the approach lends itself to modeling the mecha-
nisms mediating decision-biases, thereby supporting basic research in
decision-making and the mechanisms of decision-biases. In-depth understanding of
these mechanisms would enable identification of attributes that contribute to
decision errors, in individuals and teams. This would then enable the design of
more effective human-machine systems in operational contexts, and more effective
training systems. By facilitating the specification of a broad range of agent types,
defined by distinct cultural, personality and affective profiles, the MAMID
methodology is well-suited for rapidly creating a wide variety of agent and robot
types, in simulation- and game-based environments, thereby contributing to the
creation of more believable and socially and affectively realistic agents. Such
agents, embedded within virtual reality and gaming environments, can then be used
to enhance the engagement and effectiveness across a wide range of training,
learning and skill acquisition contexts, as well as to enhance engagement in games
and VR environments for entertainment purposes.
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Chapter 10
Considering the Needs and Culture
of the Local Population in Contemporary
Military Intervention Simulations:
An Agent-Based Modeling Approach

Jean-Yves Bergier and Colette Faucher

Abstract In the context of increasingly complex human environments faced by the
armed forces tasked with implementing peacebuilding missions in various locations
around the world, operations of influence, which are non-violent undertakings
aimed at conquering the support of the locals through use of trust, persuasion and
material assistance, are more than ever a vital approach for successful military
action. As such, they require specific and complete training and designing a
computational tool to this end offers opportunity for innovative modeling of cultural
complexity. This chapter presents and describes how a local culture and its specifics
are delineated and represented in the SICOMORES multi-agent system and covers
the issue of human needs as a socio-cultural phenomenon. It is proposed that culture
has to be approached at several levels that are entwined and has to be represented
accordingly in the agent population, while the culturally dependent aspect of needs
can be bypassed in order to produce a universal set of needs for the context of
conflict affecting civilian populations. It is then possible to computationally use
these theoretically well-grounded elements to generate with a high level of detail
the effects of actions of influence directed at the agents as cognitive processes.
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10.1 Introduction: A System for Simulating Actions
of Influence in the Context of Asymmetric Warfare

International interventions are quick to spawn controversy in an increasing inter-
dependent world. Budget cuts and public opinion are constraining factors of the
operations timescale, and globalization often brings and ensures intensive scrutiny.
For each military endeavor, the context asks not only for efficacy but for almost
immediate efficiency. At the same time results are increasingly difficult to obtain
and assess, especially in the short run, in conflicts involving increasing numbers of
diverse local actors extensively disregarding the limit between civilian and fighting
spheres, up to a point that these categories and the very concept of victory are
ultimately questioned [1].

One of the answers provided by the militaries is an emphasis on the
cross-cultural skills and cultural awareness of the soldiers, as indicated by the
unmistakable growth in number of culture oriented training and decision support
computational tools. These aim at giving the soldiers a better capacity at under-
standing and fitting into the complex human environment they are about to face, for
supposedly improved and quicker performance. Lots of these programs are limited
to learning of culture specifics and development of conversational abilities [2, 3],
while others implement a certain model of culture though representation of com-
posite societies [4, 5].

The militaries also have other, more direct means to reach some sort of efficiency
in dealing with a culturally determined setting. Once deployed, a particularly rel-
evant instrument specifically designed to delineate a socio-cultural context and
pinpoint how and where to act for gaining support of the locals, while avoiding
cultural mistakes harming the peacemaking process and security of the Force, are
the operations of influence. Particularly related and sensitive to local culture issues,
they are a potentially powerful set of non-kinetic actions and functions oriented on
dealing with complexity and pacifying though persuasion, and as such deserve a
special attention provided the nature and stakes of today asymmetric conflicts.
Hence, the need for a training system intended for influence specialists.
The SICOMORES (SImulation COnstructive et MOdélisation des effets des
opérations d’influence dans les REseaux sociaux) project addresses this need by
modeling the civilian parts of a theater of war and generating in it the effects of
actions of influence in a manner characterizing and stressing how they are affected
by local culture. Three kinds of actions are modeled: psychological operations
(PsyOps), civil-military cooperation operations (CIMIC) and key leader
engagements.

But how is culture to be defined? Even once the normative and evolutionist
concept of culture as opposed to barbarism is set aside, and culture approached as
what characterizes and organizes in a specific manner the life of particular social
groups, there seems to be no practical answer. A general worldview? A set of
underlying and subconscious principles of social life? A package of explicit values
and norms? The features of a particular societal structuring and the organization
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principles underlying it? A set of observable practices and customs? Everything in
human life that does not strictly depends on human nature and as such, is not
universal? The trivial, right answer is that as a complex research object, culture can
be all of these and can be expressed and analyzed as per each of these aspects.
While being realistic, this statement is no adequate guideline to the computer
scientist trying to develop a theater of war model aiming broadly at integrating the
cultural factor to make salient cultural mechanisms impacting military operations
effects. It is necessary to point out when and how cultural factors play a part. In this
chapter we will discuss how culture is integrated in our agent based model, i.e. how
some of these different approaches are implemented, particularly focusing on the
issue of cultural specification. Section 10.2 details the creation of a culturally
infused virtual population. Section 10.3 surveys the definition of human needs
beyond cultural variations, and Sect. 10.4 provides and details some computational
uses of these elements for generating the effects of operations on the agents.

10.2 Multi-agent Human Framework: Socio-Cultural
Issues

In order to relevantly simulate the effects of the different actions of influence our
system concerns itself with, a virtual realistic population is needed. Multi-agent
frameworks lend themselves well to the study of effects of influence and propa-
gation of information in intricate contexts [6]. They allow modeling numerous and
heterogeneous agents with a distribution of traits across as many dimensions as
desired. Furthermore, embedding agents in both social and physical spaces is quite
easy in such models. As SICOMORES aims at computationally representing
micromechanisms governing cognitive attitudinal reactions, and microbehaviors of
information sharing, of socially and culturally characterized persons exposed to
various psychological messages and operations, its agent-based model comprises
only agents representing individuals. This is obviously of importance for the rep-
resentation of culture.

10.2.1 A Culturally Tailored and Relevant Population
Network

In accordance with empirical input and choice of theoretical bases (see Sects. 10.3
and 10.4), each agent in the population of SICOMORES is an instance i of the
INDIVIDUAL frame and is described by a set of attributes:

• Social features: Gender, age, social level ([1, 10]), religion, ethnicity, political
opinion, role in the family, leader status.
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• Cultural features: Cultural values system {(type of cultural feature, cultural
feature, importance ([1, 10]))}

• Reachability features: Language(s), Literacy, reachable by radio, reachable by
television, reachable by text message.

• Psychological features: Opinion toward the Force ([1, 10]), intellectual level ([1,
10]), needs {(need, satisfaction degree ([1, 10]))}

Some agents can have a special status such as chief of family and/or leader
(political or religious), which may be cumulated. More importantly, all these agents
have to be connected so that they can exchange information. In the domain of social
interactions modeling it is admitted that the nature and structure of the network
govern the process to a great extent, regardless of the chosen type of propagation
model (epidemiological or not). In addition, the collective dimension of culture and
its influence on information propagation between individuals is by definition
inescapable since it determines communication practices. Thus, linkage between
agents has to integrate the cultural factor to form a structurally appropriate network,
and a method for doing so has to be identified. We suggest the best orientation for
culturally infusing a networked virtual population is to aim at grasping as realis-
tically as possible the social life of its members, i.e. their sociality. Sociality is a
culture-dependent and complex phenomenon in any context, as the social links can
be highly heterogeneous. Sociality is primarily grounded in the belonging to var-
ious groups and the form of the relations is crucial. Subsequently, a multilayer
network is required to capture the ego-network of sociality of any individual. Also,
a typology of the social links at the society level is needed to classify and highlight
the links important to the social life of its members in order to define and generate
the layers, hence shedding some light on the cultural functioning of this collective
entity. It then makes necessary to choose a specific socio-cultural context.
For SICOMORES the selected area is sub-Saharan Africa, as an extensive literature
exists for this scale and provided that the features of the agents can be specified
more precisely, at the nation level. Five dimensions of sociality are retained as
layers for the group networks making up the population (see [7]):

• Family layer
• Neighborhood layer
• Friendship layer
• Partisan layer (political)
• Partisan layer (religious)
• War-time layer

All of these types of links are deemed sine qua non to a representation of
sub-Saharan social life, excepted the war-time layer which is associated to the war
situation but is yet particularly relevant to the sub-Saharan area as it captures the
salient mechanism of communitarianism. Others, as business links, have been set
aside considering they are more than often subsumed in others, more structuring
types of relations. Each of these networks is characterized on the scales of three
criteria: geographic anchoring (sine qua non to the existence of the links or not),
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formalization of leadership (explicit or not) and temporality (lasting or not). These
specifications provide guidelines to craft the algorithms of generation (see [8]).
Such a method for creating the network and the network itself already offers a
representation of culture: the different links thus generated indeed encapsulate a
specific cultural context. The nature and characteristics of the social links making
up an individual’s sociality are not only culture dependent, they implicitly and
explicitly express certain cultural values and traits. In sub-Saharan Africa the fact
that the family is traditionally the basic social and relational structure from which
all others relations seem more or less derived tells a lot about the area value system.
At the same time, this typology is usable to implement any sub-Saharan national
scenario, and such a method for circumscribing sociality by producing a social links
classification grounded on social sciences can be rightly replicated for any context.

10.2.2 Considerations on Culture Modeling in the Context
of War-Torn Societies

Culture can be considered from various perspectives. A collective phenomenon by
essence, its role can be studied at many levels such as individual, group, society,
cultural area, and the relevance of each may be discussed in itself or regarding a
particular issue. Choices have to be made if this social phenomenon is to be
represented in a multi-agent population. As stated before, the favored level for
representation of culture in the social network is the cultural area but the generation
algorithms for the different dimensions allow more specification by the use of
national data. Moreover, the architecture is flexible enough to permit any change in
the number or nature of dimensions to meet scenario requirements. But while
expressing culture by the modeling of social structures is certainly relevant, it is not
enough. A culture can also be defined and expressed by beliefs, values and atti-
tudinal recommendations it promotes.

As shown by the INDIVIDUAL frame, at the individual level all agents of the
SICOMORES network are specific but are never isolated from the socio-cultural
context in which they live, as they share each and every cultural feature with the
other agents, while individually associating a particular numerical value between 1
and 10 to each of these features. These values are randomly generated and the set of
numerical values of any agent expresses his own personality and appreciation of the
societal value system (i.e. local culture). Cultural and psychological variation
between individuals is modeled as the variation between the respective importance
they attach to the different cultural traits constituting the societal culture, their
common cultural background.

Such a representation of culture is far from being without practical and theo-
retical justification. It is conceived as reminiscent of some of the theories developed
by the culture and personality movement. These studies often emphasize the
coherence of cultures, considering they are defined by the consistent manner in
which they combine different cultural traits rather to form a pattern than being a
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mere juxtaposition of these traits [9]. More importantly, this movement envisions
individuals and their culture as two inseparable and interacting realities which
cannot be understood without one another. Each individual has his own way of
internalizing and living his culture, developing a personality on the basis of a
culturally situated basic personality structure [10, 11]. Such basic personality is
approached by these researchers as a psychological and behavioral reality, but we
state it can be sufficiently described as/in a set of traits.

Also, the model not only has to be realistic regarding its representation of
culture, it has to be developed as a framework for simulating persuasive commu-
nication processes. Although the nature of the role of culture in the receiving of
messages is still discussed, the reality of such a role is undisputable at the current
state of research [12]. The issue is to distinguish between universal mechanisms and
processes subjected to change from culture to culture. Here we can stick to the ever
valid statement of Kluckhohn and Murray: “Every man is in certain respects (a) like
all other men, (b) like some other men, and (c) like no other man” [13].
Psychological universals and cognitive processes (“like all other men”) are repre-
sented in SICOMORES by algorithms of cognitive treatment built on social psy-
chology (see Sect. 10.4). Personality (“like no other man”) is as stated modeled as
the distinctive set of numerical values associated to cultural features, which is
computationally used in cognitive treatments (see Sect. 10.4).

Overall, the level of consideration important at this point for representing culture
is the collective unit (“like some other men”). How to define the relevant collective
unit(s) is then the important issue as it determines the set of cultural features
describing the agents. For SICOMORES the national, or societal, level was chosen.
Obviously, our representation of culture does not currently integrate cultural
characterization of different groups inside the considered society, i.e. the modeling
of subcultures. This is primarily a modeling choice, as quite a few systems mod-
eling contemporary theaters of war seem to not to go beyond the image of a
definitely and deeply fragmented society, by structuring their virtual population as
an ensemble of distinctive socio-cultural groups without any real shared trait. In the
XLand scenario of the SHOUT system simulating dissemination of PsyOps mes-
sages, [14, 15] the fact that both ECHO and DELTA communities are Christians is
of no real effect on the simulation as the socio-cultural traits of both groups are
measured by Hofstede dimensions with values that put them apart (communities,
deemed ethnic, can have various level of proximity), while in the POLIAS system
simulating the effects of PsyOps on attitude dynamics, individuals represented as
agents are characterized by the different social group they belong too, and only
inter-group attitudes are modeled [16]. The aim of any military operation being
supposedly to restore social peace to the considered society, a peace which usually
was a reality before communitarianism spiraled into violence, it seems only a
logical option to generate first in the simulation a representation of what is cul-
turally common to all the local civilians. Conflict within a single society, as the
State is failing or failed, is the most common situation encountered by soldiers
deployed abroad and has become the current archetypal form of armed violence,
with great consequences on the form and stakes of operations [17, 18]. Even if a
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society is clearly in disarray at the time of the military intervention, most of the time
a certain cultural unity exists which is the very basis for a possible national rec-
onciliation and which cannot be overlooked in the modeling of reactions to actions
of influence.

Moreover, it has to be pointed that analysts more than often insist that in many
cases the supposedly unbridgeable cultural divides between feuding groups are
simply the result of violent discourses and propaganda by charismatic leaders
making a political use of some cultural traits to favor agendas reaching beyond
cultural issues. In sub-Saharan Africa the pervasive community principle makes
such schemes easier, but community identities are no absolutes and social disag-
gregation and civil war can come from any kind of social, economic and political
frustration [19]. As our system aims at modeling the real mechanisms underlying
the aspects of conflicts, thus contributing to their understanding, it is necessary to
go beyond appearances and simple reading grids, and a cultural one just does not
seem the most relevant in our chosen context. Overemphasizing cultural differences
between involved groups is common when trying to understand a conflict, and can
be detrimental when considering social mechanisms and psychological mechanisms
of influence [20]. Overlooking commonalities would be a bias of analysis.

More importantly, the different groups which are crystallized by the conflict and/
or between which conflict can exist are represented in our system, as each node has
an ethnicity, a religion and/or a political opinion. These characteristics are a form of
(sub)cultural specification, and the way they dictate the activation or de-activation
of links in all dimensions of the network as the social cohesion indicator of the
considered society varies overtime make antagonist groups a sensible social reality
inside the virtual population [7]. In fact, socio-cultural groups are clearly repre-
sented in the population through characteristics of agents and social linkage
mechanisms for generating the layers of the network, but are not culturally specified
in term of value system for all the aforementioned modeling reasons. This is a
maybe subtle but yet very necessary modeling approach as it allows a society to be
represented not as an juxtaposition of groups but as an ensemble of citizens in
which group identities exist that can become more or less salient in the course of
events.

Moreover, the architecture of the system SICOMORES is flexible enough to
allow any future refinement on this issue if indispensable: definition of rules
regarding the generation of nodes (for instance, that any agent characterized by
religion A must have a value of 5 or higher in cultural feature B) or addition of extra
cultural elements for representing more detailed group value systems.

10.3 Theoretical Background: Toward a Model of Needs

To help the Force’s integration in its human environment and more broadly the
achievement of the goals defined by the Military Strategy of Influence,
civil-military cooperation actions (CIMIC) alleviate the suffering resulting from the
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conflict by addressing the needs of the civilian population. Possibilities are
numerous indeed in this field: construction or rehabilitation of schools, hospitals
and other public buildings, distribution of various supplies, creation of access to
electricity or clean water, organization of elections to restore healthy governance….
Assessment of needs allows the Force to create shared interests between soldiers
and locals [21]. The concept of needs is rightly at the core of CIMIC doctrine, and
incidentally the most recent advances in poverty measurement and in specific fields
researching development tend to advocate a needs-based approach to assess
well-being, a very thorny notion on which no real consensus exists in academic
literature. Some CIMIC operations produce their effect on a very short term basis,
others are ambitious investment projects involving many actors for a lasting result,
but all impact the needs and well-being of local people in ways that have to be
accurately measured.

Hence, a relevant model of needs is needed to represent the state of each agent
regarding such issues and its evolution, if the effects of these operations are to be
correctly generated. A key element describing our agents is subsequently their list
of needs and the respective satisfaction degrees of these needs. Such a list should be
defined in the most rigorous way. In fact, the very possibility to delineate a list can
be rightly discussed. Indeed, what seems more culturally dependent than needs? In
an initial approach, needs, as they are felt and expressed by people around the
globe, are the results of their continued existence in a specific social, economic,
cultural and physical environment. What similarity could be expected between the
needs of a Japanese businessman and a Nigerien breeder? In this manner, it could
be argued that the various needs describing the state of each agent in the population
should be scenario-dependent, to be set by an expert in a fashion similar to the
cultural features. However, even a quick overview of the very prolific and diverse
literature dealing with the matter of human needs is enough to question this
statement. Such a perspective has been chiefly embraced by anthropologists and
sociologists, who primarily study human being as part of a group and cultures in
their singularity. It is also related to a certain economic angle theorizing needs as
the product of a specific production system. While having been undoubtedly
fruitful, these approaches do not stand alone: psychologists are more concerned by
an immanent human nature beneath the diversity of cultures or individual per-
sonalities and preferences [22]. Surely the taste in foods can differ depending on the
culture and/or the individual, but every human has to eat. Thus, the long-standing
distinction between needs, usually theorized as non-relative, and wants, usually
theorized as subjective and depending on the preferences of particular (groups of)
people [23]. But while the limit is relatively easy to place when considering only
physiological needs, how can other needs be identified and classified? The old
question of the distinction between nature and culture is already lurking here,
swampy as ever: any attempt to reach human nature beyond culture seems by
definition quite unachievable considering that culture is not just superimposed on
nature, as Levi-Strauss highlights it: “In a sense, it (culture) replaces life, and in
another it uses it and transforms it to produce a synthesis of a different kind” [24].
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Despite these reservations, numerous attempts to identify basic human needs
have been made. The role of culture in the process of expression of needs and in the
designation of means to satisfy them in specific contexts is not questioned here.
However, the possibility of an always usable list is too appealing not to consider for
the computer scientist trying developing an elegant conceptual model, meaning as
simple as possible yet efficient and relevant in its grasping of the possibilities of
reality. Such considerations ask for an examination of the legitimacy of some of the
most essential models of needs, leading to a clearer definition of a need. Ultimately
the question lying here is: is there a possibility for a solidly theoretically and
empirically grounded universal set of needs?

10.3.1 Maslow Hierarchy of Needs: An Outdated Approach

Maslow theory of needs [25, 26], is primarily a study of human motivation to
action, postulated as dependent on human needs. Undeniably influential, this
paradigm opened new possibilities for exploring the concept of well-being, out-
lining that supposedly universal needs could be specified and were organized in a
strictly hierarchical manner by their respective priority to be fulfilled, meaning that
a need has to be addressed before the next on the list can be. The identified
categories of needs are, in the right order:

• Physiological needs
• Safety needs
• Belongingness and love needs
• Esteem needs
• Self-actualization

Spreading well beyond the social psychology research community and even the
academic world, this model enjoys a decidedly eminent position even seventy years
after its formulation. It is often used in social and behavioral modeling to this day
[27], sometimes appearing as an inescapable paradigm: inspiring a graphical lan-
guage intermediate between conversational description and software model for
agent-based behavioral frameworks [28], or being used to define elegance in system
architecture [29].

But, for instance, some research on network learning demonstrates the inade-
quacy of Maslow’s hierarchy to the digital age [30]. In fact, while having been
relatively congruent with clinical and experimental data at the time of its publi-
cation, Maslow’s theory has been early and since largely criticized. Overall the
model has been attacked on three main points:

Some of its core elements such as the self-actualization concept are deemed
unscientific and built upon an idealized view of human nature, hence being far from
universal and operational [31, 32] and needing at least to be quite heavily recon-
structed and elaborated [33]. The model itself is not supported by consistent
empirical evidence and is overall very difficult to test empirically [34].
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More importantly, the directional nature of the model can be questioned. Not
relying on empirical research or truly credible data, the projected process from
physiological satisfaction to self-actualization is suspected by some to be grounded
on Maslow’s own life experience, seeming personal and phenomenological [35].
Whaba and Bridwell studies indeed invalidate the hierarchy as presented [32].
Kenrick et al. [36], even though not completely rejecting the possibility of a
hierarchy, show that affirming that a need would have to be satisfied before the next
is clearly mistaken. Some psychological need can be satisfied while some physi-
ological needs are not or not enough.

More recently, an extensive survey by Diener and Tay [37], while agreeing on
the probable existence of universal needs, points out that Maslow’s chosen needs
are indeed wrong and that he was probably biased to a certain extent by his own
culture. This confirms some other empirical experiences questioning the different
categories of needs [38, 39]. Hofstede [40] and Mook [41] also argue that Maslow
theory is ethnocentric and that a person raised in a less individualistic social
environment could not be considered fully developed in such a framework.

It can be concluded here that Maslow’s model has been proven invalid to such a
degree that further research is needed to identify another, usable set of needs. On
the basis of all these criticisms, a programmatic summary can be formulated:

Because of the paradoxes inherent in human nature, a directional model based on a pre-
determined hierarchy is not adequate as a theory for motivation. The complex interrela-
tionships between psychological development, personal and situational factors, social
networks, the historical context, and the ecological environment must be integrated to
create a broad and flexible model of human needs that is responsive to all of the factors that
impact motivation of human behavior [35].

This statement would call for a specific research project, but at least settles the
fact that a non-hierarchical, non-directional set of needs is required here.

10.3.2 Max-Neef Taxonomy of Human Needs

Working in the field of ecological economics, Max-Need tries to lay the foundation
for a possible systematization of needs [42]. While stating that any classification is to
be regarded as provisional, his model is an attempt to approach the needs as finite in
number and simply derived from membership in a common humanity, thus advo-
cating a virtually universal set of needs. Arbitrariness in the listing is to be avoided
by the use of socio-cultural sensitivity and by ensuring the taxonomy is under-
standable, critical, operational, propositional, and combines scope with specificity.
Contrary to “satisfiers” which are particular ways of satisfying these fundamental
needs and vary with cultures and circumstances, such needs are constant:

• Subsistence
• Protection
• Affection
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• Understanding
• Participation
• Leisure
• Creation
• Identity
• Freedom

These needs are expressed according to axiological categories. According to
existential categories, they are classified as being, having, doing and interacting,
and combining these two sets allows to produce a matrix of needs and satisfiers.
What is noticeable in such a framework is the strong rupture with Maslow’s model:

Fundamental human needs must be understood as a system, the dynamics of which does not
obey hierarchical linearities. This means that, on the one hand, no need is per se more
important than any other; and, on the other hand, that there is no fixed order of precedence
in the actualization of needs (that need B, for instance, can only be met after need A has
been satisfied). Simultaneities, complementarities and trade-offs are characteristic of the
system’s behavior. There are, however, limits to this generalization. A pre-systemic
threshold must be recognized, below which the feeling of a certain deprivation may be so
severe, that the urge to satisfy the given need may paralyse or overshadow any other
impulse or alternative. [42]

Such a stance is far more consistent with recent research and answers to the
above mentioned requirements of a realistic model of human needs. But it is not the
latest attempt in this regard.

10.3.3 Dimensions of Poverty and Development: Sen,
Nussbaum and the Capabilities Approach

At the crossroads between philosophy and economics, this framework first devel-
oped by Amartya Sen [43, 44] can be fairly approached as a theory of justice.
Before him Rawls promoted quite a similar perspective [45, 46] by defining pri-
mary goods stated to be those that the citizens need and desire as rational and free
members of the society (basic mental and bodily abilities, basic political liberties
and freedom of thought, freedom of movement, prerogatives of office of respon-
sibility, income and wealth, social basis of self-respect). Critical of Rawls, Sen
posits that it is not enough to examine what individuals possess, advocating giving
attention to action and the capacity to use these goods to lead the life one might
want to lead. Well-being depends on what individuals are able to do or not, hence
the notion of capability. Two distinct yet close concepts are central to the theory
[47]:

Functionings are states of “being and doing” such as having shelter. They should
be distinguished from the commodities employed to attain them.

Capability refers to the set of valuable functionings that an individual has
effective access to. A person’s capability represents the effective freedom of an
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individual to choose between different functioning combinations that he values, that
is between different kinds of life.

This paradigm is rightly a prominent one in development research and has been
extensively employed by the United Nations Development Program, which theo-
rizes development as capability extension. But these notions, while being aca-
demically fruitful, are not a typology of needs. Such a framework even aims at
going beyond basic needs approaches (need versus capability approach, see [23]).
Nevertheless and interestingly enough, the capability theory has spawned a debate
regarding the timeliness of a list of potentially universalisable capabilities.
Nussbaum in particular, has provided one of the most influential versions of the
theory [48] and made several attempts at delineating a list of “central capabilities”
[49]. The most mature one [50] consists of these core capabilities:

• Life: not dying prematurely
• Bodily Health: being able to have good health, including reproductive health
• Bodily Integrity: being able to move freely from place to place; to be secure

against violent assault
• Senses, Imagination, and Thought: being able to use the senses, to imagine,

think, and reason in a way informed and cultivated by an adequate education
• Emotions: being able to have attachments to things and people outside ourselves
• Practical Reason: being able to form a conception of the good and to engage in

critical reflection about the planning of one’s life.
• Affiliation: Being able to live with and toward others, to recognize and show

concern for other humans, to engage in various forms of social interaction;
Having the social bases of self-respect and non-humiliation

• Other Species: being able to live with concern for and in relation to animals,
plants, and the world of nature

• Play: being able to laugh, to play, to enjoy recreational activities
• Control over one’s Environment: political (Being able to participate effectively

in political choices) and material (being able to hold property and having
property rights and to seek employment on an equal basis with others)

This exercise surely clarifies the concept of capability, but Sen and Nussbaum
differ on the acceptability of such a project of list. Nussbaum accuses Sen of incon-
sistency in the fact that he admits some freedom/capabilities are always and every-
where a prerequisite for well-being, without admitting the possibility to list them. She
adds that her own list has no claim to be definite and invariable as a metaphysical
statement would be, but that a set of central capabilities should be outlined as a
guideline for political projects [51]. However, she considers that human need is a
relatively stable matter and that there is real hope of delimiting basic human needs that
will remain constant over time… [52]. Sen argues that the difficulty is not lying with
listing important capabilities but “with insisting on one predetermined canonical list
of capabilities, chosen by theorists without any general social discussion or public
reasoning” [53]. He insists that human beings can pursue extremely various ends [54]
and that the context of use of the capabilities is of outmost importance and should be
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specified [53, 55]. The capability approach being built upon an evaluation principle,
each society should be let with the possibility of weighting capabilities in accordance
to its ethical and political reasoning [53, 55]. These points suggest a capability model
should be produced for each specific socio-cultural context, a viewpoint contrary to
our goal of reaching an unchanging set of needs.

10.3.4 A Model of Needs Suitable for Military Operation
Simulations

The argument regarding the legitimacy and viability of lists in the framework of the
capabilities approach, while not exactly settled, seems to have directed research
towards the possibility of a middle path reaching beyond two irreconcilable per-
spectives. Recommendation to adopt a flexible approach where the methodology
for determining the list, depending on the objectives and circumstances of the
research or development project, becomes the main concern and legitimization by
way of default, while being an answer to criticisms regarding possibility of a
well-defined set of universal needs, illustrates that. Hence, a consensual list would
be simply useful for internationally comparing surveys [56]. At the same time the
approach of basic human needs is resisting and the capabilities approach is not
unchallenged [23]. Therefore, it seems that while a drastic doubt remains about the
definition of needs related to the very human nature, the production of a set of
“dimensions of well-being”, a concept practically close to a list of fundamental
human needs, is acceptable as long as theoretical and practical justifications of some
sort are sought and the context is clear: “I will argue that when we look philo-
sophically at the coexisting components of well-being we come upon an important
practical and theoretical tool which is, very simply, a rough set or list of dimen-
sions. As a tool, like a set of crescent wrenches, there are times when nothing else
will do the job” [57].

It is therefore justified, in the absence of specific empirical data, to carefully
select some lists of dimensions as theoretical basis among the various possibilities
(39 different models listed in [56]), first and foremost examining the methodology
used to build the sets of needs and their operational potential. In addition, it appears
that even in frameworks claiming to be universalisable, some do not hesitate to
modify of make salient specific needs (McIntosh 2007 adapting Max-Neef matrix in
[58]).

Besides the work of Max-need and Nussbaum, two other models stand out.

10.3.4.1 Narayan Voices of the Poor Dimensions

The list of dimensions proposed by Narayan [59, 60] benefits from a high degree of
confidence as it is the result of an extensive cross-cultural work of survey conducted

10 Considering the Needs and Culture … 223



on many different countries and overall aggregating the views on well-being,
poverty and institutions of 60.000 participants, among them people from very poor,
geographically remote and/or illiterate populations. Drawing upon participatory
surveys data to complement more theoretical approaches is obviously a prerequisite
for formulating an universalisable set of needs. The list goes as follows:

• Material well-being: having enough

– Food
– Assets
– Work

• Bodily well-being: being and appearing well

– Health
– Appearances
– Physical environment

• Social well-being

– Being able to care for, bring up, marry and settle children
– Self-respect and dignity
– Peace, harmony, good relations in the family/community

• Security

– Civil peace
– A physically safe and secure environment
– Personal physical security
– Lawfulness and access to justice
– Security in old age
– Confidence in the future

• Psychological well-being

– Peace of mind
– Happiness
– Harmony (including a spiritual life and religious observance)
– Freedom of choice and action

Some formulations are clearly reminiscent both of the approaches of Max-Neef
(having, being) and the capabilities (being able to).

10.3.4.2 The Doyal-Gough Theory of Human Need

The model of Doyal and Gough [23, 61] is built on both philosophical and
anthropological justifications and the taking into account of contemporary debates
and indicators. Explicitly in favor of a universal basic human needs framework and
critical of some points of the capabilities approach, it states and focuses on the
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existence of “preconditions” of well-being rather than on the concept of well-being
itself, adopting a hierarchical perspective in which two needs believed to be uni-
versalisable (“universalisable preconditions for non-impaired participation in any
form of life”) are defined: physical health and autonomy of agency, the latter being
“the ability to make informed choices about what should be done and how to go
about doing it” and covering cognitive capacity and opportunities to engage in
socially significant activities. The model then proceeds to build a conceptual link
between these two basic needs and a subset of universal characteristics of needs
satisfiers, also called intermediate needs, which are not subject to cultural varia-
tions. The first six correspond to the physical health need, the others to the need for
autonomy:

• Nutritional food/water
• Protective housing
• Work
• Physical environment
• Health care
• Security in childhood
• Significant primary relationships
• Physical security
• Economical security
• Safe birth control/childbearing
• Basic education

These needs are not fungible, meaning that the satisfaction of one of them cannot
compensate for any dissatisfaction of another, thus refuting a concept of well-being
as a sum of the satisfaction values of the different needs.

10.3.4.3 SICOMORES Set of Needs

By cross-analyzing the most credible and convincing models (i.e. Max-Neef,
Nussbaum, Narayan and Gough) in order to spot regularities in their sets, it appears
that they are often partially overlapping, which builds confidence in their respective
results [57] and more importantly decisively provides directions in the building of a
list holding a universalization potential [23]. By trying at the same time to adapt
them to the particular context of CIMIC operations among civilian populations
confronted with war destruction, the following list of dimensions can be generated:

• Water
• Food
• Housing
• Health
• Security
• Social linking (affection, relations, social belonging)
• Social regulation, participation and liberties (justice, political expression)
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• Identity (construction of self, individual and social)
• Possibilities for action (access to energy and transport infrastructures)

This list of dimensions of well-being is used to describe needs satisfaction of
every agent in the virtual population of SICOMORES. Physiological needs cor-
responding to imperatives of sustenance are detailed as the situation regarding this
dimension is often so degraded in the first stages of a peacekeeping operation or
even later that different CIMIC operations have to be independently implemented to
restore and/or facilitate access to such basic goods. Also, “Possibilities for action”
are not envisioned here as fundamental human needs, but are an indicator aimed at
measuring and making salient the effects of operations specifically targeting
transport infrastructures and energy assets and networks, allowing locals to broaden
their capability for action on everyday life. Retaining such a dimension makes sense
in the context of contemporary societies affected by asymmetrical conflicts. We are
confident such a model of needs is grounded enough in social and natural science so
that it grasps the reality of human needs in a valid and, at the current state of the art
and regarding our project, an optimal way.

10.4 Computational Use of Culture and Needs to Generate
the Effects of Actions of Influence in SICOMORES

10.4.1 PsyOps Operations: Culture and Physical Well-Being
in Message Treatment

The theoretical framework used for modeling the process of message treatment by
an agent is the Elaboration Likelihood Model [62, 63], a leading social psychology
model in persuasive communication research. The model states that the level of
cognitive resources an individual allocates to the assessment of a particular per-
suasive message depends on his ability and motivation to do so. While not
explicitly making use of the concept of culture, the theory highlights the role of
interest in the theme and personal relevance in the determination of the motivation
to process, as personal relevance generates involvement. The more an individual
feels concerned by a message, the more attention he is likely to grant it.

10.4.1.1 Motivation to Process the PsyOps Message

In the intercultural situation of a foreign military force communicating with locals,
it can be assumed that any persuasive content emphasizing or on the contrary
downgrading or flouting to a certain extend a cultural trait characterizing the
receivers will likely proportionally trigger the attention of any local agent, as it
makes the message appearing personally involving. Indeed, cultural traits being
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deeply related to one’s identity and mental structures, an explicit or implicit nor-
mative reference to such traits should logically produce the feeling of involvement.

To support this claim we can refer to the concept of intrinsic source of personal
relevance as defined by Celsi and Olson [64]: “In contrast, intrinsic sources of
personal relevance (ISPR) are relatively stable, enduring structures of personally
relevant knowledge, derived from past experience and stored in long-term memory.
This knowledge represents perceived associations between objects and/or actions
and important self-relevant consequences, such as the attainment of goals and/or
maintenance of values”. Although used here in the context of consumer research,
this notion of a relatively stable and relevant stock of associations between objects
and/or actions related to the maintenance of values can be described as very close to
a stock of culturally determined attitudes, derived from continuous immersion in a
socio-cultural environment. Interestingly, Celsi and Olson remarked that the ELM
theory seemed more concerned with situational sources of personal relevance
(immediate environment activating self-relevant consequences, goals and values)
and the effects of involvement in general on persuasion, but did not implied these
intrinsic sources are excluded from the ELM framework: they are a component of
involvement. Johnson and Eagly [65] on the other hand criticized the ELM for
considering only what they termed outcome relevant involvement (related to the
pursuit of certain goals by the receiver), and not the other kinds of involvement they
theorized: value relevant involvement (related to the reference made by the message
to values and attitudes important to the receiver) and impression relevant
involvement (related to the social image of himself the receiver wants to promote).
Not only the second category of involvement seems to validate the idea of a
possible issue involvement as cultural involvement, but also Petty and Cacioppo
[66] argued that all these categories of involvement induced similar effects on
persuasion processes, thus asserting the integrative virtue of the ELM framework in
this regard. While here is not the place to settle the debate, what is important is that
the role that goals and values, cognitions that can be both heavily dependent on a
socio-cultural context, can play in the process is widely accepted: “Furthermore,
the more important the value, goal, sibling, or possession is to the self, the higher
the level of involvement with a message on that topic” [66].

What can be concluded here is that the feeling of personal relevance can be
generated in a receiver by different factors. At this point and consistently with our
chosen theoretical basis, our model does not integrate specific effects on persuasion
of any specific kind of involvement. The point here is that the issue involvement
can be modeled has a consequence of cultural features (values in the broadest sense)
being concerned by the message, as these can be considered as a valid source of
involvement (an intrinsic source of involvement, or the basis for value relevant
involvement as termed by Johnson and Eagly). There is therefore a clear theoretical
justification for the computational mechanisms of involvement proposed here.

As any message has to capture the attention of a receiver before being processed,
it is important to make this constraint appear in the computational treatment. The
measure of motivation of an individual agent i to scrutinize a PsyOps message p is
thus divided in two steps. The first is the computation of the Degree of Appeal

10 Considering the Needs and Culture … 227



determining if the individual is interested enough (and to which extent) to complete
the processing (with a high level of cognitive activity or not) after superficial
exposure to the message, and the second being the Level of Personal Relevance.
Cultural features are used for computing both.

Various variables enter in the measure of the Degree of Appeal. Here is only
detailed how the idea of interest in the theme is first measured, by Involvement by
Cultural Features (ICF).

The number and respective importance for i of the concerned cultural features
(flouted and promoted) are used. Cultural features associated with a value above 7
are assumed to be particularly meaningful to the considered agent, and a message
involving them is more likely to retain his attention even upon a superficial
examination. Let q be the number of cultural features of {cf1, …, cfn} with a value
above 7 in Cultural values system(i) and imp1,…, impn their respective importance.

ICF ði; pÞ ¼ 1
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If the Degree of Appeal is above a certain threshold, the Ability to process the
message (see below) and The Level of Personal Relevance are computed. For the
latter, let n be the number of concerned Cultural Features and imp1, …, impn their
respective importance:

Level of Personal Relevance ði; pÞ ¼ 1
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This second component of motivation is then aggregated with the Degree of
Appeal to obtain the Motivation of the Receiver to Process the Message to be used
in the treatment according to the conclusions of the ELM model.

10.4.1.2 Ability to Process the PsyOps Message

The ELM model posits that the ability to engage in extensive message scrutiny is as
important in the process as motivational variables. The roles of factors such as
mood or distraction on ability have been studied, but relevantly integrating those in
the model was neither possible nor desirable at this point. However, cognitive
capacity can be impacted by other situational elements.

In the SICOMORES model of cognitive processing, if the medium conveys only
written text and the receiver is illiterate, then the process stops as there is no ability
to examine the message. If not, the Ability of the receiver to process the message
(ARPM) is computed. To this effect the Cognitive Hindrance (CH) is first calcu-
lated. This steps aims at simulating the impairing effect exerted on message eval-
uation by the failure to satisfy certain needs. A war situation usually means
disruption of economic activities leading to shortages of supplies, displacement of

228 J.-Y. Bergier and C. Faucher



people and/or destruction of lodging leading to stress and exhaustion, and overall
tough living conditions that can prevent receivers from processing a message to the
best of their cognitive abilities. Four needs from our list are considered relevant to
compute CH in such a context, determining only the physiological ability to
operate: water, food, housing (related to amount and quality of rest) and health.
They are respectively named nw, nf, nh and nh. Their respective values range
between 1 and 10 and only needs among those four with a value under 5 are
considered, as those with a value of 5 or higher are considered fulfilled enough not
to generate any cognitive interference.

Let q be the number of needs with a value strictly lower than 5 and N1 the set of
these needs N1 = {n1, …, nq}

Let q′ be the number of needs with a satisfaction degree lower or equal to 2.
0 � q � 4, 0 � q′ � 4, q′ � q

Cognitive Hindrance ði; pÞ ¼ 1
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As the needs model of our system is deemed universal, i.e. usable in any sce-
nario, so is this computation, an obviously advantageous feature of this message
treatment model. Ability is then calculated by aggregating CH with other relevant
variables such as the complexity of the message and the intellectual level of the
receiver.

10.4.2 CIMIC Operations

For generation of effect of CIMIC operations, we consider three categories of
agents in the area of effect of a particular CIMIC: the leaders, who are deemed to
have a sort of statutory obligation to form an opinion on any operation taking place
in their area of influence, the beneficiaries, whose needs values are affected by the
operation, and participants, agents optionally recruited as a workforce for carrying
out the operation. For each of these, the extent to which a particular CIMIC con-
travene and/or highlights certain values part of the local culture is evaluated and
computed.

Let us examine the case of an agent I impacted by a CIMIC c:
Let ecf1, …, ecfp be the cultural features accentuated by the CIMIC operation.
Let impf1, …, impfp be their respective importance.
Let ece1, …, eceq be the cultural features flouted by the CIMIC operation.
Let impe1, …, impeq be their respective importance.
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The Degree of Cultural Conformity (DCC) for an individual i is defined as
follows:

DCC ði; cÞ ¼
Xp

i¼1

impfi �
Xq

i¼1

impei ð10:4Þ

DCC measures if the reaction of the considered agent to the CIMIC operation is
positive or negative. If above or below certain thresholds of satisfaction, its value is
updated (computation of Revised Degree of Cultural Conformity RDCC) if some
features of high significance to the individual (characterized by a value above 7) are
concerned by the CIMIC. Involving such features is deemed to increase the like-
liness of a pronounced reaction.

If the agent is a beneficiary, his needs satisfaction (NS) is increased according to
the particular type of the CIMIC (for instance, access to a hospital increases the
health need of those in the area of effect). We posit the aggregate degree of cultural
conformity-needs ADCCN (i, c) of individual i:

ADCCN ði; cÞ ¼ ½60:RDCC ði; cÞþ 40:NS ði; cÞ�=100 ð10:5Þ

The Opinion toward the Force attribute is updated at the final stage of the
treatment, taking into account only cultural conformity for non-beneficiary agents
and both cultural conformity and needs satisfaction, though ADCCN (i, c), for
beneficiary agents.

10.5 Conclusion

In a world where the disappearance of armed conflicts is but a tremendously illu-
sory perspective, the militaries have to adapt to the evolution of the ever-changing
forms of war. In this regard, they unquestionably perceived the increasing com-
plexity of social, economic and cultural situations they are to face in any inter-
vention as the local populations are systematically and in many ways at the core of
contemporary conflicts. They subsequently recognized a need for specific training
and therefore for training systems able to cope with such complexity. In such an
industrial context, it is easy to realize that conceptual issues related to societies and
their functioning, more thought-provoking than issues linked to the simulation of a
classic military opponent, have to be addressed. The aim of this chapter was thus to
present the SICOMORES system and some of its contributions regarding
multi-agent approaches, but also to demonstrate that developing such a system
generates both an opportunity and an imperative to elaborate on these issues and to
make an enlightened use of transdisciplinary material in an original and critical
approach. Multi-agent modeling combined with multilayer network creation allows
representation of different scales of abstraction and so the use of concepts relevant
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and challenging at the same time. Here we detailed theoretical underpinnings of our
model regarding the two entwined issues that are culture and needs and how they
were represented and computationally used in our framework for measuring cog-
nitive phenomenon, such as personal relevance or cognitive hindrance.
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Chapter 11
Simple Culture-Informed Cognitive
Models of the Adversary

Paul K. Davis

Abstract Simple cognitive models of the adversary are useful in a variety of
domains, including national security analysis. Having alternative models can
temper the tendency to base strategy on the best-estimate understanding of the
adversary, and can encourage building a strategy that is better hedged and more
adaptive. Best estimates of adversary thinking have often been wrong historically.
Good cognitive models must avoid mirror-imaging, which implies recognizing
ways in which the adversary’s reasoning may be affected by history, culture, per-
sonalities, and imperfect information, as well as by objective circumstances. This
paper describes a series of research efforts over three decades to build such cog-
nitive models, some as complex computer programs and some exceptionally sim-
ple. These have been used to represent Cold-War Soviet leaders, Saddam Hussein,
Kim Jong Il, and modern-day leaders of al Qaeda. Building such models has been a
mixture of art and science, but has yielded useful insights, including insights about
the sometimes-subtle influence of leaders’ decision-making culture.

11.1 Introduction

11.1.1 Intent of Paper

This paper describes episodic research over several decades to build models rep-
resenting an adversary so as to better understand him and his possible reasoning
(the generic “him,” whether an individual or a group, and whether male or female).
This can aid in developing strategies to influence his actions—e.g., deterring him
from aggression. When building such models it is necessary to consider the
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influence of culture, but doing so has often been difficult and contentious. Leaders
may be part of several cultures, each of which is only poorly understood by out-
siders. Further, objective circumstances matter, even though viewed through culture
influenced lenses. The paper’s examples involve leaders in such diverse cultures as
Cold-War Soviet Communist leaders, a Muslim Baathist Iraqi despot, members of
the North Korean Kim Dynasty, and Middle Eastern Islamist terrorist leaders. The
dominant considerations in reasoning have sometimes been objective, sometimes
cultural, and sometimes idiosyncratic. More often, all of these have contributed.

Before proceeding it is useful to draw a contrast. A common modern-day
approach for research on systems that have thinking adversaries is agent-based
modeling. Agent-based simulations can represent large numbers of interacting
entities that make decisions about next actions. These can be used, for example, in
describing “artificial societies [1];” business interactions in an information economy
[2]; complex societies with military, social, and economic turmoil [3]; and complex
business challenges [4]. This paper is instead about “simple models” that can be
largely explained with a half-dozen viewgraphs or with small computer programs
written in high-level visual-programming languages. Such models are intended to
inform policy analysis. A historical example of “simple” is game theory’s depiction
of the prisoner’s dilemma. This paper, however, goes well beyond the domain of
economic rational actors. Further, it is less about rigorously posing and solving a
problem than about understanding and perhaps influencing adversaries. Even more
important, because of myriad uncertainties, the models I describe are not reliably
predictive. Instead their function is to help us understand and act, but with humility
and caution because of uncertainties.

11.1.2 Structure of Paper

The structure of the paper is as follows. Section 11.2 makes the case for why
cognitive models are needed. Section 11.3 describes long-ago complex versions
based on 1980’s artificial-intelligence concepts and technology. Sections 11.4 and
11.5 describe early efforts to “skim the cream” of such work in the study of Saddam
Hussein (1990–1991) and Kim Jong Il (1994). Section 11.6 describes an applica-
tion integrating qualitative social-science information about terrorism. Section 11.7
discusses how such work can be extended to uncertainty-sensitive computational
models. Section 11.8 offers principles for work of this general nature, which is a
mix of art and science. Consistent with the intent of the larger volume, throughout
the paper, I discuss how cultural considerations play a role—sometimes dominant,
sometimes only contributory.
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11.2 The Need for Cognitive Models

A core assumption in analytic work of the twentieth century was that competitors
behave in ways consistent with economic rationality: comparing the costs and
benefits of options and choosing the course of action that maximizes subjective
expected utility. The related theory is associated with such figures as John von
Neuman, Oskar Morgenstern, and Leonard Savage. From the beginning, it was
recognized that real people do not necessarily make decisions in that way. Thus, the
distinction was drawn between normative (i.e., prescriptive) models and descriptive
models: what people should decide is…, but what they actually decide is often
different. Mainstream economics has been driven by the rational-actor model for the
better part of a century. An immense body of psychological research exists on the
descriptive side, usually associated with Nobel Prize winner Daniel Kahneman and
his early collaborator Amos Tversky [5, 6]; The work is often referred to as about
heuristics and cognitive biases. As has been decisively demonstrated, people aren’t
actually so rational. Even some economists have grudgingly accepted this, as
reflected by the new sub-field of behavioral economics [7, 8].

The prescriptive versus descriptive distinction, then, has been important. Equally
significant but less well recognized, however, is that the prescriptions of
rational-actor theory have grievous shortcomings. The practical shortcomings were
highlighted in the 1950s by Herbert Simon, who introduced the terminology of
“bounded rationality,” noting that decisionmakers did not have and could not obtain
the information necessary for the idealized rational-actor calculations, that they
could not make the complicated calculations anyway, and that in reality they
necessarily used shortcuts—seeking “satisficing” solutions that were good enough
[9]. His observations crossed the boundary between prescription and description.
Nonetheless, the rational-actor model continued to be seen as the normative ideal
and a description of behaviors, which can be “as if” decided rationally even if the
actual process is more complex [10]. Late in the twentieth century, this assumption
was fundamentally challenged by Gary Klein and Gird Gigerenzer [11–13]. Their
research described humans as often using more intuitive decision processes. They
celebrated this because, often, quick, intuitive decisionmaking is precisely what is
needed. It may also be amazingly perceptive as discussed in a popular book [14].
Although disputes were strong between the heuristics-and-biases school and the
intuitive/naturalistic school, synthesis was clearly possible [15]. Kahneman’s most
recent book partly synthesizes the two schools’ themes by noting distinctions
between thinking fast and slow, depending on circumstances [16].

An additional consideration of interest to policy makers, managers, and those
who advise them is that the effort to do “rational” decision making and to have
“rational” decision processes often devolves, in practice, to stultifying processes
that lack imagination, creativity, and effectiveness. The options considered may be
mundane and the result of log-rolling within the organization; the costs and benefits
may be calculated with simplistic metrics; and the calculations may ignore uncer-
tainties. Such processes may purport to be rational, but are not—if “rational” relates
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to wisdom (see also [17]). Another problem is particularly relevant to this paper:
when developing strategy to deal with an adversary, seemingly rational processes
may miss the mark entirely because of mirror-imaging: assuming that the adversary
reasons in the same way as the analysts, despite the adversary having a different
vantage point, being in a different culture, and having his own history and
idiosyncrasies. Consider the following:

1. Cross-corporate negotiations in which the underlying issues are not just prof-
itability but the separate corporations’ cultures and self-concepts (think of the
failed mergers of Daimler-Benz and Chrysler, or of AOL and Time Warner).
The issues are discussed with fictional companies in a thoughtful paper by Nigel
Howard [18].

2. Competitive military actions by national rivals relating to arms, territory, nav-
igation rights, and upport of third countries (think of the U.S. and China).

3. Crisis actions by military antagonists who are concerned about avoiding
catastrophe, but who are also concerned about, e.g., preserving power and
saving face (think of the U.S. and Soviet Union during the 1962 Cuban Missile
Crisis).

4. A family-level battle of the spouses over something objectively unimportant, but
in the context of emotional past events (we can all think of many examples).

Outcomes for such clashes will be better if the sides understand each other in
terms that go well beyond assuming narrow economic rationality. As researchers,
we may therefore see value in constructing “cognitive models” of adversaries,
competitors—or even spouses. What follows draws on my national-security
research, but the ideas are more general.

11.3 Background: Large A.I. Models in Analytic War
Gaming

11.3.1 Structure of the Approach

In the early 1980s, the U.S. Department of Defense sponsored an activity that
generated what was called the RAND Strategy Assessment System (RSAS) [19].
This was a global analytic war game covering conventional war through general
nuclear war. It was a large and automated computer simulation, but it was also
game-structured with “objects” for what would be Red, Blue, and Green teams in
human war games. It permitted substitution of humans for agents, or vice versa. For
example, a simulation might have agent-driven decisions by Red and third countries
(Green), but decisions of a human team for Blue (Fig. 11.1).

The RSAS allowed independent decisions (whether by humans or agents) by
NATO, the Warsaw Pact, and individual nations. Rather than trying to “optimize,”
the agents used heuristic artificial intelligence methods. We drew a sharp distinction
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between strategic-level decisions and operational-level decisions [20, 21]. We saw
the strategic decisions as requiring “national command level models” (NCL mod-
els) that would ordinarily just monitor developments, but that could choose to
escalate the level or scope of conflict, or to otherwise change strategy. Although the
models were rule-based, they were very different from the production-rule or
expert-system models of the era because they were structured from a top-down
strategic perspective. This structuring was in preference to having an inference
engine trying to make sense of disorganized rules.1

The operational-level models were more like commanders following a war plan,
which might have contingent branches and be otherwise complicated because of the
need to direct many different force operations. The agent commanders were more or
less “following a slotted script” [23, 24]. They would adapt to developments, but
the adaptations would be relatively straightforward. For example, during the sim-
ulation the commander would each day allocate ground-force reserves to sectors
where they were most needed and would apportion air forces across missions such
as bombing air bases or attacking ground forces depending on the phase of the plan
and event-driven needs.

The NCL models had to have a strategic construct (i.e., a “cognitive model”).
Ours were based on escalation-ladder structures and the current and projected status
of combat and conflict levels. Thus, a model might characterize its situation as “We
are still conducting conventional conflict, but we’re losing.” This might lead to
escalation if it seemed likely that the escalation would improve outcome, taking into
account the other side’s response.

Given this structure, how could it be “filled in” with content? In particular, what
should the Red NCL model, the model of the Soviet Union’s leadership, look like?
How should it reflect differences in personality, history, and culture?

Fig. 11.1 Architecture of the RAND strategy assessment system (1980s)

1Some of this discussion draws on material in Chap. 3 of a recent National Academy report [22].
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11.3.2 Uncertain Effects of Culture and Individual
Characteristics

During the 1970s a fierce debate existed within the United States national-security
community with one segment insisting that the Soviet Union was preparing to fight
and win a nuclear war [25]. Strong evidence for this existed at the military level in
the form of doctrine, practice, and general-officer admonitions. It was argued that
Soviet political leadership grew up in the same culture as the military leadership,
was subject to the planning realities of the Soviet military culture, and remembered
having successfully survived World War II, despite thirty million losses. The last
point, it was suggested, meant that the leadership was Culturally-Aware of the
ability to survive even after catastrophes [26]. Another segment of the community,
however, argued that Soviet leadership had no such illusions and understood well
the realities of mutual assured destruction [27]. They argued that the horrific
memory of World War II made the Soviets more risk-averse, not less.

Given such disagreements among foreign-policy experts, how could the Soviet
leadership be modeled? We did so by constructing alternative models (alternative
“Ivans and Sams”) reflecting the different postulated mindsets [21]. Before
expressing these in computer code, we constructed essays, temperament check lists,
and illustrative decision trees to strengthen our sense of how the alternatives rea-
soned. The models’ rules would need to reflect implicit assumptions and such
devices helped us achieve a degree of coherence. We also avoided simple stereo-
typing. A “warfighting” Ivan presumably didn’t want war, much less nuclear war,
and a more deterrence-accepting Ivan presumably would fight strongly and use
whatever means proved necessary. That is, circumstance and, e.g., perceptions of
the adversary (the US and NATO) would interact with predilictions. The simulation
reflected this complexity. Depending on details of scenario, the “warfighting” Ivan
might end up terminating conflict and the less-warfighting Ivan might end up
escalating to general nuclear war. Such model behavior frustrated some observers,
especially those steeped in the fight-and-win Soviet military literature, but the
context and path dependence of decisions seemed appropriate and consistent with
history.

Overall, we concluded that Soviet leaders were far better understood as intelli-
gent human beings with more or less universal characteristics of reasoning (and
cognitive biases) than as cultural stereotypes, much less stereotypes drawn by U.S.
analysts of Soviet military culture. Khrushchev’s memoirs, for example, reveals
thinking that reflected the Soviet view of the world (encirclement by enemies,
constant pressures from the malevolent western powers, aggressiveness by the U.S.,
and a willingness to cope with whatever adversity arose, even war) [28]. This was
consistent with Soviet history and culture, as well as his own experiences.
However, Khrushchev’s reasoning was ultimately similar to Kennedy’s: it was
essential to find a way to avoid war, while allowing everyone to save face ade-
quately. Remarkable discussions between former U.S. and Soviet leaders after the
Cold War reinforce this imagery. The primary differences were rooted in history
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and psychology (e.g., the tendency to impute malevolent motives). Both sides were
afraid of the other and could much more readily “see” the threatening behavior of
the other side than that of themselves [29].

But what if the Soviet leadership had been different? After all, leaders change
over time. In 2003, the Soviet leader, Yuri Andropov—previously, director of the
KGB—was seriously concerned about the potential of a U.S. first strike. He worried
that the U.S., rather than the Soviet Union, believed that it could fight and win.
Since other officials did not share his fears, it is difficult to claim that he was captive
to Soviet culture. Nonetheless, the fact that he had a distinctly different perspective
reinforces the need to consider alternative models of adversary leadership when
developing strategy. During the Andropov period, the U.S. and Soviet Union went
through a serious crisis in 2003 without the United States even recognizing that a
crisis existed. U.S. and NATO forces were exercising in ways that included nuclear
escalation and the Soviet leadership feared that the exercises were cover prepara-
tions for an actual attack [30]. Only later did the U.S. come to understand all this.
President Reagan in his later memoirs wrote:

Three years had taught me something…Many people at the top of the Soviet hierarchy were
genuinely afraid of America and Americans… many of us in the administration took it for
granted that the Russians, like ourselves, considered it unthinkable that the United States
would launch a first strike against them. But…I began to realize that many Soviet officials
feared us not only as adversaries but as potential aggressors who might hurl nuclear
weapons at them in a first strike….(Reagan [31], pp. 588–589)

As an example of work with the RSAS and their Red agents, we conducted
experiments with limited nuclear options. In addition to having alternative Red and
Blue models, each Blue had alternative models of Red, each of which had a simpler
model of Blue, which had an even simpler model of Red. Similarly for Blue. In
some cases, Blue would use a limited nuclear option to “re-establish deterrence,” as
in NATO doctrine. Red, however, would perceive the act as Blue having initiated
nuclear war and would initiate all-out general nuclear war. In other runs, depending
on details and model, Red would de-escalate or simply proceed. Playing through
mainstream scenarios, however, cast doubts on NATO’s concepts and plans for
nuclear use shortly before collapse of its conventional defenses [20, 32], suggesting
that such late use might be ill-advised for reasons discussed below. We now know
that similar conclusions emerged from sensitive high-level U.S. human war games
conducted in the 1980s, games that ended in general nuclear war [30].

11.3.3 Skimming the Cream with Simpler Adversary Models

Although we saw the RSAS as a technical success and greatly enjoyed building it
because of the many substantive and technical challenges, I suspected (correctly, as
it turned out) that it was too big and complex for use in government, rather than a
Ph.D.-loaded think tank with people willing and eager to consider unconventional
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views (such as Soviet leadership understanding deterrence rather than reflecting
Soviet doctrinal writings), and also too expensive to maintain.

A primary cause of complexity was that the NCL models had to be able to wake
up at each time step, assess the situation, and consider options under arbitrary
circumstances so that the simulation could proceed uninterrupted. Programming to
achieve that would not have been so difficult if we had trivialized the substance, but
to be realistic (even at low resolution), an agent had to look at the worldwide
situation (developments in one theater might be favorable in one and unfavorable in
another), to communicate and “negotiate” with allies, to consider options ranging
from changes of military strategy at a given level of conflict to one involving, say,
nuclear escalation, and so on. Further, in evaluating options, the model had to
consider the other side’s response as well as the likely decisions of numerous other
countries. Even in a simplified approach, it was necessary to pay attention to
alliances, permission rights, and the independent nuclear-use decisions of the UK
and France. Further, judgements about the likely outcome of one or another
option’s military outcome were based on “look-ahead calculations” (simulations
within the simulation) or subtle heuristics. On top of this, the RSAS contained a
complex multi-theater model of combat, which became the Joint Integrated Combat
Model (JIICM) that has now been used for more than twenty years by the U.S.
Department of Defense and U.S. Allies.

I suspected that the “big” insights from the decision models could be obtained
more simply. Using the earlier example where we learned that NATO’s late use of
nuclear weapons was problematic, the reason was ultimately simple: if Blue used
one or a very few nuclear weapons in an effort to reestablish deterrence by raising
stakes, but did so only when it was about to lose badly in the conventional conflict,
then Red could see the same reality—that NATO was about to collapse. It might
therefore conclude that its way to major victory within a few days was by merely
plunging ahead—perhaps responding only minimally if at all to NATO’s demon-
strative nuclear use. In contrast, a somewhat earlier NATO first use would have
created a much bigger dilemma for Red. Indeed, in some of the simulations, Red
did indeed terminate conflict: the risks that Red perceived were too great to do
otherwise. Couldn’t we understand that without all the complex apparatus and
simulation? An opportunity soon arose to address the question.

11.4 Saddam Hussein

11.4.1 An Approach to Building Simple Models

By the late 1980s the U.S. was considering different possible adversaries, partic-
ularly Iraq’s Saddam Hussein. Colleague John Arquilla and I constructed models of
Saddam that could be reduced to a few viewgraphs [33]. We structured them around
considerations that we believed would be on Saddam’s mind as he contemplated
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alternatives. For example, we constructed Fig. 11.2 to indicate with a cognitive map
based on taking seriously Saddam’s statements and taking a strategic view of what
was in fact going on. The convention in such diagrams is that more of a variable at
the start of an arrow tends to cause more of the variable at the end of an arrow,
unless a minus sign exists, in which case more leads to less. The map describes a
bad situation that is weakening Iraq and undercutting Saddam’s ambitions—one
seen as due significantly to a U.S.-Gulf-State conspiracy.

As in the earlier RSAS work we constructed alternative models because there
were fundamental disagreements about how Saddam actually reasoned. Table 11.1
shows a 1990 depiction of the two models we used. This table was to summarize
our mental models. Internalizing its content then led to specific decisions in
structuring the analytic models. Model 1 was similar to the then-prevailing
intelligence-community best estimate. Model 2 was our own construction. Model 2
proved to be more accurate when, in August 1990, Saddam invaded Kuwait.

A core concept of the approach was that we did not claim that one or the other
model of Saddam was “right,” but rather than strategy development should take
seriously that Saddam’s reasoning might be like either, or a combination.
Appreciating that would encourage building a strategy that laid the basis for
adapting to new information. As in a great deal of RAND work, the admonition is
to seek a strategy that is flexible, adaptive, and robust (FARness), rather than a
strategy tuned to some dubious best estimate. That is the key to planning under
uncertainty [34].

Moving forward, we concluded that even a leader attempting to be rational is
doing well if merely he considers upside, downside, and best-estimate outcome
possibilities for several options.2 That is, we saw Saddam as perhaps having a de
facto cognitive structure such as in Table 11.2. A given model of Saddam would
give different weights to the most-likely, best-case, and worst-case outcomes esti-
mated for an option when making his net assessment. Later work generalized this
scheme to allow the combining rule to be more complex than mere linear-weighted
sums.

We asked in 1990, before and during the crisis that led to Saddam’s invasion of
Kuwait, how Saddam might assess the likely outcome of different options, such as
do nothing, mount a smallish invasion, or mount a full-scale invasion of Kuwait and
Saudi Arabia? Although it would be possible to use a combat model to estimate
such things, we thought it better to draw on more general knowledge to make the
estimates subjectively, thereby including all-important “soft” variables ignored by
combat models.

As the crisis unfolded, we structured Saddam’s estimate of the Worst Case
(calling it Risks) as in Fig. 11.3. In doing so we were calling upon then-current
real-world factors visible at the time. During the 1990 buildup before Saddam

2This sense was confirmed in a 2004 unpublished review by me, Brian Jenkins, John Arquilla,
Michael Egner, and Jonathan Kulick of high-level decisionmaking that drew on the memoirs of top
officials, noting frequent shortcomings in the ability to look at both upside and downside potential
as well as the alleged best estimate.
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actually invaded, we used this structure and concluded with some alarm that
deterrence was quite weak [35]. Saddam might reason (as did most U.S. experts at
the time) that even if the U.S. was willing to defend Kuwait (unlikely), Saudi
Arabia would not cooperate. Further, Saddam would see no warning signs to
indicate actual U.S. resolve. The only political warning was minimal and
ambiguous and the only military warning was a very weak military exercise, as

Fig. 11.2 A model of Saddam Hussein assessing the situation in 1990. Source Adapted from
Figure G.2.1 of National Research Council and Naval Studies Board [33]

Table 11.1 Alternative models of Saddam Hussein (1990)

Attribute Model
1

Model
2

Ruthless, power focused; emphasizes Realpolitik •• ••

Ambitious •• ••

“Responsive;” seeks easy opportunistic gains •• •

Impatiently goal-seeking; likely to seek initiative • ••

Strategically aggressive with non incremental attitudes ••

Contemptuous of other Arab leaders • ••

Contemptuous of U.S. will and staying power ••

Financially strapped and frustrated •• ••

Capable of reversing himself strategically; flexible (not suicidal) •• ••

Clever and calculating (not a hip shooter) •• •

Pragmatic and once burned, now cautious •• •

Still risk taking in some situations • ••

Grandiosely ambitious • ••

Paranoid tendencies with some basis • ••

Concerned about reputation and legitimacy in Arab and Islamic worlds •

Concerned only about being respected for his power ••

Sensitive to potential U.S. power not immediately present •• •

Note Number of bullets indicated degree to which model reflects the row’s attribute. The table is
reconstructed from Table G.2.2 of National Research Council and Naval Studies Board [33] and
earlier RAND work [35]
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noted later by other authors [36, 37, 38, 39]. Saddam did in fact invade. The U.S.
government was surprised because its “mental model” of Saddam was akin to that
of Model 1 in Table 11.1, with no hedging against error. A primary value of
cognitive modeling of the adversary is to highlight the need to hedge against
misunderstanding the adversary.

11.4.2 The Roles of Personality and Culture?

When studying and modeling Saddam Hussein, we had to contend with different
views on the issues of personality and culture. Some analysts at the time saw
Saddam as reckless and risk-taking; others did not. Some regional experts insisted

Table 11.2 Generic decision table

Estimated outcome Net assessment of
option

Most likely Case Best case Worst case Model 1 Model 2

Option Model 1 Model 2 Model 1 Model 2 Model 1 Model 2

1

2

3

4

Note This is a more general version of a table used in the original work [33]

Fig. 11.3 Structure of possible Saddam reasoning about downside risks of invading Kuwait.
Source Redrawn from Figure G.2.2 of National Research Council and Naval Studies Board [33],
taken from Davis and Arquilla [35]
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that Saddam would never do this or that because, in their view, that would be
inconsistent with his culture. Hmm. Which culture?

Saddam was a Baathist leader in an Arab Muslim country. Which culture would
influence him, and how? What seemed to us most relevant was that Saddam had
gained power with a combination of violence and wile that would make the worst
Mafia leaders proud. Yes, Iraq was a Arab Muslim country, but—on the scale of
things—rather secular. Would he never retreat or surrender because of culture?
Really? Should we imagine irrationality? Although we attempted to fold in some
cultural considerations in our modeling, we concluded—in large part from his
speeches and history—that the most dominant considerations were rational, but
through the lens of a particular type of personality recognizable among cultures. In
this we were supported by the work of Jerrold Post (previously head of a profiling
unit at CIA), who developed a detailed psychiatric profile of Saddam and concluded
that Saddam was best understood as a malevolent narcissist [40], a diagnosis with
numerous implications. Today, we know a great deal about Saddam due to
extensive interviewing and document recovery after the Gulf War in 2003. My
personal reading of the evidence is that the broad cultural lens (Arab Muslim, etc.)
was the wrong way to see Saddam. The rational but malignant narcissist label
seems apt, when coupled with misperceptions. The second of our two Saddam
models was close in many respects.

Taken together, the wars in Iraq in 1991, 2003, and subsequently, provide
evidence for the role of culture. The aftermath of the 2003 invasion by the U.S. and
allies saw Iraq break into a Sunni-Shia conflict that persists to this day and will
probably lead eventually to a dissolution of Iraq. That history reflects many decades
of tension that experts on Iraq warned about before the 2003 invasion. Even so, we
should avoid the error of assuming that the dark side of cultural clashes will
inevitably dominate events. There is good reason to believe that the Balkan wars of
the 1990s were not inevitable due to the much discussed ancient ethnic hatreds.
Rather, the vestiges of those hatreds were exploited by Slobodan Milosevic for his
personal agenda [41]. Similarly, the tragedy that has befallen Iraq in the last
half-dozen years was not inevitable because of Shia-Sunni history, but rather was
the consequence of leaders, such as the past President of Iraq, Nouri al-Maliki,
failing to rise above that history. That said, anyone who ignores the dark sides of
history and culture is likely to make poor bets.
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11.5 Modeling North Korean Leaders in the Context
of Nonproliferation Negotiations

11.5.1 Cognitive Modeling When One Lacks Personal
Detail

Another application of the simple-modeling approach was an attempt to understand
what the then-new leader of North Korea, Kim Jong-Il, might do in negotiations
about nuclear weapons. At the time, the United States was putting the vast weight
of its negotiating capital into an attempt to get North Korea to cease and desist from
nuclear development, and to reveal an dismantle prior developments. Could cog-
nitive modeling help? Unfortunately, we were unable to obtain significant infor-
mation about Kim Jong-Il personally, although much more information came out
over the next decade [42, 43]. Thus, our “cognitive model” had to be based more on
a combination of political science and a broad strategic understanding of the
Korean-peninsula issues, than on something more personal.

We attempted to be dispassionate and to understand how the situation would be
viewed by Kim Jong Il. That is, we could not understand his ideosyncracies at that
point, but we could—with effort—view the strategic situation from his vantage
point. We concluded that to the North Korean leader the issue was not “prolifer-
ation” but rather considerations such as suggested by the cognitive map in
Fig. 11.4 [44].

After considering alternative versions of such cognitive maps, we constructed
more nearly hierarchical cognitive models such as that in Fig. 11.5, which framed
the thinking in terms of natural objectives for the despotic leadership of North
Korea. This structure had much in common with later work described in an
excellent study of proliferation issues by Stanford University’s Scott Sagan [45].
The primary observation to make is that “proliferation” or “non-proliferation” is not
the point when framed in this cognitive model. Instead, the model identifies
objectives such as security, national power and prestige, and the Kim rulers’ power
and aspirations.

Despite considering alternative models, we concluded (Table 11.3) that North
Korea would be very unlikely to truly give up nuclear weapons. Having such
weapons would be seen as too fundamental to regime survival and deterrence of the
United States. North Korea might agree to something and cheat (Option 5), but not
truly give in. On many other issues, the alternative models would reach different
decisions, but not on this. In this instance, it seemed to us that strategic consider-
ations were dominant. The facts of the matter are still not clear because no
authoritative inside history of North Korea has been released or is likely to be
released. Some evidence exists to the effect that, for a period at least, Kim Jong Il
was interested in negotiations and potentially willing to go a long way on nuclear
weapons [46]. That window, if it existed, closed rather quickly and, as is now well
known, North Korea has developed nuclear weapons. It clearly seems them as an
important element in deterring South Korea and the United States.
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11.6 Using Cognitive Models to Understand Terrorism
and Public Support for Terrorism

11.6.1 Background

After the September 11, 2001 attack on New York’s Trade Center and the
Pentagon, RAND and the Institute for Defense Analyses were asked to run a joint
study on whether a “deterrent strategy” should be part of the U.S. effort to combat al
Qaeda. My colleagues and I sketched a “system view” of terrorism that allowed us
to say that, while deterring Osama bin Laden was not in the cards, deterrence and

Fig. 11.4 Cognitive map of Kim Jong Il. Source Redrawn from Fig. 2 of Arquilla and Davis [44]

Fig. 11.5 Issues affecting decisions about nuclear proliferation. Source Redrawn from Fig. 1 of
Arquilla and Davis [44]
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other influences might be very important with respect to other elements of the
terrorist system (e.g., its logisticians, financiers, theologians, and other enablers)
[47]. It seemed evident that we should experiment with some cognitive modeling,
but other priorities caused that to be deferred for some years.

In 2007 the Department of Defense asked RAND to review the social science
that should inform counter-terrorism efforts. This was a time when many people
were offering half-baked or flatly incorrect claims that terrorists were crazy, the
result of poverty, or the special consequence of Islam. Our review was an oppor-
tunity to call on the rich body of literature by social scientists who had actually
studied terrorism for years in the field, including my co-editor Kim Cragin [48]. The
book began as an edited collection of essays on aspects of the problem (what are the
root causes of terrorism, how do the terrorists become radicalized, why does the
public support them, etc.). We found, however, that the collected chapters didn’t
cohere and that the individual chapters had structural problems. We then introduced
the factor-tree methodology as described below, akin to building cognitive models,
to tighten and organize discussion. The factor trees became the mechanism for
internal debate and, then, for briefing our research to both academic social scientists
and senior military and civilian leaders. Sometimes, simple graphics can be pow-
erful for communication even if their information content is no greater than a
corresponding essay. Beyond communication I had the ambition of moving social
science discussion away from statistics (e.g., is terrorism statistically correlated with
poverty?) and toward causal modeling. The “model” would be qualitative because
that is the nature of the more profound knowledge of terrorism, but it would have
degrees of other features that we look for in analytic work: structure, logical flow,

Table 11.3 Option comparison with a cognitive model of North Korea

Option Most
likely
outcome

Worst-case
Outcome

Best-case
outcome

Net
assessment
of option

1. Forego nuclear weapons and
WMD

Very
bad

Very bad Bad Very bad

2. Forego nuclear weapons but
develop other WMD

Bad Very bad Marginal Bad

3. Sign NPT but continue modest
nuclear program

Marginal Very bad Good Marginal

4. Acquire nuclear weapons Marginal Very bad Good Marginal

5. Agree to forego nuclear
weapons if and only if conditions
are met, but cheat (covert
acquisition)

Good Very bad Good Good

6. Agree to forego nuclear
weapons if and only if conditions
are met

Bad Very bad Good Marginal

Source Table 3 of [44], for the model that has objectives of long-term survival and reasonable
prosperity, place in history, and eventual unification preserving power of North
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defined concepts, falsifiability, and reproducibility. In my view, causal models—
even if soft and imperfect—are needed to inform policy decisions.

11.6.2 The Approach of Factor Trees

Figure 11.6 illustrates a factor tree [49] for public support of terrorism. In some
ways, this is like a cognitive model of the abstraction that we call “the public.” Ot is
merely a graphical depiction of factors and their relationships.” However, the
factors shown are intended to be comprehensive and based on the research base
(experts are very good at identifying factors, but often not in making predictions).
Also, the factor tree is a multi-resolution qualitative causal model. It is for a
snapshot in time.

Considerable work is necessary to construct such qualitative models [49]. Fiery
arguments arise about whether to include or exclude individual factors, approxi-
mating completeness is challenging without a mathematical theory to guide the
process, and the same concepts can be described in different ways. Nonetheless, it
was possible to generate diagrams and have them extensively peer-reviewed.

We also found ways to accomplish a limited form of validation [49]. We con-
ducted four new case studies to see whether, in those new cases, the same factors
arose. Had we left some out? Were some of the factors unique to a particular
episode in history? We found that the factor tree held up well, although we learned
and refined. As expected, the relative importance of factors varied with case but, as
theory predicted, the relative importance of factors also varied over time. Why? As

Fig. 11.6 A factor tree for public support of terrorism
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my colleague Eric Larson emphasized after drawing on social-movement theory,
the insurgent organization and the government are in a competition for the minds of
the public: they will look for all the levers they can manipulate. Thus, if a lever has
not previously been used, it may be in the future.

To illustrate the difference between generic and context-specific factor trees,
Fig. 11.7 shows the factors that we found (in work by Zach Haldeman) to be
important, circa 2010, for public support of the Taliban in Afghanistan. Identity,
leadership, religion, and culture all played an important role (as indicated by arrow
thickness), as well as intimidation and judgments about likely victor. Other actors,
such as personal gain, were much less important in the period studied.

11.6.3 Reflecting Culture

As with the other examples, representing cultural issues proved both difficult and
contentious, but also important. Some particular instances come to mind:

• Many American political scientists, even terrorism experts, strongly resisted the
notion that religion was playing a big role in Al Qaeda’s terrorism. They had
been educated to believe that religion was usually just a cloak for motivations
that were more broadly political or selfish (as in power-seeking). They correctly
pointed to the long history of terrorism in which other, non-religious, factors
were actually dominant even when religion was invoked. This view was sup-
ported by research indicating that many of those in al-Qaeda had only the most
superficial knowledge of Islam or any other religion [50].

Fig. 11.7 A specialized factor tree for Afghani public support of the Taliban
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• Some other political scientists, however, characterized what was happening as a
Clash of Civilizations deeply rooted in the teachings of a significant strand of
Salafi Islam.

• This disagreement about “who is the enemy?” continues today, as is being
played out in the 2016 political debates within the United States and Europe.

My own thinking has been affected by a tendency to think in system terms.
Although modeling “al Qaeda,” we needed to recognize that al Qaeda’s top leaders
(bin Laden and al Zawahiri) were likely quite different than many others in the al
Qaeda organization. From their speeches, from al Zawahiri’s writing, and from
careful biographies [51], it was clear that they were indeed driven by religious ideas
rooted in the Salafist tradition. They were also deeply affected by the history and
culture of their region, which included what many Muslims have seen as the
humiliating decline of the Islamic world in recent centures [52], by the colonial
period, and what they saw as the clever and insidious continued colonization of the
middle east through the Wests’ manipulation of their “masked agents” (the despots
of Saudi Arabia, Egypt, and other regional states) [53]. I found al Zawahiri’s
writing on such matters striking enough to assign it to graduate students. With only
a modest amount of imagination, they could imagine it being appealing to
impressionably young students of the Middle East, as Sayyid Qatb’s writing had
influenced a college-age bin Laden.

Spiritual Advisors. My colleague Eric Larson studied the writings of Muslim
thinkers spiritually influential within al Qaeda, demonstrating the rigor of the dis-
cussions and their deep basis in Islamic writings. That basis is unquestionable, even
though the beliefs are held by only a small portion of the Islamic community. All
major religions have their dark side.

Foot Soldiers. As for spear-carriers and foot soldiers within al Qaeda, motiva-
tions vary drastically (as in the motivations for support of terrorism in Fig. 11.7).
Many were reasonably depicted as just a “bunch of guys” [50], but motivations
included a desire for glorious action and violence, enjoyment of the organization’s
camaraderie, revenge, and various others. A sense of Muslim identity was partic-
ularly important.

As of 2016, it is the Islamic State that is most prominently discussed in con-
nection with terrorism. I have made no effort to build models of ISIL leadership, but
again there would be conflicting considerations. Many within ISIL’s leadership are
true believers in a particular version of Salafist theology [54]. They are deadly
serious about the Caliphate and their desire to adopt the features that they imagine
characterized the excellent period of Islamic history in the seventh century. Their
behaviors and rhetoric are consistent, even down to the level of their attitudes about
beheadings, women, and sex slaves. At the same time, some in ISIL, including
military leaders, are left-overs from Saddam’s brutal Baathist military, hardly
known for its religiosity. These leaders are probably adopting the religious mantle
because it suits their purposes as they seek power. To model ISIL leader Abu Bakr
al-Baghdadi, then (he even holds a doctorate in Islamic studies), is not the same as
modeling other leaders or ISIL as a whole. More broadly, the expressed motivations
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of various ISIL participants vary widely, from thrill-seeking to religion [55], as
expected from the earlier work (see motivations in Fig. 11.6).

11.7 A Computational Implementation of Factor Tree
Models

When showing our factor trees, we urged the analytic community to see structuring
qualitative factors as more important than doing the quantitative analysts beloved
by analysts. We argued that it is possible to understand the reasoning of an
adversary, and to identify ways to influence it, without being able to predict reliably
the adversary’s conclusions. Our arguments resonated, particularly with leaders
having operational experience in complex campaigns.

11.7.1 Public Support of Terrorism (A Cognitive Model
of “the Public”)

It was with trepidation, then, that we began building a computational implemen-
tation of the factor-tree model [56]. Was this a repudiation of our earlier message?
Not really. We chose public support for terrorism as our example. Turning the
factor tree into a computational model brought out all the traditional challenges of
modeling, and then some. We had to define the variables, indicate how to measure
them (using qualitative scales), construct functional forms for their interactions, etc.
The latter was especially difficult because no one claims to understand those
functional forms reliably. A few “building-block” functional forms, however, went
a long way in allowing us to represent the kinds of interactions that we recognized
as occurring. For example, if “the public” is disaggregated into disputing factions, is
the net result a shift to the view of the stronger factor or is it instead a watered-down
mix? These are profound issues in social science, but these bounding cases can be
treated with simple functions. It’s just that we don’t necessarily know which
function will be more accurate. Further, we are dealing with complex adaptive
systems, so the behavior of which is not predetermined.

We made uncertainty a fundamental, explicit, and difficult-to-avoid feature. We
tried to preemptively eradicate the tendency to see models as predictive with some
sensitivity analysis as “optional.” Figure 11.8 shows an illustrative output. The
items at the top are variable parameters. Thus, the user can do exploratory analysis,
varying these simultaneously rather than merely doing sensitivity analysis. For the
particular settings shown, and looking at the rightmost bar, public support is 9 (very
high) if motivation for the cause is very high (horizontal axis), intimidation by the
insurgent group is very high (the “key variable” distinguished by color of bars),
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Fig. 11.8 Public support as a function of 14 variables
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and—shifting to the list of variables at the top of the screen, the insurgency’s
organization effectiveness is very high, etc.3

Figure 11.9 illustrates how effects of a great deal of uncertainty-related analysis
can be represented [56]. The figure shows the extent of public support (indicated by
cell number or color) as a function of five variables. Although briefing such a
display must be done slowly and in layers, audiences can understand the results and
appreciate just how many what-if questions are being addressed in one fell swoop.

11.7.2 Extending Uncertainty Analysis in Simple
Computational Social-Science Models

Very recently, Walter Perry, John Hollywood, David Manheim and I have studied
concepts and methods for heterogeneous information fusion in the context of
detecting terrorist threats (and also exonerating those falsely suspected). This has

Fig. 11.9 Public support as a function of 5 variables. Note The numbers 1, 3, 5, 7, 9 correspond to
very low (VL), low (L), medium (M), high (H), and Very High (VH). The ratings are from the
perspective of the counterinsurgent side. Thus, 9 (red) is very adverse for it, but very good for the
insurgency

3The model was developed in Analytica, sold by Lumina. It was originally developed at Carnegie
Mellon University and features visual programming and “smart arrays,” which are powerful for
uncertainty analysis.
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not been about cognitive modeling, but has used some of the same methods. In
particular, we used a qualitative model based on the factor-tree work to help fuse
fragmentary information. In that study we attempted to confront all the uncer-
tainties of the problem, structural, parametric, and procedural. For example, we
built in the ability to easily vary the functional forms for how factors combine, the
values of related parameters, and even the order of processing reports [57]. The
same methods would apply for cognitive modeling.

11.7.3 Computational Models of North Korea Informed
by Human Gaming

The most recent work with cognitive modeling has been in cooperation with the
Korean Institute for Defense Analyses (KIDA) in Seoul. We are using a combi-
nation of simple cognitive modeling and human gaming to better understand issues
of deterrence and stability in the Korean peninsula. A major objective is to use the
modeling to design human exercises, to conduct human exercises to test the model
and point out shortcomings, and to then improve the models accordingly [58]. This
is by analogy with the model-test-model approach in many domains of research and
development.

Personality and culture again matter. With respect to culture, what matters is less
“Korean” culture than the “Kim Dynasty culture” in which the ruling Kim despot is
treated as God-like and people are barraged throughout life with propaganda about
the wonders of the North Korean system and the magnificence of their leaders [59,
60]. Even if we accept the fundamental importance of that culture, would Kim Jong
Un behave in crisis stereotypically and fatalistically, or would he reason in a way
that an economist would regard as rational, although driven by a “bad” utility
function prizing the ability to remain in power? The jury is out, but—based on
experience with his father Kim Jong Il and Kim Jong Un’s behavior to date—it
seems that Kim Jong Un is best understood as violent, ruthless, picking up in the
footsteps of his father, but also rational.

An interesting question is whether the artificial environment of the Kim Dynasty
will degrade his rationality over time. After all, in such a despotic culture, we would
hardly expect advisors to tell him things he doesn’t want to hear or to question his
beliefs. Further, at some point, a person that has been treated like a God might come
to believe some of his own propaganda. Would that potentially mean that he would
value a “glorious” death to something that would spare his people?

The spectre of an adversary seeking a “glorious” death has some basis. Adolph
Hitler went through a period when he seemed strongly to embrace the concept of
the glorious death. In discussing the possibility of dying in battle, he expressed the
view that his death would be inspirational:
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We shall not capitulate…no, never. We may be destroyed, but if we are, we shall drag a
world with us…a world in flames…we should drag half the world into destruction with us
and leave no one to triumph over Germany. There will not be another 1918 (Langer, 1943)

In the end, Hitler just committed suicide, but what if he had had nuclear
weapons?

As a final example to remind us of how important non-rational considerations
can be, including those due to culture, consider the Japanese decision to attack Pearl
Harbor. This was a decision made with the knowledge that Japan could not plau-
sibly win a long war with the United States. Recent scholarship based on
unprecedented access to Japanese primary materials reinforces the conclusion that
the Japanese decision was strongly affected by considerations as (1) avoiding
shame, (2) a sense of persecution and wounded pride, (3) a belief in the “Yamoto
spirit” referring to a perceived Japanese trait of being unique, resilient, disciplined
and hard-working, (4) a willingness to gamble based in part on Japan’s success in
its 1904–1905 war with Russia, (5) hope that the United States, if badly bruised
would quickly tire and sue for peace, and (7) a sense of desperation because the
U.S.-British embargos were undercutting their rightful ability to expand their
empire [58, 61]. Could similar ideas influence a Kim-Dynasty leader at the time of
some future crisis?

11.8 Conclusions and Suggestions for Research

From this paper’s research involving simple cognitive models and related methods,
it seems that the most important points for the present volume are these:

• Cognitive modeling should be undertaken with humility. History is replete with
examples of failures to understand the adversary. A more fruitful approach is
constructing alternative models rather than reflecting only the current best
estimate, which is often wrong. Even having two well-chosen alternatives can
highlight uncertainties and possibilities, improving the ability to construct an
appropriately hedged and adaptive strategy. It is necessary, however, for the
alternatives to be taken seriously, rather than as the best estimate plus a token
variant.

• The models should have a structure allowing for a version of rational-actor
decision making: multiple objectives, multiple criteria for their evaluation, a
range of options, option comparison by the recognized criteria, evaluation of
options based on best-estimate, best-case, and worst-case outcomes, and a
net-assessment calculation.

• In estimating each of the elements of that model, however, the analyst should
consider alternative models, and their perceptions of the elements as affected by
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information, cultural and personal biases, and situationally dependent factors
such as desperation and related risk-taking propensity. Also, the net-assessment
calculation should be model-dependent, and may need to be nonlinear
(heuristics introduce edges amounting to nonlinearities).

• Both perceptions and net-assessment logic may be affected by emotional con-
siderations, to fear, desperation, and culturally fueled hatred.

• Such estimates should be guided first by qualitative constructs in tune with
actual human psychology rather than such analyst abstractions as narrow
cost-effectiveness. Factor trees are especially useful for such purposes.

• Computational models should be avoided except when simple and routinely
uncertainty-sensitive. Enforcing a shift to uncertainty-sensitive models is diffi-
cult because of ingrained habits and limitations of common modeling and
programming technology. With more appropriate methods and technology,
routine exploratory analysis under uncertainty can be straightforward. Modern
methods, such as those in data mining, can be valuable in inferring conclusions
that are relatively robust to assumptions [34].
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Chapter 12
Cultural Neuroscience

R. Thora Bjornsdottir and Nicholas O. Rule

Abstract Recently, the fields of cultural psychology and cognitive neuroscience
have converged to form the research domain of cultural neuroscience. In this
chapter, we provide an overview of the research in this burgeoning field and outline
the history of the field and its origins. This specific field encompasses a wide variety
of research and provides a unique lens through which to study cultural differences.
Notably, research in this field has provided evidence of subtle and nuanced
differences across cultures where behavioral evidence alone could not, demon-
strating the importance of the neuroscientific approach. The primary focus of the
chapter is to review work on the most-studied topics within cultural neuroscience:
logical processing, auditory and visual perception, and social cognition. This
research illustrates how culture affects how people perceive and interact with the
world and the those around them, showing convergent evidence from both behavior
and neuroimaging. Overall, cultural neuroscience uniquely improves understanding
of cultural differences. We discuss how this discipline can inform programs aiming
to promote cultural understanding and effective cross-cultural communication.

Keywords Culture � Neuroscience � Language � Attention � Music
Emotion � Person perception � Theory of mind � Self

12.1 Introduction

Cultural psychology and cognitive neuroscience have recently converged to pro-
duce the new field of cultural neuroscience. This specific subdomain encompasses a
wide variety of research topics, ranging from simple visual processing to more

R.T. Bjornsdottir � N.O. Rule (&)
Department of Psychology, University of Toronto, 100 St. George Street,
Toronto, ON M5S 3G3, Canada
e-mail: rule@psych.utoronto.ca

R.T. Bjornsdottir
e-mail: thora.bjornsdottir@mail.utoronto.ca

© Springer International Publishing AG 2018
C. Faucher (ed.), Advances in Culturally-Aware Intelligent Systems
and in Cross-Cultural Psychological Studies, Intelligent Systems
Reference Library 134, https://doi.org/10.1007/978-3-319-67024-9_12

265



abstract and high-level subjects, such as person perception. The focus, critically
remains on cultural differences, however, and cultural neuroscience provides a
unique lens through which to study these distinctions. Notably, research in this field
has yielded evidence for subtle and nuanced cultural variation, often where
behavioral evidence alone could not, demonstrating the importance of a neurosci-
entific approach. By integrating data from studies of the brain with questions from
cultural psychology, cultural neuroscience uniquely contributes to understanding
cultural differences, thereby providing helpful tools to promote cultural under-
standing and effective cross-cultural communication.

In this chapter, we present an overview of the research in this burgeoning field
and outline its history and origins by focusing on the most-studied topics within
cultural neuroscience: auditory perception (including music and language), visual
perception, and social cognition. In doing so, we aim to illustrate how culture
affects how people perceive and interact with others through convergent and
combined behavioral and neurological evidence. Finally, we discuss the ways in
which this evidence, and cultural neuroscience as a discipline, can inform programs
aiming to increase intercultural understanding.

12.2 The Origins of Cultural Neuroscience

Before examining the field of cultural neuroscience, specifically, we must first
consider its predecessors: cultural psychology and cognitive neuroscience. Each of
these fields emerged independently in the early 1990s, bringing with them novel
ways to consider human thought and behavior. Cultural psychology first began as
an interdisciplinary subfield of social psychology, inspiring decades of work that
captured differences between cultural groups. Yet it may have only really come to
the foreground of psychological research following publication of the highly
influential review paper by Markus and Kitayama [1]. They proposed integrating
and applying questions about cultural differences with questions in social cognition,
encouraging the discovery of much of what is presently known about cultural
variability in processing social information. As one of the most-cited publications in
psychology, it remains incredibly influential across the behavioral sciences (and
undeniably so within cultural psychology).

Cognitive neuroscience also had its beginnings during this time, starting with
advances in functional magnetic resonance imaging (fMRI) technology in the early
1990s [2]. The emergence of fMRI technology allowed for a new way of studying
the brain through the tracking of cerebral blood flow. Psychology researchers as
well as their university departments embraced this novel approach, and studies
employing it soon emerged (e.g., [3, 4]). Today, the number of brain imaging
studies (using fMRI as well as other methods, such as electroencephalography, or
EEG) is ever-increasing, demonstrating the continued popularity of cognitive
neuroscience as a way to understand the human brain. Like cultural psychology,
cognitive neuroscience is a highly interdisciplinary field and its impact extends
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beyond psychology to other natural sciences [5]. Cognitive neuroscience also
sprouted a number of subfields—for example, social neuroscience. This particular
subfield applies imaging techniques to answer questions about social thought and
behavior in humans (see [6]). From this, even more specific subcategories
emerged—including cultural neuroscience, a subfield now so influential that it
boasts a number of books and special issues in scientific journals (e.g., [7–9]).

In brief, cultural neuroscience employs the tools of cognitive neuroscience to
understand cultural differences in thought and behavior, thus addressing the ques-
tions of cultural psychology from the perspective of the brain. Like its parent fields,
cultural neuroscience is very interdisciplinary in nature. It is thus connected to a
broad number of domains but retains a narrow focus on culture, specifically.
Additionally, the study of cultural neuroscience encompasses varying levels of
analysis and points of focus, ranging from the study of basic cognitions (e.g., [10])
to more abstract social phenomena (e.g., [11]). The field has also gone so far as to
expand beyond the brain to include the study of genetics (e.g., [12]).

As a field, cultural neuroscience has its challenges and limitations. As with all
neuroscience, brain activity is only suggestive; one cannot oversimplify and con-
clude that activity in a particular brain region equates to that area of tissue being
wholly responsible for a specific phenomenon (see [13]). There are also techno-
logical restrictions. Most notably, variations across fMRI machines and their cali-
brations mean that the technology used must be kept as consistent as possible
within and across study sites so as to avoid confounds—on top of the more
pedestrian challenges of cross-cultural work, such as assuring that study materials
are properly translated across languages and cultures [14–16]. Furthermore, there
are limits to the generalizability of cultural neuroscience findings. First, studies
employing fMRI are only conducted in nations and institutions wealthy enough to
afford such expensive equipment, limiting the representativeness of the data for the
more general population and for the myriad cultures in which fMRI technology is
unavailable (see [17] as well as [18]). Moreover, the expense of running such
studies can fiercely constrain sample sizes, reducing the reliability of the
findings [19].

Despite these restrictions, cultural neuroscience boasts a variety of features that
allow it to uniquely contribute to understanding human behavior and thought. Most
simply, the field provides insight to how culture influences the brain, and, con-
versely, the role that the brain may play in building and maintaining culture [20].
Additionally, it is an approach that integrates a wide variety of methods, allowing
for a broader exploration and fuller understanding of cultural differences [20, 21].
Perhaps most interesting, behavior may sometimes appear the same across cultures
but differ in its neural representation in each culture (e.g., [22]). Cultural neuro-
science is thus poised to provide a unique contribution to the study of human
thought and behavior. Here, we review some of the contributions to auditory
processing, visual perception, and social cognition to date, with the aim of
demonstrating how the merging of these two eclectic fields may afford new
understanding of the processes underlying neural function and their sundry mani-
festations in people’s behavior across cultures.
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12.3 Auditory Perception and Logical Processing

12.3.1 Language

Few concepts relate to culture as intimately as language. The languages that people
speak are emblems, markers, and often dividers of who they are as groups of
people. It is no surprise, then, that variation in language correlates strongly with
variation in culture, tying them to each other and to the histories and ideas that they
uniquely share [23]. Of course, there are instances in which language transcends
cultural lines. For example, people in the United States, Australia, Canada, the
United Kingdom, and South Africa all speak English. Similarly, Germans,
Austrians, and the Swiss speak German. But, importantly, variations of the same
language, such as dialects, often mark cultural differences—German-speakers who
speak Plattdeutsch (found in parts of northern Germany) differ culturally from those
who speak Schwyzerdütsch (common in Switzerland). Critically, the relationship
between language and culture is therefore not merely correlational: the two recip-
rocally influence one another, demonstrating how language and culture intertwine.
For instance, culture introduces new phrases [23] and language provides the terms
needed to express cultural concepts [24, 25].

Culture also impacts how one’s brain processes language. Notably, the brain’s
response to different types of written language varies. Ideographic languages, such
as Chinese, are based on symbols that historically began as pictures, whereas
phonographic languages, such as English, are based on symbols representing the
sounds that make up speech [26]. These different forms of orthography influence
how a reader processes written words. For Chinese readers, the visual word-form
area of the brain is more active than in Western readers—a difference that can be
attributed to the nature of readers’ written languages [27].

Culture not only affects the processing of writing, but of spoken language as
well. For example, one’s age of language acquisition, degree of language mastery,
and amount of language exposure promote distinct activations in bilingual indi-
viduals’ brains when processing their second language [28]. For example, whereas
participants who had been bilingual since birth showed no activation differences
during grammatical judgment tasks in their first and second languages,
late-acquisition bilinguals demonstrated greater activity in Broca’s area and sub-
cortical structures (language-related regions of the brain) for second- (vs. first-)
language grammatical processing [29]. Such variability aside, there is also some
universality in speech processing such that similar brain areas become active when
hearing phrases in one’s native language versus a new or unfamiliar language [30].

The interplay between culture and language goes beyond the processing of
words, extending to abstract concepts, such as time. For example, in English, time
is described as if it were horizontal, whereas it is characterized as vertical in
Mandarin [31]. This subsequently affects how the speakers of these languages think
chronologically. Interestingly, bilinguals’ concept of time can depend on the age at
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which they acquired their second language, demonstrating that language powerfully
shapes thoughts about abstract concepts but remains malleable [31].

Another abstract concept influenced by culture and language is mathematics.
The behavioral differences across cultures in this domain are well-documented: East
Asians tend to outperform Westerners in math [32]. However, there are also pro-
nounced differences in neural activation. Specifically, when completing mathe-
matical tasks, English speakers show more activation in linguistic areas (such as
Wernicke’s and Broca’s areas), but Chinese speakers demonstrate activation in
areas associated with visuospatial processing [10]. These activation differences may
be due to differences in the written languages in which math is learned—that is, a
sound-based phonological writing system versus a visuospatial ideographic writing
system (see [33–35]). This, in turn, may explain differences in performance:
mathematics may simply be easier to process for speakers whose written languages
are visuospatial, as mathematical performance is highly related to visuospatial
working memory [36].

12.3.2 Music

Like language, music can be communicated through both sound and writing; and
the two accordingly evoke similar brain responses [37]. As with language, music
moreover has both universals and cultural variations. For instance, music elicits
similar emotions across cultures, such that a sad song from one culture will sound
sad to a perceiver from another culture [38, 39]. And although culture tunes one’s
sensitivity to particular rhythms, pitches, and meters through exposure, infants are
sensitive to these elements across cultural boundaries [40].

Culture can create an environment in which one is exposed to particular kinds
of music. Thus, early exposure to specific types of music leads to the acquisition
of culture-specific musical knowledge—similar to language [41]. For example, as
pitch varies across culture, perceivers show an advantage in perceiving mistuned
notes from their own culture, with which they are more familiar ([42], see also
[43]). Furthermore, musicians show distinct event-related potential (ERP) wave-
forms (i.e., electrical signals from the accumulated firing of neurons in the brain,
recorded using EEG) in response to tones that would generally be unexpected in
their own culture’s music systems, but not in response to combinations of tones
that would be unexpected within culturally unfamiliar music systems [44].
Similarly, perceivers’ ERP signals for expectancy violations (that is, deviations
from a melody’s expected pattern) as well as melody congruence showed an
own-culture advantage, such that participants were more sensitive to deviations in
melodies from their own culture, as opposed to those from an unfamiliar culture
[45]. Culture furthermore affects ERP responses for recognizing the boundaries of
musical phrase [46, 47]. One possible explanation for this may be that rhythmic
groupings in music tend to correspond to a culture’s language accent patterns [48].
For example, the rhythms in English and French classical music parallel the
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prosody of each of these spoken languages [49]. Familiarity with these prosody
patterns could thus extend to more accurate identification of musical phrase
boundaries.

12.4 Visual Perception

12.4.1 Visual Focus

Behavioral studies have repeatedly demonstrated cultural differences in visual
focus. Namely, when presented with an object within a scene, people from Eastern
cultures typically attend to the context in which the object appears, whereas
Westerners focus solely on the object itself [50]. Thus, Western perceivers separate
objects from their contexts quite easily, but Easterners tend to perceive scenes in a
holistic manner. This difference in perception parallels cultural differences in
individualism and collectivism. That is, individualistic cultures consider individuals
as separate from others, whereas collectivistic cultures consider others as part of an
individual’s context—analogous to how these cultures process objects and scenes.

These cultural differences in visual focus are not only evident in behavior, but
also in neural activity. One study presented East Asian and American participants
with images of objects and scenes and recorded the participants’ brain activity using
fMRI [22]. The results showed that, when viewing the stimuli, American partici-
pants showed greater activation in areas associated with object processing,
including the bilateral middle temporal gyrus, left superior parietal/angular gyrus,
and right superior temporal/supramarginal gyrus, than East Asian participants did.
These results are consistent with previous behavioral evidence demonstrating
Westerners’ greater focus on individual objects.

Another study used European-Americans’ and East Asians’ brain responses
during a line judgment task to evaluate the role of culture in visual perception [51].
The line judgment task, adapted from Witkin and Goodenough’s [52] rod and frame
task, asks participants to judge absolute and relative length, thereby assessing their
focus on object and context. Specifically, processing individual features advantages
absolute length judgments, whereas judgments of relative length involve holistic
processing. East Asian participants demonstrated stronger activation of the dorso-
lateral prefrontal cortex (dlPFC)—an area implicated in cognitive control—when
making judgments of absolute line length compared to relative line length, sug-
gesting that absolute length judgments may have been more difficult than relative
judgments for East Asian participants. Importantly, this difference in dlPFC acti-
vation decreased with East Asians’ degree of acculturation to the United States (that
is, the extent of their identification with American culture). Similarly, other
researchers have found that age modulates cultural differences in object-scene
processing [53]. Together, these results suggest that cultural exposure may attenuate
cultural differences in perception.
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12.4.2 Attention

Another oft-studied aspect of visual perception is attention—and this aspect, too, is
affected by culture. One study recorded ERP signals while European-American and
Asian-American participants tried to detect a particular target image among other
images in a series of experimental trials [54]. Although the two groups did not differ
in their performance on the task, European-Americans showed a larger N2 ERP
waveform (indicative of early orienting of attention and target discrimination) after
200 ms, as well as a slow wave (signaling deliberate attention and elaborative
processing) around 700 ms, compared to Asian-Americans. Together, these dif-
ferences suggest that European-Americans allocated more attention to the target
object from the start of stimulus processing than Asian-Americans did.

A further investigation of culture’s influence on attention examined the inter-
action between culture and genes [55]. Korean and European-American participants
were genotyped and asked to report their chronic locus of attention (that is, their
tendency to attend to a central object or its context). Consistent with previous
research, Korean participants paid more attention to context than European-
Americans did. Interestingly, however, this cultural difference was moderated by a
specific serotonin receptor called 5-HTR1A. Participants possessing the type of
allele associated with reduced adaptability were more likely to exhibit a
culturally-stereotypical locus of attention, demonstrating an interaction between
culture and genetic makeup.

12.4.3 Person Perception

Finally, culture’s role in visual attention and focus goes beyond just the perception
of objects, extending to perceptions of the most salient and interesting stimuli that
humans perceive: other people. For instance, culture influences how one visually
processes faces. In a study comparing Caucasian-American and Japanese partici-
pants’ face processing, Japanese participants processed the configuration of the
faces’ features more than Caucasian-American participants did [56]. Notably,
Japanese participants tended to identify images representing the prototypes of
groups of faces by using resemblance (i.e., choosing a morphed combination of the
faces) rather than matching individual features (i.e., choosing a mixture of indi-
vidual features puzzled together) and showed greater sensitivity to changes in the
spatial configuration of the eyes and mouth within the face than Americans did.
These results suggest that the Japanese participants processed the faces in a more
holistic manner than the Americans did, considering the configuration (that is, the
context) of the entire face rather than parsing it into its individual features (separate
from the context), paralleling the similar (holistic vs. analytic) cultural differences
in the visual processing of objects. Although configural processing is generally
important for discriminating between faces [57], Miyamoto et al. [56] have
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suggested that it may be of particular importance in interdependent cultures in
which cooperation with others is paramount, and fine-tuned discrimination between
individuals may therefore be more important. Furthermore, these results demon-
strate culture’s robust effect on cognition, as it affects the perception of even the
most complex and important visual stimuli (i.e., people). Moreover, Asians living
in the United States showed an intermediate response, thereby additionally sug-
gesting that the effect of culture on perception is malleable.

12.5 Social Cognition

12.5.1 Impression Formation

Cultural differences in how we perceive people extend beyond processing their
facial features to judgments and inferences about their thoughts and social behav-
iors as well. Although there is cross-cultural consensus in perceptions of others (for
example, in personality judgments made about strangers [58]), culture can affect
how one interprets and uses those impressions. For instance, Zebrowitz, Montepare,
and Lee [59] found that White American, Black American, and Korean raters
showed high agreement in their ratings of targets’ attractiveness but differed in how
they associated these judgments with impressions of how interpersonally warm the
targets were (an intertrait relationship known as a “halo effect”). White raters
showed this halo effect regardless of the target’s race (perceiving more attractive
targets as warmer) whereas Korean and Black raters showed this effect only for
White and Black targets, respectively. Similarly, American and Japanese perceivers
exhibited high agreement in their ratings of American and Japanese political can-
didates’ warmth and power [60]. Yet, their interpretations of these personality
ratings differed according to the norms of leadership in their respective cultures:
Japanese participants indicated that they would be more likely to vote for the
candidates that they had previously rated as warm, whereas American participants
selected the candidates that they had rated as powerful. Importantly, these prefer-
ences aligned with how the broader population of voters in each nation actually
behaved: warm-looking candidates won elections in Japan, and powerful-looking
candidates won elections in the United States. Cultural values about leadership
therefore accord with the actual selection of leaders.

Parallel discrepancies in cultural values emerged in a neuroimaging study. When
Japanese and American participants viewed images of bodies posed to look dom-
inant or submissive, they agreed about which stimuli looked submissive versus
dominant [61]. However, the participants processed this information differently
depending on their culture’s values. Specifically, American participants showed
greater activation in areas of the brain associated with rewards (including the
caudate and medial prefrontal cortex) when viewing dominant people, whereas
Japanese participants displayed greater activation in these areas in response to
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submissive individuals. This dissociation aligns with cultural values in which the
US tends to emphasize assertion whereas Japan encourages deference.

Of course, people evaluate each other using more than just visual stimuli. Vocal
cues also contribute importantly to human interaction and the consequent impres-
sions that people form. The speed and volume with which one speaks lead to
distinct impressions between cultures. For example, one study found that loudness
corresponded to perceptions of power among American and Korean perceivers, but
fast speech corresponded to perceptions of power and competence only for
American (and not Korean) perceivers [62]. Interestingly, Koreans living in the US
showed intermediate responses, interpreting only competence but not power from
fast speech. This implies that cultural exposure can alter one’s perceptions of others.

12.5.2 Mental State Inferences

Not only do we infer people’s traits from our interactions with them, we also infer
their mental states [63]. We make these inferences both from what we perceive
firsthand and from information provided to us about a person by others. For
example, the false-belief task is one method of testing people’s theory of mind—
that is, their capacity to infer the mental states of others [64]. In this test, the reader
must guess the thoughts of a character who has less information about the situation
than the reader does. For example, in a false-belief scenario used to test children’s
theory of mind, a protagonist places an object in one location, leaves the scene, and
another character transfers the object to a different location without the protago-
nist’s knowledge. Children are then asked to indicate in which of the two locations
the protagonist will look for the object upon returning. Children who believe that
the protagonist will look in the new location have not yet developed a theory of
mind, as they are unable to distinguish what they know from what the protagonist
knows. One study tested the brain’s involvement in theory of mind judgments by
presenting American and Japanese participants with false-belief tasks while
recording their neural responses using fMRI [65]. Although the two groups did not
differ in their theory of mind accuracy, their neural activation patterns were distinct.
Both groups showed responses in the right medial prefrontal cortex (mPFC), the
right anterior cingulate cortex, the right middle frontal gyrus and the dlPFC, but the
Americans showed more activation specific to theory of mind in the right insula,
bilateral temporo-parietal junction (TPJ), and right mPFC; and the Japanese par-
ticipants showed greater activity in the right orbito-frontal gyrus and right inferior
frontal gyrus. These differences suggest that individuals process others’ mental
states differently according to their cultural background. Similar results have
emerged from studies with American and Japanese children, indicating that the
neural correlates of theory of mind may vary depending on one’s early cultural and
linguistic environment [66].
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As noted above, people also infer mental states from direct perceptions of others,
and principally do so from attending to their eyes [67]. A common test of mental
state reasoning ability, the Reading the Mind in the Eyes (RME) test, thus presents
individuals with images of the eye region of people’s faces and asks them to
choose, from a list of adjectives, what the person is thinking or feeling [68]. Using a
cross-cultural version of the RME test with Caucasian and East Asian stimuli,
Adams et al. [69] found that Japanese and Caucasian-American participants per-
formed better when judging the eyes of people from their own culture. That is,
Japanese participants more accurately identified the mental states of the East Asian
targets whereas American participants more accurately inferred the Caucasian tar-
gets’ mental states, demonstrating an intracultural advantage in theory of mind.
Importantly, the participants also showed increased activation in the superior
temporal sulcus, an area known to be central to inferring others’ intentions [70],
when judging own-culture stimuli—thereby providing the suggestion for a neural
basis to cross-cultural understanding and misunderstanding (see also [71]). This
intracultural advantage in RME performance may also decrease with acculturation
such that cross-cultural misunderstandings of others’ mental states may be miti-
gated by cultural exposure [72].

12.5.3 Emotions

Related to inferences of mental states is the interpretation and recognition of
emotional states. Overall, people perceive emotions accurately across cultures.
There is variability in this accuracy, however, including an ingroup advantage.
Analogous to the intracultural advantage in theory of mind, perceivers tend to more
accurately recognize the emotions of people from their own culture [73, 74].
Furthermore, the neural response for identifying the emotions of cultural ingroup
members tends to be stronger than that for identifying the emotions of cultural
outgroup members. Specifically, Chiao et al. [75] found that Caucasian-American
and Japanese participants showed stronger amygdala activation (implicated in threat
perception) in response to fearful Caucasian and Japanese faces, respectively.
Interestingly, other work found this effect to be moderated by the targets’ eye gaze,
such that own-culture faces with averted eyes and other-culture faces with direct
gaze elicited greater amygdala activation [76]. Natural fear expressions tend to
feature averted gazes (see [77]), and ingroup members’ fear may signal a threat
more relevant to the self than outgroup members’ fear does. In contrast, direct gaze
from an outgroup member may actually represent an expression of threat toward
oneself. Adams et al. [76] furthermore found that a variety of other regions
important to face and eye gaze processing showed differential activation based on
the targets’ culture, irrespective of the perceivers’ culture. Specifically, the bilateral
fusiform gyri, bilateral inferior temporal gyri, and bilateral angular gyri responded
more to averted- rather than direct-gazing Caucasian faces, but activated more to
direct- versus averted-gazing Japanese faces. This appears to indicate that the
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American and Japanese participants understood the distinct cultural meanings of the
gazes (aligning with American and Japanese cultural values of assertion and def-
erence, respectively), showing heightened activation for the less culturally appro-
priate gaze for each target group.

Beyond differences in neural responses to ingroup and outgroup members’
emotions, there are also culturally-based differences in overall sensitivity to emo-
tional displays. For example, when viewing scenes of others in emotional pain,
Koreans showed more habitual attention to the needs and perspectives of others and
heightened response in the anterior cingulate cortex and insula (part of a network of
brain regions that processes pain) compared to Caucasian-Americans [78]. This
heightened reactivity to emotional displays has important implications for culture’s
effect on empathy, indicating that certain cultures may be more empathic than
others, due to their chronic attention to others and heightened reactivity to their
pain.

Social interactions dictate not only that one must recognize others’ emotions, but
also that one must often regulate one’s own emotions. Here, too, culture plays a
role. Different cultures have varying norms for emotion regulation [79]. This, in
turn, affects neural responses when individuals are instructed to suppress their
emotional responses [80]. ERP data from one study showed that East Asians dis-
played decreased emotional processing when instructed to suppress their emotions,
whereas European-Americans did not. This pattern aligns with cultural norms [81,
82]. Importantly, however, emotion regulation is not only determined by social
factors but also biological ones, and evidence suggests that culture interacts with
genes when determining a person’s emotion regulation style [83]. Particularly,
people with one particular genotype of the oxytocin receptor gene OXTR rs53576
(linked to a variety of social behaviors) use culturally-normative emotion regulation
styles more than individuals without this variant.

Closely related to emotion is empathy, or the ability to understand and share
another person’s emotions and feelings. There is evidence that cultural norms and
values affect empathy for certain emotions. For example, German and Chinese
subjects showed differential brain activation when empathizing with anger, an
emotion that disrupts harmony [84]. Consistent with interdependent Chinese cul-
tural values of maintaining harmony, Chinese participants showed emotion regu-
lation during empathy with anger, which was mediated by the left dlPFC, an area
involved in emotion inhibition and regulation. However, for Germans (whose
culture is independent and more tolerant of the expression of anger), activity was
greater in the right inferior temporal gyrus and right superior temporal gyrus (areas
involved in understanding others’ intentions [85]) the left middle insula (sometimes
implicated in perspective-taking [86]), and the right TPJ (associated with theory of
mind, as reviewed above).

The effect of culture on empathy goes beyond reactions to specific emotions to
also affect with whom one empathizes. Cultures vary in their preference for social
hierarchy, and this, in turn, affects empathy towards ingroup versus outgroup
members [87]. When viewing racial ingroup and outgroup members experiencing
emotional pain, Koreans felt greater empathy towards other Koreans than they did

12 Cultural Neuroscience 275



towards Caucasian-Americans, and showed greater activity in the bilateral TPJ
when viewing ingroup members (similar to the theory of mind findings reviewed
above). These differences were associated with preferences for social hierarchy.
That is, greater bilateral TPJ activation for racial ingroup members correlated with
increased preferences for social hierarchies (as opposed to more egalitarian social
structures), possibly due to the link between hierarchies and strict ingroup-outgroup
divisions. In contrast, Caucasian-Americans, who reported low social hierarchy
preferences, showed no such differences in their empathic reactions toward ingroup
and outgroup members, reporting equal empathy for both Koreans and
Caucasian-Americans and no differences in right TPJ activation, although left TPJ
activity was higher for Koreans’ pain. Importantly, however, another study found
that differences in empathy towards racial ingroup and outgroup members was
attenuated by exposure to the particular outgroup ([88], see also [89]). Specifically,
Chinese adults who had spent a large portion of their lives in Western countries had
similar neural responses to viewing Caucasians and Asians experiencing pain.

12.5.4 The Self and Others

People in cultures differing in their levels of interdependence versus independence
(perhaps unsurprisingly) also differ in how they think about the self and others.
Moreover, Americans typically show stronger ventral medial prefrontal cortex
(vmPFC) activation when thinking about the self than when thinking about others
[90]. In contrast, Chinese individuals show similar patterns of vmPFC activation
when thinking about themselves and their mothers [91]—but less activation for
their fathers or friends [92]. This suggests that certain close others, such as mothers,
represent extensions of the self among people from cultures that encourage more
interdependent thinking styles. Additionally, individual differences in the degree of
one’s interdependent self-construal affects self- and mother-driven mPFC and
posterior cingulate cortex activations, demonstrating a range in how the self and
others are represented by the brain, even within a single culture ([93], see also [94]).
Interestingly, bicultural Chinese participants’ vmPFC activation for mothers
depended on whether they had been primed with Eastern or Western stimuli such
that Eastern primes led to similar vmPFC activation for the self and one’s mother,
whereas Western primes promoted separate activations in the mPFC, thereby
demonstrating that self-other representation may be somewhat malleable [95].

12.6 Significance of the Cultural Neuroscientific Approach

What does the perspective of cultural neuroscience provide that its parent fields
cannot on their own? Importantly, the two components of cultural neuroscience
may complement one another to provide a fuller understanding of human thought
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and behavior. First, neuroscience offers greater understanding of the underlying
processes of cultural differences—even when behavior looks the same. One sees
examples of this in topics ranging from visual processing to person perception. For
example, Kitayama and Murata [54] found that European-Americans’ and
Asian-Americans’ ERP signals indicated that they attended to target objects dif-
ferently, even when their behavioral performance on an image-detection task did
not differ. Additionally, although Japanese and American perceivers agreed on
which bodies were dominant and which were submissive in Freeman et al.’s
study [61], their neural responses to them showed evidence of different processes.
Furthermore, in one study, American and Japanese participants achieved similar
accuracy in a false-belief task, but their brain activation patterns showed pro-
nounced differences in the regions supporting their judgments [65]. Such differ-
ences go beyond the topics reviewed in this chapter. For instance, even though
members of Eastern and Western cultures may remember objects equally well, the
involvement of different neural processes suggests that objects may be seen and
processed differently by the two cultural groups [22]. That is, one group sees the
objects as part of a context, whereas the other sees them as separate from their
contexts—information that would not be evident from their performance on the
memory task.

Furthermore, cultural neuroscience demonstrates how culture can serve as a
moderating variable in many of the effects found in cognitive neuroscience. Even
basic effects are influenced by culture—for example, the particular areas in the
occipital cortex that activate in response to visual stimuli [22], or the degree of
superior temporal sulcus activation when making mental state inferences of own-
and other-culture targets [69]. Last, the integration of cultural psychology and
cognitive neuroscience affords a wider array of methods to gain a more nuanced
understanding of the phenomena researched by scientists in each of these fields,
permitting greater convergence that can lead to more refined and precise accounts of
how people think and behave in the context of their cultures [20, 21].

12.7 Applications and Increasing Intercultural
Understanding

Despite these benefits, the question of how findings in cultural neuroscience may be
applied to everyday cross-cultural interactions still remains. Cultural neuroscience
is uniquely able to increase intercultural understanding for a number of reasons.
Many of the findings in this field, including those reviewed above, demonstrate that
outer similarities in behavior do not always equate to inner similarities in pro-
cessing. This, in turn, highlights the far-reaching power of culture on processing
and perceiving the world. Acknowledging this allows one to understand some of
the difficulties in communication across cultures: Because the effect of culture on
perception and cognition is so pervasive, it stands to reason that people from
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varying cultures may not always fully understand one another—they may simply
perceive the world differently. This awareness may help individuals to avoid biases
in cross-cultural interactions.

Not only does cultural neuroscience promote understanding group differences, it
also encourages the detection of similarities. Across the research we have reviewed
above, there are multiple examples of how acculturation can attenuate culturally
based differences in cognition and perception. This underscores the importance of
exposure to, and engagement with, other cultures. To foster cross-cultural under-
standing, the people constituting those cultures cannot remain separated from one
another. Educating people about other cultures and providing them the opportunity
to experience and spend time in those cultures thus has the potential to increase
intercultural understanding.

12.8 Conclusion

The research reviewed in this chapter provides only a glimpse of the wealth of
findings within cultural neuroscience. Nevertheless, it also demonstrates the per-
vasive influence of culture on cognition and points to this field’s unique approach,
as well as the benefits of its application. Cultural neuroscience research affords the
opportunity to more fully understand the degree to which culture affects how people
perceive and process the world, highlighting how even very basic cognitions may
differ based on one’s culture. This knowledge can accordingly apply to specific
intervention programs aimed to increase successful intercultural dialogue, therefore
advancing greater cooperation between people from diverse means of thinking and
behaving.
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Chapter 13
Cultural Neuroscience and the Military:
Applications, Perspectives, Controversies

Kamila Trochowska

What seems astonishing is that a mere three-pound object,
made of the same atoms that constitute everything else under
the sun, is capable of directing virtually everything that humans
have done: flying to the moon and hitting seventy home runs,
writing Hamlet and building the Taj Mahal – even unlocking
the secrets of the brain itself.
—Joel Havemann

Abstract As we are entering the golden age of brain research and the
Biotechnological Revolution in Military Affairs (BIOTECH RMA), not only
civilian entities in research endeavors such as the American BRAIN initiative or the
European Human Brain Project, but also security and defense communities start
exploring the cognitive area of human activity. Brain research, however, due to
numerous technological and other limitations, does not cover the complexity of the
mind, and the cultural variety of the individuals involved. Culturally influenced
cognitive, affective and even physical domains embrace emotional antecedents,
conditioning, moral reasoning, perception and gaining situational awareness,
communication, approach to death, somatic health, aggression, responding to nar-
ratives, group relations and many others. However, only a limited amount of other
research has been performed and reported on in this aspect. Therefore, the chapter
analyzes the existing evidence on the culture-brain nexus and its numerous
implications for human functioning in a variety of domains, reviews the existing
solutions and projects that leading military institutions already realize in the cog-
nitive field, and in the light of newest findings of cultural neuroscience, proposes
new potential solutions and enhancements for the design and conduct of military
training and conduct of non-kinetic aspects of military operations. The aim of the
research piece is to expand on the added value of the cultural neuroscience research
to the field, and to discuss the resulting reservations and controversies of a situation
in which winning “hearts and minds” might no longer be a metaphor.
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13.1 Introduction

Science and war—the debate on how far can this relationship go is almost a cliché
one. Is there anything new we can say about this union? Are they a good match?
Will there be a happily ever after? Since the 17th century, western militaries have
been implementing (and also conceiving) scientific advancements, which created
the “scientific way of warfare” characteristic of increasingly technologically
developed societies [1]. The 20th century, along with the cybernetic revolution and
the dawn of the third-wave information societies, brought us the bloom of research
on the information dimension of human functioning, with a parallel military
Information Revolution in Military Affairs (INFO RMA). As we are entering the
golden age of brain research and cognitive science, not only civilian entities in
multi-billion dollar research endeavors such as the American BRAIN initiative or
the European Human Brain Project, but also security and defense communities start
exploring the cognitive area of human activity. The upcoming Biotechnological
Revolution in Military Affairs (BIOTECH RMA) aims at expediting the efficiency
and invincibility of organized state violence on the individual level, through the
maximization of the army’s human resources potential and impact [2]. The four
major drivers of improvement are: (psycho) pharmacologization of warfare (to
explain the term through movie analogies: Drugstore Cowboys meets
Phenomenon), cyborgization (Ex Machina meets Full Metal Jacket), genetic
engineering (Next meets Blade Runner) and nanotechnologies (Microcosm meets
Avatar). It is needless to say that neuroscience is a vast part of the future maths of
war, since the human mind is where everything begins and ends (and as Sun Tzu
and other military thought classics have claimed for centuries, where all the battles
are won). Moreover, the development of increasingly sophisticated and intelligent,
ISR, weapon and communication systems, demands highly elevated cognitive
abilities of their operators. Since the very beginning of warfare we used to improve
human capacities with external enhancements: arms, weapons and instruments, but
for the first time in our species history, we can actually change and improve the
biological essence of what we are, and through neurobiological, computational and
nanotechnological advancements, reach the glorious post-human condition postu-
lated in transhumanism.1 Raymond Kurzweil, one of the founders of the movement,
is also one of the most prominent members of the military trend-setting U.S. Army

1Transhumanism is an ideological and philosophical current that promotes radical human evolu-
tion aided by technology, in particular in the fields of neurobiology, biotechnology and nan-
otechnology. It aims at overcoming human physical and mental limitations, improving global
social relations and achieving a new stage of human species development. Major representatives of
the current are, among others, Raymond Kurzweil, Max More, Nick Bostrom, David Pearce,
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Science Advisory Group, so we might expect that soon every private Jones will be
his own “Discovery Channel Special”.

Let us not get too intimidated by the almighty scientific-military complex yet.
Neither neuroscience nor cognitive science, due to numerous technological and
methodological limitations, is able to cover the complexity of the mind, and the
cultural variety of the individuals involved. First of all, vast majority of empirical
studies on neural processes underlying human emotion and cognition that created
the contemporary brain functioning paradigms, were performed on non-human
animals [3]. Secondly, until recently, neuroscience lacked the technology to gain a
comprehensive insight into the brain, and even nowadays, with the introduction of a
variety of neuroimaging techniques,2 we still fail to get the full picture, since even
the cutting-edge tools do not provide accurately combined measures in spatial and
temporal dimensions. Thirdly, in contemporary cognitive psychology and neuro-
science we still have to do with a “Western” bias (with the choice of research
samples limited to particular socio-cultural groups, in particular college aged stu-
dents from the WEIRD demographic – Western Educated Rich and Democratic)
[5]. 95% of psychological research samples comes from countries with only 12% of
the global population, and 90% of peer-reviewed neuroimaging studies originate
from Western countries [6]. And last but not least—we still lack a unified theory of
what human mind actually is—and how the mysterious inner mechanisms of
consciousness work. Several attempts on appreciating the bidirectional influence of
culture and genes to brain and behavior have been made since late 1990s, when the
fields of social and cultural neuroscience evolved as domains of cognitive neuro-
science. Research results from these fields contributed largely to cognitive neuro-
science findings, since culturally influenced cognitive, affective and even physical
domains embrace, among others, such crucial for our considerations domains as:
memory, emotional antecedents, conditioning, moral reasoning, social cognition,
perception and gaining situational awareness, interpersonal communication,
approach to death, somatic health, aggression, responding to narratives, group
relations and many others.

The aforementioned approaches, however, still base on population-scale samples
computational models and laboratory conditioned research, which might not always
give us the true insight into how cultural traits such as values, beliefs, practices or

James Hughes Natasha Vita-More or Zoltan Istvan. An official portal that gathers the major
thinkers and practitioners of the current is Humanity Plus (H+) http://humanityplus.org/.
2The major techniques used to study the brain are: single-unit recording of neuron’s activity,
event-related potentials (ERPs) that records patterns of brain activity to a stimulus, Positron
Emission Tomography (PET) that has great spatial but poor temporal resolution, Functional
Magnetic Resonance Imaging (fMRI) and its more advanced event-related version (efMRI), that
have superior temporal and spatial resolution but provide indirect measurements through blood
oxygenation levels, Magneto-EncephaloGraphy (MEG) that deals with magnetic fields that result
from brain activity, and Transcranial Magnetic Stimulation (TMS), and its repeated variation—the
rTMS, that uses brief pulses of current that produces a short-lived magnetic field that inhibits
neural processing in the area affected [4].
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life cycles shape and are shaped by the human mind and underlying biological
structures. Thus the field of cultural neurobiology evolved, as an interdisciplinary
science that examines the bidirectional influence of culture and brain activity,
joining methods from cognitive neuroscience, cultural psychology and neuroge-
netics.3 Then, in the mid 1990s, neuroanthropology emerged as a sister science that
combines cultural neuroscience and anthropological field work, bringing the anal-
yses down to a more local level through the examination of smaller-scale popu-
lation samples and confronting them with population-level clinical research. The
approach offered by those two sciences enables us not only to understand the
interaction of human brain and culture, and hence the implications for mind
functioning and behavior determination in a variety of settings and circumstances,
determine the role of the nervous system and cognitive processes in creating social
structures, constructs and behaviors, but also bring in significant advancements in
human science theory [8] and indicate solutions of the most challenging problems
in military training and non-kinetic activities.

The upcoming scientific breakthroughs that will enable to crack, model and alter
the functioning of the human brain and its expression in cognitive, physical and
affective domains of behavior, will also vastly change the way our militaries work.
Cultural neurobiology and neuroanthropology, are of particular significance to the
armed forces, since they can help explain and enhance solutions for such diverse
issues as the cognitive abilities and performance of soldiers’ training,
Post-Traumatic Stress Disorder (PTSD) management, psychological operations
(PSYOPS) or the design of culturally-informed decision-making support systems,
to mention a few. The possibilities were partly acknowledged by American defense
R&D institutions such as the Defense Advanced Research Projects Agency
(DARPA) (SyNAPSE, Narrative Networks, N4IA, CT2WS), IARPA (ICArUS,
KRNS, SHARP) or Sandia National Laboratories (HDM) projects which explore the
potential of merging cognitive science, psychometrics, computational neuroscience
with social science and humanities to facilitate training, military decision-making
process and performance of soldiers. However, only a limited amount of research

3It is crucial to draw the distinction between cultural and social neuroscience and neuroanthro-
pology. The subject of interest for all three interdisciplinary branches is the bidirectional
culture-nervous system-behavior relation, however they use various approaches, methodology and
research tools. Cultural neuroscience explains mental phenomena in terms of a synergic product of
mental, neural and genetic events, and analyzes how cultural traits shape brain function, and the
human brain gives rise to cultural capacities and their transmission across various timescale. It
applies the tools from cultural psychology, neuroscience and neurogenetics. Social neuroscience
on the other hand, uses the methodologies and tools developed to measure mental and brain
function to study social context of cognition, emotion, and behavior. And neuroanthropology
provides the hands-on insight into those matters, as it confronts the neuroscientific findings with
field work, joining methods and paradigms of cultural anthropology and neuroscience, and looks at
field-based variations by drawing on anthropology, which has over a century of research on human
variation. Problem scale (local, intrapopulation level) and of theoretical models (practical and
embodied), separate the fields [7].
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has been performed and reported on cultural determinants of human cognitive
abilities, reasoning and behavior in the security and defense context.
The major research theses that this piece of research work intends to address are:

1. Various brain regions develop and function slightly differently due to cultural
influences (including variety in gene expression), which results in cognitive,
affective and behavioral differences among individuals.

2. The military can apply findings from cultural and social neuroscience and neuro
anthropology to improve its effectiveness in the domains of training, conduct of
non-kinetic tasks during military operations and post-operational force sus-
tainment, and upgrade the solutions that are already implemented in the field.

3. Although the field is controversial, scientific ethical standards do not have to be
violated during the application of cultural and social neuroscience for security
and defense purposes—so that we would not have to welcome the return of
MK-ULTRA.4

To achieve that, we will review the existing evidence on the culture-brain nexus
and its numerous implications for human functioning in a variety of domains,
review the existing solutions and projects that leading military institutions already
realize in the cognitive field, and in the light of newest findings of cultural neu-
roscience, propose new potential solutions and enhancements for the design and
conduct of military training and conduct of non-kinetic aspects of military opera-
tions. The aim of the chapter is to expand on the added value of the cultural
neuroscience research to the field, and to discuss the resulting reservations and
controversies of a situation in which winning “hearts and minds” might no longer
be a metaphor.

13.2 The Culture-Brain Nexus

As Professor Daniel Lende, the pioneer of neuroanthropological research noted, our
brains are biosocial. Rather than being exclusively biological, the brain and its
neural activity must be considered to be a hybrid of both biological and social
influences [8]. Genes and evolution, together with socio-cultural environment,”
shape the linked variation of brain and behavior. The dimension of individualism/
collectivism, for example, is not simply a cultural trait in this model - it has
identifiable neural correlates, in part formed by past evolutionary history and in
other part by the intersection of culture, development, and neuroplasticity” [8].
Bidirectional relationship between the nervous system and culture can be explained
and exemplified in genetic, developmental, physiological, adaptive, environmental

4MK ULTRA was the code name of a CIA project realized in the years 1950–1975, that comprised
experiments on human subjects. Its aim was to identify and develop drugs and procedures to be
used in interrogations and torture, in order to weaken the individual to force confessions
through mind control [9].
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and evolutionary terms. What is most significant, cultural factors begin their work
at the very essence of what human beings are, influencing and changing gene
expression, and 70% of genetic information expresses itself in the brain. Although
inter-population variations in genome might seem small, reaching around 02–04%
[10], it is worth noting that the genetic variation between chimpanzees and humans
is measured at 2%—but does it not make an immense difference? Let us then look
at examples of cultural influences on genetic diversity among humans.

Evidence from behavioral genetics indicates that the S allele of the serotonin
transporter gene (5-HTTLPR),5 might increase the chance of negative emotional
states such as anxiety, fear conditioning and attentional bias to negative information
that in the presence of unfavorable environmental factors can lead to major
depression. It was found that the allele is significantly more prevalent in East Asian
populations (70–80% as compared to the average of 50% in other populations).
Another such example might be the 7-repeat allele of the dopamine D4 receptor,6

which renders individuals prone to risk behaviors and novelty seeking. This
combination was discovered to be extremely rare in East Asian populations (less
than 1% of carriers), and overwhelmingly prevalent in South American Indian
populations (70–80%) [3] and other migratory communities [10]. Ethnicity and
culture are drivers of such variations, but they also provide mechanisms that
minimize the potential negative influence, with East Asian populations for instance
being prevalently collective. Strong social relations and support can eradicate the
anxiety and depressive disorders that the representatives of those groups were found
to be more prone to. This has significant implications for research, since neuro-
genetic associations observed in one population might be absent in another one, as
it is with the association between amygdala activation and the aforementioned
serotonin transporter gene (5-HTTLPR) that exists within Caucasian populations,
making them more fit for individual coping with distress, but not within East Asian
ones [10].

Another aspect of the gene-culture nexus is the Culture-Gene Co-evolutionary
theory (CGC), which asserts that “once cultural traits are adaptive, it is highly likely
that genetic selection causes refinement of the cognitive and neural architecture
responsible for the storage and transmission of cultural capacities” [10]. CGC began
as a branch of theoretical population genetics, which, in addition to modeling the
differential transgenerational genetic transmission, incorporates cultural features,
such as norms, values, beliefs, cultural dimensions and rituals into further inves-
tigations. The two transmission systems cannot be treated independently, both
because of individual learning capacity may depend on the genotype, and also

5Serotonin (5-hydroxytryptamine, 5-HT) is a chemical mainly found in the brain, bowels and
blood platelets. It carries signals along and between nerves - a neurotransmitter. It is considered to
be especially active in constricting smooth muscles, transmitting impulses between nerve cells,
regulating cyclic body processes and contributing to wellbeing and happiness [11].
6Dopamine is also a neurotransmitter, in the brain playing a major role in reward-motivated
behavior. Most types of reward increase and a variety of addictive drugs increase dopamine
neuronal activity.
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because the selection acting on the genetic system may be generated or modified by
the spread of a cultural trait (such as the propensity of given cultural group to be
more collective or individualistic, feminine or masculine, affective or constrained7).
To give a very down-to-earth example, the frequency of the sickle cell mutations
among populations in West Africa depends on their means of subsistence.
Populations that chop down trees to cultivate yams create the conditions where
heavy rainfall will leave pools of standing water in which mosquitoes thrive,
leading to more intense selection [13].

Recent applications of CGC include an extremely gripping investigation of how
the relation influences moral judgment, examining the correlations between the
cultural dimensions of Tightness–Looseness (TL), ecological threat, and the
aforementioned allelic variants of the serotonin transporter linked polymorphic
region (5-HTTLPR) in producing justification of moral behavior [14]. The results of
the research conducted across 21 nations proved that the propensity for ecological
threat correlates with short (S) allele frequency in the 5-HTTLPR, and allelic fre-
quency in the 5-HTTLPR along with vulnerability to ecological threat both cor-
relate with cultural tightness–looseness cultural dimension that pertains to strength
of social norms and tolerance of deviant behavior. It is believed that the distinctive
forms of social organization are a form of cultural adaptation to the presence of
biological, environmental, and human-made threats. Tight cultural norms are cre-
ated and maintained to encourage social coordination that facilitates member sur-
vival in more threatened areas. Moreover, another bidirectional relation was found
—susceptibility to ecological threat predicts tightness–looseness via the mediation
of S allele carriers, and frequency of S allele carriers predicts justifiability of
morally relevant behavior via tightness–looseness [15]. It is a brilliant example of
the research span of the young, but blooming field of cultural neuroscience. Other
recent demonstrations of neural plasticity indicate the significance of experience in
brain development as non-genetic environmental factors can lead to major differ-
ences in gene expressions.

In this place we get to the major feature of the human brain that enables not only
the possibility of bidirectional influence of culture and brain, but lays at the very
essence of majority of cognitive processes, individual and social development, and
creation of culture itself: brain plasticity. Plasticity refers to changes in brain

7The dimensions of culture that are most widely used in cultural neuroscientific research are those
designated by Geert Hofstede, a social psychologist from Netherlands, who based his research on
IBM cross-company studies since 1970s. While investigating diversity of organizational cultures
in affiliated companies, he discovered categories that help systematize them through major values
that govern them. Those six dimensions of culture are: Masculinity v. Femininity, High v. Low
Power Distance, Long v. Short-term Orientation, Individualism v. Collectivism, Uncertainty
Avoidance and Indulgence v. Restraint (6th dimension added by Michael Minkov in 2010). For
more details see [12]. Despite critical voices on his theory (for instance that the models present
static, national cultures which fail to embrace the inner dynamics and heterogeneity of cultures),
and the emergence of other cultural dimensions models, such as those of Trompenaars and
Hampden-Turner, Hofstede remains a classic in interdisciplinary cross-cultural research, from
neurogenetics to marketing.
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structure and functioning that depend on experience and affect behavior, at the same
time facilitating further learning processes [4]. This particular adaptability of the
brain enables its functioning even in critical conditions, since functions of damaged
regions of the brain can be overtaken by other regions (and the most awe-inspiring
example of that is the ability of people whose one hemisphere is inactive or
damaged to function normally8). All stages of development of an individual, life
script events resulting from a specific cultural environment one is emerged in, social
learning and transmission of cultural features from penchant for expensive footwear
to religious beliefs and Heisenberg’s uncertainty principle, is possible because our
brains are able to transform even the most abstract ideas and thoughts to physical
processes that change the structure of the organ.

As recent research suggests, however, neural plasticity does not offer infinite
response options to experience, and cognitive retooling (finding new ways to use
sensimotor stimulations to represent information) will only be possible within the
constraints of the brain’s ability to adapt its predispositions and pre-existing
functions to new but related uses [17]. Culture is a major factor providing the
frames for such response, having a profound impact not only on what one perceives
through the senses (the environment), but also works at the “how” of everyday
cognitive tasks. In other words, while processing the world around us, we operate
with cognitive tools that are not biologically determined, but invented and culturally
transmitted. What is of crucial importance, they further re-engineer one’s cognitive
architecture. The piece of neurobiological research on cognitive retooling clinically
prove the landmark linguistic relativity hypothesis (also known as the Saphir-Whorf
hypothesis) which claims that the language one speaks (a cognitive tool), influences
one’s perception and interpretation of reality, both in the sense of what is chosen as
representation of it, and how it is arranged. For instance, the pioneering research of
Whorf compared the different conceptions of time in Hopi and English languages
and concluded that it is a function of whether cyclic experiences are classed like
ordinary objects—which happens in case of the English language or as recurrent
events, as it is in Hopi [18].

There are of course other variables that influence neural processes behind cog-
nitive processing, motivations, emotions and behaviors such as individual features,
gender, social status, age, or even situational context. To vast extent, however,
those categories are culturally-bound. Let us take gender—not only do the social
roles and frames of acceptable behavior differ largely among cultures (and are
subject to stark controversies if one compares the British party girls and Pashto
women of Afghanistan as two distinct, yet equally socially accepted gender mod-
els), but the differences reach biological levels as well. In general, the level of
testosterone in females is about twenty times lower than for adult males and is
rather constant. Socio-cultural factors create significant exceptions, as women in

8The reason of that might be an inborn defect, major hemisphere damage resulting from a serious
accident or the very rare neurosurgery procedure of hemispherectomy. More about the cases in
[16].
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several native societies (such as the matrilineal Khasi tribe of India), are to be
competitive, aggressive and assertive, and their usual testosterone levels are sig-
nificantly higher than in females from other cultures [19]. It is worth to conclude,
however, that culture is not the key that opens all doors—since cultures are not
homogenous, and even in case of such uniformed culture as the one that the Author
origins from, where over 97% of the country’s population consists of white Polish
Catholics, one finds political, social and ideological divisions so deep that every
November there are several conflicting National Independence Day marches that
physically fight with each other.

13.3 Military in the Neurobiological Wonderland

Before we move on to the numerous applications of cultural neurobiology to a wide
array of non-kinetic military activities, we must first perform a target needs anal-
ysis, and review the cognitive military enhancements state of the art.9 Armed forces
nowadays function in a space between pre-modernity and postmodernity. Our
armies will be affected by the resulting human advancements, transhumanist ideas
and singularity, at the same time having to perform their duties in societies that
evolve in a completely different manner, without much regard for technological and
civilizational developments. The goal of military activities in the field is to maxi-
mize human-system effectiveness where human factor is the key. The contemporary
battlefield also brings on extraordinary demands on the soldiers as to their mobility,
autonomy, physical performance and cognitive skills [20]. Complex-adaptive
threats demand a comprehensive approach and joint and multinational operations,
in which the management of training, leadership and conduct of the operations is
very complex due to cultural and organizational differences between the entities
engaged. The increased cultural diversity both within the armies, the „human
domain” and the enemy, implies the growing role of cross-cultural competence and
other soft skills. The scheme in Fig. 13.1, presents the relations between the
changing nature of contemporary battlefield, the demands it poses for soldiers
abilities, and the resulting assumptions of the Biotechnological Revolution in
Military Affairs (BIOTECH RMA) that has been developed by the American
military for at least two decades now.

As aforementioned, neurobiology is a vital component of the future warfare. As
stressed in the landmark document outlining future directions of brain research, the
Opportunities in Neuroscience for Future Army Applications report of 2009:
“Emerging neuroscience opportunities have great potential to improve soldier
performance and enable the development of technologies to increase the effec-
tiveness of soldiers on the battlefield. Advances in research and investments by the
broader science and medical community promise new insights for future military

9We will see to American solutions since U.S. Army has the most extensive experience in the field.
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applications. These include traditional areas of interest to the Army, such as
learning, decision making, and performance under stress, as well as new areas, such
as cognitive fitness, brain–computer interfaces, and biological markers of neural
states” [21]. Leading American military R&D institutions are already working on a
robust array of projects that exploit potential applications of neuroscience to the
training, conduct of military operations and post-operational force sustainment.

The Defense Advanced Research Projects Agency (DARPA), is the primary
breeding ground of military innovations, famous for its visionary interdisciplinary
enterprises. One of the major projects in the neurobiological domain, claimed to be
one 10 World Changing Ideas according to the Scientific American Magazine [22],
is the Systems of Neuromorphic Adaptive Plastic Scalable Electronics (SyNAPSE),
which aims at creating electronic systems inspired by the human brain that are able
to understand, adapt and respond to information in fundamentally different ways
than traditional computers. The program uses a multidisciplinary approach, coor-
dinating aggressive technology development activities in hardware, architecture and
simulation. The initial phase of SyNAPSE developed nanometer-scale electronic
synaptic components capable of varying connection strength between two neurons
in a manner analogous to that seen in biological systems, and tested the utility of

Fig. 13.1 The changing nature of the contemporary battlefield and its implications (Source own
elaboration)
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these synaptic components in core microcircuits that supported the overall system
architecture [23]. Major further milestones of the project are depicted in Fig. 13.2

Second promising initiative is the Narrative Networks, that aims at under-
standing how narratives influence human cognition and behavior, and apply those
findings in international security contexts. The program aims to address the factors
that contribute to radicalization, violent social mobilization, insurgency, and ter-
rorism among foreign populations, and to support conflict prevention and resolu-
tion, effective communication and innovative post-traumatic stress disorder
treatments. NN exploits ways in which narratives consolidate memory, shape
emotions, cue heuristics and biases in judgment, and influence group distinctions
through creating a working theory of narratives, understanding of what role they
play in security contexts, and an examination of how to systematically analyze
narratives and their psychological and neurobiological impact on individuals [24].
The Project consists of three lines of research, including the development of
quantitative analytic tools to study narratives and their effects on human behavior in
security contexts, the analysis of neurobiological impact of narratives on hormones
and neurotransmitters, reward processing, and emotion-cognition interaction; and
the development of models and simulations of narrative influence in social and
environmental contexts.

Fig. 13.2 DARPA’s SyNAPSE road map (Source DARPA’s official website, SynaPSE project
materials. www.darpa.mil, 20 Aug 2015)
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Concerning cognitive enhancements for the warfighter, DARPA launched three
projects that addressed the issue. First was the Augmented Cognition (Aug-Cog),
which exploited a number of neural state indicators to control adaptive human–
machine interfaces to information systems. Those indicators “were used to assess
cognitive overload stress, and when the stress became too great, they would trigger
the dynamic load shedding activity of an interface management system” [21]. Its
successor to some degree was the Technology Cognitive Threat Warning System
(CT2WS) that aimed at developing portable binoculars that convert subconscious,
neurological responses to danger into the user’s consciousness, and the
Neuroscience for Intelligence Analysis(N4IA), which used the EEG to detect the
P300 brain wave to enhance the analytical skills of IMINT officers.10 Those pro-
jects are already closed and as the official assessments state, met some—but not full
—degree of success, which is no surprise given the wide scope of their futuristic
premises.

Moreover, DARPA supports the President Obama’s BRAIN (Brain Research
through Advancing Innovative Neurotechnologies) initiative, which aims at revo-
lutionizing the understanding of human brain functioning, that is said to enable
researchers find new ways to treat, cure, and even prevent brain disorders, such as
Alzheimer’s disease, epilepsy, and traumatic brain injury [25]. Projects realized
under the BRAIN umbrella include:

• Electrical Prescriptions (ElectRx) program, which aims to help the human body
heal itself through neuromodulation of organ functions using ultraminiaturized
devices, approximately the size of individual nerve fibers, which could be
delivered through minimally invasive injection.

• Neuro Function, Activity, Structure and Technology (Neuro-FAST), that seeks
to enable unprecedented visualization and decoding of brain activity to better
characterize and mitigate threats to the human brain, as well as facilitate
development of brain-in-the loop systems to accelerate and improve functional
behaviors.

• Preventing Violent Explosive Neurologic Trauma (PREVENT), which is
comprehensively evaluating the physics of the interaction between explosive
blasts and the brain and has identified which blast components are associated
with neurologic injury.

• Restoring Active Memory (RAM), that aims to develop and test a wireless, fully
implantable neural-interface medical device for human clinical use. The device
would facilitate the formation of new memories and retrieval of existing ones in
individuals who have lost these capacities as a result of traumatic brain injury or
neurological disease.

• Reliable Neural-Interface Technology (RE-NET), that seeks to develop the
technologies needed to reliably extract information from the nervous system,

10The P300 brainwave is a signal detectable in the brain that is produced 300 ms after a stimulus
occurs, only if the visual information is selected by the brain as of utmost importance. What is
interesting, it is hardly ever perceived consciously. More on the projects in [2].
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and to do so at a scale and rate necessary to control complex machines, such as
high-performance prosthetic limbs.

• Development of non-invasive brain-stimulation technologies such as
Transcranial Magnetic Stimulation (TMS) which can enhance as variety of
neurological functions from mood and social cognition to working memory and
learning and Transcranial Direct Current Stimulation (TDCS), which is an even
more promising neuromodulation and cognitive enhancement technology [26].

It is crucial to acknowledge that the projects above are an example of “social
corporate responsibility” of DARPA—which has always been regarded a contro-
versial R&D institution by the civilian scientific establishment. This subject will be,
however, further elaborated on in the part of the chapter devoted to the ethics of
merging neuroscience and military.

Although the most (in)famous, DARPA is not the only provider of innovative
solutions in the field of neurobiology for security and defense purposes. The
Intelligence Advanced Research Projects Agency (IARPA) under the Office of the
Director of National Intelligence, introduced even more exotic visionary research
projects. The Integrated Cognitive Neuroscience Architectures for Understanding
Sense making (ICArUS) for instance, introduces elements of AI to the research. The
main aim of the ICArUS program is to construct integrated computational cognitive
neuroscience models of human sense making. The applications will include
improved prediction of human-related strengths and failure modes in the intelli-
gence analysis process and are expected to point to new strategies for enhancing
analytic tools and methods [27]. Another initiative worth mentioning since it
embraces cultural influences on cognition, is the Knowledge Representation in
Neural Systems (KRNS) project. Drawing on findings from neuroscience, linguis-
tics, AI, behavioral science and human factors analysis, the project aims at
developing and rigorously evaluating theories that explain how the human brain
represents conceptual knowledge. The research bases on the assessment of how
concepts can be interpreted from neural activity patterns using algorithms derived
from the theories. Moreover, apart from the new theories and algorithms, KRNS
features the development of innovative protocols for evoking and measuring
concept-related neural activity using neural imaging methods such as, among
others, functional magnetic resonance imaging (fMRI) and magnetoencephalogra-
phy (MEG) [28].

Third and even more brave project, is the Machine Intelligence from Cortical
Networks (MICrONS) which “aims to achieve a quantum leap in machine learning
by creating novel machine learning algorithms that use neurally-inspired architec-
tures and mathematical abstractions of the representations, transformations, and
learning rules employed by the brain. To guide the construction of these algorithms,
performers will conduct targeted neuroscience experiments that interrogate the
operation of mesoscale cortical computing circuits, taking advantage of emerging
tools for high-resolution structural and functional brain mapping” [29]. Employing
research results from theoretical and computational neuroscience, machine learning
and connectonomics, the 15-year duration program exceeds in its scope and
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innovativeness even DARPA’s most futuristic projects. Leaving the best to the end,
let us move on to the Strengthening Adaptive Reasoning and Problem-Solving
(SHARP) initiative that seeks to advance the science on optimizing human adaptive
reasoning and problem-solving capacity in information-rich environments [30]. The
program tests and validates a myriad of available methods of cognitive neuro-
science, psychometrics, neuroergonomics and other fields (the methods and tools
include even transcendental meditation, transcranial stimulation and serious games)
to optimize cognitive performance.

Also other American research organizations such as the Office of Naval
Research’s Human and Bioengineered Systems Division (that welcomes proposals
expediting research in among others biometrics and human activity recognition,
cognitive sciences, computational neurosciences and biorobotics, human factors,
organizational design and decision research, social, cultural and behavioral mod-
eling and training, education and human performance) [31] and Sandia National
Laboratories (in among others The Human Decision Making For National Security
and Brain-Inspired Computing projects) [32] are “digging in the brain”. Evidently,
special units in the fashion of New Earth Army from The Men Who Stare at Goats
war comedy, are only a step away [33].

Yet, we must not forget about the added value of pharmacologization of warfare
which is another important field of development for the BIOTECH RMA, in par-
ticular in the neuro-enhancement domain. The aforementioned Committee’s on
Opportunities in Neuroscience for Future Army Applications Report indicates two
fields in which the neuropharmaceutical approach should be investigated: sustain-
ment and improvement of soldiers’ cognitive and behavioral performance.
Modafinil11 is already prescribed to pilots, who are tasked to fly prolonged missions
to eradicate the negative effects of sleep deprivation. Sertraline hydrochloride
(found in popular depression and mood disorder curing drug sold as Zoloft or
Lustral) is often prescribed to troops who have sustained repeated combat exposure
to reduce the consequences of persistent stress and the risk of depression. The
prospective neuropharmacological agents include a nicotinic acetylcholine receptor
modulator to improve attention and executive function in attention deficit disorder,
N-methyl-D-aspartic acid (NMDA), a receptor-positive modulator to enhance
memory consolidation, and a metabotropic glutamate receptor antagonist to treat
psychosis [21].

The official list of what already is being used and what is tested is humble as
compared to the real pharmacologization of warfare, since the Army has been
exploiting a whole arsenal of pharmaceuticals since the foundation of the one nation
under God. The American civil war of 1861–1865 welcomed the widespread use of
laudanum, opium and morphine, the second World War was ran on amphetamine,
in the Korean War of 1950–1953 the soldiers were administered

11Modafinil is Food and Drug Administration approved medicine used primarily in treating nar-
colepsy. In healthy individuals it enables prolonging the waking time by several times, with no
side effects yet recoded. It is a popular performance enhancer in the American academic world as
well.
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dextroamphetamine and methamphetamine (and self-medicated themselves with
heroin and speedballs), during the Cold War the Army researched on the potential
of, among other hallucynogenes (such as LSD), to reach the most outrageous high
in Vietnam (1965–1973), where dextroamphetamine, codein, steroids, tranquilizers
and neuroleptics were administered by the army, and soldiers completed the list
with amphetamine, heroin, barbiturates, LSD, marihuana, morphine, hashish and
opium [9]. The situation improved a little when preposterous side effects of
majority of the psychoactive agents used manifested themselves after the conflicts,
leaving tens of thousands of veterans addicted, traumatized and incapable of either
social or individual functioning. Therefore the wars in Afghanistan (2001–2014)
and Iraq (2003–2011) were ran on more “over-the-counter” drugs (as compared to
heroin) such as improved dextroamphetamine, tranquilizers (Valium), opoid pain
medications and steroids. At least officially.

Nowadays the U.S. military, apart from improving the already tried central
nervous system stimulants such as dextroamphetamine and modafinil, is conducting
research on several other promising substances. Ampakines are compounds known
to enhance attention span and alertness, and facilitate learning and memory, acting
selectively on crucial brain regions, improving neuroplasticity through long-term
potentation. They were initially researched on as a remedy for Alzheimer,
schizophreniaor ADD diseases, but in 2005 the DARPA’s Prevention of Sleep
Deprivation program advanced the research in other directions. The new generation
of sedatives is also investigated, together with propanolol, a beta-blocker that might
be a blessing for PTSD-affected individuals. The drug however, is subject to many
controversies as it desactivates brain regions responsible for emotional link con-
nection of traumatic memories, which might lead to a situation where no reflection
on past deeds would follow, and moral reasoning might be later negatively dis-
turbed. Moreover, the decision-making process is also changed under the influence
of the substance, with significantly diminished capacity to properly assess the
effects of one’s actions and the odds of success, which in military context is a real
issue and seems like a faustian bargain [2].

The most significant potential, however, is ascribed to oxytocin, popularly called
the “cuddle hormone”. It is naturally produced in human bodies (in particular
during pregnancy, childbirth and lactation in females, during care for the offspring
in males, and in various stages of establishing a romantic relationship), responsible
for the feelings of security, attachment, trust and an array of other positive emo-
tions. Therefore it is considered the most pro-social neurotransmitter that boosts
empathy, altruism, cooperativeness and loyalty towards a social group. The
potential of the neurotransmitter was already exploited commercially, since Vero
Labs retail oxytocin spray online under the brand name of “Liquid Trust”. For only
$29,95 per bottle, managers, singles seeking a partner and salesmen (which are said
to be the primary targets of the product) can benefit from the instant trust and
attachment it is claimed to enhance [2]. It was discovered, however, that once
isolated and properly administered, the neurotransmitter reinforces group cohesion,
trust and morally proper behaviors, which are the features of a perfect armed
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formation. As professor Łukasz Kamieński claims in [2], we might soon have the
perfectly in-sync, “hormonal bands of brothers” as the basic army organizational
units.

Summing, up, as we see from the above projects and applications, the roles of
neuroscience in sustaining and enhancing future force as foreseen by the US armed
forces are robust and truly promising. Moreover, variability at the neurological
level, which by and large is the subject of this chapter, is considered to be a force
multiplier. Recommendations presented in the NRC Report on training,
decision-making and sustaining and improving cognitive and behavioral perfor-
mance, stress the significance of individual differences in behavior, cognition, and
performance of skilled tasks which are as deeply rooted in the neural structure of
individuals as differences in strength, stamina, height, or perceptual acuity are
rooted in their physiology. It is noted that such differences have vast consequences
for many Army applications, and influence operational readiness and the ability of
units to perform assigned tasks optimally. Basing on this logic, recommendation 17
states that “using insights from neuroscience on the sources and characteristics of
individual variability, the Army should consider how to take advantage of the
variability rather than ignoring it or attempting to eliminate it from a soldier’s
behavior patterns in performing assigned tasks. The goal should be to seek ways to
use individual variability to improve unit readiness and performance” [21]. What is
surprising though, hardly any of the existing projects presented above take into
account cultural impact on neural functions. Since we know now what to do (in-
corporate cultural variability into brain research and its applications), let us then
investigate the “how” that has not yet been exploited by the military community.

13.4 A Primer for the Neuro-Enhanced Military Training

The effectiveness of a military organization, undeniably has its roots in proper
selection of candidates. Popular psychological aptitude and self-assessment tests
that are a part of recruitment process, might not always reflect the true potential and
predispositions of future cadets and members of armed formations if they do not
take into account the cultural variations in self-perception. As indicated by
Kitayama and Park in a research devoted to self-awareness in the context of social
grounding of the brain, structure of the self, varies systematically across cultures at
the neurological level. Individuals belonging to more collectivistic cultures, per-
ceive themselves by rule in relation to their group, which is exemplified by East
Asians and North Americans with Asian heritage who tend to be more interde-
pendent in the sense that they keep their interpersonal or social self relatively more
accessible and value it more, they apply the collectivistic perspective to social
perception with consequence to attention biases, their emotional responses are
oriented more towards social goals, agendas and issues, which has also implications
on their motivation—with prevailing social antecedents and reinforcements [34].
North American and Western European individuals on the other hand, were found
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to be more individualistic (independent) since they tend to keep their personal self
highly accessible, and put more prominence to it, their social perception bases on
their individuality, not group point of reference, the emotional life of such indi-
viduals is based largely on personal goals, desires and needs, and their internal
motivation bases on those individual pursuits.

Initial research on neural influence of religious beliefs performed by Han also
brought surprising results as it indicated that they modulate neural responses within
one’s theory of mind regions and affect neural representations of the self, since
different brain regions are involved in self-evaluation in atheists and religious
individuals’. Neural responses of the first group indicate greater illumination and
representation of the self, while “believers” tend to use the brain regions responsible
for evaluation through the reference to the higher spiritual instance (however one
defines God in numerous denominations) [3]. In the context of HR policy, this
distinction has implications in cases where individuals are to assess own abilities,
character and performance or perform moral judgment tasks. Moreover, further
implications for learning processes, performance self-assessment, moral reasoning,
group functioning and social interactions can be drawn from the findings of the
cultural variables in self-perception.

Cross-culturally variable components of the learning and skill acquisition pro-
cess span from such details as representation of number, spatial representations of
time through categorization processes, learning feedback and problem-solving
strategies. But cultural variables that influence neural underpinnings of learning,
begin at the very core level of physical perception. It is possible in case of visual
perception for instance, since The fundamental architectonic bricks of the primary
visual cortex responsible for it, can change in response to experience not only
during a limited critical period restricted to the first few months of life as taken for
granted in initial neurophysiological research. Recently it was fund that various
forms of perceptual learning and cortical plasticity occur throughout the whole
human life span [35]. The first evidence that visual perception varies
cross-culturally was predicted in a landmark research of Rivers as early as 1905,
who investigated the responses of the English, Indian and New Guinean individuals
to the popular Muller-Lyer optical illusion.12 The English tended to assess the
difference in length of the lines (which is a result of a perceptual illusion) much
more often than the representatives of two previous groups, which was explained by
the everyday landscape usual for the representatives of those three cultural groups,
with the English being used to more regular angles and buildings that limit the
vision perspective, that were absent in the case of India and New Guinea [36]. Also
the representation of 3D objects in two-dimensional space and their interpreta-
tion, are subject to variation due to cross-cultural differences in perception of depth,
which has grave implications for the ability to read maps. The very use of maps
moreover, which are physical tool that can become internalized under the rule of the

12The illusion tests the visual perception of the length of two equally long lines with different

endings: .
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aforementioned cognitive retooling theory, to form a basis of a new cognitive tool.
Processing spatial navigation information from a survey perspective is different
from and involves different brain areas than a route perspective. Therefore, cultural
propensity to use maps might not only alter the perception of space but also the very
“how” of spatial navigation. It was one of the problems that the Polish Operational
Mentor and Liaison Team (OMLT) and Police Operational Mentor and Liaison
Team (POMLT) training teams came across while training the Afghan Army
during the ISAF operation, as the local trainees had difficulty in using maps,
since their spatial overview of the region was based on experience, not 2D
representations [37].

Also the way that the environment is perceived visually will vary, either in
reality or 2D (images, virtual worlds) or 3D depictions (models, immersive envi-
ronments) depending on whether one presents holistic type of perception, in which
case the surroundings of an object of interest are processed with equal attention, or
analytic type that creates the full picture by focusing on the features that are most
crucial from the observer’s point of view. Since visual processing depends on
patterns recognition, and perceptions of patterns will definitely differ among cul-
tures, the very content and interpretation of the perceived set of stimuli might be
surprising. The differences described above have vast significance not only for
producing learning materials (which, additionally, have to characterize with
culturally-appropriate and realistic contents regarding for instance taboos, norms of
what is and is not acceptable, features that are familiar and evoke desired associ-
ations), but also extremely important while creating serious games and immersive
environments, and in all sorts of imagery intelligence collection and processing
(IMINT).

What has also been found in the cognitive domain that adjusts emotional
responses to visual stimuli, is the issue of facial emotion recognition. The most
frequently quoted research of Chiao et al. from 2008 discovered that both native
Japanese and Caucasian Americans exhibited greater brain activation in the
amygdala region in response to fear faces expressed by their own cultural group
than the other. This indicates that we are more capable to infer mental states from
non-verbal cues by turning toward familiar stimuli [3]. Moreover, cultural group
one belongs to provides an important means by which people infer mental states of
others from non-verbal content, and difference between egalitarian cultures (such as
broadly understood Western ones) and hierarchical ones (Middle Eastern) was
observed. And since emotions are not just automatic responses to stimuli but are
subject to meta-awareness and appraisal, which lead to processes of internal reg-
ulation of their outlet and corresponding facial expressions and behavior, the
observable non-verbal correlates of emotional states will also differ cross-culturally
for the same emotion [38]. This fact is also of significance in designing any type of
virtual reality, serious games or tutoring systems, and for officers responsible for
contacts with local population—in case of HUMINT officers for instance, the
ability to read non-verbal cues outside of their own cultural contents is imperative.

Attention is a next cross-culturally divergent field. In a 2008 neuroimaging
study, Hedden and colleagues asserted that European Americans recruit an attention
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network of the brain when they focus exclusively on the object and its context than
while focusing on the object itself. However, Asian participants of the study tended
to display an opposite pattern, recruiting the same attention network more in the
focused attention than the holistic attention task. The attentional attunement to
contextual information contributed to Asian individuals has also been investigated
with ERP, and has shown that they display greater sensitivity of incongruence of
semantic contents and the inconsistence of an object in a picture and the context.
The dissonance was much lower for European Americans [34]. In further line of
research that was to test the significance of mnemonic context to learning, it was
confirmed that the effect was greater for Japanese than for European Americans.
This does not of course imply that context is insignificant in educating the last
cultural group, since any learning bases on correlations and contextualization. There
are, however, differences in attention bias.

Yet another cross-culturally varied foundation of any type of learning and skills
acquisition is memory. First of all, the aforementioned cognitive and attention bias
serves as a filter of which information is found significant, stored and utilized.
Secondly, the cultural variation in holistic versus analytic thinking affect how
information is encoded and retrieved. Several studies have proven that Westerners
are more likely to encode and retrieve focal objects set in a complex visual scene,
while East Asians encode equally the context and the object itself [3]. Further
neuroimaging research that compared young and elderly East Asians and
Westerners discovered that the processing activity differed in elderly representatives
of the two groups, but not among young individuals, asserting that neural regions
might exhibit cultural variation as a function of age. Researchers also elaborated on
the role of literacy in memory functioning, comparing the ability of students from
Ghana and the United States to memorize short stories. Individuals from Ghana,
where oral knowledge transmission tradition was at the time prevalent displayed
better results than the American counterparts, provided that the stories presented
logical whole. Lists of randomly chosen items were memorized with the same
effectiveness [26].

Next proof comes from cognitive psychology and pertains to the variables of the
reminiscence bump. Elderly people asked to recall personal memories, usually refer
to numerous events from adolescence and early adulthood (the reminiscence bump).
Empirical evidence from cross-cultural investigation among individuals from
America, China, Japan, England and Bangladesh performed by Conway and team
in 2005 found that however the bump is present in all five cultures, the Chinese
were more likely to recall group and socially-oriented events, whereas Americans
exhibited greater tendency to reminisce on events that related directly to them as
individuals. The research premises based on the Rubin and Bernstein life script
theory of 2003, which claims that life script, namely cultural expectations con-
cerning the nature and order of major life events, guides and organizes the retrieval
of autobiographical memories [4]. Moreover, the contents of the memories referred
prevalently to the culturally desired and predictable events in their lives, which
were different for each researched groups both in their temporal and emotional
dimension.
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The implications of cultural variability of memory processes are in particular
applicable in designing mnemonic reinforcements. Obviously, properly adjusted
visual or auditory input will result in desired outcome. However, it was found that
the affective aspect of the learning process plays even greater role—the more the
emotional intensity of the material (positive and negative), the more intensely the
amygdala activity is engaged in encoding and consolidation of it [38]. The
enhancement of emotional memories happens thanks to a combination of
attention-mediated short-term effects on encoding and facilitation of longer term
memory consolidation by the amygdala, in a different way than in case of emo-
tionally neutral memories, making them particularly strong and durable. According
to Seligman and Brown, rituals which involve physical, sensory and emotional
reinforcement at the same time, can be of particular significance to such consoli-
dation, since they “lend themselves to associative learning, and through such
learning the social and cultural models they present are imbued with particular
significance. This in turn creates particularly strong memories for this information,
and links it to powerful emotions that help make it motivationally salient” [38],
which might not only expedite the design of Culturally-Aware education strategies,
but might also aid reengineering traumatic memories and be used in PTSD treat-
ment. Native American tribes for instance, observe different kinds of ceremonies for
returning soldiers. In the Navaho communities, a soldier’s family can decide to
sponsor a ceremony for him on his return. They contact a spiritual leader, some-
times called a medicineman, who talks to the soldier about his experiences and
decides which ceremony would be best. The Enemy Way ceremony, (also known as
the Squaw Dance), is an example of Navajo ritual used for soldiers who were in
combat, captured or wounded [39]. The effect of those rituals is the re-integration of
the soldiers back into the communities and significant decrease of the risk of PTSD
development. The significance and mechanisms behind the rituals may be also
utilized in non-kinetic aspects of COIN in determining how social ideologies,
including those of extremist nature are reinforced through the use of rituals in
various cultural groups.

Cultural influences can be observed also in the field of motivation, due to the
aforementioned significance of individual attributes for independent selves, and
collectivistic attributes for interdependent self-perception that influence social
motivation. The first body of evidence was presented by Taiwanese researchers
who attested that achievement motivation among their fellow nationals is by and
large group or socially-oriented. This was confirmed in behavioral studies of
Iyengar and Lepper [40] which found that European American children are moti-
vated to perform a task intrinsically, while Asian American children showed greater
predisposition towards external motivation provided by an authority (for instance
older relative or teacher), which founded a hypothesis that interdependent selves are
subject to motivation anchored in social expectations rather than individual pursuit
[34]. Once again we have to do with dual potential of the findings, since apart from
explaining motivational dynamics in culturally-diverse groups of learners, they can
also inform the culturally-bound rationale of individuals to join and actively par-
ticipate in criminal, terrorist and insurgent organizations.
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We must also bear in mind that military education and training is a specific type
of adult learning that encompasses equally the cognitive, affective and psychomotor
domains of knowledge acquisition. A bunch of evidence on the cross-cultural
specificity of adult learners was found also through neuro-anthropological research.
The basic andragogy principles that seem universal claim that adults are
self-directed and internally motivated, collaborate with instructors to promote their
learning and the learning experience itself is grounded in life experience and needs
to be applicable – non-practical items will be considered redundant. However,
whereas in the “Western” societies adult learning appears to be individualistic and
egalitarian, non-western learners, tend to view knowledge as communal. For
instance, if a village has no doctor, then the members of the community pull their
resources together, and send one of the young individuals to a medical school, so
that after he returns, the gap will be filled [16]. The very strong motivation towards
learning of such individual and his feeling of duty will be rooted in a very different
way than of somebody’s who would like to perform the profession of personal
passion or for the prestige of it. Moreover, non-Western learners were found to treat
education as lifelong, holistic process that does not stop once a person left formal
institutions. And educational establishments are not perceived as the sole source of
knowledge, since the everyday life experiences are seen as equally legitimate and
respected generator of it. Also what it means to be educated varies across cultures,
and the level of formal schooling and granted degrees are in some cultures regarded
less important than holistic social knowledge, which is of significance both for
military education, and in contacts with local population during deployment.

Concerning the psychomotor domain of learning, the recent research on
neurobiological underpinnings of embodiment, understood as the subjective
experience of the body, has significant implications as well. As indicated in a piece
of work on emotional embodiment (the global representation of bodily status as
somatic mood), the neural correlates of it not only reflect the evolutionary heritage,
but are an object of cultural practice as well. In one of the experiments on pain
perception, the brain activity of Japanese yoga masters (who claimed to be immune
to pain during meditation) was measured, and the activity of insula and anterior
cingulated cortex, that are primarily responsible for emotional aspects of pain, was
indeed inhibited in the meditative state [41]. Those two brain regions have proven
to be not only the primary neural sources of somatic awareness such as pain, but
also empathy, racial group identity, social norm violation perception and moral
institution, exhibiting thus a link between somatic awareness and social emotions.
As the Authors of the research claim, however, further investigations must be
performed locally before practical improvements are introduced. And in case of
military training, group cohesion, emotional management and kinesthetic aspects of
learning may be significantly expedited through the enforcement of bodily
awareness and understanding of the emotional embodiment mechanisms.

Last example is inferred from the Author’s pre-deployment training
(PDT) practice. While designing and providing cross-cultural and other soft skills

13 Cultural Neuroscience and the Military … 303



training to culturally diverse groups of officers,13 it proved that they differ largely in
the susceptibility to stereotypes, depending on whether the social environment
they originated from was an example of successful multicultural policy (like in
Australia, Denmark or the Netherlands) or lack of one (Poland). This resulted in
difficulties in instilling flexible, open-minded approaches towards differences and
cultural relativism in learners from the latter countries. In consequence, under-
standing of how the target deployment cultures work, was reduced, therefore all the
tasks that aimed at operationalizing certain cultural features and traits for military
purposes, had to be facilitated with additional red teaming component to sensitize
the groups. Other such consequences were observed in the fields of perspective
plurality, be it the religious diversity within countries, variety of acceptable gender
roles or multiethnic and multinational composition of the environments or institu-
tions that the trainees came from. It is obvious that the greater the plurality, the
easier it was to gain the aims of the cross-cultural training. Moreover, the most
simple value of respect towards such plurality is not a norm in more conservative
and homogenous countries, with numerous ethnocentric approaches prevailing. By
rule, in countries like Poland (and several other new-EU countries), with few
exceptions, the PDT training in cross-cultural competence is organized locally, in
homogenous groups, with instructors coming from the same culture as the trainees.
Even if the instructors are well prepared and educated, and can gain a multicultural
perspective, they might fail to acknowledge the numerous cognitive biases such
dynamics will result in. It is then crucial to take all the above into account during
the design and conduct of such training, to explore the whole potential of opera-
tionalization of culture.

The application of the findings presented above to serious game design should
be also considered, since none of the tactical software used in NATO or EU
member states14 takes into account the cultural variations in the knowledge and
skills acquisition domains described above. Additional commercial serious games
that train cross-cultural skills as such are being used of course (like Global
Conflicts: Palestine by Serious Games Interactive, Tactical Iraqi Language and
Culture Training System used in the US Army or the Adaptive Thinking and
Leadership simulation game, to mention a few) [43] either in PDT and in overall
officers’ career development. The analysis of their effectiveness, however, rests on
the assertion that all types of learners have similar learning capacity and modes, and
that the skill development through the use of the software will be uniform among
the trainees, regardless of their cultural background, which as we already know, is
not exactly true. Moreover, when we look at the technological limitations of

13The Author directs and conducts, among others, the Cross-Cultural Competence for CSDP
Missions and Operations Course for the European Security and Defence College and the
HUMINT officers pre-deployment training for the Polish Armed Forces.
14The most common military tactical training and mission rehearsal simulation software is the
Virtual Battlespace (VBS) immersive training package from Bohemia Interactive Simulations,
with more than 19 NATO nations and nine partner nations as well as three NATO entities are
current users of VB [42].
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creating realistic immersive environments and modeling human dimension (ava-
tars), the situation is far from perfect. Even the cutting edge VR technologies used
in devices like the Oculus Rift head-mounted displays (introduced in 2016), HTC
Vive or the expected Sony’s Project Morpheus’s VR products have numerous
limitations. The problem does not lie in the degree of realisticity of the VR, since
the virtual reality does not have to be5D for an individual to be able to internalize
the experience and fully immerse in it. The perceptible delay between one’s
movement and the change of the VR image, however, is an issue since even the
20 ms delay causes motion sickness in longer use of HMD equipment. So are the
vergence-accomodation conflict or the peripheral and central vision synchronization
difficulty [44]. The presented research findings on, among others, various aspects of
visual perception, facial emotions recognition and spatial navigation, might con-
tribute to improvement in that field.

13.5 Reservations and Controversies

The review of existing visionary projects and potential cognitive applications that
might improve the military status quo is promising indeed. We must not, however,
forget that there are certain limitations in applying cultural neuroscience findings to
security and defense purposes. First issue pertains to the reception of the cultural
neuroscience research—they are simply considered politically incorrect. In the
modern world that officially stresses perfect equality of all in all aspects, the claim
that people do differ at the very essential, biological level of brain functioning,
sounds like a heresy and memories of eugenics cut all potentially constructive
discussions on those differences immediately. The role of cultural neuroscience,
however, is far from promoting and deepening cultural, racial or ideological divi-
sions. On the contrary, merging the social and natural sciences enables the insight
into cultural and behavioral impact on human behavior in novel ways, and inform
public policy issues on cultural diversity and interethnic justice by studying the
ways in which cultural identity affects the brain and behavior [10]. Moreover,
ethnographically driven laboratory studies and the development of ecologically
valid experimental protocols enable deeper insight in the complexity of human
functioning [38], even in the very limited laboratory settings.

Second reservation is of methodological nature. Cultural neuroscience findings
still base on population-scale samples, computational models and laboratory con-
ditioned research, which fails to give us the true insight into how cultural traits and
features are shaped by the human mind and underlying biological structures.
Neuroanthropological approach must be applied as complimentary, since it gives
the hands-on insight into those matters, confronting the neuroscientific findings
with field work. It provides local, more exact, intra-population variables exami-
nation—as contrasted with the population-scale, cross-cultural neurobiological
inquiries, and offers tools for practical utilization of gathered research results in
given group. It is worth, however, to begin with the large picture offered by cultural
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neurobiology, to present major, well-documented differences—since the field of
neuroanthropology is a discipline in initial stages of development.

Moreover, numerous ethical concerns are already expressed by the civilian
scientific world. Since various national security bodies are exploring neuroscience
to advance interrogation methods and detection of deception through for instance
fMRI or EEG use for the detection of the aforementioned P300 wave [45], the
question whether it does not violate individual integrity and right to privacy must be
answered affirmatively. This example is a part of wider group of concerns related to
the dual use of research results for purposes that might be considered immoral or
harmful. In case of military, an institution that has elimination of other human
beings as a permanent point of its agenda, dual use problem is inescapable.
Therefore the chapter presented potential solutions for non-kinetic activities only,
with full and sad awareness that other applications of neurobiology to military
activities do, and will exist, thus any research done in the direction must be per-
formed with extreme ethical scrutiny and responsibility. The issue has yet another
aspect—most of the means and technologies of the improvement of human per-
formance begin with military applications, and only after a period of testing by the
military or black operations are they unveiled to the general public. In 2008 the
JASON group, the Pentagon’s top scientific advisers, warned that the U.S. military
might face enemies with technologically enhanced abilities, such as brain-machine
interfaces and pharmaceutical cognitive enhancements [46]. This is also how the
aforementioned MK-ULTRA project started—from a gossip that Soviets possess
mind-control tools and techniques. The result was ruthless wave of “neurobiolog-
ical” research, justified by grave national security concerns.

It is also essential to mention simple technical security concerns. The danger of
hacking intricate brain-machine interfaces is one of them. Moreover, the more
technologically complex an appliance, the more prone to human or technical errors
it will be. Even smallest disturbances in functioning of those high-tech cognitive
enhancements might have disastrous consequences both for the individual (with his
neurobiological functions disturbed or destroyed in the worst-case scenario) and for
the task (imagine the “collateral damage” rate in a combat drone error piloted
through a brain-machine interface). The influence of neurobiological
re-enchantement of war can have also consequences for the very nature of warfare
as such, since, as professor Christopher Coker claims, even such deeply existential
aspects of it as courage or devotion of soldiers could be brought down to their
chemical components, giving hope that if only we can decode every aspect of our
neurobiological and genetic codes, it will be possible to engineer the perfect future
warriors [47]. In such situation, conscious human effort towards excellence will
become redundant, and since there will be no choice whether one would or would
not like to develop the extreme and irreversible warrior capacities, we must ask
what will happen with such individuals and their “superhuman” skills, once their
service is over.

The very last question that comes to mind is—should we fear the that the “new
brave” neuroenhanced social groups, with their cognitive superiority will drift
towards an alien, inhuman condition that will change the whole human cultures
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dynamics? The answer seems to be no—or at least, not so fast, and is rooted in
human nature. Regardless of the culture, we are imperfect creatures. We could
already have elevated our cognitive abilities, extend life span, optimize social
relations and expedite emotional growth with the already available theories and
methods. We are all perfectly aware of proper dietary choices, the significance of
exercise in healthy lifestyle, constructive methods that enable coping with stress or
ways of improving interpersonal relations, to mention a few. We understand the
threats of smoking, lying and excessive chocolate consumption. We have produced
an infinite number of learning enhancement tools, appliances and techniques. We
have created numerous national and international institutions that are to improve
our individual and social functioning, and finally bring peace and stability to the
world. Moreover, with all the scientific, diplomatic and technological advancements
nowadays, we could in theory move war activity entirely to the cyber space.
Instead, we still face bloody conflicts that inflict millions of victims. It was already
noted by Plato in third c.b.c. that the world we live in is a faint reflection of the
perfect world of ideas. This also pertains to the nature of science—ideal models and
theories are far from what they were conceived to be when applied. Maybe that is
also the reason why in presence of all the perfect solutions, we still find ourselves
consuming junk food in front of a TV (with the news channel transmitting yet
another war in which hundreds of thousands die and millions suffer). We should
then rather not expect that the upcoming cognitive revolution will affect larger
groups instantly. Anthropologists, neuroscientists and sociologists will have plenty
of time to get ready for the mass neuroenhanced culture.

13.6 Conclusion

As evidenced by cultural neuroscience research, cultural differences play significant
role in differentiating basic cognitive and affective processes involved in learning.
Both broad and detailed categories like self-awareness, theory of mind, visual
perception representation of number, spatial representations of time, problem-
solving strategies, attention, memory, motivation and mnemonic reinforcements
will be realized and express themselves variously. They have consequences for not
only designing and the conduct of military training, but also in recruitment pro-
cesses, intelligence collection and non-kinetic military activities such as PSYOPS
and selected aspects of COIN, to mention a few. A full-spectrum application that
will be elaborated on in Author’s further research is as follows:

• Responding to cultural diversity of military learners in cognitive, affective and
psychomotor domains.

• Projecting and improving virtual training tools and immersive environments.
• Neuroergonomics and neurofeedback.
• Improved leadership and management of multicultural groups and units.
• Better incorporation of cultural factors in operational planning and conduct.
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• Support to PSYOPS and other non-kinetic operations.
• Examining the influence of combat conditions on CAP domains in various

groups.
• Projecting military mindapps.
• Pharmacologization of warfare.
• Treatment and prevention of PTSD thanks to the improved understanding of the

origins, processes and effects in all CAP domains.
• Projecting perceptions, decoding the role of narratives and measuring responses

to PTSD treatment.

The very detailed comparative studies presented in the military training section
can be for instance applied in the non-kinetic support of operations. Either intel-
ligence gathering and processing (in particular HUMINT), the management of local
interactions and contacts with the host nation population, PSYOPS, command and
leadership of multicultural teams, the design of cross-cultural decision-making
support systems or the introduction of various military mindapps, can benefit from
embracing cultural variation at the neurobiological level. Also post-operational
force sustainment, in particular the PTSD prevention and treatment will be such
fields, since even the biology of fight or flight reaction and emotional antecedents of
stress responses differ cross-culturally due to social perceptions of aggression,
trauma and acceptable modes and means of emotional regulation.

The Author does realize that the subject matter of the work might be highly
controversial, and the clinical research results on cultural influences on variations in
brain functioning may lead to overarching generalizations, in particular that cultural
neuroscience is a young and still developing branch of knowledge, and neuroan-
thropology is in its promising, but yet, initial stage of development. The purpose of
this research work, however, was not to present a neat “theory of everything”, but to
indicate current and possible future directions of research in the field.
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Cross-Cultural Psychology



Chapter 14
Cross-Cultural Dimensions, Metaphors,
and Paradoxes: An Exploratory
Comparative Analysis

Martin J. Gannon and Palash Deb

Abstract We elicit the views of 37 experts who compare three distinctive approaches
to the study of cross-cultural understanding: dimensions, cultural metaphors and
paradoxes. Underlying this survey, although not openly stated and hopefully invisible
to the expert respondents (and confirmed by informal meetings with some of them after
they completed the survey), is the assumption that complexity of understanding
increases as one moves from dimensions to cultural metaphors and then to paradoxes,
with feedback loops connecting them. Prior research supports this progressive per-
spective based on feedback loops. Also, these three approaches are among the most
popular, if not the most popular, methods for describing and analyzing cross-cultural
differences, similarities and areas of ambiguity. Indeed, other approaches to
cross-cultural similarities and differences can be subsumed in this progressive per-
spective. This chapter starts with a background discussion of the rationale for focusing
on these three approaches, and the justification for analyzing in a comparative manner
the major issues that have surfaced about these three approaches relative to their
respective strengths and weaknesses. There is then a discussion of our reasons for
selecting the 19 survey items, followed by a description of the methodology used,
including sample selection and statistical procedures. Since this is an exploratory study
of experts, we report only the major findings. However, in the final part of the review
we offer suggestions about the manner in which this progression of cross-cultural
understanding (via feedback loops) can be applied in the areas of research, teaching
and practice, with particular emphasis on modeling human behaviors.
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14.1 Introduction

There are numerous approaches to the study of cross-cultural understanding, almost
all of which can be broadly classified as either etic or emic. Theorists and
researchers who employ the dimensional or bipolar approach in the cross-cultural
area exemplify the etic or culture-general perspective. Outstanding illustrations
include the 53-nation study by [18] and the GLOBE study of 62 nations or national
societies [19]. Such researchers primarily employ a standardized questionnaire
whose items are then used to create dimensions along which these nations can be
scored, ranked and compared to one another. By the very nature of this method-
ology such an approach is general rather than specific.

14.1.1 Cultural Metaphors

By contrast, an emic perspective looks at each national culture in depth and
simultaneously accepts and attempts to go beyond such broad cultural profiling by
exploring the unique and distinctive features of each culture. This perspective
employs the idea of a cultural metaphor, which is any institution, activity or phe-
nomenon which members of a given culture consider important and with which
they identify cognitively and/or emotionally. Geertz’s description of Balinese
culture in terms of the metaphor of the cockfight received widespread attention [16].
More recently, [15] have examined 34 national cultures in depth using a distinctive
cultural metaphor for each of them. Indeed, a review of the cross-cultural research
literature over the last 50 years reveals that while dimensions still represent the
dominant approach, metaphors have re-emerged as the most popular emic
approach [30].

Gannon and Pillai [15] provide several examples of cultural metaphors in their
book. Thus, the Swedish stuga is a simple, unadorned weekend and vacation home
that is found throughout the countryside in this nation. For the Swedish national
culture, these distinctive/unique features include the love of untrammeled nature
and tradition, individualism through self-development and an emphasis on equality.
These authors also provide other interesting examples that help us better understand
the concept of cultural metaphors: how the complex rules of American football
illustrate the complexity of the many rules and laws of corporate America; how the
extraordinary complexity and finesse of French wine capture the intricacies, sub-
tleties and nuances of a historically-rooted, highly evolved and fast-changing cul-
ture; how the dance of Shiva, a preeminent deity in the Hindu pantheon, represents
a cycle of activity that reflects both creation and destruction, and how it shapes the
Indian perspective on the cycle of life and reincarnation, and so on.

Popular music, such as the ‘samba’ in Brazil, the ‘tango’ in Argentina, or the
‘calypso’ in the West Indies, can also provide unique examples of cultural meta-
phors. Similarly, the ‘opera’ might be uniquely representative of Italian culture, as
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the pageantry and spectacle of the opera are reflective of the high expressiveness,
emotions and animated nature of the average Italian [15]. Further, [5] edited a
Special Issue of the International Journal of Cross-cultural Management con-
taining five articles, each of which employed a distinctive cultural metaphor to
describe either the Caribbean in entirety or one of its national cultures. These
metaphors include the ackee (the national fruit of Jamaica), the “no ball” concept in
cricket, Yoruba proverbs, calypso, and liming (a leisure activity during which
members of a group create shared, spontaneous meaning through verbal exchanges
reinforced with humor).

14.1.2 Paradoxes

In recent years there has been an increasing interest in a third approach, namely the
paradoxical approach [6, 27, 29]. Although there are a few basic types of para-
doxes, most cross-cultural experts emphasize one type: a statement seems to be
untrue due to the vicious circle created by inconsistent or contradictory elements,
when it is in fact true. Operationally, a paradox represents “both-and” thinking
(rather than “either-or” thinking) involving inconsistent and/or contradictory ele-
ments. Paradoxes are often framed as sentences; an example is the paradox pop-
ularized by the Bauhaus school of modern architecture that says, “less is more.”

Similarly, [7] analyzes the Chinese negotiating style in terms of a paradox: why
do Western negotiators simultaneously consider Chinese negotiators as both very
deceptive and very sincere? His answer revolves around three explanations: the
long and tortuous history of China, the resulting view of the marketplace as a highly
unpredictable and dangerous place similar to a battlefield, and the ideal Confucian
gentleman who emphasizes sincerity. Similarly, some cultures see time as involving
in a linear progression that goes from past to present to future, while other cultures
represent time as only one circle in which there is no distinction between the past,
present and future. Both elements of a paradox can exist simultaneously within a
single culture in spite of the fact that they are in opposition to one another, par-
ticularly in such areas as perception of reality and cross-cultural negotiation. Major
world religions follow these divergent paths in trying to explain reality [26]. In the
case of Buddhism, there is not even a distinction between past, present and future;
one circle rather than three is the Buddhist representation of this concept.

Another study employs the yin-yang perspective (which has traditionally been
considered a paradox) as the supposed key to defining culture itself in a dynamic
and holistic fashion [8, 9]. Fang’s perspective, though debatable, should be pursued,
especially in light of the large number of definitions of culture, many of which are
inconsistent with one another. Indeed, echoing Fang’s perspective, [27] point out
that the starting point of a paradoxical methodology for researching groups is that
opposition, polarities and conflict are part of the DNA of organizational life. [21]
elaborate on these ideas in the following manner: “The idea of change and trans-
formation between two opposite states is the main theme of the I Ching … or Book
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of Changes. The book not only discusses change in one direction (from young to
old or from small to large) but also discusses changes from one extreme to another
extreme. For example, when a moon is full, it starts to wane; when a moon is new, it
starts to wax. This is the relationship between yin and yang: when yin reaches its
extreme, it becomes yang; when yang reaches its extreme, it becomes yin. …
Therefore, yin and yang are dependent upon one another, and transformations
between the two occur when one of them becomes extreme.” From this paradoxical
perspective, it is argued that human beings, organizations and cultures should
accept paradoxes to develop in a healthy and mature fashion. Thus, culture is
“both-and” rather than “either-or.” Similarly the dynamics of yin and yang apply to
such paradoxical categories as masculine and feminine, long-term and short-term,
individualistic and collectivistic, and so forth.

Another perspective to paradoxes was offered by Gannon [11], who summarized
93 cross-cultural paradoxes by employing the fact that there appears to be three
major ways for understanding a paradox and hopefully resolving it. First, we can
accept both truths and elements in each paradox, even though they are contrasting
and even contradictory. Second, an individual can reframe the situation, which is
the method that Bertrand Russell used to understand the famous Liar’s Paradox: “all
Cretans are liars; I never tell the truth.” Russell demonstrates that each of these
statements is valid but in different contexts and at different levels of analysis. In the
third and final method, the individual accepts the paradox but looks for a higher
unifying principle to understand it. Gannon [11] employs this third method, and
emphasizes cross-culturally based research to identify a unifying principle for each
of the 93 paradoxes, as the following examples drawn directly from the book
demonstrate.

For example, one principle that is developed is that of ‘value paradox’ (e.g.,
Germans love freedom but feel that too much freedom can lead to disorder) and
how it reflects the distinction between the desired and the desirable in life [6].
Thus US advertisements that target supposedly-individualistic Americans usually
focus on group activities at home or in a social setting. Another example relates to
whether multi-ethnic groups impede or facilitate the formation of national cultures.
On the one hand, having several ethnic groups in a culture can lead to conflicts. On
the other, countries like the USA, Canada and Australia have benefitted enormously
from the contribution of new ethnic groups (e.g., German Jewish professors fleeing
Europe before World War 2 contributed to the intellectual growth of US univer-
sities). This paradox extends to how immigrant groups can integrate into their
adopted society. Thus US society encapsulates the idea of the ‘melting pot’ in
which all groups integrate to form one single culture, while Canadian society is
seen as a ‘mosaic’ wherein each ethnic group can retain its individuality and yet
become an integral part of the whole.

Another paradox relates to how languages across the globe are both flourishing
and dying. Thus, languages are dying at an alarming rate, from an estimated 20,000
one hundred years ago to 4000 today. However, major language groups such as
English and Chinese have flourished. Similarly, globalization, or the increasing
integration of national and ethnic cultures, has occurred over the past 200 years,
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though simultaneously differentiation is occurring. For example, in 1946 there were
76 sovereign nations, while today there are 197. Other examples of paradoxes
include how an individually-based need hierarchy can exist in collectivist cultures,
how a national culture can value both freedom and dependence, how nations are
simultaneously becoming more powerful and less powerful as a result of global-
ization, how collectivists can also be self-centered and selfish, and so forth. We
have presented these examples as illustrations only. However, they serve to
underscore the point that paradoxical thinking is especially useful, as it emphasizes
a sophisticated understanding that moves beyond mere categorization, e.g., male
and female, sincerity and deception, linear and non-linear time, or the integration
and differentiation of national and ethnic cultures.

14.1.3 Feedback Loops

Gannon [13] also argued that sophisticated cross-cultural understanding and
knowledge proceed from dimensions through cultural metaphors to paradoxes. This
sequencing idea also finds empirical support [24, 25]. This sequence also encom-
passes other recent emphases in the cross-cultural literature, such as the bi-cultural
and multi-cultural frames of reference by individuals (e.g., [4]). As these framing
mechanisms mature through the acquisition of two or more languages and direct
experience in cultures other than the one in which a person is born, sophistication
increases. Such results have been reported or at least described at least since the
1950s, and are, at this point in time, well-accepted. Below, we further explain the
idea of feedback loop by means of an example.

The United States is consistently ranked as either #1 or in that vicinity in the
multi-dimensional studies since Hofstede’s original survey of 49 nations and the four
territories he treated as the equivalent of nations; in the Hofstede study, the U.S. was
#1 in terms of individualism. However, the cultural metaphoric approach provides a
more nuanced and deeper understanding through the specification of the particular
type of individualism and the distinctive features of the metaphor. As in football, the
U.S. is an aggressive, competitive and individualistic culture in which inequality is
more acceptable than in egalitarian national cultures, and it is little wonder that the
U.S. ranks at or near the top in extrovertic behavior given this type of individualism
[23]. At the same time, Americans are taught to work together, even though the
reward structures tend to be unequal, with a few players receiving vastly more
compensation and acclaim than other players. Also, the focus on the group working
together is strengthened by the view that football is war and, by extension, so are
other key activities of American life requiring cooperative groups such as business
and its “winner take all” mentality.

The weeks-long football training camp prior to the actual season, during which
each member of the team must learn his part in each of the complex plays,
sometimes numbering at or near 200 plays, reflects this orientation. Football is the
only game in the world where all offensive players must synchronize their

14 Cross-Cultural Dimensions, Metaphors, and Paradoxes … 317



interdependent motions (when they do not see what other offensive players are
doing) if the play is to be successful. Further, the pre-game and half-time lavish
entertainment exalting the team’s virtues are designed to maximize group effort by
team members, and even huddling after each play—the only game in the world that
has this distinction after each play—helps to strengthen group effort. Analogs in the
business world are the Walmart-influenced daily 10-minute early-morning standing
meetings designed as both a pep talk and a clarification of responsibilities, and the
periodic meetings during the year at which awards are presented and individual and
group efforts are lauded. And, finally, football is treated as religious, even to the
extent that devotees term all of the complex activities “the church of football,”
echoed in comparable talks by politicians and business people justifying the
American ideology, e.g., emphasizing a religious rationale to justify specific actions
such as a declaration of war or the existence of social inequality.

However, even though cultural metaphors are very complex with many dis-
tinctive and unique features, inevitably paradoxes emerge. To go back to the
example of US football, individual rewards are emphasized in football but within a
rigid group structure. If a highly-valued player’s behavior off the field is suspect, his
team will dismiss him quickly to ensure that the team or group is not harmed. To
provide another example, generosity in sharing with those who have been less
fortunate is widespread in the activities of the churches and non-profits in the U.S.,
contrary to the image that the US only champions individualistic behaviors. Warren
Buffet, and Bill Gates and his father, have spearheaded a unique group activity
among highly successful families in which a wealthy person bequeaths at least half
of her assets to charity, clearly a paradox if one goes by the dimensional notion of
the US as an individualistic nation. No other nation in the world has such a
group. Thus the initial understanding of cross-cultural behavior that is obtained
through the dimensional approach, and deepened through the use of the cultural
metaphoric approach, is enriched by incorporating the paradoxical approach. The
resultant feedback loops capture the dynamic interactions among these three
approaches. In effect then, only the use of all three approaches rather than only one
approach has the potential to deepen cultural knowledge and provide the framework
to understand human decision processes and behaviors in situations where indi-
viduals from different cultural backgrounds may need to interact.

Smith and Berg [27, 28], in their classic work on paradox within small groups,
describe some of these feedback loops when discussing paradoxes involving
individualism-collectivism within a cross-cultural context. For example, they point
out that individual human beings are social animals. As such, they only very rarely
live in total isolation from other human beings. An individual wants to feel accepted
by the group, at least to some degree. If he is not accepted, he or she will perceive
the group in a different manner, and will react negatively to a group that is either too
individualistic or collectivistic for him. Hence the feedback loop goes back from the
paradox of individuality to culture-general dimensions. Similarly his or her new
view of the group tends to create a different narrative or perception of the cultural
metaphor that is dominant in the group. Hence the progressive and feedback ele-
ments combine to produce cultural knowledge, which is not as limited as that
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provided individually by cross-cultural dimensions, cultural metaphors or
cross-cultural paradoxes.

Thus, given the importance of such sequencing or progression, we decided to
undertake a preliminary study of expert perspectives on the major strengths and
limitations of each of these three approaches: dimensions, metaphors, and para-
doxes. Results are reported below, and implications for research, teaching and
practice are developed.

14.2 The Study

It must be emphasized that this exploratory comparative study focused on issues
related to these three approaches rather than the testing of a specific theory or
theories. Our own experience in teaching managers and students as well as our
experiences in navigating across different cultures suggested that each of these three
approaches has both strengths and weaknesses, and that cross-cultural under-
standing is enhanced by the use of all of them. Similarly, Gelfand (in [10]) divided
her cross-cultural university class into two groups, one of which argued the case for
dimensions and the other did the same for cultural metaphors. The dimensional
approach’s general strengths included the following: a common metric to compare
cultures and a structure to understand an immense amount of detail; quantifiable
and verifiable; and amenable to large-scale multi-country studies. This exercise also
indicated that: it is hard to keep the Hofstede 5-dimensional model of culture in
mind; frequently we look at one dimension separately, yet culture is a complex
whole; dimensions can be a-theoretical; one dimension is overwhelmingly
emphasized, that is, individualism/collectivism; dimensions are extremely broad
and miss important elements; and dimensions can obfuscate within-culture diversity
and the dynamics of culture.

Further, Gelfand’s students indicated that cultural metaphors afford a rich,
detailed and in-depth understanding of a culture, and may include elements not
captured in the dimensional approach; provide a dynamic view of culture, which
includes actual experiences and vivid images that capture many of the five senses,
thus helping to see how people participate in culture; help to create an integrated
view of culture that captures the interrelationships among dimensions and how they
relate to culture; and are very useful for cross-cultural training and for early-stage
research (gaining understanding, for both theory and method). However, Gelfand’s
students also highlighted some weaknesses of cultural metaphors: They do not
easily allow for comparisons; by definition, metaphors highlight some aspects of
reality and ignore others; they are more susceptible to stereotyping, and it may be
harder to change stereotypes based on cultural metaphors than on dimensions,
which can also be stereotypical, because they are vivid and may stick; some
metaphorical mappings may be a stretch; and metaphors have been described
mainly at the cultural level and not at the individual level. Gelfand’s students
concluded that the dimensional approach and the cultural metaphoric approach are
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complementary and need each other to make sense of cross-cultural similarities and
differences. As mentioned earlier, by also incorporating paradoxes in addition to
dimensions and metaphors, we extend this logic to provide a sequential (or pro-
gressive) understanding involving feedback loops, arguing that cross-cultural
knowledge becomes more sophisticated as it moves from dimensions to cultural
metaphors to paradoxes, with feedback loops tying them together in a dynamic
manner.

14.2.1 Methods

In this paper, we report the results of a survey that was completed by 37
cross-cultural experts. We developed 19 items to test the strengths and weaknesses
of the three approaches, and grouped these 19 items on an a priori basis into six
general categories (discussed in detail below). However, as indicated above, in the
survey we simply listed the 19 items in a random fashion without providing any
information on the six general categories into which we heuristically placed them
before sending out the survey. We e-mailed the short survey comprising the 19
simply-worded items to 58 experts and received 37 usable surveys (63.8% response
rate). Note that in the actual survey wording (below), we deliberately altered the
sequencing, bringing ‘paradoxes’ before ‘metaphors’. This was done to ensure that
respondents’ views were not influenced by the authors’ perspective of the
sequencing order as dimensions, metaphors and then paradoxes.

Our e-mail stated: “(The second author) and I would like to ask you for a special
favor, namely filling out the attached short survey in Excel that takes five minutes
or less to fill out and return to me as an attachment to e-mail. The responses by
experts such as yourself will be used to compare the relative advantages and dis-
advantages of three approaches to national cross-cultural understanding. The first
approach, cross-cultural dimensions, is well-known and represented by the work of
Hofstede, the GLOBE study, etc. The second, cross-cultural paradoxes, is
newer. After reviewing many definitions, we define a paradox as follows: It is a
statement, or set of related statements, containing interrelated elements that are
opposed to one another or in tension with one another or inconsistent with one
another or contradictory to one another (that is, either/or), thus seemingly rendering
the paradox untrue when in fact it is true (both/and). The key elements of a paradox
are that it:

(a) is a reality that can be expressed in a statement or set of statements;
(b) contains interrelated contradictory or inconsistent elements that are in tension

with one another;
(c) leads to the creation of a reality, and any statement or set of statements about

this reality or paradox that is seemingly untrue due to the “vicious” circle
generated by the contradictory or inconsistent elements is in fact true; and,
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(d) is framed or conceptualized as an either-or choice that is better framed as a
both-and choice.

The third approach is termed cultural metaphors. A cultural metaphor is any
activity, phenomenon, or institution that members of a specific national culture
consider important and with which they identify emotionally and/or cognitively, for
example, the Japanese garden. The major features of this metaphor are then used to
describe a national culture. A person can use a cultural metaphor for an initial
understanding of a national culture and can change his understanding as new data
and information are processed. That is, the cultural metaphor is a first best guess.

We realize that all of the experts receiving this short survey are busy, but your
knowledge of the cross-cultural field will be valuable in comparing the relative
advantages and disadvantages of the three approaches. We plan to list the names of
the experts who helped us out by filling out the survey and returning it to us in any
paper and/or article that we write. If at all possible, we would like the survey
returned by e-mail within two weeks. Thank you in advance for your invaluable
assistance.”

At the top of the survey, we indicated the following:

Please provide your evaluations of the degree to which each of the 19 items below is
attained or occurs using a 1 (low occurrence) to 5 (high occurrence), with the numbers 2, 3
and 4 representing intermediate degrees of occurrence. For each item, please provide
evaluations for cross-cultural dimensions, cultural metaphors, and cross-cultural paradoxes.

Originally, we thought of using three separate factor analyses for each of the
three approaches. We would have then been able to name factors and look at the
individual (raw) ratings for items loading. 6 or above on each factor to obtain
insight into the relative strengths and weaknesses of each of the three approaches.
However, we had only 37 respondents for 19 items, and factor analysis requires at
least a 6 to 1 ratio. As an alternative, we theorized on an a priori basis that the 19
items fall into six broad categories: the perspective on culture; framing culture;
theory and related methodology; management education, training and globalization;
ease in using each approach; and cognitive complexity. Since the goal of the study
was to compare the relative strengths and weaknesses of the three approaches, we
felt that the six broad categories and the 19 items within them would provide a basis
for coming to some conclusions. However, we did not inform the respondents of
this classification and just randomly listed the 19 items. See Table 14.4 for the 19
items subdivided into these six categories.

14.2.2 Explanation of the Six Categories

The six broad categories that we analyzed represent major issues in the
cross-cultural area, and we have briefly but only indirectly touched upon them thus
far in this chapter, for example, in our discussion of Gelfand’s classroom exercise.
Category 1, the perspective on culture, includes an item focusing on a detailed,
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in-depth description of national cultures as perceived by these experts relative to
each of the three approaches. As indicated above, the culture-general or dimen-
sional approach is much less in-depth in terms of describing a national culture than
the cultural metaphoric approach. Further, the dimensional approach tends to be
static and rarely includes measurements at two or more different points in time,
whereas the cultural metaphoric approach suggests that a national culture is criti-
cally influenced over time by such elements as its birth rate, male-female ratio, rate
of prolonged unemployment, population density, religion or religions, and so forth.
Cross-cultural paradoxes have the potential of providing fresh insights into dynamic
occurrences in a national culture, as some of the examples provided by [11]’s book
cited above suggest, and we included an item on this issue in category 1.

The second broad category, framing culture, refers specifically to the manner in
which each of the three methods affects cross-cultural experiences. Each of the three
approaches has the potential for distortion and inaccurate stereotyping. However, as
[1] points out, all of us stereotype and the issue is whether the stereotype is
accurate. She indicates that it is acceptable to stereotype provided the stereotype is a
first best guess, is based on data and observation, is descriptive and not evaluative,
and if the individual is willing to change or even reject the stereotype as new
information and experiences become available. Hence we included an item focusing
on this issue of distortion and stereotyping. This second broad category has been
heavily influenced by Kahneman and Tversky, who have shown that we tend to
take more risks when facing an uncertain outcome rather than when facing a
guaranteed positive outcome, and that we are influenced much more by stock
market losses than the uncertainty of the market itself [22]. This second category
also includes an item focusing on how well each of the three approaches enlarges a
person’s cultural frame of reference or cultural sophistication, and a second item
focusing on how well each of the three approaches strengthens attributional
abilities/knowledge, which is related to increased cross-cultural knowledge or
understanding.

The third category includes six items focused on theory and related methodol-
ogy. As we have indicated above, a strength of the dimensional approach is the ease
of using statistics to test the basic concepts of the approach, while another strength
is to use this approach to compare national cultures (since nations are rank-ordered
to one another on one or more dimensions). It is also easy for the dimensional
approach to show a relationship between a specific dimension and outcome or
outcomes. For example, the rank ordering of national cultures on individualism-
collectivism has been shown to be significantly related to airline accident rates per
nation: the rate among collectivistic national cultures is double that of individual-
istic national cultures, and if power distance is added, high-power-distant and
collectivistic nations exhibit three times the accident rates of low-power-distant and
individualistic nations [17]. However, only the metaphorical method has the
research potential to build a grounded theory of national cultures, as it emphasizes
an in-depth focus. Hence we included an item to that effect. Further, the dimen-
sional approach ignores intra-cultural differences within a specific national culture,
whereas the metaphorical approach with its in-depth lens explicitly recognizes such
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ethnic, religious and even linguistic differences. We created a sixth item focusing on
this issue. Given such results and emphases, we included six items in the survey,
which is the largest number of items for any of the six categories.

We also wanted to analyze the broad category of management education,
training and globalization, which is our fourth category. Research has demonstrated
that individualistic national cultures tend to spend more per capita on management
education than collectivistic national cultures [17]. Hence we included two items in
this category, the first of which touched upon how well management trainees are
able to see how to use each of the three approaches. We also wanted to know how
suitable each of the three approaches is in a globalizing world.

Further, we created a fifth category examining how easy the experts thought it
was to use each of the three approaches. Specifically, we developed three items
focused on how easy it is to remember the specifics of each approach, how easy it is
to use each of the three approaches in a person’s home culture when interacting
with those from different national cultures, and how easy it is for a visitor to use
each of the three approaches in a host national culture. As noted above, we had only
Gelfand’s classroom exercise involving undergraduate students as a source of
information, and we felt it necessary to supplement it with the opinions of experts.

Finally, since the emphasis of our approach was at least partially to develop a
progressive and increasingly in-depth understanding of another culture, we created
a sixth category, cognitive complexity, with one item focusing on the degree to
which each approach was cognitively complex, and one item focusing on the degree
to which each approach required higher-order thinking processes. From the view-
point of optimizing human decision-making processes, cognitive complexity is
positively related to cross-cultural knowledge and understanding.

14.2.3 Sample Selection

We wanted to include experts in this study who represented different viewpoints but
who were thoroughly familiar with all three approaches and used them in their
teaching, research and consulting. However, it was very difficult to define a pop-
ulation from which the sample was to be drawn. For example, the International
Management Division of the Academy of Management is so diverse in membership
that we felt it was not appropriate, that is, many of its members would probably not
be as thoroughly familiar with the three approaches as would be desirable in such a
study. Hence, based on our personal professional knowledge of those working in
the cross-cultural area, we decided to send the survey to a large number of such
experts. Thus our study is exploratory but, as far as we know, the only one that has
been completed. Further, we did test some of our findings using both parametric
and non-parametric statistics when appropriate, and report the mean values in the
final part of the paper where we offer some suggestions in these six broad cate-
gorical areas.
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Our sample included prominent cross-cultural psychologists, cross-cultural
management educators who primarily teach in business schools rather than psy-
chology departments (and may not be cross-cultural psychologists), and experts
from different nations. There were very few non-responses to any item except for
item 15 (four non-responses), which was “Reinforcement of the other two
approaches.” We used the average score for each item within each of the three
approaches to complete the statistical analysis when data were missing. The names
of the 37 experts and their university affiliations by nation are listed in Table 14.1.
As mentioned in the e-mail we sent to these experts requesting their participation,
we indicated that we would list their names and university affiliations in a table
within the article. Of the 37 respondents, 15 are affiliated with non-US universities
and 22 with US universities, and at least 11 teach outside of their country of birth.

14.2.4 Analyses

To assess inter-rater reliability, we chose to use two statistics that statisticians
suggest, namely a parametric measure, the ICC (intraclass correlation coefficient)
and a non-parametric measure that emphasizes ranked data, Kendall’s measure of
concordance (W) [20]. ICC values are appropriate for 5-point scales that are
assumed to be Likert-type, while W values in this study use the mean values to
assess the expert rankings. We added the items together within each of the six
categories and used the average means to calculate ICC and W values separately for
dimensions, paradoxes and cultural metaphors (see Table 14.3). In the final part of
the article we discuss some of the mean values for items in the six broad categories
(see Table 14.4). However, we do not engage in statistical testing in this final part
but do report some striking results in terms of mean values for each of the three
approaches analyzed in terms of the 19 individual items within these six broad
categories.

14.3 Results and Implications

As shown in Table 14.2, the pattern is very clear, namely modest but statistically
significant agreement among the raters at the.001 level for all 19 items and for the
items within each of the three approaches, both for ICC and W values. In reading
Table 14.3 horizontally, we can see that the raters agreed with one another across
the three different approaches (dimensions, paradoxes and metaphors) only in one
category, theory and related methodology. Reading Table 14.3 vertically, we can
see that the raters agreed with one another only in one of the six categories when the
dimensional approach is analyzed separately, namely theory and related method-
ology. The strongest agreement was in the area of paradox, where both the ICC and
W values indicate that the raters agreed, at least statistically, four out of six times.
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Table 14.1 Survey respondents by Country and University

Name Country University

1 Claire Davison Australia RMIT University

2 Paul R. Cerotti Australia RMIT University

3 Tine Koehler Australia University of Melbourne

4 Michael Berry Finland University of Turku

5 Michael Hellstern Germany University of Kassel

6 Reinhard Huenerberg Germany University of Kassel

7 Sonja Sachmann Germany University Bw Munich

8 Anne Marie Francesco Hong Kong Hong Kong Baptist University

9 Primecz Henriett Hungary Corvinus University of Budapest

10 Amit Gupta India Indian Institute of Management Bangalore

11 Cormac MacFhionnlaoich Ireland University College Dublin

12 Patrick Flood Ireland Dublin City University

13 June Poon Malaysia Universiti Kebangsaan Malaysia

14 Laurence Romani Sweden Stockholm School of Economics

15 Yochanan Altman UK London Metropolitan University

16 Amy Kristof-Brown USA University of Iowa

17 Asbjorn Osland USA San José State University

18 Benjamin Schneider USA University of Maryland at College Park

19 Carl Scheraga USA Fairfield University

20 Christine Nielsen USA University of Baltimore

21 Edwin R. McDaniel USA California State University San Marcos

22 Gary Oddou USA California State University San Marcos

23 Glen Brodowsky USA California State University San Marcos

24 Joyce Osland USA San José State University

25 Lawrence Rhyne USA San Diego State University

26 Lois Olson USA San Diego State University

27 Mark Mendenhall USA The University of Tennessee at Chattanooga

28 Michele Gelfand USA University of Maryland at College Park

29 Ming-Jer Chen USA University of Virginia

30 Nakiye Boyacigiller USA San José State University

31 Nancy Napier USA Boise State University

32 Paul J. Hanges USA University of Maryland at College Park

33 Pino Audia USA Dartmouth College

34 Rabi Bhagat USA University of Memphis

35 Rajnandini Pillai USA California State University San Marcos

36 Stacey R Fitzsimmons USA Western Michigan University

37 Walter Lonner USA Western Washington University

Note We have survey responses from thirty-seven expert raters. Of these, fifteen are from non-US
universities and twenty-two from US universities. At least eleven respondents are teaching at
universities outside of their country of birth
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Similarly but less strongly, the raters agreed statistically with one another in three of
the six categories for the approach of cultural metaphors.

We next focus on the mean values for each of the three areas (dimensions,
metaphors, and paradoxes) described in terms of specific items. As we proceed, we
will offer some suggestions in the areas of teaching, research and applications. We
feel this is the most appropriate way to proceed rather than testing specific theories
and hypotheses, given the methodological issues discussed previously.

In terms of the perspective on cultures, the metaphoric approach is perceived by
the respondents as far superior to paradoxes and dimensions: The mean values are
4.08 for metaphors, 3.03 for paradoxes and only 2.62 for dimensions for the item
focusing on a detailed, in-depth description of national cultures. This result is not
unexpected: when cultural metaphors are used correctly in terms of delineating
unique or distinctive features of a particular culture, they provide an in-depth
insight not possible when using general cross-cultural dimensions or even para-
doxes. Paradoxes dazzle when a reader begins to understand them, but they do not

Table 14.2 Overall ‘ICC’ and ‘W’ values by approaches

Approaches ICC values W values

Cross-cultural dimensions 0.22*** 0.22***

Cultural metaphors 0.27*** 0.26***

Cross-cultural paradoxes 0.29*** 0.28***

All approaches combined 0.26*** 0.27***

Note ICC = Intra-class correlations; W = Kendall’s coefficients of concordance; *p< 0.05,
**p <0.01, ***p <0.001

Table 14.3 Category-wise ‘ICC’ AND ‘W’ values for the three approaches

Category
descriptions

Dimensions Metaphors Paradoxes

ICC W ICC W ICC W

The perspective
on culture

0.04* 0.08 0.01 0.03 0.15*** 0.19***

Framing culture −0.02 0.01 0.19*** 0.12* 0.21*** 0.14**

Theory and
related
methodology

0.25*** 0.20*** 0.33*** 0.33*** 0.30*** 0.26***

Management
education,
training and
globalization

0.01 0.01 0.00 0.00 0.30*** 0.29**

Ease in using
each approach

0.03* 0.05 0.04* 0.03 0.03 0.06

Cognitive
complexity

0.00 0.01 0.17 *** 0.21** 0.06* 0.07

Note ICC = Intra-class correlations; W = Kendall’s coefficients of concordance; *p <0.05,
**p <0.01, ***p <0.001
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provide the in-depth understanding that metaphors allow. However, paradoxes and
metaphors are approximately equal in mean values in terms of a dynamic view of
national cultures (3.76 and 3.73). In contrast, the mean value for dimensions is only
2.11. Finally, in terms of an integrated view of national cultures, metaphors clearly
are first (3.84) followed by paradoxes (3.03) and then dimensions (2.65).

Based only on these results, one must question why so much research, teaching
and even applications are based primarily on dimensions. For the last thirty-five
years the emphasis has been on research, where, as we will see, the dimensional
approach is highly rated. However, what is generally regarded as substantive issues
in cross-cultural understanding emphasizes a detailed, in-depth description of a
culture and an integrated view of national cultures, not to mention a paradoxical
view of culture. Just reading the New York Times or a similar publication leads
inevitably to such a conclusion. Rarely are cross-cultural dimensions the focus of
interest. Rather, the focus is on an in-depth description or a paradoxical explanation.
Why, then, is this emphasis on researching dimensions significantly different from
the results reported directly above?

The answer to this puzzle may possibly be found in the category of theory and
related methodology (Category 3). In this category, item 2 shows that it is much
easier for dimensional researchers to use statistics to test the basic concepts of this
approach (mean value of 4.54) than to use either metaphors (1.89) or paradoxes
(2.19). Methodologies have been developed to test both cultural metaphors and
cross-cultural paradoxes, but they require much more effort on the part of the
researcher, as they cannot rely only on one standardized questionnaire that is
employed in numerous nations to test hypotheses. Also, while the respondents felt
that both metaphors (3.76) and paradoxes (3.81) emphasize the early stages of
grounded theory, the differences between mean values were not as extreme as those
reported directly above, as dimensions had a mean value of 2.92 (See Item 1 under
Category 3).

These findings bring into focus the largely-unquestioned assumption that
dimensions represent the apex of cross-cultural research and understanding. Rather,
they may represent only a first step in trying to understand cross-cultural behavior.
For example, it is generally accepted that individualism-collectivism, as measured
by a standardized survey used in several nations, is the most predictive of the
dimensional measures. However, there are so many different types of individualism
and collectivism that such a viewpoint is problematic [15]. We need to have
culture-general measures in this area of individualism-collectivism supplemented
by culture-specific measures and measurements of other dimensions both etically
and emically, and the dimensional approach does not provide such an
understanding.

However, what is clear is that the dimensional perspective is clearly superior
(mean value of 4.16) to both metaphors (3.35) and paradoxes (2.59) in terms of ease
in comparing national cultures (Item 3 under Category 3). Conversely, the
dimensional approach is also the highest in terms of ignoring intra-cultural differ-
ences within a specific national culture (4.11 versus 3.22 for metaphors and 2.41 for
paradoxes) (Item 4 under Category 3). This is a major weakness of the dimensional
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approach, and even some dimensional researchers have tried to take this weakness
into account. For example, Robert House, who initiated and led the well-regarded
GLOBE study, hired a cultural anthropologist right at the beginning of this
research, but unfortunately he was unable to resolve this problem or dilemma.

Still, there is hope, as the respondents indicated that there are fewer differences
in mean values when they judged on the issue of the reinforcement of the other two
approaches (3.76, metaphors; 3.30 for paradoxes; and 3.00 for dimensions) (See
Item 6 under Category 3). Thus there appears to be recognition of the fact that one
approach by itself is insufficient. We need all three approaches to obtain a valid
description of an ethnic and/or national culture. Nevertheless, one must question
why such an inordinate amount of academic research has been focused on
dimensions. If all three approaches reinforce one another, why has there been such
limited attention devoted to metaphors and paradoxes, especially in the area of
testing results?

Perhaps the major reason is that most researchers seem to be unaware that at
least one methodology has been developed to measure cultural metaphors.
Specifically, [14] developed three surveys completed by undergraduate students in
six nations, one survey for two nations at a time: the US (American football) and
India (the Dance of Shiva); Germany (the symphony) and Italy (the opera); and
Great Britain (the traditional British home) and Taiwan (the Chinese family altar).
College students were asked to respond to a lead-in “Most people in my country”
followed by items derived from the specific chapters on each of the six nations
found in [15], for example “are honest,” “are publicly unexcitable,” etc. Each
student used an 11-point scale to rate his or her degree of agreement with each item,
with 0 indicating “do not agree at all” and 10 indicating total agreement, or he or
she could choose any other number between 0 and 10. In addition, the researchers
developed two paragraphs for each nation, one of which did not explicitly contain
the cultural metaphor while the other did. Each student used the same 11-point
rating scale to measure disagreement-agreement relative to the two paragraphs.
Appropriate statistical tests were then employed to test whether each cultural
metaphor was perceived as reflecting the national culture by these students. There
was strong support for at least these six cultural metaphors. The instruments are
publicly available in [10], Exercises 4.1 and 4.2, and are also reprinted on http://
faculty.csusm.edu/mgannon.

Thus it is possible to statistically test both cross-cultural dimensions at the
culture-general level and specific metaphors for each national culture to obtain a
more in-depth understanding. Similarly, at least many if not most cross-cultural
paradoxes can be tested. Above we have given examples relative to the death of
languages while major language groups are flourishing. Similarly we have put forth
the paradox relative to time, which can be measured by a standard instrument.
Hence we believe that it is possible for human decision-making researchers to test a
model of culture that goes far beyond the culture-general dimensional perspective,
and even the cultural metaphoric method.

We now turn our attention to another major category, framing culture (Category
2). In this area we do not see the extreme mean value differences reported above.
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All three approaches seem to suffer from a susceptibility to distortion and inaccurate
stereotyping, at least as judged by mean values (Item 1 under Category 2).
Similarly, while cultural metaphors seem to enlarge the frame of reference (4.24),
so too do paradoxes (3.92), although it is questionable that dimensions possess this
feature to the same extent (3.27), especially when compared to cultural metaphors
(Item 2). Further, there appears not to be major differences in the area of
strengthening of attritional abilities/knowledge: 3.81, metaphors; 3.78, paradoxes;
and 3.14, dimensions (Item 3).

In the category of management education, training, and globalization (Category
4), the differences are not as wide as those reported above. All three approaches
appear to be similar within this category, which includes two items (see
Table 14.4). Similarly, the mean values in category 5, ease in using each approach,
suggest that all three approaches are useful. For the three items, the metaphoric
approach has the highest mean value, but the differences in mean values do not
seem practically significant. However, in the final category, cognitive complexity,
there appears to be significant differences. Paradoxes have a higher mean value
(4.22) than either metaphors (3.43) or dimensions (2.81) (Item 2 under Category 6).

This reinforces the concept that cross-cultural understanding progresses through
various stages, beginning with dimensions for cultural-general features

Table 14.4 Item means by category for the three approaches

Item description Dimensions Metaphors Paradoxes

I Category 1: The perspective on culture

1 Detailed, in-depth description of national
cultures

2.62 4.08 3.03

2 A dynamic view of national cultures 2.11 3.73 3.76

3 An integrated view of specific national
cultures

2.65 3.84 3.03

II Category 2: Framing culture

1 Susceptibility to distortions and inaccurate
stereotyping

3.27 3.35 2.97

2 Enlarges the cultural frames of individuals 3.27 4.24 3.92

3 Strengthening of attributional abilities/
knowledge

3.14 3.81 3.78

III Category 3: Theory and related methodology

1 Research potentiality: early stages of
grounded theory

2.92 3.76 3.81

2 Ease of using statistics to test the basic
concepts of the approach

4.54 1.89 2.19

3 Ease of comparing national cultures 4.16 3.35 2.59

4 Ignoring intra-cultural differences within a
specific national culture

4.11 3.22 2.41

5 Ease of using statistics to relate the
approach to other variables

4.32 2.08 2.19

6 Reinforcement of the other two approaches 3.00 3.76 3.30
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differentiating national cultures, going through metaphors for specificity, and
ending with paradoxes, which provide the sophisticated understanding that is the
hallmark of cross-cultural education and training. Admittedly, then, there are
feedback loops between these various stages. Still, the natural progression of
cross-cultural understanding seems to proceed through a cultural-general phase
(dimensions), then through a cultural metaphoric phase (in-depth understanding),
and finally to a paradoxical phase that recognizes the importance of both dimen-
sions and metaphors but moves beyond them.

14.4 Conclusion

In this chapter we have put forth a progressive feedback model designed to increase
cross-cultural knowledge and understanding that begins with a culture-general
approach emphasizing dimensions, moves onto to a more in-depth understanding of
a culture through the use of a unique or distinctive cultural metaphor and the
specific features of this metaphor, and finally to the third approach of cross-cultural
paradoxes that serve as the endpoint of knowledge and understanding. That is, we
argue that we can predict human decision-making behaviors and processes in
cross-cultural contexts by proceeding sequentially in this manner, and that
knowledge created by each of the three approaches feeds back to the other
approaches and strengthens cross-cultural knowledge and understanding because of
the circularity of the relationships in the model.

For example, [28] agree with many other researchers that individualism-
collectivism is a key if not the key dimension in the cross-cultural area. They also
argue that there is an inevitable tension between individualism and collectivism,
which we see as manifesting itself in the specific type of individualism or collec-
tivism that becomes apparent through the use of cultural metaphors, e.g., the proud
and self-sufficient individualism of the Spanish, the interdependent individualism of
the Danish, and the competitive individualism of the United States. Inevitably these
tensions lead to cross-cultural value paradoxes, e.g., the value paradox such as the
high emphasis that Germans place on both freedom and structure.

Further, the respondents generally agreed that all three approaches—dimensions,
metaphors, and paradoxes—are useful and add value in trying to understand
cross-cultural differences. We likewise believe that all three approaches are useful,
especially if tied together in a progressive feedback model maximizing
cross-cultural knowledge and understanding. From this perspective, we argue that
cross-cultural management education and training should be structured in the
manner advocated in this chapter.

Also, given that the dimensional approach’s strong suit seems to be the amount
of research devoted to it, does that suggest that we need to emphasize research on
metaphors and paradoxes more than is currently emphasized if we want to move the
field of cross-cultural research beyond where it is today? Will new methodologies
need to be developed to test the adequacy of cultural metaphors and paradoxes?
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While some methodologies do exist for this purpose, as discussed in this chapter, it
appears that much more of an emphasis on methodology in these two areas needs to
occur.

There are also other implications that can be derived from our comparison of the
three approaches. First, one approach to studying cross-cultural differences and
similarities is clearly insufficient. Relatedly, there is clearly interest in the areas of
cultural metaphors and paradoxes, judging by conference sessions devoted to them
and journal publications. Still, this interest is dwarfed in comparison to that shown
to dimensions.

Further, there is an existing body of literature about the manner in which these
three approaches can be integrated to improve understanding of human behaviors,
cognitive processes and value systems in cross-cultural contexts. [2] describe at
length how to use these three approaches in eight different contexts, as described
below. As we learn to integrate the three approaches within different contexts, we
expect that the field of cross-cultural behavior will flourish and will allow experts to
offer suggestions about research, teaching and applications that will tend to posi-
tively reinforce one another.

In addition, in support of the proposition that there is nothing as useful as a
value-added theory or model, we offer the experiences of various teachers and
researchers who have emphasized the use of dimensions, metaphors and paradoxes
in their training and educational endeavors. A fuller explanation can be found in [2]
and [12]. In the [2] series of eight mini-articles, Nielsen begins by describing how
she uses cultural metaphors in her “Leadership Across Cultures” course, focusing
on how the overlap between the fado metaphor and the Portuguese bullfight pro-
vides additional insights into the national culture. Cerotti and Davidson demonstrate
how their popular exercise involving posters of cultural metaphors reinforce the
idea that cultural knowledge needs to be deep-seated. Scheraga, a well-known
economic researcher, shows how he uses dimensions, metaphors and paradoxes to
show students how the complexity of culture increases, as described in this article,
and how to address the issues raised at each level of analysis through various
quantitative methodologies and statistics. Pillai describes a three-hour symposium
at the 2009 Academy of Management Conference exploring all three areas of
dimensions, metaphors and paradoxes, culminating with a discussion of two
metaphors for India, the Dance of Shiva (traditional India) and Kaleidoscopic India
(modern India). The Indian Dance Group of Chicago then performed an interpre-
tation of the Dance of Shiva.

Altman goes on to explain how public scandals in France and the USA are
viewed, primarily through the prisms of their respective cultural metaphors and
their distinctive or unique features (French wine and American football). Rhyne
extends the analysis by showing how his student teams incorporate the use of
dimensions and cultural metaphors in developing company-specific strategies
within a national culture. Köhler and Berry emphasize the role of interpersonal
communication using dimensions and cultural metaphors, showing how a
well-known 60-minute show on American culture was filled with misunderstand-
ings of Finnish culture, particularly in regard to what silence means (American
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football and the Finnish sauna). In 1998 the Midwest Academy of Management’s
International Conference in Istanbul highlighted the use of dimensions and cultural
metaphors, asking teams of academics to use the chapters from Gannon’s book to
understand American football and the Turkish Coffeehouse (plus Chap. 1 which
explains the dimensional and metaphoric approaches), prior to interviewing busi-
ness executives and asking them questions based on these chapters.

Further, [12] describes how he uses all three perspectives (dimensions, meta-
phors and paradoxes) in various international MBA programs with which he has
been intimately involved. First, he presents a short table describing 15 nations in
terms of their rankings on the dimensions proposed by Hofstede. He then says
something like: the Hofstede perspective is very useful, but what is incomplete
about it? A dead silence usually ensues. He then points out that the two major
culture-general features of collectivism that political scientists emphasize, pater-
nalistic and authoritarian, are missing completely from the Hofstede framework. He
also points out that there are different types of individualism and collectivism both
at the culture-general and the individual levels of analysis, as highlighted in [15]. At
this point he emphasizes the area of paradoxes, asking the trainees or students to
respond to questions that incorporate one of his 93 cross-cultural paradoxes [11].

Gannon ends by suggesting that a broadened approach encompassing dimen-
sions, metaphors and paradoxes creates a situation in which trainees and students
are intimately involved in the learning process, rather than the lecturer merely
describing each of them. His examples include Maggi Phillips, a professor at
Pepperdine University, who has her students read Chap. 1 of the Gannon and Pillai
book and the specific chapter devoted to American football, after which the trainees
or students are sent to a mall to observe behavior in terms of what they have read.
Similarly, Lois Olson of San Diego State University taught in the Program at Sea
during a semester in which students visited several nations while living on a
ship. She prepared them for each nation just prior to visiting it by asking them to
read the appropriate chapter. Such approaches demonstrate the wide range of
applicability that a broadened perspective involving dimensions, metaphors and
paradoxes emphasizes. This, in effect, is the key thrust of this article. Rather than
automatically rejecting alternative viewpoints, the idea is to emphasize the point
that there is nothing as useful as a value-added theory or model encompassing
multiple viewpoints.

In summary, we are offering a testable framework of culture (based on feedback
loops) that seeks to understand human decision-making processes so that
cross-cultural knowledge and understanding are enhanced. We have also shown
that it is possible to test the effectiveness of the three approaches through
methodologies that currently exist (specifically, we offer some thoughts and evi-
dence on ways to test cultural attributes other than dimensions), but we also feel it is
probably best if other researchers not heavily identified with these three approaches
do such testing, even to the extent that they develop new methodologies for doing
so. While testing all aspects of the framework will require a lot of effort, it is
possible to do so and to move the cross-cultural area away from an emphasis on
specific approaches considered one at a time to a situation in which at least three of

332 M.J. Gannon and P. Deb



the major approaches to culture are integrated with one another to enhance
cross-cultural comprehension. As we move towards capturing (by collecting data)
and testing (through analysis) the depth and variety of human behaviors in diverse
national cultures, these three approaches enhance our cross-cultural intelligence, an
essential component of human intelligence itself.

Taken to its logical conclusion, combining the etic and emic perspectives to
culture will enable us to better understand national cultural differences which can
then be incorporated in designing interactive systems. As [3] argue, while “the
Artificial Intelligence community uses the term ‘common sense’ to refer to the
millions of basic facts and understandings that most people have”, changing the
culture or environment can change individuals’ perceptions of what is common
sense, and the “challenge is to try to represent cultural knowledge in the machine,
and have interfaces that automatically and dynamically adapt to different cultures”.
Knowledge bases for different cultures could be developed by incorporating what is
common knowledge in different cultures, and software can be developed for
comparing these different knowledge bases (this will allow, for example, a
US-based teacher to consult the database while developing instructional content for
students based in France, or search engines to use that knowledge base to come up
with culture-specific search results) [3]. In sum, in this chapter we identify the basis
of the multi-dimensional complexity of human behaviors in various cultural settings
and suggest that AI experts should be able to capture some of these cross-cultural
differences by developing appropriate machine interfaces.
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Chapter 15
A Model of Culture-Based Communication

Bilyana Martinovski

Abstract Both humans and Virtual Agents interact in intercultural environments.
Both humans and Virtual Agents need to behave appropriately according to envi-
ronment. This paper proposes a dynamic modular model of culture-based com-
munication, which reflects intercultural communication processes and can be used
in the design of life-like training scenarios. Culture is defined as a semiotic process
and a system, which builds upon Self and Other identities and which is sustained
and modified through communication and cognitive-emotive mechanisms such as
reciprocal adaptation, interactive alignment and appraisal. Communication is
defined as an opportunity for meeting of Otherness. Since culture covers many
different aspects of social life, people are practicing intercultural-communication on
daily basis and Human-Virtual Agent interaction is seen as a form of intercultural
communication.

Keywords Cultural Awareness � Communication � Emotion � Virtual Agents
Intercultural Communication � Adaptation

15.1 Introduction

Simulation of cultural awareness and behavior is a challenge in design of intelligent
systems such as Virtual Agents. One of the reasons is the diversity of behaviors and
cognitive frameworks in different cultural environments. Another is the unclear
relation between emotional states and cultural behaviors. Yet, Virtual Agents often
need to behave appropriately according to environment, for instance, when
involved in life-like training scenarios. This explains why there has been increasing
interest in culturally adaptive agents. The agents are built to relate to particular
cultures by exchanges of modules related to behaviors and functions. In most cases,
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the agent’s designer decides what set of culture-based features to be used in order to
generate culturally appropriate behavior [1].

This chapter proposes and motivates a model of culture-based communication
for humans and Virtual Agents, which aim is to capture the dynamic relation
between culture, communication and emotion. It starts with theoretical foundations
and definition of the modeling concepts. Section 15.2 defines culture. Section 15.3
defines communication in culture relevant terms. Section 15.4 offers a description
of culture-as-a-process mechanisms such as reciprocal adaptation and interactive
alignment. Section 15.5 defines emotion as used in the model of culture-based
communication presented in Sect. 15.6.

15.2 Culture as a Process and a System of Interpretation

There are various definitions of culture some emphasizing competence, others—
performance, cognitive aspects vs. communicative and activity aspects. Its history of
conceptualization is long, starting with cultivation of crops, moving through a
dilemma—‘culture vs nature’, followed by a view of culture as high and low
expressions of human talent and insight, and later as ‘a historically transmitted
pattern of meaning embodied in symbols’ ([2]: 89). The currently dominant con-
ceptualization of the term defines culture as ‘programming of the mind… interactive
aggregate of common characteristics that influence a human group’s response to
environment’ [3]. Although the dominant usage of the culture concept is based on
nationality, cultures vary also with respect to ethnicity, age, gender, profession,
activity, language, and even species. For instance, Shuter’s study [4] of proxemics
behavior among Latin American pairs in conversation shows regulations not only
according to national culture but in dependence of gender, where women stand closer
to each other than to men independent of nationality and Costa Ricans stand closer to
each other than Columbians independent of gender. In other words, we participate in
different forms of intercultural communication on daily basis and there are mea-
surable behavioral changes depending on cultural context. Therefore, a model of
cultural awareness is better grounded on the fundamental relation between Self and
Other informed by modular variation of cultural and communicative features.

As cultural values, perception, judgment, emotions and communication are
acquired at very early age, cultural awareness becomes a process, which develops
from low to high awareness. A child acquires cultural values and habits actively and
non-critically, which define his/her sense of Self [5]. Realization of Self is thus
contingent on realization of Otherness: if one has no understanding of Self as different
from the Other, one has no realization of Self [6, 7]. Without the neural ability to
distinguish Self and Other [8], culture-awareness would not be formed. From a
neurocognitive point of view, the brain and the body assemble inner and outer
information depending on the capacities of the specific species [9]. Except for the
sense of smell, which initially does not go through interpretative circuits, the human
brain interprets information coming through the outer senses. For instance, when a
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soundwave reaches the ear receptors there is no interpretation ofwhat that sound is but
we cognize that we perceived a sound of a train because we immediately created an
interpretation, based on possible already experienced or learned sounds. Thus, what
we ordinarily regard as perception is rather the act of interpreting sensory data [9, 10].

This applies also to culture-sensitive phenomena such as proxemics. Through the
process of upbringing we learn to ‘perceive’ certain distance between speakers as
right and wrong, comfortable and uncomfortable. During this rather unconscious
process, we built our culture-specific model or system of proxemics. From the
moment of birth, our environment supplies us with a range of possible interpreta-
tions. With time, the possibilities turn into a full system by means of which we
conduct all our perceptual transactions. In that sense, culture is not only a full
system of preferred interpretations of sensory data but also the very process of
acquiring and building that system. It is the process aspect of culture that expresses
its dynamics, its ability to change. Both as a system and as a process, Pierce’s three
basic semiotic signs [11]—icon, index and symbol—are realized in human culture
and communication as various modalities [12]. Therefore, the definition of culture
adopted in the proposed model is formulated as follows:

Definition of Culture: Culture is a dynamic semiotic process and a semiotic
system of interpretation of Self and Otherness by means of which we conduct our
perceptual transactions in interaction with environment.

Contemporary research on the functions of mirror-neurons [13] examines the
neural mechanisms, which support our understanding of others’ and own intentions
and states, which, in turn, are used for development of cultural and social cognition
[8, 14]. Beliefs about age, gender, language, environment, and so on contribute to
cognitive ‘models’ that individuals form and keep of each other’s characteristics
and intentions. Baron-Cohen [15] went as far as to claim that the human brain has a
particular “mindreading” mechanism, specialized module dedicated to prediction
and interpretation of others’ intentions. He characterized this as a natural and innate
capability, which enables socio-cultural contact to take place: “We mindread all the
time, effortlessly, automatically, and mostly, unconsciously” [15]. Communication
complements and depends upon “mindreading”: “Our mindreading fills in the gaps
in communication and holds the dialogue together” (ibid.: 28). This ability,
according to Baron-Cohen, is the result of a long process of evolution yet even this
form of perception is constrained by cultural interpretations.

15.3 Culture-Relevant Definition of Communication

Culture is tightly related to the concepts of language and communication. This
section provides an overview of conceptualization of communication in order to
reach a culture-relevant definition operative in the proposed model (see Sect. 15.5).

There are two major views on the relation between language and communica-
tion. The more dominant view concludes that
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(i) language originated as a tool for communication
(ii) communication is exchange of information.

Within this view, miscommunication is treated as a problem, which can be
solved by more communication. Culture-specific concepts are explained with dif-
ferences in objective reality, e.g. there is no lexicalized word for snow in certain
African languages because there is no snow in these regions. However, there are
languages that lack specific words for e.g. color, but does that mean that there are
no colors in their regions or that the speakers don’t perceive color? Universalist
studies [16] on perception of color show that the speakers perceive colors although
they don’t have specific words for color and that their concepts have different
semantic fields i.e. they use the word ‘blood’ to denote even the color of red. These
findings suggest another view on the relation between language and communica-
tion, namely, that

(i) language originated as an inborn tool for thinking
(ii) communication is not the primary function of language.

This, so called, cognitivist view [17] underlines universal linguistic structures
and concepts. Surface lexicalizations and expressions could be culture-specific but
not the underlying inborn syntactic and conceptual structures, which define us as
species. Miscommunication is not necessarily resolved by more communication
because language is not a tool for communication but rather a tool supporting
thought processes.

These two views are competitive with respect to origin and function of language
but they also express a dichotomy in the modern concept of communication, which
Peters [18] sees as a product of ‘a dream for instantaneous connection or a night-
mare of being locked in a labyrinth of solitude’. In other words, we prefer to define
communication and language as means for immediate connection between Self and
Other because we are terrified by the idea of being locked in a solitary world of
solipsistic thought. In this context, we need to examine the history of the dominant
definition of communication as exchange of information.

15.3.1 History of the Concept of Communication

At the end of World War II, Claude Shannon, scientist at Bell Telephone Company,
formulated his mathematical theory of signal transmission aiming at maximum
telephonic line capacity with minimum distortion. Weaver ([19]: 1) extended this
definition of communication as a process of exchange of information even to
human communication, beyond its technological origin:

The word communication will be used here in a very broad sense to include all the
procedures by which one mind may affect another. This, of course, involves not only
written and oral speech, but also, music, the pictorial arts, the theater, the ballet, and in fact
all human behavior. In some connections it may be desirable to use a still broader definition
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of communication, namely, one which would include the procedures by means of which
one mechanism (say automatic equipment to track an airplane and compute its probable
future positions) affect another mechanism (say a guided missile chasing this airplane).

Studies based on Shannon and Weaver’s model [20] took two major directions.
One applied the engineering principles of transmission and perception within
electronic sciences, the other explored interactants’ ability or inability to commu-
nicate. The communication-as-a-transmission metaphor continues to dominate
informatics, interaction design, linguistics, literary theory, art theory, communica-
tion studies, ethics, etc. Within cognitive psychology, Johnson-Laird [21] described
language communication as a process where a sender intentionally produces a
signal to convey information to a receiver. Krebs and Davies’s behavior ecology
[22] added to that definition intention to modify the behavior of the reactor. Ogden
and Richards [23] contributed by qualifying that communication occurs when the
intentions are successful. Kimura [24] applied the same model within neuropsy-
chology: interspecies’ communication is when one member of the species conveys
info to another member of the species.

Peters [18] comments that for the past 60 years the humanities have been
dominated by a metaphor of communication borrowed from telephony. In his view,
this definition locks us in a dichotomy—instantaneous connection vs. nightmare of
solitude—and dislocates our attention from the cultural and ethical nature of
communication. Communication becomes either destructive or therapeutic, its main
function is to eliminate differences or cure us from our differences [25]. This ten-
dency towards sameness, caused by and resulting in irrational fear of otherness,
builds on the temptation to reduplicate the Self, to mirror signal/meaning/ideas.
Therefore, Peters (ibid.) revises the definition of inter-human communication as a
transmission of information and develops the idea of communication as a mani-
festation of the ethical, which is described in the next section.

15.3.2 Communication as Tension Between Reproduction
of Self and Reconciliation with Alterity

Todorov ([26]: 99) gives a pointed example of the cognitive and communicative
mechanisms leading the reproduction of Self to annihilation of otherness. When the
Spaniards reached the shores of the New Continent at the end of 1400 AD they
shouted from the dock of their ship to the Natives’ canoes: “What is the name of
this land?” The Natives shouted back: Ma c’ubah than. The Spaniards heard
“Yucatan” and concluded that this is the name of the province. The response of the
Natives was taken as an answer already implied in the question, it merely mirrored
what was already conceived. What the Spaniards did not suspect is that the meaning
of the expression “Ma c’ubah than” in the local language is “We do not understand
your language” or “Who are you”.
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This meeting is a distilled metaphor of communication as the meeting between
sameness and otherness. In the initial meeting with the Other, the Spaniards
extricated the foreign and placed it in a context furnished by their own knowledge
of the world. They did not even suspect the possibility of any other response than an
answer intended in their question. With the same strategy they continued taking
over and plundering the unknown continent, thus committing a horrific genocide
[26]. Unlike many other historical accounts, Todorov’s describes with great
intensity this specific historical point in which “violence enters the picture under the
cloak of innocent ignorance” ([27]: 295). The irresponsible acts of violence were
much more frequent and effective i.e. few were killed by a gun, knife or other tools;
most were killed by negligence, psychological torture and humiliation, taking over
homes, resources and lands, stealing, hitting and raping wives and children, often in
front of the humiliated husbands and fathers, spreading of diseases, instigating
tribes against each other, etc.

This example illustrates the bond between culture, ethics and communication but
it also indicates how ethics emerges through and in language: beyond the contents
delivered and the linguistic structure it enforces, language inspires the fundamental
response-ability between Self and Other. Responsibility implies both being
response-able to the Other’s call and being responsible for the Other, reaching out
to Alterity, beyond the Self. Communication transpiring between Self and Other is
not only exchange of information, or participation in a discursive sphere; it is also a
manifestation of the fundamental responsibility to and for the Other. This,
according to Martin Buber [6, 7] and Emmanuel Levinas [28–31], is the origin of
language and communication: openness, exposure, proximity, and responsibility.
Response-ability as a priori agreement is not always representable linguistically, it
is the fundamental relation and the condition for any understanding and represen-
tation. Locked within a dichotomy in conceptualization of communication “at once
a bridge and a chasm” (Peters [18]: 5), telepathy and solipsism, telephony and
poesis, missiles and swan lakes, we miss the opportunity to meet the Other and the
Self. Instead of viewing human communication as a battle against noise for a clear
message or as a therapeutic technique, we can view communication as an ethical
process, as an opportunity to meet otherness, outside or inside the Self. As Peters’
([18]: 21) puts it:

Communication as reduplication of the self or its thoughts in the Other needs to crash for
the resulting discovery of the Other (besides knowing and the check on the hubris of the
ego) is in essence the way to the distinctness of human beings.

Inspired by Ralph Waldo Emerson, William James, Adorno, and Buber, Peters
([18]: 31) offers a new idea of communication as reconciliation with Alterity:

The most wonderful thing about our contact with each other is its free dissemination, not its
anguished communion….acknowledging the splendid otherness of all creatures that share
our world without bemoaning our impotence to tap their interiority.

Based on this analysis of communication, the definition adopted in the proposed
model is as follows:
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Definition of Communication: Communication is both an opportunity for and a
meeting between Self and Other.

This calls for re-evaluation of ‘miscommunication’. It is precisely the failure in
communication that opens up the very possibility for ethics to manifest. It is in the
unsettling moment of incomprehensibility that one is exposed to the Other’s oth-
erness with no guidance as to how to respond. Intercultural communication con-
fronts with otherness on daily basis, which is often seen as a challenge, therefore the
next section explores the definition of intercultural communication.

15.3.3 Intercultural Communication as Creativity Rather
Than a Challenge

The dominant view on language and communication as sender’s signal to a receiver
dominates the field of intercultural communication yet there is diversity in the
evaluation of the effect of intercultural communication. Iles [32] finds that it
aggravates relational conflict. “Culture is more often a source of conflict than of
synergy. Cultural differences are a nuisance at best and often a disaster.” (Hofstede
http://www.geert-hofstede.com/). Few emphasize its potential for enhanced per-
formance and creativity [33]. Todorov’s account of the history of Yucatan is a clear
example of the tragic potential of intercultural communication if realized as lin-
guistic and discursive assumptions of sameness. It is challenging even in peaceful
conditions as Peace Corps volunteers return prematurely, large numbers of failed
joint ventures in China (the so called China fever), expatriates return with
families, etc.

There are not so many studies of intercultural communication. Cross-cultural
studies predominate the field. The cross-cultural perspective studies behaviors,
values, norms, and perceptions of one culture in mono-cultural conditions and in
comparison to those in another culture [34]. Intercultural studies examine behav-
iors, values, norms, and perceptions of participants representing different cultures in
intercultural settings. However, most ‘findings’ in this field are cross-cultural and
oriented towards description of similarities and differences [35], such as:

• In difference from USA, Mexico, Iran prefer leaders responsive to group norms;
• Collective cultures prefer charismatic leaders;
• Individual cultures prefer task-oriented leaders;
• High Power Distance prefer directive leadership;
• In Japan turn-taking is characterized by pauses, in USA by latching and in Brazil

—by overlap.

There are only a few pure intercultural negotiation behavior studies. Reeh et al.
[36] finds nonverbal reciprocal adaptation [37] in intercultural conditions, which is
not observed in mono-cultural conditions. Qui and Wang [38] find verbal reciprocal
adaptation in negotiation role-play between Chinese and Swedish women:
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• Bargaining—gravitating towards each others’ value
• Mirroring, imitation
• Drop learned own cultural behaviors

Whereas cross-cultural studies compare cultures in their intracultural function-
ality and find or predict an established system of similarities and differences, in
intercultural conditions we observe a process of mutual adaptation, of reciprocal
reaching towards each other, which along with exposure to otherness produces
hybrid cultures. Intercultural communication brings adaptation as a reaction to the
exposure to Otherness, which manifests the tension between a desire for fusion, for
reduplication of Self and a possibility for reconciliation with Otherness, for
openness to the unknown. Exposure to Otherness opens a possibility for commu-
nication as manifestation of the ethical. It is therefore important to understand how
this adaptation occurs and how it relates to culture-based behavior.

15.4 Reciprocal Adaptation and Alignment

There are interactive mechanisms, which build culture-based frames of reference.
Two, relevant for our inquiry, concepts have been introduced, namely reciprocal
adaptation and interactive alignment. Gumperz ([37]: 13) definition of reciprocal
adaptation is, in short, the following: “the procedure … where each participant
gradually learns to adapt and to enter into the other’s frame of reference.” In his
view, reciprocal adaptation is involved in interactive reframing of situations,
knowledge and arguments and it does not presuppose conscious or less conscious
processing of information. This communicative, cultural and learning mechanism is
not only cognitive but also linguistic, emotive and behavioral i.e. speakers adapt to
each other on different levels: lexical and semantic choice, syntax, posture, gaze,
proxemics, orientation, tone of voice, etc. It is a mechanism behind linguistic
phenomena such as creole-like varieties of languages and interactive emotions such
as empathy and rapport [39]. Similarly, human users adapt to the speech and
behavior of the Virtual Agent [40, 41].

According to Pickering and Garrod [42], communication in discourse is
accomplished through an interactive process they call alignment and successful
communication is accomplished through good alignment: “the development of
similar representations in the interlocutors … interlocutors align situation models
during dialogue.” (ibid. p. 1). The main claim of their theory is that “automatic
processes play a central role and explicit modeling of one’s interlocutor is sec-
ondary” in communication (ibid.). The alignment involves situation models and
non-situational knowledge, such as language knowledge. Interlocutors align their
situational knowledge but they also align knowledge of situation and language (for
instance, what they think ‘right’ means with the word ‘right’). The situation models
include notions, such as “space, time, causality, intentionality, and reference to
main individuals under discussion” (ibid. p. 2). Alignment is based on willingness
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for cooperation and on mechanistic automatic imitation (of lexical choices, syntax,
tone of voice, etc.): “Our underlying conceptualization of conversation is collab-
orative, in that we treat it as a “game of pure cooperation” … in which it is in both
interlocutors’ interest for it to succeed for both interlocutors” (ibid. p. 22) and “the
interactive-alignment account proposes that alignment is primitive. It is a form of
imitation and drops out of the functional architecture of the system … In these
accounts, imitation is an automatic, non-inferential process and is in some sense the
default response. Generally, imitation does not appear to require any decision to
act” (ibid. p. 18).

Thus, alignment does not involve building of entire theory of the other as in
Theory of Theory of Mind but a primitive turn-to-turn alignment on different
linguistic levels of the message: phonetic, syntactic, semantic, etc. Each level is
processed and aligned for itself and misalignment on one level enhances alignment
on another level. Pickering and Garrod point out also that children can’t inhibit
alignment, which speaks for the forcefulness of this interactive mechanism. They
base their view on situated interaction where participants have to find interactively
each other’s position in a maze without being able to see it and assume that the
same mechanism works on everyday conversation.

“Such models are assumed to capture what people are “thinking about” while
they understand a text, and therefore are in some sense within working memory
(they can be contrasted with linguistic representations on the one hand and general
knowledge on the other). Successful dialogue occurs when interlocutors construct
similar situation models to each other.” (ibid. p. 1–2).

They point out “that this account differs from Clark [43], who assumes that
speakers carefully track their addressees’ mental states throughout conversations”
(ibid. p. 10) and that “the important point is that effects of partner specificity do not
imply that interlocutors need employ complex reasoning whenever they produce an
expression. Instead, they have a strong tendency to employ the form that they have
just encountered” (ibid. p. 20).

Interactive alignment is similar to the concept of reciprocal adaptation in that
they refer to framing in terms of similar discourse processes and do not demand
conscious processing during interaction, although the connection has not been made
nor explored yet:

Reciprocal adaptation:

the procedure…where each participant gradually learns to adapt and to enter into the
other’s frame of reference.

Interactive alignment:

the development of similar representations in the interlocutors … interlocutors align situ-
ation models during dialogue.

However, since alignment is by definition a primitive process, i.e. it does not
involve complex reasoning or active long-term memory based monitoring, it is
hardly the case that interactants rely only on this process in order to make sense of a
situation. Rather, it is more likely to see it as a way of preliminary or first layer
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framing. In Gumperz’ terms, interactants gradually learn to frame their activities
through reciprocal adaptation in order to make sense of a situation. It is a more
general term than alignment because it does not pose a condition of automaticity
and short-term memory basis, but does not exclude it either.

Even more complex cognitive-emotive processes such as some forms of
Theory-of-Mind-building produce culture-based behaviors. Martinovski et al. [44]
analysis indicates that complex emotions such as empathy involve Theory-of-Mind
models. Martinovski [45] found that emotions function as engines in conflict
management and involve opposite reciprocal adaptation and that they realize in
different manner depending on culture-specific settings. Thus a model on
culture-based behavior and awareness needs to involve emotions.

15.5 Culture and Emotion

According to the social and anthropological constructivist theory [46] it is
socio-cultural interpretations, which determine emotions and body behaviors.
Cornelius [47] gives as an example of emotion attitudes to language variations,
such as dialects. However, although attitudes may trigger regularly the same
emotions as a result of culture-specific appraisals this does not mean that attitudes
are the same as emotions. Test on capacity for interpreting body language, the so
called, PONS-tests, Profile of Non-Verbal Sensitivity [48] show that women are
generally better then men at recognizing expressions of emotions but worse in
interpreting anger. The socio-cultural perspective explains these results by pointing
out that in patriarchal, i.e. in most societies, women are prohibited in various ways
to express anger, which is part of the subjugation of women [49]. Yet, prosodic
comparisons of intended and recognized emotions and attitudes in different unre-
lated languages found “remarkable similarities” ([50]: 2), which indicates that the
relation between content and expression of emotion is not arbitrary i.e. the results
supported the universalist perspective on emotion.

In the framework of Darwinism, emotion has a role in adaptation in the course of
evolution, i.e. it is universal because expression of emotion is found in other species
[47]. In Descartes’ era, emotions intertwined with cognition of stimuli. William
James [51] introduced the role of the body in the cause and effect chain: the mind
perceives the reaction of the body to stimuli, e.g. increased heartbeat; the sensation
of the physiological response is a feeling which mental representation is an emo-
tion, e.g. fear.

Contemporary neuroscientists report evidence for the involvement of emotion in
so called rational cognitive processing. Neuroscientists such as Von Uexkull [52],
Fuster [53], and Arnold Scheibel (personal communication) observe that evolution
gave privilege to the limbic system: emotional feedback is present in lower species,
but other cortical cognitive feedback is present only in higher species. In that sense,
emotion functions in evolution as a coordinator of other cognitive and
non-cognitive functions. Damasio [54] suggests that the state of the mind is
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identical to the state of feeling, which is a reflection of the state of the body. He
explores the unusual case of Phineas Gage, a man whose ability to feel emotion was
impaired after an accident in which part of his brain was damaged. Damasio finds
that, while Gage’s intelligence remained intact after the accident, his ability to take
rational decisions became severely handicapped because his emotions could no
longer be engaged in the process. Based on this case, the neurologist comes to the
conclusions that rationality stems from our emotions and that our emotions stem
from our bodily senses. Certain body states and postures, e.g. locking of the jaw,
would bring about certain feelings, e.g. anger, which in turn will trigger certain
thought and interpretations of reality, a thought traced back to William James.
Appraisal theory sees emotion as something automatic, non-reflective and imme-
diate and at the same time, cognition leads emotion, i.e. the way we cognize events
influences our emotions related to them, not the opposite. In that sense, emotions
become and involve coping strategies [55].

Three mutually exclusive theories [56] have been suggested to explain how we
understand others i.e. what the cognitive-emotive mechanisms that facilitate com-
munication and learning are:

(i) by imitation (e.g. [8, 32])—ex. we understand what it means to have stomach
ache by imitating that state;

(ii) by simulation (e.g. [37, 57, 58])—ex. we understand what it means to have
stomach pain by associating it with our state when we ourselves have
stomach ache;

(iii) by symbolic representation which does not rely on neither imitation nor
simulation (e.g. [3, 59])—we understand when it means to have stomach
ache by having a fixed set of features describing how one feels when one has
stomach ache and a fixed set of features on how one should react to that state
in different contexts.

Martinovski [60] finds indications that all three cognitive-emotive processes are
employed in human interaction. Reciprocal adaptation and interactive alignment are
directly supported by imitation and simulation. Yet, symbolic representations of
states are dependent on simulation. There is correspondence between these cog-
nitive processes and Pierce’s semiotic signs: icon (similarity-based relation between
signifier and signified), index (indexical associative relation between signifier and
signified) and symbol (convention/representation-based relation between signifier
and signified). Design of Virtual Agent systems is based on representation-based
and simulation-based cognitive-communicative processing which is similar to
appraisal theory’s view on emotion but even imitation, which is productive in
human learning, has proven possible and productive method, especially in
culture-based communication training systems [61].

Given the short overview above, the definition adopted here for emotion is as
follows:

Definition of Emotion: Emotion is a sensory feedback recognition and a coping
strategy, which coordinate decision-making on individual level and in interaction.
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15.6 Model of Culture-Based Communication

The model of culture-based communication proposed here relies on definitions
motivated by the theoretical overview in the previous sections, namely:

• Culture is a dynamic semiotic process and a semiotic system of interpretation of
Self and Otherness by means of which we conduct our perceptual transactions in
interaction with environment.

• Communication is both an opportunity for a meeting and a meeting between
Self and Other.

• Emotion is a sensory feedback recognition and a coping strategy, which coor-
dinate decision-making on individual level and in interaction.

• Interactive alignment is a primitive cognitive-emotive process based on imita-
tion during which interlocutors develop similar representations and align situ-
ation models through dialogue.

• Reciprocal adaptation includes both interactive alignment and complex
long-term memory cognition where each participant gradually learns to adapt
and to enter into the other’s frame of reference.

It suggests a process-like representation of culture-based communication, which
builds on connection between different modules, such as modules of culture
awareness, culture behavior, communication processing, alignment, appraisal, and
revision. Each module has a separate set of features and under-modules. For
instance, the module of culture behaviors includes modules on turn-taking, gaze,
proxemics, gestures, semantic fields, etc. Culture awareness consists of values
related to awareness to each of the behavioral modules as well as other culture
related features, such as values, beliefs, and goals. For the purpose of Virtual Agent
simulation, they can be represented in XML format as in Jan et al. [1].

In this model (see Fig. 15.1), culture and emotion form and are formed by
communication, which is assisted by both primitive and complex cognitive inter-
active procedures, such as interactive alignment and reciprocal adaptation. Studies
suggest (e.g. [62, 63]) that awareness of and reference to co-existence in a larger
context facilitate communication and decision-making. Therefore, in this model,
each interaction is embedded in a larger existential context, which wraps in all

Fig. 15.1 Model of Culture-based Communication
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human and other activity. Each interactive situation starts with a basic level of
awareness of Self and Other, which is imbedded in a general sense of existence, of
being and which can vary from person to person. This existential sense of Self and
Other is then processed by degrees of awareness of own and Other culture and
expressed in situated behavior in different modalities. Communication is the pro-
cess through which both non-culture-based and culture-based awareness are real-
ized and have a chance to change. Communication may include activities, such as
talking between interlocutors, silent co-presence, reading, singing together, teach-
ing, training, etc.

During communication, beliefs and emotions related to Self and Other are
aligned and appraised which brings about coping strategies. These trigger
re-evaluation of initial conscious or unconscious models of Self and Other,
including goals and beliefs, which may result in need to change cultural models,
awareness and behavior. Alignment and appraisal-based states may change without
changing culture-based awareness and behavior. Emotions are not static. They are
processes on a neurological, biological and expressive level. One and same stimuli
can cause a chain of different physiological reactions, emotional sensations and
cognitive appraisals, each of which can influence the other in time. That is, a
physiological reaction may bring about an emotion, which can influence cognitive
appraisal but this appraisal can in turn bring about coping strategies, which generate
other emotions.

Reasoning in intercultural situations is based on abduction rather than deduction
or induction because the premises of beliefs and goals in the ‘awareness’ and
‘behavior’ modules may be incomplete or incorrect. In order to illustrate how the
model works we can observe the following scenario: a woman from a culture in
which women stand physically far from male acquaintances, especially in public,
meets physically and converses on a public street with a male acquaintance who
comes from a culture with shorter distance between women and men. Proxemics is
usually a low consciousness feature in non-verbal communication, therefore we can
define the initial culture-based awareness of Self and Other on both parties i.e.
awareness of the exact comfort distance between women and men in own and Other
culture to be low. The behavior is defined as expected according to respective
proxemics culture. Given their cultural settings of proxemics, the woman may move
slightly away from the man as he tries to shorten that distance to fit his cultural
habits. Both may experience initial cooperative alignment but may appraise the
changes in proxemics as uncomfortable. For example, the woman may feel invaded
or in danger and the man may feel unappreciated or avoided. These dynamics will
occur in the small loop between appraisal and the module of changes. The recip-
rocal adaptation mechanism may push both parties towards final acceptance of a
distance which is least uncomfortable for both parties but in short term, it may not
result in changes of culture-based awareness of own and Other proxemics, nor in
changes of culture-based behavior. Only after repeated exposure may culture-based
awareness and behavior change and thus yield less emotionally and cognitively
loaded interactions. If however, both parties start with high level of
culture-awareness regarding the Other but not Self, the process may get stuck in the
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smaller loop until there is one-sided adaptation or until there is increase in Self
culture–awareness. If both parties are highly aware of cultural regulations of
proxemics in own and Other culture, the cognitive-emotive load for conscious
processing of reciprocal adaptation may be higher i.e. the smaller loop will be
shorter, given that there is no special agenda which blocks their will to reciprocal
adaptation, but may take more conscious cognitive effort.

15.7 Summary

Based on concept analysis and empirical findings within the research fields of
culture and communication, this study concludes that cultural awareness is acquired
through communication and filtered through emotion. The proposed dynamic
modular model of culture-based communication reflects this process-oriented view
of culture and includes emotion as an engine for cultural learning and expression.
Culture is defined as a semiotic process and a system, which builds upon Self and
Other identities and which is sustained and modified through communication and
cognitive-emotive mechanisms, such as reciprocal adaptation, interactive alignment
and appraisal. Communication is defined as an opportunity for meeting of
Otherness. In that sense, Human-Virtual Agent interaction can be seen as a form of
intercultural communication, as a meeting with otherness. Since intercultural
communication involves interactive alignment and reciprocal adaptation, these
mechanisms can be applied also to simulation of culture-based communication
where the adaptation occurs with respect to culturally varied and measurable fea-
tures and behaviors i.e. the model can be utilized and operationalized in the design
of life-like training scenarios.
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Chapter 16
Dynamic Decision Making Across
Cultures

C. Dominik Güss and Elizabeth Teta

Abstract Decision making is a key cognitive process in all aspects of human life,
professional as well as private life. The goals of this chapter are threefold. First, the
chapter provides a short theoretical background on decision-making research
highlighting the need for more comprehensive models of decision making. Whereas
decision-making research has focused for a long time on simple choices, recent
research has investigated the decision-making process in complex, uncertain, and
dynamic situations. Second, the chapter discusses one methodology especially
suited for the study of dynamic decision making. The methodology consists of
situations that have been simulated on the computer and have been called, for
example, microworlds, virtual environments, or serious strategy games. Third, and
most importantly, the chapter will discuss new empirical research on how culture
influences dynamic decision making both in microworlds and in the real world.
Such findings contribute to a more comprehensive theory of decision making and
allow for a better understanding of decision-making conflicts. Finally, applications
of these findings are discussed, and can be utilized for cultural competence training
programs or international work teams.
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16.1 Introduction

Decisionmaking refers to choosing one of several options. Research on judgment and
decision making has not only played a profound role in the field of cognitive psy-
chology, but has also influenced various other fields beyond psychology
(e.g., Behavioral Finance [15, 45]; Medical Treatments [5]). One indicator of the
relevance of studies on decision making for society is the awarding of the Nobel Prize
to decision-making researcher Daniel Kahneman in 2002. Together with his col-
league Amos Tversky, Daniel Kahneman showed that people often do not follow
normativemathematical models tomake their decisions, but that people use heuristics
when making decisions often times leading to flawed decisions [31, 32, 53].
Both researchers were on the forefront of decision-making research and paved the
way for establishing decision-making research in the field of psychology.

16.2 Dynamic Decision Making

16.2.1 Task Characteristics

One way to differentiate research on human decision making is related to the tasks
used. The following is an example of a task used by Tverky and Kahneman ([53],
p. 1125).

A certain town is served by two hospitals. In the larger hospital about 45 babies are born
each day, and in the smaller hospital about 15 babies are born each day. As you know,
about 50 percent of all babies are boys. However, the exact percentage varies from day to
day. Sometimes it may be higher than 50 percent, sometimes lower.

For a period of 1 year, each hospital recorded the days on which more than 60% of the
babies born were boys. Which hospital do you think recorded more such days?

• The larger hospital (21)
• The smaller hospital (21)
• About the same (that is, within 5% of each other) (53)

The numbers in the parentheses show how many undergraduate students chose
each answer. The correct answer is “the smaller hospital”, because it is more likely
for a smaller sample to stray from 50%. Most students, however, chose the last
answer option “about the same in each hospital”, perhaps because the event was
described by the same statistic in both hospitals.

The example stands for a typical procedure to study decision making using
well-defined tasks: Describing a problem situation, providing a few possible answer
options and asking participants to choose one of them. Decision making in real life,
however, is most often not comparable to such tasks, because the situations are
mostly ill-defined. This means not all aspects of the situations are known, nor can
one predict how these situations will develop or change. Besides, decision makers
are often not clear about their own preferences.

352 C. Dominik Güss and E. Teta



To further specify the term “ill-defined”, decision situations in daily life can be
characterized as being complex, uncertain, and dynamic [8, 16, 17]. Complexity,
referring to systems theory, means that a situation consists of a network of variables
and their connections. These variables therefore interact with each other.
Uncertainty refers to the vagueness and the unpredictability of a given situation. For
the decision maker, not all aspects of the situation are known, and it is unclear how
the situation will develop. Dynamics refers to time. Situations change over time,
either because of events outside of the decision maker’s control, intended effects, or
side- or long-term effects of previous actions of the decision maker.

Let’s clarify the task characteristics referring to an example. A CEO of a
company has to deal with a variety of interrelated problems (complexity), such as
manufacturing of products, stock, sales, marketing, competitors and/or clients. It is
unclear how the market will develop, what competitors will do, and how their
products and prizes will develop (uncertainty). The situation of the company and
the demands of the market change over time (dynamics). There are seasonal
changes related to holidays and seasons of the year, changes in product lifecycle, or
unforeseen changes related to market development. The CEO may even face
changes within the company as far as management and employees.

Thus dynamic decision making (DDM) can be defined as making decisions in a
complex environment that changes over time; these changes are either a result of
previous actions of the decision maker or a result of events that are not caused by
the decision maker [3, 43].

16.2.2 Demands on the Decision Maker

The special task characteristics pose specific demands for the decision maker. These
demands are now discussed sequentially provided with examples referring to a
CEO of a company, but one can imagine the decision maker going through these
steps recursively and in changing sequences.

• Goal clarification: Goals are often not specified and therefore have to be
clarified.

What does it mean, for example to “Increase revenue”? This is a general statement and in
order to make decisions, one has to clarify the goal by asking questions like: How can we
best cut down on costs? How can we best increase sales? Again, these questions have to be
further specified.

• Information collection: A next step during dynamic decision making is to collect
more information related to the problem situation and related to possible solu-
tions. In uncertain problems, such information collection could take a while.

What do the competitors do? What does the product development team suggest?

• Prediction: This information is then integrated into a mental model of the sit-
uation, using strategies such as outlining the causes of the situation and the key
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problem aspects. This model then allows us to make predictions and to develop
hypotheses how the situation will change and further develop. Such predictions
are necessary for subsequent steps.

Given the mission, goals, and portfolio of the company and all the information the CEO has
collected, it is expected that there is a huge demand on the market for the new product.

• Planning, decision making, and action: Based on these predictions, the decision
maker can plan several decision alternatives and evaluate them. How easy or
difficult is it to implement a certain decision? At what costs? What would be
their likely outcomes? Certain alternatives are then pursued and actions have to
be taken, so that the situation can be changed.

The top management team has decided to launch the new product. When have we man-
ufactured a sufficient number? Sales and marketing plans are developed and at one point the
product is delivered to the stores.

• Monitoring and Effect control: At all times, the decision maker has to monitor
the process and judge if each step was sufficiently taken care of. It is always
necessary to self-reflect and ask: Did I gather enough information? Are the goals
reasonably defined? Can I predict relatively well how the situation will further
develop? Did the actions really produce the intended outcome?

Did we sell the predicted numbers of our new product? Do the customers reflect the
customer profile we expected to buy the product? Which part of the new product can be
improved?

16.2.3 Microworlds

DDM has been studied in the real world often referring to case studies, for example
investigating Adolf Hitler’s decisions [11], career options [23], as well as medical
treatment options [5]. One interesting way to study dynamic decision making in
complex, uncertain, and dynamic situations, yet maintaining the control of the
laboratory, has been the use of so-called microworlds. Microworlds are computer-
simulated problems, and have also been called computerized strategy games or
virtual environments. All systems require a participant to sit in front of a screen and
make decisions using the keyboard. These decisions are automatically imple-
mented, consequences are calculated, and effects of the decisions plus programmed
changes in the environment are shown on the screen. Examples of such simulated
situations are dealing with forest fires (FIRE CHIEF [39], NEWFIRE [37],
WINFIRE [19, 25]), managing companies (SCHOKOFIN/CHOCO FINE [10],
TAYLORSHOP [18, 40, 41]), managing a city (LOHAUSEN [13]), managing a
water production plant [21] or working as developmental aid assistants in Africa
(MORO [14, 49, 50]).
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The previous section discussed the demands of complex, uncertain, and dynamic
problem situations on the decision maker and the related steps of decision making.
We always provided examples for a CEO of a company. All these steps also apply
to decision making in microworlds. In CHOCO FINE, for example, goals have to
be clarified (How can I get a bigger market share?), information has to be collected
(Who are my clients, competitors?), predictions about possible sales have to be
made (launching product around holidays), production, marketing and sales have to
be planned and specific decisions have to be made (How much bitter chocolate shall
I produce this month?), and actions have to be monitored and controlled (Why did I
not sell as much as I predicted this month?).

Such microworlds offer various advantages for the study of dynamic decision
making [4]. First, they eliminate experimenter effects as the participants work
directly on a PC and make decisions using the mouse. These decisions are auto-
matically saved in log files. Second, they allow the analysis of process data such as
decision-making strategies or errors over time. Thus they allow the study of mul-
tiple interdependent decisions. Third, they also allow the study of decision-making
performance over time and of potential variables explaining performance.

16.3 Culture and DDM

Since the decision maker relies on experience to act in such complex, dynamic, and
uncertain situations, one can assume that culturally learned knowledge reflected in
these experiences strongly influences decision making. More specifically, culturally
learned knowledge in this context is understood as explicit and implicit knowledge
shared by a specific group of people and transmitted from generation to generation
[26, 47]. How specifically does culture influence DDM?

Following the ecocultural framework [1], the ecological context and the
sociopolitical context influence adaptation. Individuals make experiences in a
specific cultural context and their behaviors adapt and seem functional in this
context. Culturally acquired strategies regarded as adaptive and experienced as
being successful will most likely be applied to novel situations as well.

Action and sociocultural theories further specify how these cultural experiences
take place [48, 54, 55]. Decision making, as many other psychological processes, is
learned in social interactions in a specific social, cultural, and historical context
[6, 7, 34, 35, 42]. Such social interactions provide opportunities for learning, which
Lave ([33], p. 67) called “situated social practice.” Applied to DDM, the learned
social conceptions provide frameworks helping to mentally structure a decision
problem, to perceive and interpret a problem and to choose specific decision-
making strategies. Thus, cross-cultural differences can emerge and strategies that
might be adaptive in one cultural environment might not be adaptive in another.
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16.3.1 Cultural Values and DDM in Microworlds

The previous section described how people learn culture specific DDM behavior.
The following sections discuss specific aspects of culture that can explain
cross-cultural differences in DDM. The first cultural dimension of relevance here
are cultural values.

Values can be defined as abstract, trans-situational goals [30, 44] that may act as
guiding principles for the selection of specific decision-making strategies in com-
plex, dynamic, and uncertain situations. Güss [25] compared DDM strategies and
performance in 5 countries: Brazil, Germany, India, Philippines, and the United
States. Over 500 participants worked on two different microworlds: Coldstore,
which requires cautious decision making, and WinFire, which requires quick
decisions/action orientation. Additionally, cultural values for every participant were
assessed using a survey [46]. These were horizontal individualism (HI), vertical
individualism (VI), horizontal collectivism (HC), and vertical collectivism (VC). HI
favors equality and focuses on the self and unique self-identity; VI accepts
inequality and focuses on the self and competition; HC favors equality and focuses
on the group and caring for the group; VC accepts inequalities and focuses on the
group and self-sacrifice for the group.

The four dimensions are not regarded as mutually exclusive and it is possible
that participants score high (or low) on several dimensions. Using structural
equation modeling, the researcher showed that DDM strategies were related to
performance, i.e., low action orientation predicted performance in Coldstore and
high action orientation predicted performance in WinFire. Results also showed that,
for example, horizontal individualism was positively related to action orientation,
and that horizontal collectivism was negatively related to action orientation in
WinFire. Thus, these results show that cultural values can trigger specific DDM
strategies.

16.3.2 Cultural DDM Strategies in Microworlds

Not only values, but other cultural variables might influence DDM. Predictability of
the environmental changes (e.g., economic, political) in one’s culture may lead to
different planning time frames and require either short-term or long-term planning
[24]. During times of extremely high inflation, for example, short-term planning is
more adaptive. It is necessary to spend most of the monthly income right away,
because money will loose its value when saving it.

Decisions could also be influenced by religious convictions and the extent to
which the individual is supposed to make decisions on their own or leave it up to a
supernatural being or others to make decisions. At this point, there is not enough
empirical evidence to suggest which cultural dimensions affect DDM, but we do
know that DDM strategies differ among cultures. Strohschneider and Güss [50]
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used the complex microworld MORO in their study in India and Germany. MORO
puts the participant in the role of a developmental aid assistant who is supposed to
help the tribe of the “Moros” in the Sahel zone over a period of several years. The
simulation lasted 2 h for every participant in an individual session. The authors
created one version that would react positively to high-intensity decisions, and
another version that would act favorably to low-intensity decisions. That way, the
simulations did not favor one approach over the other. Regardless of the version of
the microworld, Indian participants were less active and less control-oriented and
committed more errors compared to the German participants. The study showed
that DDM strategies differ across cultures and that these preferred DDM strategies
are shaped by their learning experiences within a culture. Cultural norms, standards,
constraints, and values regulate which strategies are adaptive and desirable and
which are not and then result in cultural differences in predictions, information
collection, and monitoring [28].

16.4 Empirical Studies on Culture and Dynamic Decision
Making in the Real World

16.4.1 Cultural Values and Decisions Regarding Social
Media/Internet Usage

Social media is used globally, but it is important to note that social media serves
different purposes cross-culturally. The ways that people interact with social media
varies in frequency, content, number and types of contacts [51]. Even global net-
works are utilized differently around the world, such as Facebook, which has a key
role in American social networking but is not as popular in other cultures. In Japan
and Korea, for example, there is access to Facebook, but people prefer more local
networks like Mixi and Cyworld [22].

Goodrich and Mooij [22] attempt to explain the root of cultural differences in
social media usage and how these differences affect decision-making, particularly
consumer decision-making. The authors first explain that consumers traditionally
turned to friends and family for product reviews and insight via word of mouth
(WOM). Today, the internet allows us to communicate with people we know
personally and impersonally to receive informative WOM from a broader network.
This mediated form of WOM is referred to eWOM in this study. Is it possible that
WOM and eWOM influence decision-making differently? If so, can cultural values
explain how WOM and eWOM influence people differently?

Their study referred to Hofstede’s cultural value dimensions [29, 30]. We refer
here only to the dimension individualism/collectivism. The authors showed that
WOM and eWOM tendencies differed according to dominant cultural values.
People in individualistic cultures value independence and tend to look after
themselves and their immediate family. Examples of individualistic cultures include
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Germany, France, Netherlands, Belgium, Scandinavia, and the United States.
When people of predominantly individualistic cultures are faced with making a
decision, they tend to seek factual information rather than the opinions of friends
or family.

Conversely, members of collectivist cultures identify with their social system
and are more conscientious about focusing on their social group as a whole.
Collectivist cultures make up about 70% of the world’s population and include
countries such as Vietnam, China, Thailand, Venezuela, Mexico and Pakistan.
Members of collectivist societies have a greater amount of trust and value the
opinions of their peers when making decisions. Members of collectivist societies
are more likely to use social media to share ideas and opinions with each other
about products than to seek information directly from the manufacturer. They also
frequently meet and chat with members of their community and are more likely to
utilize traditional WOM than individualistic cultures.

Other research has been conducted to identify cultural differences in online
decision-making processes in terms of search speed, quantity of information and the
types of information used. Li, Takahiko, and Russell [36] sampled Chinese uni-
versity students in Hong Kong and European Canadian university students in
Alberta. Students were asked to imagine that they were looking for an apartment to
live in for the upcoming semester. Participants were asked to rate the importance of
the apartments attributes on a 6-point Likert scale and then select an apartment they
felt was best. The amount of time students spent viewing attributes and the infor-
mation students opened online were recorded. Students were also randomly
assigned to a time-constraint condition or no time-constraint condition for all
measures.

There are significant cultural differences between East Asians and North
Americans in regards to information search speed and the time spent before making
a decision when there were no time constraints, however, these cultural differences
were not significant when participants were on a time-constraint. In the no
time-constraint condition, Americans took significantly more time to make a final
decision than Asians. Also, time constraints had a much greater effect on Americans
than Asians. When under a time constraint, Americans took significantly less time
to make a decision than when there was no time constraint. Asians showed only a
marginal decrease in decision-making time when given a time constraint. Overall,
Asians spent less time on decision-making in this apartment scenario.

The second factor of the online decision-making process examined was infor-
mation search efficiency. Asians searched through information more efficiently than
Americans with and without time constraints, showing a significant interaction
between culture and quantity of information searched. Interestingly, Americans
searched information much more efficiently when there were no time constraints,
which is the opposite of how Asians reacted to parsing through information in
relation to time. Asians were only marginally less efficient when given a time
constraint than without. There were no significant cultural differences in the amount
of information searched when both cultures were limited on time.
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To summarize, the results of the study suggest significant effects of culture on
decision-making in the no-time-constraint condition, but there were no differences
in decision-making variables between cultures when time-constraints were in play.

16.4.2 Culture and Team Decisions

Today’s business workforce has achieved success incorporating diversity and
collaboration more than ever before [2]. Research suggests that culturally diverse
teams can increase the quality of decision-making by contributing various
points-of-view. Benefits of multicultural teams include a wider range of knowledge
and skills beneficial to the task at hand which promotes ingenuity [52]. However,
multicultural teams may lack understanding of one another, which in turn can lead
to dissatisfaction, negativity, conflict, and counterproductivity.

Takeuchi et al. [52] sought to understand the interaction between cultural
identity and teamwork. Participants were college students from the United States
and Japan. Teams were either homogeneous (American-American or Asian-Asian)
or heterogeneous (American-Asian). All teams worked in a face-to-face environ-
ment as well as a video conference environment. Teams were all assigned the same
task, to pretend that they were hiring the most qualified person for a job position.
Each team member was given a resume that included different information about
the job applicant that they were expected to communicate effectively to one another
in order to select the most qualified applicant.

Results indicated that Asian-Asian teams performed significantly more poorly
than American-Asian teams as well as American-American teams on task cohesion,
social cohesion and overall performance. Differences in teamwork may be
explained by individualistic and collectivist cultural backgrounds. The benefits of
incorporating individualists in teams includes increased comfortability when shar-
ing opinions and even criticisms, which leads to open discussion and fuels cre-
ativity. Homogeneous teams feel a greater sense of solidarity which produces
positive effects such as friendliness, agreement, reduced tension, increased trust,
integration and greater expectations of achievement.

16.4.3 Customer Loyalty Across Cultures

Marshall et al. [38] examined influences on customer loyalty among Singapore and
Japan representing the East, and the United State and New Zealand representing the
West. Participants were proposed a hypothetical scenario in which they were a
customer of either a hairdresser or a bank and were faced with a decision to switch
suppliers. The scenario was either positively or negatively framed. In the
positively-framed situation, participants had a good relationship with their
hairdresser/bank, but had the option to save money by switching to a cheaper
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supplier. In the negatively-framed situation, participants had a deteriorating rela-
tionship with their hairdresser/bank and were given the option to switch services to
a different supplier.

All countries differed significantly from each other when examining their will-
ingness to change providers in all given situations, with the United States being the
most loyal overall, followed by New Zealand, Singapore and Japan, respectively.
Participants were asked to measure their perceived costs and benefits of switching
or remaining loyal to their providers. Results suggest that economic costs had a
greater influence on their decisions than psychological costs for the United States,
New Zealand and Japan. Singapore considered psychological costs of switching
providers to be a greater burden than economical costs.

16.4.4 Future-Oriented Decision Making Across Cultures

Research by Gong, Krantz, and Weber [20] was conducted to determine differences
in future-oriented decision making among China and America. The study focused
on environmental and financial decision making where participants were forced to
choose if they would rather the benefits/costs of a gain/loss occur now or in a year.
Survey questions were followed by open-ended responses for participants to
explain what influenced their decision.

Both cultures discounted losses similarly, and also shared similar reasons. Both
cultures considered the weight of potential psychological consequences of dealing
with debt, as well as fear of bankruptcy. The common ground of their similarities in
discounting future environmental and financial gains was uncertainty of the future.

Both cultures discounted gains significantly more than losses in both environ-
mental and financial categories. However, there were significant differences
between cultures when comparing environmental use that affected them directly,
such as air quality, with Chinese discounting future gains much more than
Americans. Both cultures discounted futures gains equally when considering
environmental existence, such as a growing animal population.

When considering finances, Chinese discounted lucky monetary gains, such as
winning the lottery, much more than Americans. Chinese participants explained this
choice by their lack of trust in the lottery and government systems. Chinese par-
ticipants discounted self-earned future monetary gains only slightly more than
Americans. An example of this is the choice of either receiving a paycheck now, or
waiting one year to receive the paycheck along with a bonus. Common explana-
tions for discounting this future financial gain were fear of inflation and labor
mobility. Chinese also explained that if they chose to receive a lesser amount of
money now, they could invest the money themselves and still possibly gain future
income.

These findings show that a decision is made considering cultural context and
constraints, such as trust in organizations or possible inflation.
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16.5 Integration of Findings: Towards a More
Comprehensive Theory of Decision Making

Figure 16.1 summarizes the key points of our previous discussion on theory and
empirical results from microworld and real-world studies. The decision maker lives
in a specific social, cultural, and historic context and learns DDM strategies that
have been promising and adaptive in this environment in the past [27]. These DDM
strategies have been passed on from generation to generation. In a concrete
DDM situation, the decision maker then relies on these culturally transmitted DDM
strategies. These are also partly triggered through dominant cultural values, goals,
and other people involved in the decision-making process. In a specific situation,
cultural strategies and goals trigger a specific search for information and specific
decision making. In DDM research the focus is then on the sequence of decisions
and their related outcomes and potential side—and long-term effects. The decision

Fig. 16.1 How culture influences DDM
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alternatives that are important and show high likelihood of success are selected [9,
12]. This means that ultimately importance and likelihood of success for decision
alternatives are culturally determined.

16.6 Conclusion

Although the field of decision making and culture is relatively new [56], and no
coherent theory exists that explains the link between culture and decision making,
we discussed several empirical findings bringing light to some aspects of this
linkage. Referring to empirical studies using microworlds across cultures, we have
shown that DDM strategies differ across cultures and how cultural values can
influence the selection of DDM strategies. We have then discussed studies on DDM
in the real world in the domains of business and technology. Also, these studies
showed the influence of cultural values on decision making and information search.
Additional studies provided empirical support for cultural differences in group
cohesion and decision making in multicultural work teams, customer loyalty, and
the influence of future-orientation on decision making.

Although not all of the recent real-life studies discussed here focus on inde-
pendent DDM, they provide a great deal of insight into the minds of decision
makers. With the evidence provided, generalizations can be made as to how certain
cultures typically come to a decision. Understanding a wide range of cultures can be
especially helpful in today’s world as populations are blending more than ever
before. A prime example in which cultural awareness is particularly beneficial are
business settings, which encompass all of the topics we’ve discussed—from the
benefits of cross-cultural collaboration and innovation, to how individuals seek
trusted sources of information before making a decision. Recognizing that decisions
stem from cultural roots could lead us to more successful interactions in
everyday life.

To summarize, the discussed theories on culture and empirical findings explain
how DDM strategies evolved as enduring adaptation to historical, environmental,
and sociocultural demands. People learn during the enculturation process through
culture-specific tasks, modes of instruction and interaction, specific
decision-making approaches, and which DDM strategies are adaptive and func-
tional in their specific cultural environment.
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Chapter 17
When Beliefs and Logic Contradict: Issues
of Values, Religion and Culture

Vladimíra Čavojová

Abstract In real debates, we often don’t think about the validity of the arguments
from the strictly logical point of view and we often disagree even before we hear the
particular argument. This chapter deals with confirmation bias in reasoning about
controversial issues (in this case abortions) and it examines the effect of values
(pro-life, pro-choice, neutral), religious and political affiliations on syllogistic rea-
soning. It shows how our beliefs prevent us from acknowledging the logic to the
same type of arguments if they are made by the other side of the dispute. First,
evidence of studies showing my-side bias and confirmation bias is presented,
together with studies suggesting cultural differences in preference for distinct
cognitive style or problem-solving. Then the results from one non-WEIRD (Slovak)
sample (N = 321, M age = 20.47 years) are analysed. Participants first indicated
their attitudes toward abortions in a short questionnaire (6 items from General
Social Survey), then they solved 24 syllogisms, which had conclusions either in line
with pro-choice or pro-life attitudes and 12 neutral syllogisms. The results showed
that people holding opposing beliefs did display confirmation bias, but this con-
firmation bias was stronger for one side of the dispute, i.e. “pro-lifers”. Christian
participants performed worse in neutral valid syllogisms, but mainly in all types of
invalid syllogisms, where they differed by 10% from the non-religious participants.
This chapter shows that when beliefs and evidence clash, it is often belief that wins.
It is no surprise that people untrained in critical, scientific thinking resort to beliefs
as their compass in navigating through the vast ocean of many conflicting infor-
mation (claiming their origin in research) and many conflicting values (such as
rights of children vs. rights of their mothers).
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17.1 Introduction

In September 2013 two events that took place during the same weekend, polarised
the citizens of Slovakia for much longer time. One of them was Gay Pride in
Bratislava, which is the manifestation of equal rights of all citizens regardless their
sexual orientation, the event reflecting mainly liberal values; the other one was
March for Life, which is the manifestation for the rights of unborn children and the
strengthening of the traditional forms of family, the event reflecting mainly con-
servative Christian values. Although, in principle, one can be against abortions but
promote (or at least not degrade) the rights of LGBT people for marriage or
adoption, or be homophobic but in favour of liberal abortion laws, in reality (or at
least in Slovakia in 2013 until now) people tend to be divided on these two issues
reflecting different sets of values—liberal vs. conservative—and these values dic-
tate not only our view on the controversial topics, such as these, but they (some-
times unconsciously) affect also our decision-making and choices we make.

What we believe in, what ideologies we buy into—religious, political, or other—
shape what we pay attention to, even how we see things and what we make of them.
In this chapter I want to explore, how holding some specific and value-laden beliefs
affects the way we reason. It has been already shown that people treat arguments
from their camp more favourably than the arguments from the opposing camp
[1, 23], and when given a choice we search only for arguments and evidence
confirming our views [18]. In this chapter I want to go a step further—not only to
show confirmation bias in people on the both sides of a controversial issue, like one
dealt in September 2013 in Slovakia, but also to explore whether displaying con-
firmation bias is moderated by any other demographic variables, such as gender,
religion or political affiliation. Holding opposing beliefs is probably related to
political preferences, and it often seems (not only in Slovakia) that group (political,
religious, alternative) membership creates distinct norms and subcultures. To gain a
better insight into the way our “sub-cultural” membership dictates our beliefs and
attitudes, and subsequently affect our reasoning (that should ideally be context-free)
is important if we are to promote better understanding and communication among
more distant cultures.

To understand how culture shapes our reasoning we first have to consider, how
culture shapes our values that often have powerful but unconscious influence on our
reasoning, which can then be the cause of many misunderstandings and conflicts, in
which each party claims to be right and accuses the other party of the lack of logic
in their argumentation. The same is true also for the opening example, where
“liberals” and “conservatives” form almost distinctive cultures even within one
small country. So how can we understand each other in the “global village” when
we even do not understand our neighbour who even speaks the same language,
although laden with different implicit values? As Nisbett [19] puts it: “If people
really do differ profoundly in their systems of thought—their worldviews and
cognitive processes—then differences in people’s attitudes and beliefs, and even
their values and preferences, might not be a matter merely of different inputs and
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teachings, but rather an inevitable consequence of using different tools to under-
stand the world. And if that’s true, then efforts to improve international under-
standing may be less likely to pay off than one might hope (pp. xvii–xviii).”

The world is getting smaller and we no longer live our whole life in a com-
munity of people with the same opinions and set of values. On the one hand, we
need to be more open to the other opinions, values, cultures to increase mutual
understanding and tolerance, on the other hand, we need to be able to critically
evaluate the beliefs of others as well as our own—the ability that is reflected in the
concept of critically open-mindedness [13].

One of the core values, in which cultures can differ, is the extent to which they
protect the rights of all its citizens, including minorities, women and unborn chil-
dren, even though the rights of various subgroups can be in conflict. One such
controversial issue is the right of a woman to decide about her own body (including
ending of unwanted pregnancy) versus right of a child to be born. Therefore
exploring the reasoning about such controversial issue as abortions is especially
suitable in this context for several reasons. Firstly, this issue is hotly debated in
many countries, especially those with strong religious affiliations and conservative
values and the people tend to be divided according whose rights they favour more.
Secondly, based on their attitudes towards this issue, people tend to be divided into
two distinct camps. This division is reflected in naming the stances as “pro-life”
(those favouring rights of unborn children) and “pro-choice” (those favouring the
right of women to have a choice over their bodies and lives). Thirdly, discussions
about controversial issues tends to get very emotional as they usually reflects the
inner values of the people, but therefore it is even more important to be able to
recognize good arguments on either sides from the basically flawed and logically
inconsistent arguments. Fourthly, strong affiliation towards one of the stances
makes it possible to examine the extent to which the beliefs affect the reasoning
about the arguments of other side versus one’s own side—my side bias.

Therefore, in this chapter, I want to explore one form of confirmation bias in
reasoning about abortions. My main question was whether the people in opposing
camps regarding their attitudes towards abortions will differ in their reasoning about
the validity of the conclusions that go against their beliefs. Before I describe the
research in detail, I will firstly discuss what is reasoning, which kind of biases
influence it and research findings linking the partisanship with biased (motivated)
reasoning. Although I want to concentrate on analysing the effect of culture, I will
not deal directly with cross-cultural comparison, but will try to focus more on
analysing our results from non-WEIRD1 sample and compare it with similar results
from Western samples.

1WEIRD as acronym for Western, Educated, Industrialised, Rich, & Democratic. Henrich, Heine
and Norenzayan [8] suggested that too much research in psychology is done on this kind of
WEIRD samples and more research is needed on less typical samples, such as those from
non-WEIRD countries.
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17.2 Reasoning About “Hot” Issues and Logic:
Confirmation Bias, My-Side Bias and Belief Bias

To make responsible and informed choices, we should be able to judge various
arguments on the basis of their validity, factual information and logic, not solely on
the strength of our beliefs. Ability to decouple our prior beliefs and attitudes from
the evaluation of arguments and evidence is one of the fundamental bases of the
critical thinking [14]. In the modern and increasingly multicultural world (in which
different cultural values can clash together) and with the instant access to any
information, ability to reason well, to distinguish the valid information from invalid,
and to evaluate the facts and arguments in non-biased and open way becomes an
essential skill when dealing with the world around us.

Often we have to draw conclusions which are not based on observable facts or
evidence, and in these occasions it is important to follow the rules of correct
reasoning, which are manifested in logic. Logic does not deal with descriptions of
how people really think, but it states the normative rules for reasoning, which aims
for truth and logical validity. It does not deal with the factual truths of the con-
clusion, but whether they were drawn correctly from the premises.

Sometimes people associate this kind of reasoning with somewhat sophisticated
justifications of their own interest at stake and tend to view logic behind this kind of
reasoning sceptically as something enabling people to persuade others that white is
actually black.2 Historically, “logic” was often misused for justification of logically
unjustifiable attitudes, especially ideological ones [6]. However, regardless whether
we consider reason trick, skill or strategy, reasoning is the best way to decide whom
and what to believe and it is a hallmark of human species [7, p. 175] and it is one of
the best tools against such propaganda.

Reasoning is the process of forming conclusions, judgments, or inferences, from
facts and premises, or from evidence and principles [25]. According to Mercier and
Sperber [16, p. 57] reasoning is a very special form of inference at the conceptual
level, where not only is a new mental representation (or conclusion) consciously
produced, but the previously held representations (or premises) that warrant it are
also consciously entertained.

According to logic, a conclusion is valid if it necessarily follows from some
statements that are accepted as facts. Often, when we are faced with logical
problems, we arrive at wrong answers or if we happen to arrive at right answers, it
is because of the bad reasons. For instance, paraphrasing Henle’s example (cited in
[7]), if someone tells us that it is important to talk about sex (or other controversial

2This notion is probably based on many known sophisms used to trick people by stating premises
that everybody agrees to and then drawing conclusion, which is based on premises but is against
intuitive logic, e.g. if Diogenes is not Socrates and Socrates is a man, then Diogenes is not that
Socrates is, i.e. Diogenes is not a man. In fact, study of formal logic began as a reaction to sophism
[6].
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issue), because it is important to talk about things that are on our mind (and sex
obviously is on our minds), we can rewrite it formally as:

Premise 1: It is important to talk about things that are on our mind.

Premise 2: Sex is on our mind.

Therefore (Conclusion): It is important to talk about sex.

If we think whether the conclusion is logically right, we can come up with
several (wrong) answers, reflecting more our actual beliefs or opinions about things,
which are important to talk about, such as “No, it is not important to talk about
things that do not worry us and if sex does not worry us, it is not important to talk
about it”, or “No, there are some things that are on our minds that we should not
talk about.” Even though the answers make perfect sense to us, they are not the
answers to the questions, whether the conclusion follows logically from the
premises.

On the other hand, a person can give a right answer but for the wrong reasons,
such as “Yes, it is important to talk about sex, so that people can avoid disap-
pointments or wrong ideas they can have.” Also in this case the person adds her
own beliefs concerning the topic (talking about sex) and does not arrive at the
answer solely on the information provided, even though her answer happens to be
right. Henle [7] has termed this error in reasoning the failure to accept the logical
task. Kahneman [11] calls it “substitution”—when we are faced with a difficult
problem that would require effortful cognitive processing, we often switch it to the
easier problem by answering the question, to which we already have an answer. For
example, an executive facing the question, whether he should invest into Ford
stock, may easily answer “yes”, because the answer came quickly and intuitively
into his mind. But this answer could be related to easier question: Do I like Ford
cars? Similarly, Stanovich [22] calls this tendency “miserly processing”, i.e. we are
inclined to invest the least possible amount of cognitive effort into solving any
problem.

Prescriptive logic states that we should apply the same rules regardless the
context, but it is often not the case. In the real life, when logic and belief collide,
people often respond on the basis of their prior knowledge—giving rise to a “belief-
bias” effect [26]. It means that we tend to evaluate the logical validity of deductive
arguments mainly on the basis of our personal beliefs regarding the empirical status
of the conclusion [15].

Belief bias is studied most often by syllogistic reasoning paradigm3 where the
validity and the believability of the conclusion are put in conflict [14, 15, 17], such
as in the example below.

3Belief bias research uses two main paradigms: production tasks (participants are asked to draw
conclusions from the presented premises) and evaluation tasks (participants are presented with
some premises and a conclusion to be evaluated—as valid if it necessarily follows from the
premises and as invalid if it does not).
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Premise 1: No religious people are healthy.

Premise 2: Some healthy people are priests.

Therefore (Conclusion): Some priests are not religious.

Belief bias is then defined as greater acceptance of believable than unbelievable
conclusions and logical competence can be defined as greater acceptance of valid
conclusions than invalid conclusions. However, the ability to reason logically from
intuitively false premises (or premises that can turn false) is important for many
professions where the premises are false or arbitrary, such as scientists constructing
hypotheses about planets without gravity [7].

It should be no surprise that people very often have difficulties in separating truth
from validity, especially when the conclusion runs counter to their strong beliefs
and values, or when discussing emotional issues. Content influences very much
which conclusions we choose as valid (mostly according to which conclusion we
already believe in, or which seems intuitively appealing). Moreover, people have
strong tendency to look for confirmation of their favoured beliefs and hypothesis,
which is vastly documented in research of confirmation bias [1, 2, 18]. This
inability to decouple one’s own beliefs and selecting arguments and conclusions
favouring our already held beliefs interferes with good thinking in almost every
context [18].

This tendency of people to seek confirmation rather than disconfirmation of what
they already believe is usually referred to as confirmation bias [18, 25]. However, the
confirmation bias has been used in psychological literature to refer to a variety of
phenomena, so it is worthwhile to briefly describe the terminology related to this term.
Nickerson [18] in his review of studies relating to confirmation bias uses this term as
“generic concept that subsumes several more specific ideas that connote the inap-
propriate bolstering of hypotheses or beliefs whose truth is in question” (p. 175).More
specific types of confirmation bias are belief bias and my-side bias. My-side bias
occurs when people evaluate, generate, and test evidence in a manner, which is biased
toward their prior attitudes and opinions. Belief bias, on the other hand, occurs when
we accept or reject conclusion of the argument on the basis on its un/believability.
Belief bias arises from people’s factual knowledge about the world in contrast to
my-side bias which is reasoning biased toward personal opinions or stances [14].
Belief bias is probably the narrowest of all these concepts, because it deals with
conflict between the validity and believability of conclusions and the believability
does not need to reflect our inner beliefs or values, but just some factual information
about the world (As in example above, even if we are atheists we probably believe that
priests are religious). My-side bias deals specifically with our personal beliefs, atti-
tudes and opinions and adds more subjectivity to the studied issues.

Baron [1] studied my-side bias in thinking about early abortion and he found that
people tend to give more arguments for the attitude they prefer than for the
opposing attitude, but he argues that this is probably caused by preference of
one-sided arguments, which we see as stronger than two-sided arguments.
Participants in his experiment judged even opposing arguments as more persuasive,
if the argument was only one-sided. His results suggest that people’s standards
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(their beliefs about the nature of what comprises good thinking) influence the way
they conduct their own thinking. These inner standards can be largely influenced by
cultural beliefs, as certain cultural traditions actively discourage people from
questioning these particular beliefs and traditions and thus lead to general distrust of
open-mindedness [1].

Stanovich and West [24] replicated the results of Baron [1] using slightly
modified method of reasoning about abortions to increase the coherence and nat-
uralness of arguments. They used Baron’s arguments as well as their own and
created four fictional students, who each made one of the following sets of argu-
ments: (1) four anti-abortion reasoning statements, (2) two pro-choice followed by
two anti-abortion reasoning statements, (3) four pro-choice reasoning statements,
(4) two anti-abortion followed by two pro-choice reasoning statements. Thus each
participant evaluated the reasoning of two students whose reasoning statements
represented only one side of the abortion issue (one consistently anti-abortion, and
one consistently pro-choice) and two students whose reasoning statements repre-
sented two sides of the abortion issue. My-side bias was displayed by evaluating
better those arguments which were in line with the person’s own attitudes, and they
also found evidence of one-side bias, i.e. favouring and better evaluating arguments
only from one side (even from the opposing side).

Jurkovič [10] studied my-side bias in Slovak sample using materials (agreement
with the arguments on studied topics) adapted from Stanovich and West [24] and he
found significant my-side bias regarding participants’ smoking habits, drinking
habits and religion. The level of intelligence did not affect my-side bias and
therefore cannot be regarded as protective factor against irrational thinking.

17.3 Reasoning—Universal or Culturally Dependent?

Until only recently it was often believed that humans from all cultures think and
reason basically in the same way, which Nisbett [19] summarised in four
assumptions: (1) People rely on the same basic cognitive processes for perception,
memory, causal analysis, categorization, and inference. (2) If the people from
various cultures differ, it must be not because of the different cognitive processes,
but because of different experience they were exposed to in life. (3) Higher order
processes of reasoning rest on formal rules of logic. (4) Process of reasoning is
separate from the content of reasoning.

Nisbett [19] started to question the assumption of universality of human thought
on the basis of the results which showed that even the brief training in formal logic
can improve the way people think outside laboratory. Together with his colleagues
[20] they argue that the considerable social differences that exist among different
cultures affect not only their beliefs about the specific aspects of the world but also
their basic cognitive processes—the ways by which they know the world. More
specifically, the different cultures form different social organisations, which in turn
direct the attention to some aspects of the field at the expense of others. What we
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attend to (e.g., objects vs. relationships) then affects our beliefs about the world and
causality. This in turn influences our tacit epistemology, i.e., beliefs about what is
important to know and how this knowledge can be obtained. Epistemology then
dictates the development and application of some cognitive processes at the
expense of others. Social organisation then serves for further promoting the epis-
temology as well as certain cognitive processes (whether we are explicitly taught to
use and value harmony and relationships more than truth and logic).4

There are only few studies that examined cultural bases of logical reasoning,
though. Norenzayan, Smith, Kim, and Nisbett [21] cite some of the research from
Vygotskian tradition conducted among non-Western cultures (e.g., Uzbek farmers,
Kpelle of West Africa, Maya in Mexico), which found that participants were
unwilling to decouple the content of the deductive problem from its logical
structure. For example,

A Kpelle man was given the following problem: All Kpelle men are rice farmers. Mr. Smith
is not a rice farmer. Is he a Kpelle man? The man’s response, characteristic of many of these
participants, was, “I don’t know the man in person. I have not laid eyes on the man
himself.” (Scribner, 1977, p. 490). Thus, non-Westerners in these studies typically refused
to solve deductive problems, on the grounds that the content is unfamiliar or contrary to
experience. This suggests that knowledge may counter logic for non-Westerners to a greater
extent than for Westerners, especially when the two are in conflict [21].

Norenzayan with his colleagues [21] conducted four experiments in which they
put into conflict intuitive and analytic reasoning and compared East Asian (Chinese
and Korean), Asian American and European American college students. They
theorised that if East Asians favour intuition more than formal rules, they should be
less willing to abandon intuition for formal rules and they studied these preferences
in four cognitive domains: category learning (Study 1), classification and similarity
judgments (Study 2), convincingness of deductive arguments (Study 3), and belief
bias in deductive reasoning (Study 4). Their Study 4 was the first investigation into
possible cultural differences in belief bias and they expected Asians to show
stronger belief bias than Americans and this belief bias to be independent of par-
ticipants’ reasoning ability measured by performance on abstract syllogisms.

The participants had to evaluate 16 syllogisms, 4 in each category: valid/
believable, valid/unbelievable, invalid/believable, and invalid/unbelievable and
then 24 abstract syllogisms using letters and unfamiliar foreign words. The
dependent measure was percentual endorsement of each argumentation type of
syllogism, indicating whether participants thought the given conclusion followed
logically from the premises. They found that Koreans showed a stronger belief bias
than European Americans, though only for valid arguments and this was not due to
different reasoning ability, as there were no differences between Americans and
Asians in abstract syllogisms. However, Norenzayan et al. [21] found also that

4Nisbett [19] observed that Westerners differ from East-Asians in the basic view on problems and
how they can be solved. While Westerners (successors of ancient Greek philosophies) believe that
world can be categorised and understood by means of simple rules and logic, East Asians despise
using logic on complex problems, which plays only minor role in problem solving.
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Asians considered believable syllogisms as less plausible than Americans, sug-
gesting that the same believable conclusions, contained also in invalid arguments,
were weaker for Koreans than for Americans.

The results concerning lower likelihood of Korean participants of accepting even
valid syllogisms led Unsworth and Medin [28] to question the conclusion of
Norenzayan et al. [21] that Koreans are less likely to decontextualize an argument’s
content from its logical structure. Unsworth and Medin [28] argue that the observed
results were caused by response bias not belief bias, because Koreans were less
likely to indicate that argument is valid than American participants. Therefore, they
analysed the hit and correct rejection rates along with the averages of these rates in
each condition for each cultural group. Their results suggest that when judging the
validity of an argument, European American accuracy is not significantly different
from Koreans’ accuracy, regardless of the believability of the conclusion.
Furthermore, it seems that participants were better able to discriminate between
valid and invalid arguments when the arguments were concrete, not abstract, and
when they were believable rather than unbelievable. Unsworth and Medin [28]
conclude that these two cultures do not differ in the extent to which they are affected
by belief bias.

Henrich, Heine, and Norenzayan [8] have recently noted that much of the
psychological research is performed on highly restricted sample—that yielded the
acronym WEIRD standing for Western, Educated, Industrialised, Rich and
Democratic. Henrich, Heine, and Norenzayan [8] reviewed this research and
showed that not only people from non-western cultures differ from Western cultures
in their perception and reasoning processes, but people from non-US countries
differ from US samples, and even within US samples there are still large differences
according to socio-economic status, etc. They conclude that members of these
WEIRD societies (including small children) are among the least representative
populations for generalisations about human thinking.

Talhelm et al. [27] conducted several studies with more than 5000 participants
(from United States and Mainland China) and they argue that the liberals are even
WEIRDer, so the liberalism should be the sixth attribute of WEIRD cultures (thus
becoming WILDER cultures). They hypothesised that liberals would think more
analytically because liberal culture is more individualistic, putting priority on
self-expression and individual identity over group identity. On the other hand,
conservativism is associated with more close-knit communities and interconnected
groups, such as churches, fraternities, and the military, where the emphasis is on the
group identity and belonging, which can create higher pressure to conform. In this
sense, the collectivism associated with conservativism is a “system of tight social
ties, but less trust and weaker ties toward strangers—stronger in-group/out-group
distinction” [27, p. 252]. In their studies they distinguish between social and eco-
nomic politics, because they argue that many inconsistent findings about liberals
and conservatives were caused by the fact that when we give people only two
choices (liberal vs. conservative), libertarians tend to self-identify more like con-
servatives, even though in their social orientation they are the most individualistic
of the political affiliations.
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In the study with college sample (Study 1), Talhelm et al. [27] found that liberals
made more categorical pairings (similar to the dominant Western style) and conser-
vatives made more relational pairings (more similar to East Asian style) in triad task.5

In the study with internet sample (Study 2) they found that social conservatives think
more holistically and the relationship was true also for non-US participants from the
sample. Even controlling for gender, age, socioeconomic status, education, and even
cognitive ability (measured by Cognitive Reflection Test, CRT, [5]) still left signif-
icant a relationship between thought style and social politics. Participants who scored
higher on the CRT also thought more analytically, and the relationship between
politics and cultural thought was stronger among people who scored lower on the
CRT. Talhelm et al. [27] replicated theirfindingswithChinese sample in their Study 3,
but the relationship between social politics and thought style only emerged among
people from more developed areas. They argue that finding that liberals think more
analytically even in this more holistic culture gives one piece of evidence that the
relationship between politics and thought style is not just an American phenomenon.

In Study 4 and 5 Talhelm et al. manipulated the way people processed infor-
mation (categorically/analytically or relationally/holistically) on triad task and then
measured their responses for political articles favouring liberal program. They
found out that the liberal plan would have won after they had people think ana-
lytically (64% support) and lost after they had people think holistically (38%).
Furthermore, it seemed that training was effective regardless the political affiliation,
which was backed up by the lack of interaction between politics and condition.
Moreover, the training changed only processing the new information; it did not
change self-reported political identity on the subsequent questionnaire.

Generally, they confirmed in five studies across two different cultures that social
liberals consistently thought more analytically than social conservatives and these
results can be viewed as evidence that social style is connected to cultural thought,
as proposed by [19]. This study is important also for our research, as it showed that
political differences and divisions are partly cultural divisions and these two sides
think about the world as if they really came from different cultures.

17.4 Formal Reasoning About Abortions in Slovak
Sample

In the previous sections I firstly reviewed the studies dealing with reasoning about
controversial issues showing either my-side bias or belief-bias and then the studies
of formal reasoning in various cultural settings that showed that culture possibly

5Triad task is used to distinguish between relational and taxonomical categorization. Participants
are given target object (e.g. cow) and then are asked to choose which one of the two alternatives
(e.g. chicken and grass) is the best associated with the target object. Asians tend to categorise more
relationally (i.e. associate cow with a grass, because cow feeds on a grass), while Westerners tend to
categorise more taxonomically (i.e. cow and chicken belong to the same category – animals) [27].
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influences our preconceptions about the world and our values, and these in turn
influence the way we think about the problems.

In this section I want to introduce our approach to studying reasoning about
controversial issues, such as abortions, but with modified measuring paradigm and
on participants from Eastern Europe, and thus contributing to generalizability of
findings about possible cultural differences in reasoning.

In traditional testing paradigm of my-side bias, participants are asked to evaluate
the thinking behind reasoning on the various ranging scale and the arguments are
constructed as to reflect the natural flow of language to increase the ecological
validity of the results. The focus here is on the quality, amount and one-sidedness of
arguments provided by fictional students. However, to properly evaluate the effect
of one’s personal beliefs regarding such difficult issue, we should look also at the
belief bias that can affect the way we evaluate validity of the opponent’s conclusion
and control for the quality of deductive reasoning of these fictional students.
Therefore, to better understand psychological processes behind these real-life issues
I chose belief-bias paradigm using formal syllogistic reasoning to study my-side
bias in reasoning about abortions. The idea was to merge these two paradigms and
have participants to evaluate the validity of conclusions that resembled real-life
arguments about some actual controversial topic. Also in an everyday speech we
often use statements in the form of syllogisms, linear orderings, disjunctions, and
if-then statements, but they are embedded in discourse and not labelled by premise
and conclusion [7]. However, as we already saw, people are hugely affected by
content and in everyday context these statements are used in misleading way either
malevolently or by ignorance.

17.4.1 Background

321 of college students (mostly from Pedagogical faculty) participated in the study,
the majority of whom were women (N = 259, 80.7%). The mean age of our sample
was 20.47 (SD = 1.86). Fifty six reported no religious affiliation, 221 were Roman
Catholic, 12 Protestant, 5 Greek Catholic, 12 other Christian, 3 agnostic and others
either provided no information or indicated “exotic” affiliation, such as Slavic,
Nordic, Pagan or other. 63.9% refused to state their political affiliation, the rest was
mainly liberal (22.7%), conservative (17%) or other (middle, democratic without
party affiliation, Christian, Stoic, etc.—4.8%). Ninety two percent did not have any
experience with formal course of logic, 7% stated that they had some experience
with formal course of logic, which was taken into account in the analyses.

The participation in the study was anonymous (on-line) and voluntary—par-
ticipants were motivated to engage in the study by getting extra credits for a course
of Social psychology depending on the number of correctly solved syllogisms.
Firstly, they had to indicate their attitudes toward abortions in a short questionnaire
on 6-point scale (1 meaning absolutely agree, 6 meaning absolutely disagree).
I used 6 items from General Social Survey reported by Jelen and Wilcox [9], which
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ask respondents whether abortion should be legal for a series of six circumstances:
when the mother’s health is in danger, when the pregnancy is the result of rape,
when the foetus is severely defective, when the family is too poor for additional
children, when a single pregnant woman does not want to marry, and when a
married couple wants no more children. According to Jelen and Wilcox [9], these
items have been successfully used since 1972.

After indicating their attitude in these 6 items, participants had to indicate their
answers on 36 syllogisms and they were asked about several demographic vari-
ables, such as age, gender, school they attend, whether they attended any formal
course of logic, their religion and political affiliation. For each question it was
possible to choose the “Prefer not to answer” option.

17.4.2 Anatomy of Used Syllogisms

We constructed6 two sets of value-laden conclusions for our study: (1) in favour of
women’s right for deciding for abortion (pro-choice) and (2) in favour of unborn
child’s right to life (pro-life) and one neutral set (using animal content). In each set,
5 conclusions were valid (they followed from the two preceding premises) and 7
invalid (conclusions did not necessarily follow from the two preceding premises).7

Moreover, we constructed one additional set of neutral concrete syllogisms.
Examples of each type are in Fig. 17.1.

I gave one point for each correct answer, i.e. accepting valid syllogism and
rejecting invalid syllogism, although usually researchers calculate acceptance rates.
However, as this can give rise to response bias [28], I decided to use a measure of
“hits” instead.

In table A in the Appendix, I give the comparison of difficulty of each syllogism
across each type. Difficulty was calculated as a percentage of the people who
correctly answered a particular syllogism.

17.4.3 Confirming the Confirmation Bias

I compared how people are influenced by their prior attitudes regarding abortions
when evaluating the value-laden syllogisms.

6Syllogisms were constructed with the help of my student, Yeon Joo Lee (MeiCogSci program in
Vienna).
7Syllogism No. 25 (see Appendix) was later eliminated from all analyses due to a mistake in
wording, which made it invalid. Thus, in pro-choice category there were four valid and seen
invalid syllogisms. However, elimination of syllogism No. 25 did not substantially change the
results.
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I divided the participants into three (extreme) groups according to their attitude
towards abortions. Those scoring in the lowest 25% (below 15 in attitude toward
abortions questionnaire) were assigned into “Pro-Choice” group, those scoring in
the upper 25% (above 29 in attitude toward abortions questionnaire) were assigned
into “Pro-Life” group, and 50% scoring in between were assigned into “Neutral”
group.

Below is the table with descriptive statistics (Table 17.1):
There was no significant effect of gender on the attitudes toward abortions

(v2 = 1.413, p = 0.493).
Because there was an uneven number of valid (5) vs. invalid (7) syllogisms in

each category (neutral pro-life, pro-choice), I calculated the proportions of correctly
solved syllogisms in each category: neutral valid (NV), pro-life valid (PLV),
pro-choice valid (PChV), neutral invalid (NI), pro-life invalid (PLI), pro-choice
invalid (PChI) and these six scores were treated as main dependant variables.

Before I started to analyse the differences between the groups of participants,
I checked whether there are any differences in the abilities of Slovak participants to
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Fig. 17.1 Structure and examples of three different sets of syllogisms

Table 17.1 Descriptive statistics for Slovak sample

Sample Attitudes- extreme groups N % M SD

Slovak (N = 314) Pro-choice 73 23.2 10.59 3.00

Neutral 151 48.1 22.50 3.17

Pro-life 90 28.7 32.62 2.52

Total 314 100 22.63 8.44
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correctly solve the various kinds of syllogisms and how the experience with the
course of formal logic influences reasoning about the controversial topics.

In our sample, there was a significant difference between the trained and
untrained participants only in pro-life valid syllogisms favouring those with the
experience with formal logic. The more surprising was the lack of any other dif-
ferences (participants with training in formal logic were no better in reasoning with
syllogisms than participants without any experience), but furthermore, people
without experience in formal logic were significantly more pro-life orientated than
people with experience with formal logic. However, it is possible that participants
indicated that they had some experience with formal course of logic, but we did not
check whether they actually received training in formal reasoning (e.g., whether
they used Venn’s diagrams for solving the syllogisms). Moreover, any such
experience could be from high school and in fact had no long-term effect.
Therefore, the rest of the analyses were performed on the whole sample.

17.4.4 Interaction of Effects: Prior Attitudes, Validity
and Direction of Conclusion

The proportions of correctly solved syllogisms in each category were analysed with
a split-plot ANOVA with three attitude groups (pro-life, pro-choice & neutral) as
the between-participants factor and validity (valid vs. invalid) and direction of the
conclusion (pro-life, pro-choice & neutral) as within-participants factors. This
analysis revealed that main effect of validity was significant (F (1,311) = 252.372,
p < 0.001, ƞ2 = 0.448), and main effect of direction of conclusion was marginally
significant (F (2,622) = 2.784, p = 0.063, ƞ2 = 0.009). In other words, solving
valid syllogisms was generally easier for participants than invalid syllogisms and
syllogisms with pro-life conclusions generally easier for participants to solve cor-
rectly. When we look at Fig. 17.2 we can compare confidence intervals (CI) of the
similar colours—greenish for neutral syllogisms, reddish for pro-life syllogisms and
bluish for pro-choice syllogisms and we can clearly see that valid syllogisms of
each type had higher success rates than invalid. For example, success rates for
pro-life valid syllogisms was in all three attitude groups over 70%, as compared to
less than 50% success rates for pro-life invalid syllogisms. The only exception of
this trend was proportion of pro-choice valid syllogisms in the group of pro-lifers,
where the success rates were more similar to invalid than valid syllogisms.

Furthermore, I found significant interactions between validity and direction of
conclusion (F (2,622) = 5.797, p = 0.003, ƞ2 = 0.018), attitudes toward abortions
and validity (F (2,311) = 4.180, p = 0.016, ƞ2 = 0.026), and finally between all
factors—attitudes, validity and direction of conclusion (F (4,622) = 3.055,
p = 0.016, ƞ2 = 0.02). In other words, differences in successfully solving syllo-
gisms were caused not only by validity (valid syllogisms as easier) and direction of
conclusion (pro-choice syllogisms were more difficult), but it interacted also with

380 V. Čavojová



the participants’ prior attitudes. It can be best seen in the group of pro-lifers who
rejected significantly more valid pro-choice syllogisms than pro-life and neutral
syllogisms of exactly the same kind, while there were no significant differences
between three attitude groups in accepting neutral and pro-life valid syllogisms.

There are several interpretations we can draw from these results. Because
pro-life valid conclusions were accepted more than pro-choice valid conclusions
even in the group of pro-choicers, it can serve as an argument (often overlooked by
the camp of pro-life activists) that people with more “pro-choice” attitude are not
for abortions, but for freedom of choice. There is generally more agreement on the
part of pro-life arguments, such as abortion destroys unborn life (although there is
much disagreement in what stage of intrauterine life we start to consider foetus as
human being)—the attitude that even many pro-choicers hold. Preference for
pro-life arguments can be also caused because they are more vivid—it is generally
easier to imagine unborn babies being killed than more abstract freedom of choice,
or long-term consequences for the unwanted babies and their families, which are
implied in the pro-choice arguments. Lastly, our results indicate the highest inci-
dence of motivated reasoning in people with pro-life attitude—their prior attitudes
to the topic do not allow them to see the same logical structure in the syllogisms
opposing their attitudes. Generally, it highlights why it is often so difficult to engage
in discussion with people holding strong attitudes to the value-laden topic and that
“logical” argumentation often fails. Similarly, Klaczynski [12] found in-group
biases favouring one’s own religious group and he showed how we use
double-standards when we evaluate evidence either confirming or contradicting our
theories. (We are much more critical toward evidence opposing our theories and

Fig. 17.2 Confidence intervals and interaction of attitudes, validity and direction of conclusion
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engage in analytical reasoning, while we are much more benevolent and use
intuitive heuristics when we deal with evidence confirming our theories.) It seems
that this tendency for motivated reasoning and confirmation bias is stronger for
people who are more “invested” in the topic, therefore in the next section I briefly
examine how the pro-life attitude is connected with self-identified religious and
political affiliations.

17.5 Effects of Religious and Political Affiliations

I also examined possible effect of religious and political affiliations on confirmation
bias. In our demographic questionnaire, participants self-identified themselves
freely with any religion or political affiliation. For our analyses, I collapsed par-
ticipants in two religion groups: no religion (all those who explicitely said they have
no religion or regard themselves as agnostics; N = 80, 19.2%) and Christian reli-
gion (all those who explicitely identify themselves with any of the Christian
churches—Roman Catholics, Protestant, Greek Catholic, other Christian; N = 338,
80.2%). Similarly, I treated political affiliation, but here I collapsed participants into
three groups: no political affiliation or those who preferred not to indicate their
political affiliation (N = 216, 51.9%), liberal (N = 93, 22.4%), and conservative
(N = 19, 4.6%) (Table 17.2).

I found no differences between liberal, neutral and conservative students,
although it can be due to the fact that half of the students refused to identify with
any political affiliation whatsoever.

17.6 Discussion

The aim of this chapter was to show that discussions about value-related contro-
versial topic are often aimless due to confirmation bias displayed at both sides of the
dispute. I wanted to show how holding strong beliefs regarding any issue related to
one’s personal and moral values often prevents us from seeing logic also in other
party’s arguments. In real debates, we often don’t think about the validity of the
arguments from the strictly logical point of view and we often disagree even before
we hear the particular argument. In this chapter, I wanted to explore how our beliefs
prevent us from acknowledging the logic to the same type of arguments if they are
made by the other side of the dispute.

Moreover, I wanted to explore the notion according to which people holding
different beliefs form somewhat distinct “cultures” within one common culture,
such as nationality. It seems that these values that are shared within a group play a
more important role than the citizenship, and thus it makes sense to talk about
“cultures” even within one country.
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The results showed that people holding opposing beliefs did display confirma-
tion bias, but this confirmation bias was stronger for one side of the dispute, i.e.
“pro-lifers”. Because holding more pro-life attitude is strongly mediated by reli-
gious affiliation, I explored the differences between people who identified them-
selves as belonging to any of the Christian religion and those who regard
themselves as atheists or agnostics. Christian participants performed worse in
neutral valid syllogisms, but mainly in all types of invalid syllogisms, where they
differed by 10% from the non-religious participants.

However, this result has to be taken with caution from two main reasons. Firstly,
the biggest limitation of this approach was that the religious affiliation was a
nominal variable and it did not take into account the strength of the participants’
religious beliefs. In Slovakia, the majority of people identify themselves as
Catholics, even though the percentage of the practicing Christians is lower.
Secondly, this results point to the poorer logical ability of people identified as
Christians, but it could be as well caused by the fact that people with higher logical
ability seeing more discrepancies in the beliefs they were brought up with tend to
abandon their religion. No causal effect of religion can be inferred from these data.

Table 17.2 Effect of religion on confirmation bias

Religion N M SD t p Cohen’s da

NV no religion 61 0.74 0.17 0.762 0.447 0.098

Christian 253 0.72 0.23

PLV no religion 61 0.74 0.25 0.378 0.706 0.052

Christian 253 0.72 0.23

PChV no religion 61 0.65 0.27 1.204 0.230 0.174

Christian 253 0.70 0.28

NI no religion 61 0.46 0.26 1.937 0.054 0.268

Christian 253 0.39 0.24

PLI no religion 61 0.52 0.25 2.809 0.005 0.392

Christian 253 0.43 0.23

PChI no religion 61 0.51 0.25 2.343 0.020 0.328

Christian 253 0.43 0.24

Legend Legend, NV neutral valid, NI neutral invalid, PLV pro-life valid, PLI pro-life invalid, PChV
pro-choice valid, PChI pro-choice invalid
aCohen’s d is a measure of effect size and it tells as about magnitude of difference between the two
groups. With a Cohen’s d of 0.2 (lowest value for the significant findings in this study), 58% of the
no religion group will be above the mean of the Christian group, 92% of the two groups will
overlap, and there is a 56% chance that a person picked at random from the no religion group will
have a higher score than a person picked at random from the Christian group (probability of
superiority). With a Cohen’s d of 0.4 (highest value for the significant findings in this study), 66%
of the no religion group will be above the mean of the Christian group, 84% of the two groups will
overlap, and there is a 61% chance that a person picked at random from the no religion group will
have a higher score than a person picked at random from the Christian group (probability of
superiority). (These interpretations of Cohen’s d were based on interactive visualisations at http://
rpsychologist.com/d3/cohend/)
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The results also show that the difficulty in correctly identifying syllogisms as
valid or invalid does not rest solely on the content of the syllogisms, i.e. whether
they are in line with our beliefs or not/whether they are pro-choice or pro-life, but
also in the form of the syllogisms. Invalid syllogisms of either kind were much
more difficult for all participants. According to Halpern [7], negations make the
problems more difficult due to the basic cognitive principle: basic cognitive prin-
ciple: negative information (no, not) is more difficult to process than positive
information, in part because it seems to place additional demands on the working
memory. It also explains why it is so difficult to treat our beliefs even as possibly
invalid and why the confirmation bias is probably best overcome in argumentative
setting [16].

Another limitation of the study could be in the syllogisms themselves. I tried to
avoid the problem that people typically face in belief-bias paradigm—they have to
accept premises as true to correctly infer whether the conclusion follows from them.
People find it hard to abandon what they know about the world, therefore I con-
structed the syllogisms in such a way that premises were acceptable to work with
for most of the people, such as “Human beings should not be murdered”, “(Some)
foetuses are human beings”, “(All) women’s rights should be supported”, and
“Abortions are women’s right”. These premises could still be disagreeable for some
participants (especially those holding strong beliefs), who could find it harder to
reason from the premises they did not agree with (e.g., that foetuses are already
human beings, or that all women’s rights should be supported), although this was
the point of the study—to examine the ability not to let one’s strong beliefs
influence one’s reasoning. To reason from the premises that go against their beliefs
is a core ability of scientists, if they want to fight their own confirmation biases and
remain open to the possibility of new discoveries. All our knowledge is provisional
and science aims at expanding our understanding of the world around us, which is
only possible if we remain sensitive to our own fallibility.

17.7 Conclusion

Culture shapes our values and can have subtle or more evident influences on our
opinion on many controversial issues. Knowing these cultural influences could help
to promote debates over sensitive topics that arise in multicultural settings, with
implications to education and health care. For instance, one of the currently hotly
debated issues in our country concerns women’s right for abortion, obligatory
sexual education in schools or gays’ right to marriage.

Culture can influence critical thinking and reasoning in several ways. It is not
only explicit educational system that may or may not promote critical thinking
directly through curriculum, but there are also more subtle ways—through preferred
thinking style or values that it endorses. Cultures can differ much in their beliefs and
values, but it seems that there are not many cultural differences in our tendency to
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engage more effortful thinking, when we already have strong intuitive answer for
some problem [3].

One of the core values, in which cultures can differ, is the extent to which they
protect the rights of all its citizens, including women and unborn children, even
though the rights of various subgroups can be in conflict. One such controversial
issue is the right of a woman to decide about her own body (including ending of
unwanted pregnancy) versus right of yet unborn child to be born. Reasoning about
this topic is strongly affected by religious beliefs, although this study does not allow
for causal inferences. However, this study showed that when beliefs and evidence
clash, it is often belief that wins. It is no surprise that people untrained in critical,
scientific thinking resort to beliefs as their compass in navigating through the vast
ocean of many conflicting information (claiming their origin in research) and many
conflicting values (such as rights of children vs. rights of their mothers). However,
how strong these beliefs and values are can be seen in many examples of highly
trained scientists, who decided to prefer beliefs over any scientific evidence (not to
mention logical evidence).8 One of the most publicized examples is Dr. Kurt Wise
[29], with his PhD. in palaeontology from Harvard University, who admitted that
“if all the evidence in the universe turns against creationism, I would be the first to
admit it, but I would still be a creationist because that is what the Word of God
seems to indicate. Here I must stand” (https://scepsis.net/eng/articles/id_2.php).

Richard Dawkins [4] disbelievingly calls this example of a scientist disregarding
the evidence as “doublethink”. This kind of thinking—ability to hold two opposing
views as both true—is typical for more holistic cultures. Disregarding logic in case
of very personal and deep values may be even at heart of many misunderstandings
and hot disputes about controversial topics among people from different cultures
and religions. Even favouring logic and analytic thinking is, at least partly, cul-
turally determined and based on our beliefs on how the rational thinking should
look like. The understanding that many people from different cultures (or even from
our culture) may not share the view that logic and analytic thinking should be
normative in personal and public discourse can help us move in discussion further
than just keeping banging on their closed door with our logic.
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8Even great philosopher Plato advised us that when senses contradict the reason/logic, we should
go with the reason.
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Chapter 18
Social Influence and Intercultural
Differences

Lionel Rodrigues, Jérôme Blondé and Fabien Girandola

Abstract Culture is an important part of what individuals are and can orient their
attitudes, beliefs, and behaviors in several contexts. In equivalent situations, people
would be likely to report different reactions depending on their cultural background.
The effects of cross-cultural differences (individualistic vs. collectivistic cultures)
on cognitive dissonance, social influence, and persuasion are discussed. This
chapter shows that intra-individual processes, such as reduction dissonance and the
processing of persuasive information, are regulated by cultural orientations and
cultural aspects of the self (independent vs. interdependent self-construal).
Considering these cross-cultural effects, new avenues of research open up on
change and resistance to change in many fields such as health, environment, con-
sumption, and radicalization.

Keywords Intercultural differences � Social influence � Cognitive dissonance
Persuasion

18.1 Introduction

A given population can share the same perceptions, beliefs and representations, and
communication because of a common culture [9, 111]. Culture can be apprehended
across the spectrum of nations, ethnic groups, and the perception of a consensus.
According to Guimond [35, pp. 26–27], culture is “a way of thinking, of feeling and
of behaving which characterizes the members of a group and distinguishes them
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from other groups (…) finally, culture is not simply the characteristic of a group, it
is the characteristic which distinguishes one group from another”. These cultural
aspects have important repercussions on forming and changing attitudes and
behaviors, and also in the social psychological theories which take them into
account: the cognitive dissonance theory, persuasive communication [116] in var-
ious domains such as public health, the environment, consumption and its adver-
tising contents [1, 13, 85], radicalization1 [81, 82] or even the diffusion of military
messages [62]. We are mainly interested in the effects of culture on change and
resistance to change.

In the framework of intercultural psychology, Hofstede [44, 46] identified six
structural or sociological dimensions: individualism/collectivism,2 power distance,3

uncertainty avoidance,4 masculinity/femininity,5 long-term orientation/short-term
orientation,6 and indulgence/restraint.7 Most of the later models of culture propose
dimensions relatively close to those of Hofstede (e.g., [52, 122, 130]). For example,
Trompenaars [131] distinguished seven dimensions of culture: individualism/
collectivism, objectivity/subjectivity, universalism/particularism, diffuse culture/
limited culture, attributed status/acquired status, volition/refusal to control
nature, sequential time/synchronous time. Overall, while each dimension has been
underlined (cf. [46, 124]), the research undertaken mainly confirms the influence of
the individualism/collectivism variable on psychological processes (e.g., [32, 35,
101]).

Nevertheless, some authors (e.g., [137]) underline the overly important sim-
plicity of the individualism/ collectivism dichotomy. Leung and Cohen [87] pro-
pose, for example, taking an interest in individual differences in the framework of

1Radicalization is defined as an extreme commitment to a specific cause leading to a form of
violent action [81].
2Individualism refers to the preference to act as an individual with priority for one’s personal
interest and for the immediate family (husband, wife and children). On the contrary, collectivism
can be defined as a preference for a social framework in which the individual is integrated from
birth in a group which will protect him in exchange for his unconditional loyalty [46].
3Hofstede [44] defined power distance as “the extent to which the less powerful members of
institutions and organizations within a country expect and accept that power is distributed
unequally” (p. 28). Power distance regulates the extent to which different members of society
command respect and wield influence (cited by [106]).
4Uncertainty avoidance refers “to the extent to which people feel threatened by ambiguous situ-
ations, and have created beliefs and institutions that try to avoid these” [47].
5As a society, masculinity/femininity “refer to the distribution of values between the genders” [46,
p. 12].
6Long-term vs. short-term orientation distinguishes societies which prefer maintaining traditions
rather than privileging societal change [44].
7“Indulgence stands for a society that allows relatively free gratification of basic and natural
human desires related to enjoying life and having fun. Restraint stands for a society that controls
gratifications of needs and regulates it by means of strict social norms” [46, p. 15].
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intra and intercultural variations. Markus and Kitayama [89, 90], followed by
Markus et al. [92], suggest that cultures have an impact on the self-construal of the
individual. Thus, individuals with different cultural membership (individualistic/
collectivistic) have a different self-construal which in turn influences cognitions,
emotions, motivations and behaviors [135]. North American and European cultures
would be characterized by an independent self-representation, in other words by an
autonomous self free from relations with others and the social context. Behavior
would be under the individual’s control in that it would result from private attitudes,
sentiments, motivations and personality traits (cf. Table 18.1). On the other hand,
Asian, African, or even Latin American or East European cultures would be
characterized by an interdependent or collectivistic self-representation (cf. [77]).
Behavior would mainly be governed by interindividual and intra-group relations,
consequently, constraints, situational and contextual obligations would not reflect
the private attitudes and sentiments of the individual [45].

Trafimow [127] showed that the cognitions linked to an independent self and
those linked to an interdependent self are stored in different areas of the memory.
According to Heine, Lehman, Markus, and Kitayama [41], the need to maintain a
positive self-image would be characteristic of individualistic cultures. Collectivistic
cultures would encourage self-criticism and personal dissatisfaction. Markus and
Kitayama [89] stated that it is possible to identify individuals with an independent
self-construal in collectivistic societies and individuals with an interdependent
self-construal in individualistic societies. Some research considers culture as a
construct that is chronically accessible in the context of self-construal. Finally, it is
easy to activate the independent self or the interdependent self (for example, by
asking to do a task: circle the singular or plural pronouns, cf. [10, 30]).

In this chapter, we will explore the effects of an individualistic/collectivistic
culture in a particularly important field of contemporary social psychology:
changing attitudes and behaviors, and resistance. This field will be especially
illustrated by the cognitive dissonance theory [28], the heuristics or strategies of
changing behavior [16], and the classic theories of persuasive communication
notably in relation to messages containing threats and those focused on
consumption.

Table 18.1 Characteristics of the independent self and the interdependent self ([35, p. 126]; cf.
[89])

Dimensions Independent self Interdependent self

Definition Separated from the context Linked to the context

Structure Unitary, stable Flexible, variable

Content Private, internal attributes
(aptitudes, thoughts, feelings)

Public, external attributes
(status, roles, relations)

Objectives To be unique, to express oneself, to
assert oneself (personal)

To belong to a group, to respect one’s
obligations (collective)
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18.2 Intercultural Aspects and Cognitive Dissonance

The cognitive dissonance theory [28] is a motivational theory that enables one to
explain the behaviors of daily life in various situations [19, 29]. An individual is
susceptible to be in a state of cognitive dissonance when two cognitions (e.g.,
attitude, belief, behavior or knowledge) maintain an inconsistent relation. For
example, the cognitions “I know that smoking kills” (knowledge) and “I continue to
smoke” (behavior) taken together exemplify a cognitive inconsistency. Dissonance
is also aroused in certain cases when the individual’s self is threatened (cf. [5, 121]).
Attacking elements important to self-concept (e.g., moral values) by performing a
problematic behavior that is contrary to moral values, arouses dissonance and
determines the scale of its reduction. The personal moral values that individuals
hold are “culturally determined, widely shared by most of the individuals in a given
society or subculture” [126, p. 596]. Dissonance is a state of internal tension defined
by Festinger as a state of psychological discomfort. In order to reduce this par-
ticularly uncomfortable state of tension, an individual in a state of dissonance is
motivated to restore cognitive equilibrium by resorting to a mode of dissonance
reduction such as changing attitude or behavior. In our example, a good way to
reduce this dissonance is to change behavior by stopping to smoke and thus recover
a positive self.

Several situations are likely to arouse dissonance. Like performing a problematic
act, a situation of choice (or post-decisional dissonance) can be a source of dis-
sonance particularly when the appeal of the different outcomes is identical [8].
When an individual is asked to choose between two (or several) outcomes, the
decision generates dissonance because the choice of one of the two outcomes
implies the rejection of the other one. In order to reduce the dissonance, the
alternative chosen is considered as more appealing than the one (those) rejected.
This paradigm has been particularly used by the authors who study the link between
dissonance and culture (e.g., [38, 74, 6]).

The cognitive dissonance theory [28] was first tested among North American
subjects. These individuals possess a self constructed on the principles and values
of their own culture (e.g., [89, 128]), mainly the independent self. In certain cases,
the self is implicated in the process of dissonance when it is threatened or ques-
tioned. Several authors have been interested in the effects of intercultural
self-differences on the production and reduction of dissonance (e.g., [51]).

18.3 Intercultural Self and Dissonance

The cultural membership of an individual orients several aspects of the
self-construal [39–41, 71, 73, 90, 91]. Intercultural self-differences would impact
the process of dissonance (e.g., [89]). For example, according to Murphy and Miller
[97], the self of individuals born into the North American culture would be
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particularly based on the principles and ideology of a consumer society. These
authors used the paradigm of post-decisional dissonance (e.g., [8]). In their first
experiment, participants who were strongly vs. weakly ingrained in the ideology of
consumption were asked to rank five magazines by order of preference. The
magazines given to the participants represented different categories: news (e.g.,
Newsweek, Time), women’s magazines (e.g., Cosmopolitan), men’s magazines
(e.g., Gentlemen’s Quarterly), and the last two categories conveyed the ideology of
a consumer society more than the other ones. The participants were then told that
they could leave with the magazine that they themselves rated in third or fourth
position. Choosing between two magazines should have been a source of disso-
nance because selecting one implied rejecting the other one. Moreover, since the
two magazines were equally appealing, the decision should have been more difficult
to make and the dissonance felt should have been higher. As expected, the par-
ticipants who had to choose among the popular magazines (i.e., those that conveyed
the ideology of a consumer society) experienced the most dissonance. The maga-
zine chosen has a function of reducing dissonance because it is considered as more
appealing than the others. Moreover, this effect was stronger among the participants
strongly ingrained in the ideology of consumption.

In a second experiment, these authors tested North American versus Finnish
culture. The Finns would be less ingrained in the ideology of a consumer society
than the Americans. Consequently, they should experience less dissonance than the
Americans when choosing between the two magazines conveying this ideology
ranked in the third or fourth position. As expected, the Finns experienced less
dissonance than the Americans whether they were strongly or weakly ideologically
ingrained. The amplitude of the dissonance here depended on the importance of the
decision and the relative appeal of each outcome [8]. Choosing between two objects
with a particular ideology was more important for individuals who share this ide-
ology, and was then a potential source of greater dissonance. Thus, menacing an
aspect of the self based on a cultural orientation, in this case the ideology associated
with the consumer society, was a source of dissonance.

18.4 Individualism Versus Collectivism

According to Heine and Lehman [38], individuals born into an individualistic culture
(e.g., Canada) would be more sensitive to dissonance than those born into a collec-
tivistic culture (e.g., Japan). By favoring an independent self-construal, individualistic
cultures encourage individuals to perceive themselves as responsible for their acts. As
a consequence, they would experience dissonance when the attributes of the inde-
pendent self are threatened. On the contrary, individuals born into collectivistic or
interdependent cultures would give more importance to situational constraints and
social obligations to explain their behavior. These individuals would experience less
or even no dissonance. As expected, several studies have not observed the effects of
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dissonance in populations with collectivistic or interdependent cultures (e.g., [12, 42,
96]). However, they are not immune to dissonance. Sakai [109], for example, has
shown that the Japanese experience dissonance if they are persuaded that their peers
are observing their behavior. The importance given to social expectations in collec-
tivistic cultures would impact the process of dissonance, for example when a decision
involves the preferences of others (e.g., [50, 54]). According to Kitayama et al. [74],
individuals born into a collectivistic culture experience dissonance if an attribute of
the interdependent self (e.g., the approval of others) is threatened. These authors tested
the effects of the post-decisional dissonance paradigm (or paradigm of choice) among
Japanese students. They had to make a decision according to their own preferences or
according to the presumed preferences of people close to them. The second situation
should make salient social expectations and threaten the interdependent self. They
showed that the Japanese experienced dissonance only in situation of reference to
others. In a second experiment, participants (Americans vs. Japanese) were put in a
situation of post-decisional dissonance: they were shown or not a poster with repre-
sentations of several schematic faces with direct emotional gazes (cf. Fig. 18.1). The
aim of the poster was to make salient social expectations and to threaten the inter-
dependent self. The Japanese experienced dissonance onlywhen theywere exposed to
the posterwhile theAmericans experienced dissonance only in the standard condition,
in other words in the absence of the poster. Moreover, the social eye was a source of
dissonance for the individuals whose self is interdependent only if it was made salient
at the time of the decision [55]. In short, individuals born into collectivistic cultures are
susceptible to experience post-decisional dissonance when an attribute of the inter-
dependent self, such as the approval of others, is made salient.

Hoshino-Browne et al. [51] also conducted a series of experiments to test the
intercultural variableness of dissonance. In a first experiment, the participants, all
Canadians of Asian origin, deeply ingrained in European or in Asian culture, were
asked to make a decision based on their own preferences (vs. based on the pre-
sumed preferences of their families). The results showed that the participants with
an independent self experienced dissonance when they were led to make a personal
decision. On the contrary, the participants ingrained in a collectivistic culture
(Asian) experienced dissonance only when the decision involved their families’
preferences. In a second experiment, they tested a procedure for affirming the
interdependent self (vs. independent) as a mode of reducing post-decisional dis-
sonance among the individuals deeply ingrained in Asian culture. According to the

Fig. 18.1 Iconographic
representations of faces used
to induce the social eye
in situation of post-decisional
dissonance [75]
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theory of self-affirmation (cf. [120]), the self is a resource for reducing dissonance.
Giving an individual the opportunity to restore the integrity of the system of the self
would allow reducing the dissonance experienced (e.g., [114]). Hoshino-Browne
and his collaborators showed that participants who are deeply ingrained in Asian
culture reduced dissonance only in the absence of self-affirmation of the interde-
pendent self. Thus, allowing participants of collectivistic cultures to restore the
integrity of the system of the interdependent self acts as a mode of reducing
dissonance. Finally, Kimel et al. [70] showed that intercultural self-differences can
be observed with a physiological measure of dissonance (i.e., “HPA-axis activity”).
European-American (vs. Asian) participants expressed stronger physiological
arousal when they were led to make a decision in private whereas Asian participants
expressed stronger physiological arousal in public.

Thus, the perception of the concept of choice differs from one culture to another
(e.g., [65–67]). The individuals of individualistic cultures perceive choice as a
manifestation of their personal preferences while those of collectivistic cultures
consider it as being dependent on the social context [104]. Choice for the latter has
less to do with internal aspects of the self than with the need to satisfy social
expectations. According to [55], individuals with an independent self, in other
words ingrained in an individualistic culture, would give importance to responsi-
bility for their acts. These individuals would experience post-decisional dissonance
only if they have the feeling of being the master of their decision. The social eye is
perceived by them as an attempt to influence and it blocks the arousal of disso-
nance. On the contrary, individuals from a collectivistic or interdependent culture
are focused on satisfying social expectations and anticipating the desires of others.
A decision made by these individuals when others are watching threatens the
interdependent self because it involves public aspects of the self, which is a source
of dissonance for them.

18.5 Multiculturalism and Dissonance

An individual’s self can be ingrained in several cultures of a different nature [40].
For example, an individual of Asian origin who has been settled in a western
country for a long time can assimilate the values of his original culture as well as
the values of his host culture. This individual would be multicultural because he
would possess a self composed of independent and interdependent attributes.
Hoshino-Browne and his collaborators tested self-affirmation of the independent
self among multicultural (vs. monocultural) individuals. The results showed that the
multicultural participants were able to reduce dissonance by affirming the inde-
pendent self. In the same vein, Kitayama et al. [72] showed that in the case of
multiculturalism, for example when individuals of collectivistic cultures integrate
attributes of the independent self, the process of dissonance is similar to the one
observed in individualistic cultures. The authors tested the effects of post-decisional
dissonance among the residents of Hokkaido, an island north of Japan that has been
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historically ingrained in North American culture.8 The participants (Americans vs.
residents of Hokkaido vs. Japanese nonresidents of Hokkaido) had to make a
decision in the presence (vs. absence) of the social eye. The Japanese nonresidents
of Hokkaido experienced the most dissonance in the presence of the social eye,
while the Americans and the residents of Hokkaido experienced the most disso-
nance in the absence of the social eye. Thus, the residents of Hokkaido, ingrained in
North American culture, experienced more dissonance when the attributes of the
independent self were threatened.

It can then be said that intercultural self-differences impact the arousal of dis-
sonance [49]. On the whole, individuals of a collectivistic culture are more sensitive
to situations involving the approval of others (i.e., interdependent self) and those of
an individualistic culture to situations of commitment (i.e., independent self).
However, this intercultural dichotomy is too restrictive. The process of dissonance
would especially depend on the orientation of the self-attributes and their activation
in the situation of dissonance [61]. For example, individuals whose self is ingrained
in an individualistic culture (the United States) experience dissonance when making
a decision for others, but only if the attributes of the interdependent self are acti-
vated [69]. Moreover, some individuals can be ingrained in cultures of a different
nature. For example, in the case of multiculturalism, individuals born into a col-
lectivistic culture where the self integrates independent aspects, experience disso-
nance without threatening the attributes of the interdependent self (e.g., [51, 72]).

18.6 Intercultural Aspects and Behavioral Influence

In the domain of social influence, Cialdini [15] presented six strategies or heuristics
that are effective for changing behavior: social proof (i.e., tendency to validate one’s
own behavior in function of the behavior or judgment of others), sympathy (i.e.,
relations of affinity, similarity or cooperation that individuals have with one another),
authority (i.e., the weight of authority requiring obedience), rarity (rare objects seem
more appealing), reciprocity (doing a favor implies doing it in return), commitment/
consistency (desire to appear consistent in relation to oneself and to others). In a
cultural context, Orji [100] used the STPS scale (Susceptibility to Persuasive
Strategies Scale, [63]) and showed that the impact of these strategies on behavior
differs depending on one’s cultural membership (individualistic vs. collectivistic).
This scale predicts participant susceptibility to individual strategies and the efficacy

8In the middle of the 19th century, the island of Hokkaido was mainly inhabited by indigenes, the
Ainu. They underwent a radical change of society in 1867 when the feudal government was
returned to the emperor during the Meiji restoration (also called the Meiji revolution). This societal
change was accompanied by an openness to commerce and intensive westernization. According to
Kitayama and his collaborators, the consequences of these historical particularities would be found
in the values shared by the present generation of the island, and the residents are closer to
individualist cultures than to collectivist ones.
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of the strategies for behavior change in real life. The individuals belonging to a
collectivistic culture judged four of the six strategies (i.e., authority, reciprocity,
social proof and sympathy) as significantly more effective than those belonging to an
individualistic culture [16]. Rarity is the only strategy perceived as being more
effective by individuals with an individualistic culture. Commitment/ consistency is
judged to be equally effective among both individualistic and collectivistic indi-
viduals. However, Cialdini et al. [16] showed that this strategy produced a stronger
impact on the behaviors of American individualists than on Polish collectivists.
Individuals with an independent self would have a strong need for consistency in
both their cognitive world and between the relation attitude-behavior [17, 104]. This
need and, as a consequence, the search for consistency would be less important and
fulfilling among those with a collectivistic self.

Freedom of choice is also an effective technique to bring about behavioral
change. Freedom produces a greater effect on the judgments and behaviors of
individuals born into an individualistic culture: Americans are more inclined than
Poles to explain their behavior as being based on their personal choice [17], and
North American children are more committed to freely chosen activities than their
Asian peers [56]. Petrova et al. [104] showed that American subjects who accepted
a first request (i.e., answering an online survey), responded significantly more
favorably to a final request that was addressed to them (21.6%) than Asian subjects
put in the same situation (9.9%). Among all the participants, both Americans and
Asians who accepted the first request, those with individualistic orientations were
more inclined to accept the final request than those with a collectivistic orientation.
Thus the individualistic/collectivistic orientation of each individual mediates the
effects of culture on accepting the final request.

In a similar vein, the evoking freedom or “But You Are Free” technique (BYAF;
[34]) consists in embellishing a request to another person with the proposal “you are
free to…”. This technique significantly increases the possibility of acceptance.
Guéguen and Pascual [34] asked passers-by to give them money. In the experi-
mental condition, their request ended with the phrase “but you are free to accept or
refuse” whereas this phrase was not used in the control condition. They found that
10% of the solicited participants complied with the request in the control condition,
whereas 47.5% accepted in the experimental condition. The simple induction of a
feeling of freedom can facilitate individual compliance to various types of requests
[33]. Pascual et al. [102] showed that this technique would be efficient only in
individualistic cultural contexts (i.e., France, Romania). In this cultural context,
people are more likely to aspire to a feeling of individual freedom. Inversely, in
collectivistic cultures where people are more interdependent, individual liberty has
little social value or even meaning, likely rendering the BYAF technique ineffec-
tive. This was implied by the results obtained in the three collectivistic countries
that were considered: the Ivory Coast, Russia and China. These results were
expected since collectivistic individuals are not as easily convinced to partake in an
action and are less susceptible to reactance than individualists.

In addition, Salter et al. [112] find that individualists are more sensitive of
escalation of commitment than collectivistic individuals. The escalation of
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commitment describe situation where an individual persists in an unprofitable
course of action. For example, this can occur when an individual continues to invest
in a financial action whose value is constantly declining. For Sharp et al. [112], the
cross-cultural difference of escalation of commitment depend especially on the
framing of the decision alternatives and the long-term orientation (cf. [44]).

Using descriptive norms (i.e., “80% of the residents recycle their trash”) is also a
good way to bring about behavioral change [15]. Lapinski et al. [83] showed that
the extent of the effect of descriptive norms is stronger in a collectivistic culture
(China) than in an individualistic one (the USA). Exposure to a message advancing
descriptive norms or insisting on the prevalence of behaviors in the group produces
less favorable attitudes and less behavioral intentions towards the recommended
behavior among participants with an individualistic orientation (i.e., individual
objectives) than among those with a collectivistic orientation (i.e., group objectives;
cf. [68]).

18.7 Intercultural Aspects and Persuasion

Some research on communication aims to study the impact of culture on persua-
sion, for example in the domain of consumption (e.g., [48, 136] or health [79, 80]).
Persuasion is most effective when there is cultural matching or cultural congruity
between the message delivered (individualistic vs. collectivistic) and the target of
the message (individualistic vs. collectivistic). For example, Han and Shavitt [37]
showed that arguments conveying individualistic messages (“The brand Solo cleans
with a mildness that you will appreciate”) are more persuasive in the United States
(predominantly individualistic culture) than in South Korea (predominantly col-
lectivistic culture). In this country, messages focused on collectivistic arguments
work best (“The brand Solo cleans with a mildness that your family will appreci-
ate”). Thus attempts at persuasion produce an impact on individuals sharing a
collectivistic culture if they are focused, for example, on arguments referring to the
history of the society or to a group in general. Symmetrically, they produce an
impact on individuals sharing an individualistic culture if they are focused, for
example, on personal arguments and private opinions [1, 3, 4, 36]. However, Aaker
and Williams [2] showed that a cultural incongruity (e.g., Americans exposed to a
“collectivistic” message) can have greater persuasive effectiveness than cultural
congruity (e.g., Americans exposed to an “individualistic” message). This incon-
gruity would likely be persuasive because of its innovation or an effect of surprise.

In the framework of persuasive communication, several variables and parameters
have been the object of research depending on the intercultural perspective such as
the orientation of the message. A positive orientation presents opportunities and the
advantages of adopting the recommendations proposed: “If you examine your skin,
you will be more likely to notice something abnormal”. A negative orientation
presents lost opportunities and the drawbacks of rejecting the same recommenda-
tions: “If you don’t examine your skin, you will be less likely to notice something
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abnormal”. Uskul et al. [133] gave participants belonging to either an individual-
istic culture (British) or a collectivistic culture (East Asian) a message to read about
toothbrushing. The message was either positively (e.g., “If you brush your teeth
regularly, you will have healthy teeth and gums” or negatively orientated (e.g., “If
you don’t brush your teeth, you risk having unhealthy teeth and gums”). The
participants born into an individualistic culture expressed a more positive attitude
towards brushing and a stronger intention to brush when the orientation was pos-
itive rather than when it was negative. The opposite was observed among the
participants born into a collectivistic culture. In a later experiment, Uskul and
Oyserman [132] made individualism salient among European-American female
participants. The participants had to read a message about the relation between
coffee consumption and developing fibrocystic diseases with a focus on individual
physical consequences (individual orientation: lumps on the breast). The partici-
pants judged the message as more persuasive, considered themselves more at risk,
and stated that they would adopt prevention behaviors such as drinking decaf-
feinated coffee. Similar results were observed among Asian participants when
collectivism was made salient and they were exposed to a message about fibrocystic
diseases that presented relational consequences (relational orientation: e.g., inca-
pacity to take care of one’s family).

The question of resistance to persuasion is directly linked to persuasion. For
example, Ko and Kim [75] studied resistance to certain health messages according
to cultural membership (cf. also [78]). Individuals belonging to an individualistic
culture would adopt defenses or resistance when the message underlines the per-
sonal risks associated with unprotected sexual practices (e.g., “You risk a lot per-
sonally”). However, these defenses or resistance were not observed when the
message was focused on collective risks (e.g., “You put your partner’s life at risk”).
Sherman et al. [115] proposed self-affirmation9 procedures to enable the reduction
of defenses and, as a consequence, to break resistance to persuasion. According to
them, self-affirmation must correspond to some aspects of the participants’ cultural
membership (individualistic self vs. collectivistic self) or more specifically to an
independent or an interdependent self [51, 38]. Self-affirmation would be more
effective for restoring self-integrity when it is focalized on independent
self-attributes for the individualistic participants and interdependent attributes for
the collectivistic participants.

Other studies have shown that reasoning about persuasion in binary mode (in-
dividualistic/ collectivistic) does not allow taking into account particularities, such
as collectivistic countries undergoing an economic transition. This situation is likely
to activate different self-construals (interdependent vs. independent) in a certain part

9As underlined in the section on culture and dissonance, according to the theory of self-affirmation
[119], individuals need to restore their self-integrity. In reaction to a threat to the self that is
generated, for example, by reading a preventive message, the individual puts in place a defensive
bias which reduces the possibility of changing beliefs or behaviors. Affirming important personal
values (self-affirmation) then allows restoring self-integrity and, furthermore, allows accepting the
prevention message on both the cognitive and the behavioral level.
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of the population. Thus, Zhang and Shavitt [140] showed that China, a country with
a traditionally collectivistic culture, uses more and more publicity focused on
individualistic values (e.g., independence, individuality, technology) in order to
reach those sharing an individualistic culture or an independent self.

Based on the ELM model (“Elaboration Likelihood Model”, [105]),
Pornpitakpan and Francis [106] showed that cultural membership has an impact on
the intensity of processing persuasive information. It must be recalled that
according to the ELM model, taking the central route leads individuals to treat or
consider each argument contained in a message carefully and quasi-objectively,
and, as a consequence, requires a certain cognitive effort. Taking the peripheral
route consists of treating or considering persuasive arguments superficially and
requires little cognitive effort. A change of attitude in this case is the result of the
presence of indices that are peripheral to the message such as the presence of an
expert source for example. This can be observed by comparing Thais who are
characterized by strong control of uncertainty, a strong power distance, and a
collectivistic culture with Canadians who are characterized by weak control of
uncertainty, a weak power distance, and an individualistic culture. The results of an
identical message suggest that among the individuals moderately implicated by a
brand of shampoo, the source’s expertise produces a stronger impact on the attitude
towards the brand among the Thai participants than among the Canadian partici-
pants. The strength of the argument produces a greater impact among the Canadians
than among the Thais.

This presentation of the effects of culture on persuasive communication is
introductory. It shows the important impact of culture on processing persuasive
information which translates a social regulation of cognitive activities [24]. In the
following section, we present an important parameter of persuasion: threatening
communication and its impact on behaviors.

18.8 Intercultural Aspects and Threatening
Communications

Threatening communications are persuasive messages portraying relevant threats to
incite individuals to adopt protective behaviors (e.g., stop smoking, eating fruits/
vegetables, etc.). Compared with other forms of preventive interventions, that kind
of messages still remains extensively used in public health or environmental
campaigns in the hopes of increasing risk perceptions and changing unsafe habits.
For example, in numerous countries (e.g., Australia, Belgium, Canada, France,
New-Zealand, Thailand), shocking and frightening pictorial health warnings have
been implemented on the back of all cigarette packs. Inserting vivid pictures of lung
tumors or damaged bodies for example, is assumed to make cigarettes less
attractive, hold attention on potential risks due to tobacco use, and prevent young
people from starting smoking.
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Are threatening communications really effective? For more than six decades, a
large variety of researches have examined people’s reactions when exposed to
threatening messages (for reviews, see [7, 113, 59]). Although their effectiveness is
sometimes called into question by researchers as well as field practitioners (e.g., [76,
108, 116]), most studies have provided evidence that presenting high threats (i.e., by
strengthening personal relevance or by including explicit materials like pictures,
videos, testimonials) is an effective lever for action (e.g., [21, 22, 118, 89]). In this
line, the recent meta-analysis of Tannenbaum et al. [123], synthetizing more than
250 independent reports, found a linear relationship between threats and persua-
siveness of messages. As the threats increase, individuals are more inclined to adopt
recommended actions. More specifically, threatening communications are predicted
to be persuasive because of the fear that is provoked by the perception of personally
relevant threats in one’s environment [23, 117]. Fear is a negative emotion, asso-
ciated with a high level of arousal, which automatically motivates to defend and
protect against imminent threats. Thus, when feeling frightened, people’s attention is
more likely to be drawn to potential risks and, subsequently, on protective means,
which facilitates the acceptance of recommendations. However, as argued in the
Protection Motivation Theory [107] and the Extended Parallel Process Model [138,
139], threats have beneficial effects only when accompanied with efficacious rec-
ommendations that people can easily perform [27, 95]. In cases where recommen-
dations are not effective, people attempt to subdue their anxiety without even
considering the risks or recommendations. They are more likely to react defensively,
by avoiding threat-related information [64, 99], by denying their own vulnerability
or threat severity [21, 22], or by doubting evidence of risks [6, 88].

Despite the fact that the effects of threatening messages have been investigated
many times, it remains that studies have been chiefly performed on people from
Western countries (i.e., Australia, Canada, US, or the European countries). For
instance, when looking at studies that have been included in Tannenbaum et al.’s
meta-analysis [123], only 11.7% were run in others countries. Do the beneficial
effects of threats are only restricted to Western countries or can be generalized
across all countries? Do threatening messages increase the likelihood of adopting
appropriate behaviors, regardless the cultural background of message audience?
Although few, some researchers have addressed cultural variations.

Accordingly, threatening messages have been found to be affected by
individualist-collectivist orientation of message receivers (e.g., [14, 18, 31, 57–59,
98]). Generally, the use of threat produces more impact on collectivist than
individualist-oriented people. For example, Chung and Ahn [14] tested the effects
of two anti-smoking advertisings varying in threats (low vs. high) in US (indi-
vidualist culture) and South Korea (collectivist culture). Their results showed a
main effect of threat on message acceptance, but only among South Korean par-
ticipants. No differences were found among participants from the US. In a similar
vein, Jacobson et al. [57] have shown that Asian exhibited less defensive reactions
than did North-Americans when confronted with a threatening health diagnosis.
According to the authors, interdependent self-construal of people from collectivist
cultures attenuates defensiveness. To the contrary, as threatening messages
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emphasize on self-relevant threats and challenge with self-worth,
individualist-oriented people, who have an independent self-construal, are more
likely to feel threatened and react defensively.

It is worth noting that these cultural variations do not result from national dif-
ferences but essentially from cultural orientations [58]. For example, within the same
country, namely South Africa (which is a country with a great cultural diversity),
Terblanche-Smit and Terblanche [125] have noted differences between groups of
various cultures. In condition of high threat, colored respondents reported more fear
than did white respondents. On the contrary, when threat was low, all groups
experienced identical levels of fear. Similarly, Jansen et al. [59] provided evidence of
varying responses to threatening HIV risk-reduction messages with respect to
individualist-collectivist cultural orientation of South African adolescents only. By
contrast, no differences emerged when comparing two countries holding identical
cultural orientations (e.g., Spain vs. Netherlands: [60]; France vs. USA: [134]).

Given those findings, does this means that threatening messages exert no
influences in individualist countries? Further evidences demonstrated that threat-
ening communications are likely to be equally effective in individualist, as well as
in collectivist cultures, depending on which threat is portrayed in messages and how
it fits with cultural orientations of receivers. One of the first studies having
addressed this issue was that of Murray-Johnson et al. [98], in which two experi-
ments have been conducted to examine how people belonging to varied cultures
react to individualist- or collectivist framed HIV/AIDS messages. The first study
compared young Mexican immigrants versus young African American adolescents,
all of the same age. The Mexican immigrants were assumed to be collectivist while
the African Americans were categorized as holding individualist cultural orienta-
tion. The second study opposed one group of American students with another group
of Taiwanese students, admitting that American were individualist and Taiwanese
collectivist (according to Hofstede’s categorization). Messages emphasized on HIV/
AIDS risks and what can be done to avoid contracting it. It told a story of a young
girl suffering from AIDS. Two different messages were created. The
individualist-framed message emphasized on individual threats and negative con-
sequences for the girl herself (e.g., “She felt so lonely when people stopped visiting
her.”). In the collectivist-framed message, threats were group-based and negative
consequences were placed on the girl’s family (e.g., “Jenny’s family suffered the
most. They were shunned by their co-workers and friends.”). Results showed that
African Americans participants reported more fear when exposed to the
individualist-framed message, while Mexican participants were more scared after
reading the collectivist-framed message. In the second study, authors have mea-
sured cultural orientations of people10 rather than assuming that participants hold

10In this study, the scale of individualism and collectivism developed by Hui [53] was used.
However, the authors also proposed the use of the individualist-collectivist cultural orientation
scale of Triandis et al. [129].
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cultural ideologies of groups to which they belong (for a discussion, see [43]). The
pattern of results was similar than that of the first study.

In line with Murray-Johnson et al., some other studies examined the effects
cultural-frame on message acceptance. For instance, Laroche, Toffoli, Zhang, and
Pons [84] tested two kinds of messages. One focused on personal physical pains
(individualist) and another on moral pains (collectivist). The results showed that
physical pains are more effective among Canadian English targets than Chinese
participants. Conversely, moral pain messages are equally impactful for Chinese
than Canadian. In another study, Perea and Slater [103] compared reactions to
anti-drinking and driving public service announcement of Mexican American with
English American. PSAs emphasized risks for family and friends (group-based
message) or risks for oneself (self-based message). English-American participants,
assumed holding individualist values, responded in a more positive way to the
self-based message, while Mexican American participants, who were categorized as
more collectivist, reported more appropriate responses to the group-based message.
Similar to Chung and Ahn’ study, Lee and Park [86] tested the effects of
anti-smoking messages among US and South Korean audiences. In addition, they
compared an individualist- with a collectivist-framed message. As expected, a
significant interaction between cultural orientation and background of participants
emerged. Threatening messages are persuasive only when their cultural-frame is
congruent with cultural orientation of receivers. In cases of cultural
non-congruency, people would be more likely to respond in a defensive manner and
reject recommended behaviors (for a similar account, see [75], and also [131]).

Thus, effects of threatening communications are strongly culture-dependent. If
using threats may equally promote effective changes across various cultures, not all
threats provoke similar effects. Indeed, although each culture is likely to feel
threatened and, if so, to react accordingly, not all cultures are jeopardized by the
same threats, and not to the same extent. What is threatening varies from culture to
culture as a function of norms, values, beliefs, and motivations that are shared in a
given group or a society. Threats cannot be assumed to be universal concepts but
are reflections of a cultural construction. Group-based threats are real threats for
collectivist cultures, while self-based threats are as such for individualist cultures.
By extension, one can suggest that what people perceive as an effective recom-
mendation could be also moderated by cultural orientation. Hypothetically, it can be
expected that group-based recommendations (e.g., actions that could allow pro-
tecting one’s family or one’s group) would be more persuasive for collectivist rather
than individualist cultures and vice versa. Similarly, although Ekman’s researches
evidenced that facial expression of basic emotions, including fear, are universally
recognized (e.g., [25, 26]), high degree of cultural variability in emotion elicitation
and regulation has been found [110]. For example, in certain cultures, social beliefs
and rules of interaction are instituted to deal with fear and easily regulate it [93, 94].
Cultural variations in people’s way of experiencing or controlling fear could also
moderate reactions to threatening messages [134]. Regarding practical concerns, it
seems thus to be important to account for cultural differences when designing
preventive messages and the necessity to carefully adapt message frame to cultural
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specificities of audience and cultural context in which they are intended to be used.
Not all threatening messages, no matter how strong, might have the same impact in
every country, although risks can be consistent worldwide For example, this is an
important issue in the domain of HIV/AIDS health-risks which implies countries
with various cultural backgrounds.

18.9 Conclusion

According to Doise [24], the models and processes of a cognitive nature are
insufficient to explain cognitive functioning and reasoning in a concrete situation. It
is essential to not isolate the individual’s cognitive activities from the social dynamic
in which these activities take place. This chapter shows that intra-individual pro-
cesses, such as the reduction of dissonance and the processing of persuasive infor-
mation, are regulated socially by individuals who adhere or not to norms, to a
culture, and, more specifically, to an independent or interdependent self-construal.
This involves sociocognitive processes in which the information processed is
endowed with a social status, and processes by which cognitive activity is activated,
facilitated, or, on the contrary, inhibited by variables or social structures.

In addition to the conceptual aspect, taking into account the cultural aspect
makes it possible to underline an intercultural social psychology of social influence
(e.g., [116]) that not only makes it possible to boost the field of social psychology
focused on change and resistance, but also to propose numerous possibilities in the
domains of public health, sustainable development and consumption. Moreover,
cultural aspects can have a role in other domains such as radicalization or the
diffusion of military messages as psychological operations. The process of radi-
calization would depend partly on the cultural milieu in which the individual is
integrated [81, 82]. Crettiez [20], for example, has suggested that certain cultural
traits are favorable to the socialization of violent radical actors. An individual
would have a greater chance of being radicalized if his cultural membership is a
martial or bellicose one (e.g., traditional expertise in weapons or war) or one that
propagates an obligation of revenge (e.g., lex talionis, “an eye for an eye and a tooth
for a tooth”). Finally, taking cultural aspects into account can also be useful in the
military domain to develop intercultural competencies that are necessary for certain
operations [11], or for diffusing messages adapted to the cultural characteristics of a
target population (see the works of Hall, 1980, 1984, in [62]).
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Chapter 19
The Influence of Emotion and Culture
on Language Representation
and Processing

Dana M. Basnight-Brown and Jeanette Altarriba

Abstract Research focused on the study of emotion, specifically how it is mentally
represented in the human memory system, is of great importance within the study of
cognition. The current chapter will examine the factors that make emotion words
unique, as compared to other word types (e.g., concrete and abstract words) that
have traditionally been of interest. In particular, key findings from studies where
cognitive paradigms were used to explore emotion are emphasized (e.g., Stroop
tasks, priming, implicit memory tests, eye tracking, etc.). This chapter will describe
the factors that influence how those who know and use more than one language
process and express emotion, and the role that language selection plays on the level
of emotion that is activated and displayed. Finally, cross-cultural differences in
emotion are examined, primarily as they relate to differences in individualistic and
collectivistic contexts.

Keywords Bilingual � Emotion � Emotion laden � Emotion stroop
Cross-cultural � Artificial intelligence

19.1 Introduction

Researchers in the field of emotion have approached emotion representation from a
myriad of perspectives—physiological, linguistic, developmental, psychological—
just to name a few [2]. There is no doubt that the processing of emotional stimuli
influences mental health and well-being and that knowledge of how emotions are
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displayed, represented, and revealed by others allows us to respond in appropriate
ways across diverse settings [29]. In fact, we know that emotional language and
emotion concepts are some of the earliest concepts learned, and that they are
learned through contexts in which they are first experienced and first practiced [1].
If one considers the ways in which language helps to code emotional expression,
then it becomes even more interesting to examine the ways in which multiple
languages are used to express emotions in a multilingual speaker [14, 18, 35].
While concrete objects or concepts often have a clear one-to-one correspondence
across languages, it is known that words used to express emotion may be unique in
a given language or at the very least, difficult to translate into a single concept or
word, in a different language. Thus, languages carry a richness in emotional content
that makes it difficult to engender that emotion into a new learner or even an
artificial mode of intelligence [42]. Culture also affects the ways in which languages
are used as a vehicle to express emotion [57]. For example, particular words that
can be a reflection of one’s past experiences, say in a particular phrase dealing with
romantic encounters may be viewed as “taboo” in one culture, while being
acceptable in a different culture. Therefore, language often moderates the expres-
sion of emotion from culture to culture. Thus, it is clear that both language and
culture are intertwined and should be considered when discussing everyday cog-
nitive processing and basic communication.

The aims of the current chapter are to introduce the reader to recent work on the
processing of emotion words in language and communication, the ways in which
culture influences how emotions are learned, stored, and retrieved, and the ways in
which emotional concepts may be represented differently in memory by speakers of
more than one language [28]. Research in the domains of cognitive psychology,
cognitive science, linguistics, and psycholinguistics will be reviewed in order to
discuss how researchers have approached these topics from a scientific perspective
and what has been learned to date, with regards to these areas of inquiry. An
important question that guides this chapter pertains to the ways in which research on
emotion word representation, in particular, informs theories of thinking and infor-
mation processing that readily lead to actual human behaviors [47, 48]. The section
below delimits the ways in which emotion words are represented and how they may
be distinguished from other units in language, both within and between languages.

19.2 Emotion Words as a Distinct Word Type

Systematic studies of the lexical properties that characterize emotion words (e.g., love,
fear) reveal several linguistic differences. In an analysis of 1033 words used in 32
published studies on emotion processing, Larsen,Mercer, and Balota [40] reported that
negative and positive emotion words tend to be longer in length, have lower word
frequencies, and smaller orthographic neighborhood sizes. In addition, concrete words
(e.g., table, pencil) are typically characterized as being high in concreteness and ima-
gery, while abstract words (e.g., liberty, myth) are characterized as being low in
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concreteness and imagery. Ratings collected in which concrete, abstract, and emotion
wordswere compared, revealed that emotionwords are rated higher in imageability and
lower in concreteness as compared to abstract words [6, 7]. These findings indicate that
emotion words have lexical characteristics that differ from both concrete and abstract
words, which suggest that emotional stimuli are distinct. In terms of semantic repre-
sentation, it has been suggested that emotion words are connected to more words in the
lexicon, and have more synonyms as compared to abstract words. For example,
Altarriba and Bauer [6] explain that the word happy has synonyms such as delighted,
pleased, ecstatic, and glad, while the abstract word hour does not havemany synonyms
(p. 406). The idea that emotionwords aremore highly connected to each other and have
more connections, in general, is further supported by data from a free association task in
which participants generated more associations to emotion words as compared to both
concrete and abstract words [7].

Emotion words (e.g., sad or happy) typically label a state of mind that can be
directly experienced. For example, one can say, “I feel happy.” This is a state of being
that can be described by the use of a single word. In fact, this particular emotion word
is one that can be universally understood and is translatable across virtually all known
languages. Some concepts, however, are associated with an emotional state, and these
concepts have come to be connected with certain emotions or feelings, such that those
reactions are elicited through the semantic activation of those words (e.g., death or
cancer). These words are known as emotion-laden words, and recent research
examining processing mechanisms of emotion and emotion-laden words reveals that
they differ on a variety of characteristics [4, 36–38]. Knickerbocker andAltarriba [37]
for example, examined the ways in which emotion and emotion-laden words affect
responses in a perception-based task that produces an effect known as Repetition
Blindness (RB). Research has indicated that when a given word is repeated within a
phrase that has been presented word-by-word in quick succession (e.g., 117 ms per
word), individuals tend to omit the second representation of that word in their recall of
the sentence. Thus, the sentence, “I like steak but this steak tastes awful,”might result
in a recall response of, “I like steak but it tastes awful.” The presentation of the second
item is not perceived as a separate event, when both repetitions are presented in close
proximity. When emotion and emotion-laden words are used as repetitions, the data
indicate that emotion words show a greater RB effect as compared to emotion-laden
words. That is, the processing of an emotion word created a strong enough memory
trace, based on its valence, that a second instance was less likely to be perceived as a
new or novel instance [see related work on the role of valence, 38]. Emotion words
appear to have a stronger arousal component and in some situations, can be said to be a
“purer” representation of an emotion, as compared to emotion-ladenwords, where the
emotional state is mediated via the words [43, for a discussion on the role of arousal in
the representation of emotional words]. Again, this is a comparison between a direct
representation of an emotional component and an indirect representation, as in the
case of an emotion-laden word. Indeed, most of the extant research on the ways in
which emotion words are represented in memory indicates that they exert a stronger
influence on linguistic processing and behavior than do emotion-laden words. Most
likely, the distinction arises from the fact that emotion words have an early age of
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acquisition, and as a result are attached to a life experience that is also highly arousing,
such as when a small child is repeatedly told, “No!” as he or she reaches for an item
they cannot have. In contrast, emotion-laden words require more time and a greater
number of instances until they take on the nuance of being positive or negative, and the
emotional intensity that comes with experiencing that item over varied contexts and
across time begins to increase. Furthermore, research has indicated that the intensity
accorded emotion words may be stronger in the native language than in the second
language for bilingual speakers [1]. This is likely due to the fact that these first
instances of connecting a word to an emotional experience occurred in the native
language, often in situations that were highly arousing, physiologically, so as to bind
that particular memory to that language, and in particular to a given word or phrase
[30]. There is a long line of research confirming that these memories appear to be
durable and perhaps more poignant when used and reused in the language in which
they were first encountered.

The importance of distinguishing emotion words from emotion-laden words
cannot be underestimated, as a review of many published works focusing on emotion
word stimuli, reveals that the two types of words have been unsystematically
intermixed. Research indicates that this may have influenced the reported effects, as
indeed, these two word types affect behavior in measurably different ways. For
example, in a recent paper, Knickerbocker et al. [38] asked participants to read
sentences that contained neutral target words (e.g., table), positive emotion words
(e.g., happy) or negative emotion words (e.g., distressed) while their eye movements
were recorded. They found that both emotion word types were easier to process (e.g.,
as measured by shorter first fixations) than neutral words. These findings were in
contrast to those of Scott, O’Donnell, and Sereno [60] in which only positive
emotion words were found to facilitate eye movements. In this latter study, both
emotion and emotion-laden words were randomly intermixed, providing a situation
in which the mixing of word types may have influenced reading behavior
trial-to-trial and diminished the effects that were viewed in Knickerbocker et al.,
particularly with regards to negative emotion words. Several other demonstrations
have provided ample data to suggest that emotion words are powerful in terms of
their ability to draw and maintain attention [63] moderate memory effects within and
between languages [3], and influence the ways in which concepts are translated into
actual products or objects [41]. In the following section, the manner in which culture
interacts with emotion and emotional language will be explored with an eye towards
the ways in which emotional concepts themselves may be supra-linguistic in nature.

19.3 Cross-Cultural Differences in the Processing
of Emotions

It is evident that the processing of emotion is an extremely important component in
the human cognitive and information processing system, and that the different types
of emotional stimuli must be carefully examined if one is going to consider dif-
ferences in how emotional content is encoded and represented in memory [5]. In
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addition to the study of emotion, we also know that culture plays an important role
in how individuals store and process information, and in how they interact with the
world. The study of culture has been the focus of thousands of scientific papers,
spanning a diverse set of academic disciplines, therefore, we know that culture
plays an important role in defining how people view the world, everyday behaviors,
what they eat, wear, social interactions, etc. However, it is not only these more
overt distinctions that have been observed, research has even pointed to cognitive
and neurological differences across individuals as a result of varied cultural back-
grounds [53, for a review]. Naturally, out of the study of culture and emotion in
separate contexts, researchers gained interest in the intersection between emotion
and culture, specifically in terms of whether emotion is processed similarly or
differently across cultures.

The study of how individuals from different cultures process emotion extends
back several decades to Ekman’s eminent work on the universality of emotions [25,
for a detailed review of this body of literature]. Early on in his research, he noted
the more obvious finding that almost all human beings are able to read facial
expressions and to determine how people are feeling based on this process.
However, this led Ekman to become most interested in whether the emotional
expressions that one perceives were the same across cultures. As a result, much of
his influential research focused on important questions surrounding human com-
munication: (a) is this process universal? and (b) can we interpret the same emo-
tions from people of all cultures?

In some of the earliest work examining the interaction between emotion and
culture, Ekman observed that individuals from various countries (e.g., Argentina,
Brazil, Chile, Japan, United States) all appeared to perceive emotional expressions
in a similar way [25]. However, there was the concern that these outcomes were
influenced by the fact that these cultures had all been exposed to Western media
through movies, news, TV, etc., which may have been responsible for the simi-
larities observed. As a result, Ekman and Friesen [26] traveled to New Guinea to
examine the processing of emotion in the Fore people, a group who had supposedly
not been exposed to Westerners (or to Western type media). In this early, yet still
highly influential study, the authors examined the processing of emotion in both
children and adult non-English speaking populations. They reported that there were
no differences between the Westernized and Nonwesternized groups, and perhaps
more importantly, that the Fore seemed to make the same 6 facial expressions they
had observed in other cultures. These 6 emotions included: happiness, sadness,
anger, surprise, disgust, and fear, all of which came to be known as the classic
emotion categories used in future research in the cognitive science domain. Finally,
in order to determine the extent of the “universal emotion effect”, Ekman and
Friesen reported that when university students from the United States were shown
facial expressions of the Fore, the students were able to correctly identify these 6
emotions, suggesting that this finding was bi-directional and providing even more
support that individuals from different cultures were able to process emotion in a
similar manner.
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Although many studies exploring the relationship between culture and emotion
have revealed strong similarities across cultures, there are more recent studies
which point to differences in the way in which individuals from different cultures
respond, particularly studies which examine processing at the cognitive and neu-
rological level. For example, recent research using fMRI data has shown that
Chinese participants activate the same brain areas (e.g., medial prefrontal cortex)
when describing themselves, as well as when describing family members (i.e., in
terms of personal characteristics or emotions displayed). Western participants, in
contrast, did not show this pattern of activation when describing family members
[68]. The authors suggest that even at a neurological level, the values of each
culture emerge, as the manner in which the Chinese tend to perceive themselves is
based on their relationship with others, while Westerners tend to be more focused
on independence and self-sufficiency [51, for an earlier review]. Interestingly, this
even extends to the way in which emotions are expressed across cultures (as
compared to just perceived). Murata, Moser, and Kitayama [49] examined whether
Asians, which they described as being “culturally trained to down regulate emo-
tional processing” in order to fit with characteristics that are valued more heavily
within their culture, may be led to express emotion differently [51]. Murata et al.
[49] suggest that there are many studies which have revealed that within Asian
cultures, low arousal emotions tend to be valued, such that individuals are trained to
remain calm in stressful situations. In contrast, many Westerners are often
encouraged to show their emotions and to express what they are truly feeling. In
order to examine the influence of culture on emotion at a neurological level, Murata
et al. [49] used event-related brain potentials (ERPs) to measure the amount of
emotional processing that occurred when participants viewed pictures that were
high, low, or neutral in arousal. In one condition (i.e., attend condition), American
and Asian participants were asked to react normally to each picture, while in the
second condition (i.e., suppress condition), they were asked to suppress any
emotions they felt when viewing the pictures. As expected, the results indicated
clear differences across the two groups, such that the Asian participants showed
decreased neurological activity in the suppression condition, suggesting that not
only does this “down regulation of emotions” emerge overtly, but that it can be
measured at a neurological level as well.

In addition to neurological differences across cultures that have been captured in
emotional processing research, social factors relating to “in group” status within a
community can also affect how emotional content is perceived. For example,
Elfenbein and Ambady [27] reported that emotions are easier to perceive and
recognize (i.e., as measured by greater accuracy) when individuals are from the
same cultural group (e.g., in group), as compared to being from a different cultural
group. Therefore, evidence from some of the earliest studies designed to examine
the role of culture on the processing of emotion suggest that there are elements that
are universal, specifically the key emotions that every culture seems to be able to
express and perceive in a similar manner. However, it is evident from some of the
more recent research that there are certain differences between people, a finding that
is influencing people from simply examining emotion and culture in terms of
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similarities and differences (e.g., nature vs. nurture focus), to viewing the issue in
terms of how universal processes may be affected by culture. This has been con-
firmed across a variety of experimental paradigms and with stimuli that describe
both positive and negative emotions [47]. Finally, in terms of emotional expression,
those in Western cultures with lower social status have been reported to express
more anger. Park et al. [52] explored this in both Eastern (i.e., Japanese) and
Western populations, and observed a dissociation between the motivation behind
the anger that individuals expressed. In American samples, anger was expressed as
a result of being frustrated, while for the Japanese, those with higher social status
expressed more anger, as higher social status provided them with greater freedom
which they felt allowed them to express their anger. These cultural factors that
affect emotional expression are further complicated by additional research which
has shown that some bilinguals prefer using their L1 to express anger toward
themselves, family members, and other individuals, while the L2 is preferred when
expressing anger in written formats [21].

When speaking of cultural differences, we must weigh them with caution, as
there are additional factors that also mediate these effects or interact with them in
unique ways. Several studies have pointed to additional components that should be
considered when examining the relationship between emotion and culture, in light
of the findings to date. One very important issue is the distinction between accu-
rately perceiving the same emotion versus categorizing emotion, which may not
actually tap into the same cognitive processes. As Russell [58] so aptly pointed out
in his extensive review on culture and its influence on the categorization of emo-
tions, many of the early studies which required participants to determine which
emotions were being expressed on faces, used a forced choice facial recognition
task. As a result, this type of task only requires individuals to select which emotion
best fits that seen on the faces, but is limited in that it cannot show the equivalence
of emotion concepts that may or may not exist in different cultures. Russell presents
the following example where an individual shown a picture of a woman with a
bright smile is asked to select the emotion she is feeling. He suggests that most
would likely select happy, but if that word is not present, perhaps one would be
forced to pick elated, as ultimately the person does not have the flexibility to choose
the emotion that they truly feel is represented. If happy was replaced with another
positively valenced word, perhaps that word would be selected instead [65, p. 435].
This is an important distinction that Russell highlights, and one which needs to be
considered when interpreting the findings from these studies, as a judgment task is
likely not sensitive enough to differences between certain emotions. Therefore,
although results obtained from these types of studies are interesting and informative
at some level, it may be more accurate to conclude from that body of research that
people from different cultures interpret facial expressions in a similar way [58].

This issue, concerning differences in how emotions extend across cultures and
their degree of overlap in meaning across cultures introduces the important factor of
language into the study of emotion and culture. As noted before in Russell’s
example, happy and elated do not express the same emotion, yet the subtle dif-
ferences in this more global positive emotion only emerge when one examines the
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language used (i.e. choosing to describe someone as happy vs. elated). This dis-
tinction in how emotional concepts translate to other languages and cultures will be
discussed in more depth in one of the following sections. However, the role of
language and how it intersects with culture is a crucial component in the study of
the perception and expression of emotion. In an interesting study of languages
around the world, Dodds et al. [22] examined whether there is a universal positivity
bias in human communication (referred to as a Pollyanna Hypothesis). For the
languages examined, they focused on the language used in various news, social
media, web data, TV, music lyrics, etc. and reported a positivity bias in human
communication, so much so that data on Twitter measurements correlated with
well-being polls for some languages and populations.

Finally, several other components of interest in the study of emotion and culture
which have recently been reported in the literature focus on the development of new
emotions that might not have been examined before, and the role of social factors,
like social status on emotional expression. In a study designed to examine the extent
to whether the 6 basic emotions outlined earlier still hold, Du et al. [23] suggest that
in addition to these 6 basic emotions, humans also produce and perceive compound
emotions, which are described as combinations of these 6 key emotions (e.g., being
fearfully surprised). In their research, they report that there are 15 of these com-
binations (or “new emotions” as they refer to them). They suggest that this gives
cognitive researchers the ability to study how the brain’s emotional system pro-
cesses 21 emotions, as compared to only 6. The practical implications of this are
wide reaching, in that it has been suggested that this information can be “used to
create better human-computer interaction systems” [67]. As noted earlier, there is a
strong interrelationship between emotion, language, and culture; thus, emotional
concepts can be expressed in more than one language for a multilingual speaker.
The next section explores the ways in which emotion knowledge is represented
differentially across more than one language for bilingual and multi-lingual
populations.

19.4 How Do Those Who Know and Use More than One
Language Process Emotion?

In recent years, interest in the processing of emotional stimuli for individuals who
know and use two or more languages has increased considerably. Research in this
domain has focused on how emotion words are recognized, their influence on
memory, whether they capture and hold attention more than neutral items, and
characteristics that separate them from other word classes (such as abstract and
concrete words). The emotion Stroop paradigm has been used in dozens of studies
with monolingual participants to examine whether emotional stimuli capture
attention automatically [see 74 for a review of the emotion Stroop literature]. In this
task, neutral (i.e., concrete words) and emotion words are presented in colors to
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which participants are instructed to name the ink color or make a key press decision
denoting the ink color of each item presented. Like the original Stroop task [62],
this paradigm rests on the assumption that when a word appears on the computer
screen, the semantic meaning of the item is automatically activated. Moreover,
emotion words have been associated to specific colors, and that association can
drive performance in these tasks [64]. Results from the emotional Stroop task
consistently reveal that individuals are slower to name the ink color of emotion
words (e.g., specifically negative emotion words—sad, angry, etc.) [43, 50] as
compared to neutral words (e.g., dog, lion, etc.). This interference effect is thought
to occur because negative emotional stimuli trigger a defense mechanism that
“freezes activity” in the presence of threatening information, resulting in a pro-
cessing delay. In contrast, several studies have revealed that both positive and
negative words are processed faster than neutral words when the task involved
lexical decision [39, 66]. This outcome provides support for theories based on
motivated attention, which propose that positive and negative stimuli are processed
faster, facilitating goal obtainment [39]. Finally, other studies focused on the
cognitive processes surrounding memory for emotional information have reported
better recall for emotion words and for emotional narratives in monolingual pop-
ulations [see 6].

Interestingly, the study of emotion word processing has been extended to
bilingual populations, in an effort to determine whether emotional stimuli are
represented in memory in a similar way for each language. Researchers have
suggested that emotion words are encoded and expressed more deeply in a bilin-
gual’s L1, as compared to their L2 [16, 20, 53]. For example, Dewaele [17] reported
that the phrase I love you was perceived with more emotional weight (felt strongest
in) the bilingual’s L1 as compared to their L2. It has also been reported that
bilingual individuals use fewer emotion words during L2 discourse, as compared to
L1 discourse [55]. Additional support for differences in emotion representation
between the L1 and L2 have even been observed in marketing research, such that
advertising slogans presented in the L1 are viewed as more emotional than those
that appear in the L2 [56]. In contrast, the L2 is often described as being the more
emotionally distant language, such that bilinguals will switch to this language when
they want to distance themselves emotionally from an event [8].

The processing of emotional stimuli in bilinguals has focused on lower-level
cognitive processes (e.g., emotion Stroop tasks) and biological responses, as well as
higher order, semantic processes that influence the memory system. Physiological
measures of emotional influence, such as skin conductance responses (SCRs),
reveal stronger SCRs in one’s L1 as compared to their L2, suggesting that the
emotional representation of a word in the bilingual’s first language exerts a stronger
biological response [30, 32]. In line with this finding, Colbeck and Bowers [13]
observed that it was easier for bilinguals to ignore emotional stimuli in the L2,
suggesting that emotion words in a second language do not always activate the
same level of attention.

Further demonstrations of the difference in L1/L2 memory representation come
from the emotion Stroop task, introduced previously, which has been used to
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explore how emotion words are processed in the L1 and L2. Sutton, Altarriba,
Gianico, and Basnight-Brown [65] investigated emotional Stroop effects in
Spanish-English bilinguals. They examined response latencies to negative and
neutral color words that appeared in both Spanish and English. Significant inter-
ference effects (i.e., slower response times to emotion words) were observed in both
languages. Specifically, the size of the interference effects did not differ across
languages, which indicates that emotion words are capable of capturing attention in
a bilinguals’ two languages (i.e., at least for early bilinguals who were highly
proficient in both languages). In a second demonstration of emotional Stroop
processes in bilinguals, emotion word processing was tested in Finnish-English
bilinguals, who also exhibited high levels of proficiency in their two languages
[24]. Eilola et al., like Sutton et al., observed significant interference effects in both
L1 and L2.

The influence of emotional content and bilingualism on memory has provided
several additional results that shed light on the cognitive system of bilingual
speakers. For example, free recall revealed that emotion words in a bilingual’s L1
were remembered better than in the L2 [9]. Further, retrieval of autobiographical
memories was shown to be dependent on the language and context present during
encoding (e.g., Language Dependent Memory Hypothesis). Marian and Neisser [45]
reported that Russian-English bilinguals accessed more autobiographical memories
when the language of “questioning” (i.e., interview language) matched that used
when the event occurred. In a second study, ratings conducted on the emotional
content of autobiographical memories retrieved during an interview session indi-
cated that memories in which encoding and retrieval were matched showed stronger
emotional intensity and emotional arousal [44]. These findings clearly show that
knowing and using a second language has the ability to influence general cognitive
systems, such as memory retrieval and perception of personal events.

In summary, the study of emotion in bilingual populations indicates that emo-
tional concepts are represented differently in each of a bilingual’s languages, a
finding that is most likely due to the different contexts in which bilinguals learn
each of their languages [1, 16, 53, 54]. Context seems to be the key component
here, as compared to proficiency of a language, which may be a stronger deter-
minant of second language processing in cognitive tasks that do not explicitly
measure the processing of emotion. As Caldwell-Harris so aptly suggests, it is
important “not to emphasize proficiency or frequency as root causes, but to propose
that words and phrases accrue emotional resonances when they have been learned
and used in emotional contexts. This explains why bilinguals could use the same
language with similar levels of proficiency and frequency, but experience different
levels of emotionality” [12, p. 216]. Building up this important distinction that
occurs in multi-language emotional development, Sheikh and Titone [61] hypoth-
esized that negative emotions are enhanced in one’s native language, but that
positive emotions are enhanced in a foreign language because social interactions as
an adult tend to be more positive. This was tested using eye tracking methodology
to study natural reading processes in a bilingual population, whereby Sheikh and
Titone [61] observed that the processing of positive and negative information was
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influenced by linguistic, emotional, and sensorimotor information during early
stages of activation. While these studies speak to the representation of emotional
language in the brain and in memory, an interesting question revolves around the
ways in which those who know more than one language actually express emotion in
their varied languages in day-to-day communication. This is the topic of the next
section below.

19.5 How Do Those Who Know and Use More than One
Language Express Emotion?

As noted earlier, Dewaele [17, 18] set out to explore the ways in which the phrase
“I love you,” was weighted differently across different languages for multilingual
speakers. This type of work speaks to the pragmatics of actual emotion word usage
when communicating common emotional phrases, thus a closer look at this study is
in order. This work consisted of participants completing an online questionnaire
with open and closed questions regarding language behavior and emotions.
Participants actually rated the strength with which they perceived emotionality in
the above phrase in either their first language or a foreign language. Across various
analyses with items in various domains, the data indicated that a majority of
speakers felt the phrase, “I love you” was strongest in their first or native language
[see 75, for differing results that rest on a closer examination of gender and prag-
matics]. These speakers represented 77 different first languages in a sample of close
to 1500 participants. These findings closely parallel those discussed earlier in which
context plays a distinct role in the encoding and learning of emotional language,
and when done so in a native language, the co-occurring physiological reactions
tend to create a very long-lasting memory trace that also activates the physical
responses that co-occurred when that emotion was first labeled [1]. Note, however,
that when a given language equates emotional terms with taboo topics, it then
becomes the case that their perceived intensity in the native language is a deterrent
to using that term because of the strength of that representation [31]. Thus, valence
is an important factor moderating the ways in which emotional language, however
intense, is used or avoided in basic conversation.

The relationship between emotion and communication is clearly influenced by
culture and society, particularly in the case of taboo words. A speaker typically
needs to finesse the ways in which pragmatics and sociolinguistic mores work into a
computation as to which linguistic sequences to produce and when to produce them.
Factors such as gender, race, ethnicity, and word knowledge influence the decision
to utter a particular word or phrase and moderate word selection particularly in si-
tuations that give rise to emotional language [33, 34]. Dewaele [19] investigated the
ways in which speakers of American and British English self-reported their fre-
quency of swearing and their level of perceived offensiveness of 30 negative words
extracted from the British National Corpus (e.g., jerk). While no significant
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differences in frequency of swearing arose from the close to 1000 participants
overall, in this study, it was the case that the British participants reported a better
understanding of the words (though they were known to both language populations)
yet reported frequent usage of only about one-third of the words. High frequency of
usage for the speakers of American English, in contrast, was reported for about half
of the words. Thus, speakers of American English, in this sample, used a larger
vocabulary set that was described as offensive or taboo, as compared to speakers of
British English for whom this vocabulary appeared to be better understood and
more familiar. This suggests that variables that are influenced by culture and current
societal norms seem to moderate the pragmatics concerning the actual use of this
type of language.

The use of phrases or words that denote emotional states rests on the ways in
which those words are organized in memory. For example, as mentioned earlier,
Altarriba and Bauer [6] argued that emotion words may have a broader array of
associations in memory, as compared to concrete and abstract words. Specifically,
when asked to generate words that are directly associated to an emotion word, a
larger group of distinct words is produced—most of them emotional—as compared
to the same instructions for concrete or abstract words. As a result, one can consider
that the mental network of emotion words is broad and interconnected such that
activation of a given word in memory may automatically activate an array of words
from the same category with similar characteristics or features. Given this is the
case, a natural question that emerges is to what extent do these words have multiple
translations across languages? That is, is it the case that emotion words also have
many more translations across languages as compared to concrete and abstract
words? Basnight-Brown and Altarriba [10] explored the ways in which
Chinese-English and Spanish-English bilinguals translate concrete, abstract, and
emotion words. This work represents the first empirical study focused on how
emotion words, in particular, are translated across languages. Prior research had
uncovered the notion that abstract words appeared to have far more translations
than concrete words, though emotion words had never been investigated in this
kind of context. In the present study, participants were presented with a list of 150
concrete words (e.g., apple), 151 abstract words (e.g., thought), and 43 emotion
words (e.g., happy). Each English word was paired with the dominant translation in
Spanish or in Mandarin. Participants were presented with one or the other word
from the translation pair, depending on their known languages, and asked to
translate into the other language. When the number of translations was based on the
total number of different translations produced across participants, emotion words
yielded a significantly higher number of translations than concrete and abstract
words in both directions, for Spanish-English bilinguals. For Chinese-English
participants, the same findings were reported, in both translation directions. These
findings parallel those reported by Altarriba and Bauer’s [6] observation that single
emotion words produced a higher number of associations within language (e.g.,
English), as compared to concrete and abstract words, for monolingual English
speakers. Therefore, when one examines cross-language access of emotion con-
cepts, it appears that words in a given language elicit more translations across
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languages, as compared to non-emotional word stimuli [11]. Thus, not only are
emotion words highly interconnected within languages, they are also connected to
many words between languages.

19.6 Applications and Conclusions

The current chapter explored the ways in which language that expresses emotion is
represented within and between languages, how those emotional representations are
structured in memory, and the pragmatics and cultural factors that affect its use in
basic communication. Clearly, the current empirical literature provides a strong case
that words that label emotional states (e.g., happy, sad, afraid) are stored in richly
interconnected networks within and between languages, carry a strong intensity in
terms of their ability to influence human behavior and language use, and are often
distinct in terms of their pragmatic use across different language communities and
cultures. It is also the case that knowing how emotional language is stored and used
can play important roles in everyday life, as given a particular context, a speaker
may decide to swear, for example, in a native versus a second language (or vice
versa) or hide their emotions behind more neutral language, if this is perceived to be
more acceptable in a given societal context [12]. It is also the case that language has
been shown to have a direct role in how individuals make moral decisions, and that
language is used as a vehicle to make more logical versus more emotional decisions
when presented with moral dilemmas [15]. Finally, knowledge of how emotion is
coded in a native versus a second language can inform methods of interviewing
individuals, either those who serve as eyewitnesses to a crime, for example, or those
who are seeking to communicate issues surrounding their mental health in thera-
peutic settings [46, 59].

Work on emotion has many implications for the fields of business, education,
product design, and computer science/robotics. In the field of industrial design, for
example, Leblebiçi-Basar and Altarriba [41] were interested in discerning the
principles whereby designers translate a concept into an actual form. They asked 12
Turkish industrial designers to consider three different concepts; one concrete
(chestnut), one abstract (loyalty), and one emotion (grief) and to then use these
concepts to design a perfume bottle. Each designer who was experienced in their
training and expertise, was provided with a design brief asking them to design the
product with a specific concept in mind. They were asked to provide sketches of the
objects and think-aloud protocols that they used to describe their thoughts as they
moved from the concept to their design. It was quite clear that designs that focused
on the emotion concept included many more associations in preparation for
sketching and accrued to human faces for inspiration in their drawings (see
Figs. 19.1, 19.2 and 19.3).

Concrete concept designs were drawn more quickly, from beginning to end, than
the other two types of concepts; however, participants produced a first represen-
tation more quickly for the emotion concept, as compared to the other two.
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Fig. 19.1 Example of emotion concept sketch (grief) [41]

Fig. 19.2 Example of concrete concept sketch (chestnut) [41]
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Emotional associations and referents came to mind much more quickly than those
for the other two types of concepts. Additionally, there was remarkable consistency
across designs and approaches even though the designers were trained in very
different areas, did not know each other, and were exposed to the concepts inde-
pendently of each other in their own respective studios and work sites. This is one
application of emotion research that can provide clues to the ways in which training
can occur for industrial designers who readily have to design products with varying
emotional components. If it takes longer to derive a product with an emotional
concept, then modes of training could be developed to make the act of designing
more efficient, in these particular cases.

In the field of artificial intelligence, it has been argued that human emotion
should be engendered into computers if the goal is to devise an intelligent machine
or system that accurately emulates human behavior [42]. Martínez-Miranda and
Aldea argue convincingly that computers should show emotion and affection and
should communicate emotional states if they are to be true simulations of human
behavior. In order to do so effectively, more research needs to be conducted to
understand the role of a given language structure on emotional expression, how
topics, sensitive or otherwise, are navigated in human communication systems, and
how culture affects how emotional language is derived and used. Current cognitive
research is aimed at further uncovering the ways in which language, culture, and
emotion interact to influence human behavior.

Fig. 19.3 Example of abstract concept sketch (loyalty) [41]
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Chapter 20
Creating a Culture of Innovation

Arthur B. Markman

Abstract Innovation—the process of generating and implementing practical new
ideas—can be difficult for organizations to do successfully. To make innovation a
part of an organization, it is often necessary to change the culture in ways that bring
more innovative processes into the workplace. In this chapter, I explore key factors
that have to be part of a culture of innovation, including the need to favour inno-
vation over efficiency and to tolerate failure. I also explore the importance of having
an ecosystem to support the development of ideas. I illustrate these concepts with
an example from the US military.

Keywords Innovation � Innovation ecosystem � Organizational culture
Failure

20.1 Introduction

In modern developed economies, innovation is a central part of a strategy for growth.
It is hard for the developed world to compete with emerging economies on labor
costs, and manufacturing jobs are often located where labor costs are cheapest.
Advances in supply-chain management over the past 25 years have made it difficult
for firms to compete by offering lower prices for goods that are commodities.

Although the word innovation is used in many ways, there is a general con-
sensus that it refers to a process of developing, refining, and commercializing new
ideas [1, 2]. Those ideas can lead to new products, but they can also lead to new
services, new intellectual property, or new processes within an industry. As a result,
innovation can lead to new markets (when a new product is developed) or to new
levels of efficiency within an existing market (when a process is refined).
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Although firms of all sizes talk about the importance of innovation for their
success, most are not able to be innovative on a consistent basis. Instead, many new
ideas are developed initially within research and development labs owned by
companies or organized at universities or government institutions. At companies
that thrive on discovery (such as drug companies), there is also an elaborate
infrastructure for testing new products and bringing them to market. For other
research facilities, new ideas are often commercialized through entrepreneurial
ventures that spin off to commercialize a product [3].

This state of affairs leads to a paradox. Firms value innovation and aspire to
commercialize new ideas. Yet, they lack an infrastructure that supports innovation.
More importantly, the culture at most firms also biases against the development of
new ideas.

In this chapter, I begin by thinking about what it would mean for an organization
to have a culture. Then, I explore three barriers to a culture of innovation within a
firm. First, most organizations are structured around efficiency, which makes
innovation difficult. Second, they often punish failure rather than learning from it.
Third, large organizations are structured in ways that block the flow of information
and ideas. As a result, it is crucial for organizations that want to become more
innovative to create structures that allow different groups within the firm to work
together. Each of these themes will be addressed in this chapter.

20.2 What Can a Culture of Innovation Be?

The word culture is used in many ways across disciplines. Cultural anthropologists
focus on the rituals, social structures, and shared stories of members of groups.
They describe cultures and also find dimensions that characterize differences among
cultures [4]. These dimensions can be used to predict differences in behavior
between members of different cultures [5].

Cultural psychologists then look at how aspects of culture shape the behavior of
the members of that culture. For example, Nisbett and his colleagues have
demonstrated broad cultural differences in performance on a variety of cognitive
tasks between members of Western cultures (which tend to emphasize the impor-
tance of individuals) and members of East Asian cultures (which tend to emphasize
the importance of the collective) [6, 7].

Cultural psychology also aims to understand the variables that culture can
influence that may give rise to these differences in behavior. For example, studies in
my lab explored the relationship between fear of isolation and cognitive perfor-
mance [8]. These studies suggest that members of East Asian cultures have a higher
chronic fear of isolation (on average) than members of Western cultures. That
difference is correlated with differences in performance on a variety of cognitive
tasks like the ones studied by Nisbett and his colleagues. Importantly, inducing a
higher level of fear of isolation in members of a Western culture makes their
cognitive performance closer to that observed in members of East Asian cultures.
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The main idea here is that cultural factors may affect a motivational variable (in
this case fear of isolation) that in turn affects cognition. Once culture is seen as an
organizational force that influences core motivational factors, we can begin to look
for other motivational influences that organizations have on the behavior of the
members of that organization. The organizations that create these motivational
orientations may be the global culture in which a person is raised, but they may also
be the narrower set of social norms imposed by other organizations including
religious institutions and workplaces.

This analysis suggests that a core active ingredient in cultures is a set of influ-
ences that organizations have on the motivational states of their members. In this
paper, I focus on ways that organizations can affect aspects of motivation that
influence innovation.

20.3 The Tradeoff Between Efficiency and Innovation

Without realizing it, most companies are structured based on a manufacturing
model, even if their core business is intellectual property or service. The core of
manufacturing is efficiency. Companies typically focus themselves on efficiency in
a number of ways.

First, they try to minimize personnel costs. In many companies, hiring a new
employee requires justifying why this position is needed. In some cases, the new
hire will bring new skills that enhance the functionality of the organization. More
often, though, the existing workload has become too much for the existing
employee base to handle, and so the justification of the new hire rests on increasing
the capacity of the organization to do business.

In many ways, this mode of hiring parallels the way a manufacturing plant is run.
Each machine in the plant should be used to its capacity. Many plants run three
shifts a day in order to allow the machinery to be used full-time. New machines are
only purchased when they create a necessary new functionality for the plant, or
when the current machinery is being fully utilized.

In order to make these determinations, factories and human resource
(HR) departments measure employee productivity. In service companies, HR aims
to maximize billable hours. In other firms, yearly evaluations lay out a set of goals
(or contributions to use Peter Drucker’s [9] term), and successful evaluation
requires reaching these goals.

This strategy is effective for job functions that are focused on execution (which
is really the knowledge- and service-work equivalent of manufacturing). When
fast-food chains measure time-per-order and call-centers seek to minimize the
length of service-calls, they are maximizing the efficiency of execution.

Execution isn’t just perfected by focusing on minimizing time, of course. The
aviation industry in collaboration with government agencies like the FAA focus on
minimizing error [10, 11]. They catalog nearly every error made during routine
work and then use those errors to fix procedures that may be leading to those
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problems. They also analyze all malfunctions and catastrophes to draw lessons to
make future air travel safer.

Because errors, time to completion, and billable hours are easy to measure, they
become important yardsticks for improving efficiency and evaluating employees.
Unfortunately, these evaluations also bias most companies against innovation.

In particular, innovation does not have a straightforward time-course the way
manufacturing and execution do. Research and development to create new
knowledge is slow and expensive. In addition, there is no clear way to measure how
close a project is to a new discovery. Many R&D projects can feel like they are
stumbling around creating as many problems as they solve until suddenly the path
to a solution is clear.

The same things holds true for other kinds of idea-generation techniques. Often,
new ideas emerge as a result of analogies between a current problem and an existing
solution in another domain [12, 13]. That means that for employees to have a
chance to consistently generate new ideas, they have to continually expand their
knowledge base. Furthermore, it is hard to target in advance which knowledge will
lead to successful solutions to difficult problems. As a result, employees in creative
roles must be given latitude to explore new domains whose applicability to current
projects may not be clear. Only in retrospect will it be obvious which aspects of
their knowledge were useful.

Even after promising ideas are generated, they must be further refined and
ultimately commercialized. At each stage of this process, new problems may
emerge that can set back the time-line of a project or lead it to be abandoned. Thus,
unlike manufacturing and execution, it is difficult to manage innovative projects
efficiently.

On the one hand, firms need to institute procedures that allow them to make
decisions about whether to continue or to abandon projects [14]. There is certainly
collected wisdom about innovation that can guide firms through the process.

At the same time, firms that want to become more innovative must commit to the
expense of overstaffing. The most popular example of this kind of overstaffing is
Google’s “20% Time,” in which (at least early in the company’s development) all
employees were encouraged to take about one day a week to pursue projects of
interest to them, regardless of their other work priorities [15]. Although the need to
execute has cut into the amount of flexible time that many employees at Google
have [16], this idea reflects a recognition that company-wide innovation means that
more employees need to be hired overall than would be required simply to execute
existing company priorities.

Thus, the HR process for creating new positions must take into account that a
certain amount of over-capacity in each division of an organization is required if the
firm is committed to sustained innovation. Yearly evaluations of employees must
focus not just on measures of efficiency, but also on engagement with activities that
are reliably associated with the creation and commercialization of new ideas.

Finally, within any organization, it is important to set up reward structures that
motivate people to act in ways that promote innovation. In every organizational
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culture, there is what leaders say, what people do, and what the organization
rewards. These factors are listed in increasing order of importance.

Regardless of what leaders in the organization claim that they want to do,
individuals are sensitive to what they see other people doing. Considerable work on
goal contagion demonstrates that people automatically adopt the goals of people
they observe. Seeing people in the workplace engaged in activities associated with
innovation promotes that same behavior in others.

Rewards at work are particularly important for guiding behavior. Rewards can
be pay and promotion, but they can also be praise and opportunity. People like to be
recognized for their good work, and so praise influences behavior. In addition,
studies of well-being in the workplace suggest that meaningful work is particularly
important to people. Providing opportunities for people who engage in desirable
behaviors to have more meaningful work opportunities is an excellent way to
reward this desirable behavior.

One barrier to rewarding behavior associated with innovation is that existing
corporate cultures that are focused on efficiency can create anxiety about work that
is not progressing toward a clearly defined goal. One reason why the actions of
leaders in the organization is so important is that many employees find it stressful to
take time out of the workday to read and improve skills that are not directly related
to specific ongoing tasks.

As this section suggests, many organizations (implicitly or explicitly) have
adopted a culture of efficiency and execution. This orientation is incompatible with
innovation. Without addressing this tradeoff directly, firms will have a hard time
motivating employees to engage in more behaviors that lead to innovations.

20.4 Orientations to Failure

James Dyson’s invention of a bagless vacuum is often held up as a great example of
innovation [13]. Discussions of his achievement often focus on the application of
industrial cyclone technology normally used in settings like sawmills to home
vacuum cleaners. These discussions do not typically talk about the long years of
effort that Dyson put in after having that motivating insight until he perfected a
model that functioned well and could be brought to market.

An important lesson from this example is that there are many small failures that
are part of even the most successful story of innovation. And most innovative
ventures do not succeed, which means that even after running the innovation
process flawlessly, there are many factors that can cause the project to fail.
Competing projects may cause the market to shift in unexpected ways. An eco-
nomic downturn can cause potential customers to delay purchases longer than the
company can wait for sales.

Because innovation has a number of inherent risks, a company that wants to
promote more innovation needs to be willing to tolerate failure. Unfortunately,
companies often punish failure in a number of ways.
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First, the kinds of employees that companies are likely to hire are often afraid of
failure. Success in the modern education environment is defined as getting good
grades. Good grades result from high test scores, and that means that the best
students are the ones who make the fewest mistakes. Thus, most successful students
try to avoid failure rather than embracing it.

Even when particular individuals are comfortable with failure, many firms are
not. For example Saxenian [17] explored factors that led Silicon Valley to become
the dominant center for high-tech industry in the United States by late 1980’s. In the
1940’s, it looked like the East Coast of the United States (and particularly the area
around Boston, MA) was the best candidate region to excel in high tech. The US
Government invested heavily in the research universities in this area (like MIT) and
companies (like IBM and Raytheon) during and after World War II.

These large companies had a big technical advantage over West Coast firms in
the 1960s, but these larger firms tended to stifle innovation in two ways. First,
executive pay was typically tied to success of business units. If an innovative
project failed, then profits from that unit lagged. Thus, management often avoided
supporting innovative projects.

Second, mid-level managers who were given responsibility for innovative pro-
jects were often punished for leading projects that did not succeed. They were
passed over for promotion and marginalized within the business.

In contrast to this treatment of failure, firms on the West Coast (many of which
were smaller entrepreneurial ventures) were more tolerant of failures. People who
worked for startups that failed were seen as having valuable experience that would
make them more effective in subsequent companies. There was a general recog-
nition that most of the factors that lead to success or failure of a particular venture
are beyond the control of that firm, and so hard-working people with experience are
valuable, regardless of whether past ventures succeeded.

This analysis suggests that many companies need to shift their culture to be more
tolerant of failures and to treat them as learning experiences. A shorthand recom-
mendation is to suggest that firms should punish negligence rather than failure.

One reason that failure is so important is that it provides valuable information.
Scientists focus on disconfirming hypotheses, because a large amount of supporting
evidence for a particular theory does not mean that evidence disconfirming it will
not ultimately be found [18]. Similarly, it can be difficult to assess which collection
of factors led a venture to be successful, but the factors that lead to a failure can be
easier to diagnose.

As an example, when working for Apple, Ron Johnson spearheaded the project
to develop the Apple Store. The modern design and smart helpful employees were
an immediate success and continue to be a popular destination for technology
shoppers. Based on this success, Johnson was hired to be the CEO of JC Penney,
the mall department store known for inexpensive clothing and housewares. To turn
around the struggling retailer, Johnson updated the design of JC Penney stores in an
effort to appeal to a younger more stylish crowd [19]. Unfortunately, this strategy
was a failure. It alienated existing customers, but failed to attract patrons of chains
like H&M that offer trendy designs at low cost.
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This example suggests that Johnson had difficulty determining the factors that
led to the success of the Apple Store. Consequently, he repeated the formula that
worked at Apple without modifying it to suit differences between the customers
Apple hoped to attract and the customers that JC Penney was likely to be able to
attract. In addition, The Apple Store was a new venture, and so Johnson did not
have to worry about an existing customer base. In contrast, JC Penney attracted
shoppers who were quite different than those that the redesigned store was target to
appeal to.

Because failure creates learning opportunities, many firms need to change their
orientation toward failure. The guiding principle is to punish negligence, but not
failure. In practice, that means that yearly employee evaluations need to incorporate
both employees’ accomplishments as well as the process that they go through to
achieve those results. This focus on process ensures that members of a firm are
working toward positive innovation outcomes. It also recognizes that when
employees are working on innovative projects, there are many sources of failure
that are beyond the control of an individual or team.

As discussed in the previous section, the execution orientation of many firms
leads them to focus on minimizing errors. Thus, tolerance for failure contradicts a
central tenet of many corporate cultures. That is why it is crucial to build a focus on
innovative activities rather than innovative outcomes into evaluations. People who
have been socialized into organizations are likely to feel uncomfortable rewarding
someone whose project has not succeeded. Thus, the criteria for evaluation need to
be laid out explicitly to help people get beyond their habitual reaction.

20.5 Creating an Ecosystem that Supports Innovation

A critical part of successful innovation in organizations is having a flow of infor-
mation that allows groups to share ideas and allows the organization to use all of its
resources to enable a new idea to succeed. Unfortunately, many large organizations
are structured in a way that limits the spread of information.

When organizations are small (particularly when they have less than 25 people),
the social structure in the organization need not be that complex. Everyone in the
organization is likely to have a clear sense of the roles and knowledge of their
colleagues. As a result, information in small organization passes freely. This is one
reason why startup companies are often successful as small entrepreneurial
ventures.

As organizations get larger, the structure begins to grow. There is some evidence
suggesting that when organizations get larger than about 150 people, it is not
possible for everyone to really know everyone else [20]. Practically speaking,
however, the management structure of an organization begins to get more complex
above about 25 people. At that point, groups of people are required to perform
specialized functions (such as technical support, customer support, or accounting).
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As those groups begin to form, they now contain substructures within the whole
organization. The basic psychology of group processes leads these clusters within
an organization to form silos that distinguish between those inside the group and
those outside [21]. The members within a group work well together, but they are
less prone to share information with people outside it. This happens both because
members of a group work in proximity to each other and far from others, and
because there is a higher level of trust within the group than across groups. As a
result, these groups naturally form silos that keep information contained within
them and limit the flow of information outward.

Thus, even though members of different silos within an organization are part of
the same company overall, the greater group cohesion within a silo than across silos
hampers innovation. Members of different silos may not reach out for information
or help to the right people. Indeed, as the organization grows later, members of one
silo may be unaware of the skills and knowledge contained in different silos.

A related problem involves bureaucratic structures that are developed as orga-
nizations get larger. Because the members of one silo are unlikely to be
well-acquainted with members of other silos, systems of checks and balances are
often put in place to ensure that employees in the organization act honestly and that
power is shared. These procedures take the place of the personal relationships that
are the basis of trust in smaller organizations.

These structures also limit the flow of information. Members of particular groups
often expect information to flow upward to the management of a silo and for
knowledge to be transferred across groups by management. Other organizations
create procedures for sharing knowledge that involve the creation of reports that are
stored in a central database. These reports are meant to be used by teams that want
to make use of lessons learned by other segments of the organization.

In practice, these strategies also limit the flow of information that is crucial to
innovation. Innovation is most effective when the person who needs the information
communicates directly with the person who has that knowledge. Hierarchical
structures that pass information place a number of people in between the two people
who ultimately need to connect. Those layers of bureaucracy decrease the likeli-
hood that people who need to be in contact will actually connect.

Creating databases of reports is rarely successful as a means of capturing
organizational knowledge to support innovation [22]. First, these reports are often
written in a cursory way, because people are anxious to move on to the next task
rather than capturing what was learned in the task just completed. As a result, the
reports themselves do not always provide details of the problem that was solved or
the method used to solve it.

Even when the documents are well-written, they need to be found by people who
need them for the documents to be useful. In order to retrieve a document in a
database, you need to search on terms that are actually in that document.
Unfortunately, because many innovations involve knowledge that comes from
across disciplines, the search terms are rarely those that were used in previous
documents that may have been relevant to solving a new problem [23].
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The fundamental difficulty is that search is literal. That is, when people are
seeking information in most databases, the documents need to contain specific
words that are part of the query. Someone solving a problem about traffic flow is
likely to search using terms from that domain like traffic, roads, cars, and driving.
That search will yield documents that are also about traffic on the roads.

What we want instead is analogical search [24, 25]. The idea is to find other
domains that have the same structure as the problem you are trying to solve. For
example, there is a broad analogy between road systems and the circulatory system
that might provide productive avenues for exploring a problem.

These analogies preserve relationships among elements in the domain rather than
the objects in the domains [26–29]. In the comparison between roads and the
circulatory system, there is a parallel between capillaries and arteries, which differ
in the amount of blood that can flow through them and side streets and boulevards,
which differ in the traffic they can handle. Blood does not look like cars, and veins
and arteries do not look like roads. They are analogous just because of these parallel
relationships.

To find an analogous domain like this, you could try to use more abstract search
terms that might potentially describe both domains. There are two problems with
this approach. First, analogies are not really about abstraction, but rather about
similarities in relationships. Second, the natural way to write about anything is to
use terms relevant to the domain in which you are writing. Thus, the people writing
the documents in the database will use specific terms and not the abstract ones. All
of these factors clarify why databases of reports are mostly useful for helping
people at a company to re-use solutions when the same problem arises again.

Thus, to promote sharing of knowledge, organizations need to find ways to
encourage more interactions among people from different silos.

20.5.1 Studying Business Ecosystems

In order to explore ways to encourage more interactions within firms, my colleagues
and I looked to an analogous case [30]. We examined how networked technology
incubators function.

Technology incubators are organizations that help early-stage technology com-
panies to develop and commercialize technological innovations. In the 1980s, the
dominant role of the incubator was to provide inexpensive office space for fledgling
companies. Bringing several companies together in the same space was also
valuable, because the members of those companies could share expertise.

Over time, the office space became less important than the social interactions. To
explore these interactions in more detail, we examined the Austin Technology
Incubator (ATI) in great detail. The goal of ATI is to take new companies and help
them to get their first round of investor funding. Research assistants followed
directors of the incubator, interviewed members of companies and other members
of the technology community, and analyzed emails and invitations to incubator
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events. For comparison, the team also examined less successful incubators in
Portugal.

Two important features emerged from these analyses. First, successful incuba-
tors focus on companies that have a common goal. When a new venture begins, its
owners may want to develop a company that they grow and nurture for life. These
lifestyle companies often grow slowly and aim to be small to moderate-sized
businesses. Other teams want to create companies that will ultimately lead to large
exits by IPO or sale that allow the team to reap a large reward. These companies
seek significant investment from venture capital and angel investors in order to
grow quickly. The cost of taking on these investments is that they have to grow
significantly in order for the investors to see a reasonable return.

Successful incubators focus exclusively on one type of company. For example,
all of the companies at ATI ultimately plan to have an IPO or to be sold to a larger
organization. Unsuccessful incubators bring in many different types of companies
with a diverse set of goals.

The reason why a common set of goals is crucial is because the primary value of
incubators is that they create an ecosystem for the survival of new companies that
functions like a metaphorical coral reef. The idea is that the incubator protects new
companies. It attracts a broad community of individuals who can help new com-
panies to thrive. Potential investors meet the team. Technology experts help the
company to develop its product. Business experts refine the company’s business
model. Students from nearby universities engage with companies and get experi-
ence with entrepreneurship.

The interactions between companies and this community are not structured.
Instead, the incubator holds a variety of events that support happenstance interac-
tions among community members and companies in ways that benefit the startups
as well as the surrounding business community.

If the companies in an incubator have divergent goals, then community members
do not have enough positive interactions when they attend incubator events, and so
they stop coming. When there is a critical mass of companies with a common goal,
then there is a high probability that a community member who engages with
incubated companies will benefit.

It is valuable to understand how these entrepreneurial ecosystems function,
because it allows directors of incubators to create more effective ways to nurture a
startup community in a region. However, we were also interested in this ecosystem,
because a similar structure might be valuable for large organizations to help them
break down silo walls.

20.5.2 The Innovation Ecosystem

The same principles for success of networked incubators can be applied to inno-
vation to create an innovation reef. The core idea is to create events for people from
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different silos of a company to come together on a regular basis to exchange ideas
and to talk about projects they are working on.

A reef cannot be legislated by the management of an organization. Instead, the
individual events need to add value for the participants so that a critical mass of
employees engage in them and so that they spur interactions.

It is possible to use some technology to support these interactions. For example,
company-wide wikis and bulletin boards where people can ask questions are an
excellent support for a reef.

However, there has to be a number of live events for people to attend. The active
ingredient in the innovation ecosystem is serendipitous discussions that happen
surrounding events rather than targeted queries. So, events within the reef have to
include sufficient time for participants to engage in small group discussions. Of
course, in order to provide time for people to attend reef events, there has to be
enough over-capacity (as discussed earlier) to allow people the flexibility to be part
of the reef while still handling their day-to-day responsibilities.

In order to jump start social interactions across silos, it can be helpful for
managers to schedule “field trips” in which one group gets together with another for
an extended lunch in which key group members give talks to describe what they
have been working on and to raise key problems they are addressing. These events
help to develop personal relationships among individuals across groups that can be
maintained at later events.

In addition, for the innovation ecosystem to succeed, there has to be some clear
mechanism for groups that form around innovative projects to get funding to
continue their projects. It is also helpful if there is a standardized way for members
of groups that are working on innovative projects to apply for more time to focus on
those projects when they look promising.

This type of innovation ecosystem contrasts with a more typical way that large
companies have tried to spur innovation. Taking a cue from successful design firms
like IDEO [31], many companies created in-house design teams that would be
staffed with experts in design thinking and idea generation. These teams would
often have a fancy off-site location where intact groups from the company would be
brought to engage in creativity and innovation exercises.

Unfortunately, many of these centers proved hard to sustain [32]. Sustaining
innovative projects requires more than just good design thinking. It requires
extensive collaboration across business units throughout the development of a
project. Consequently, a more distributed approach to innovation that involves
members from different research teams is a more sustainable model for supporting
innovation in large organizations.

20.5.3 Putting the Reef into Practice

Large organizations are starting to implement this kind of innovation reef. In this
section, I focus on two examples, one of which has been more successful to date
than the other.
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The more successful reef has been developed by USAA, the large insurance and
financial services firm [33]. USAA started as an automobile insurance company that
catered to members of the United States military, veterans, and their families. Over
the years, the company has diversified into a broad-based financial services firm that
serves this client base.

In an effort to become more innovative, USAA partnered with the University of
Texas to develop training for a broad base of their employees to learn an end-to-end
innovation strategy that encompasses idea development, evaluation of new tech-
nologies, and implementation of innovative projects. The trainees for this program
are selected explicitly from across a variety of segments of the company and from
different job functions.

There are three aims to this training. First, it distributes expertise in innovation
across business units within the organization. Second, it creates networking
opportunities for individuals from different business units who can find common
ground and establish relationships with people from other silos. Third, it rewards
individuals who are interested in innovation with additional training and opportu-
nities that allow them to advance their career.

A great example of the success of this program is the Pole Cam [33]. USAA
provides homeowner’s insurance to members. When a policy holder sustains roof
damage, an adjuster needs to assess that damage. This job is dangerous, particularly
in the aftermath of a significant storm. A cross-disciplinary team at USAA con-
vened to develop a way to minimize the number of roof inspections that required
adjusters to get up on the roof to inspect it.

Their first solution involved a portable remote-controlled drone with a camera
attached that would fly and hover over damaged roofs. Unfortunately, while the
drone worked effectively in preliminary tests indoors, it was easily blown off course
by gusts of wind, and so that idea was scrapped. Ultimately, the team developed an
extendible fiberglass poll with a digital camera on it controlled by a tablet at the
base. This lower-tech solution has been deployed in the field, and has drastically
reduced the number of times adjusters need to climb on damaged roofs.

The USAA reef is succeeding, because there is a commitment to continuing to
train interested employees in methods of innovation and to provide these employees
with time to focus on innovative projects. In this way, the reef is well-aligned with
the organization’s reward structure. Finally, as the Pole Cam example demonstrates,
the teams are willing to learn from their failures and to continue developing
innovative projects with the full support of management.

A second example of a reef that was less successful involved United States
Special Operations Command (SOCOM). SOCOM, which operates out of MacDill
Air Force Base in Tampa, Florida, is the command center for US Special Forces
(including the Army Rangers and the Navy Seals). Following the terrorist attacks in
the US on September, 11, 2001, Special Operations Command was given a mandate
to coordinate defense against terror attacks. As a result, the command structure of
SOCOM swelled and came to include military personnel, civilian contractors, and
government employees.
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In 2013, following a conference on innovation held at the request of Adm.
William McRaven (ret.), SOCOM set up their own reef (as evidenced by Twitter
account @SOFReef) that aimed to bring together individuals from across the
organization interested in innovation. They also developed a number of on-line
tools to support communication about problems requiring innovative solutions. One
of these, called SOFBox (which had a hashtag #sofbox on Twitter) aimed to be a
central bulletin board for the exchange of ideas.

Unfortunately, the reef and the tools like SOFBox were not as successful as the
reef at USAA. Indeed, the SOFReef twitter account has not had a new tweet since
2013. A key reason why the reef structure has had a harder time getting established
at SOCOM is because of the three types of employees who work there. The HR
rules for military personnel, government employees, and civilian contractors are all
different. Consequently, it is difficult to create a uniform way to involve people
across these groups in innovative projects. The rules governing each of these types
of employees has the unintended consequence of maintaining silo walls despite a
desire by the upper-level command structure of SOCOM to improve innovation.
However, efforts to work with these constraints are under way through the SOCOM
iLab (http://www.socom.mil/sofilab/default.aspx).

Looking across these examples, it is clear that a reef can be created that leads to
successful innovations. However, it cannot be mandated top-down. Instead, it is
important for management to provide support and flexibility to individuals who
engage with each other across silos and to tolerate failure. When an organization
cannot be flexible in the way that it uses employees, then it is hard to sustain a reef,
despite the best of intentions.

20.6 Summary and Future Directions

Most organizational cultures have a variety of elements that tend to perpetuate
existing behaviors. In particular, existing reward structures make it easiest for
people to continue engaging in behaviors that have brought them success in the
past. HR practices that focus on efficiency make it difficult for people to be flexible
in their pursuit of innovative ideas. Fear of failure biases individuals away from
innovative projects.

A central difficulty that large organizations have when trying to innovate is that it
is difficult for them to share information across the silos that inevitably develop
when an organization grows larger than about 100 people. To help information flow
across silo walls, it is valuable to create an innovation reef that creates events that
allow unstructured interactions among people from different groups to share
information and to coalesce around new ideas. Organizations interested in creating
a reef need to have some flexibility in their HR practices to allow employees to have
the time to devote to new projects.

Future work must continue to explore methods for improving information flow
in organizations, particularly those that are geographically dispersed. Multi-national
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companies have a hard time getting employees in distant offices to work together.
For one, differences in time zone mean that employees in different countries may
only overlap in their workdays for a few hours each day. Even when these indi-
viduals synchronize their work schedules, the distance means that conversations
must be scheduled and mediated by technology that still does not provide a deep
sense of copresence.

In addition, more detailed case studies of organizations that have changed their
culture to become more innovative will support the development of new tools.
Ultimately, the reef is just one ecosystem metaphor that is useful for thinking about
how to improve innovation in organizations.
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Chapter 21
The Wonder of Reason
at the Psychological Roots of Violence

Mauro Maldonato

Abstract Aggression, violence and destructiveness have been part of human nature
since its origins. Their roots can be traced in unconscious and from an elaboration of
mourning that uses division in order to save oneself from anguish and guilt,
attributing all good to one’s own object of love and all evil to an external enemy—
just as happens in the anguish of the stranger, considered dangerous and an enemy,
not because he really is, but because onto him the internal enemy is projected. This
paper seeks to show how this permanent psychic tension derives from the meeting of
opposing, heterogeneous and unpredictable forces and movements which can be
neutralized but are never cancelled out. The balance between instinct and rationality
can be lost at all times and, on an individual or collective level, it can degenerate into
pure violence. But if the life expresses itself through biological functions of a very
high complexity, it also does so through history and culture. In other words, a sense
of guilt elaborated for the construction of better civilization.

Keywords Unconscious � Rationality � Anxiety � Super-ego � Aggressivity
Violence � Psychoanalysis � Destructiveness � Terrorism � Morality

21.1 Introduction

A paradoxical destiny has enveloped history. Utopias turned upside-down and
impossible tears and seams provide the context for an experience that is suspended,
devoid of direction and permanently discharged by the past. The febrile weariness of
the ‘laws’ of history has given free rein to a mechanism that is indifferent to indi-
vidual destinies. The difficulty of a coherent representation of history has dramati-
cally impoverished the analysis of the facts, which by now cannot be represented in a
complete form. The keys to history have been permanently lost and the effect is a
distressing feeling of confusion, that our culture has lost its direction.
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This discomfort affects, first and foremost, the meaning of life in the contemporary
world. Hand in hand with the unprecedented scientific and technological power there
is an irredeemable sense of unhappiness. It is as if man’s awareness that his will to
power cannot be satisfied was more acute and, at the same time, the awareness of
one’s own fragility, transience and finiteness more dramatic. It is a crisis that is,
firstly, a crisis of confidence and hope in one’s self and others, and even in the same
idea of man and in the possibility of building better forms of co-existence.

Freud maintained that the goal imposed on us by the pleasure principle cannot
be achieved [17] and that its natural tendency is shattered against an impenetrable
wall. Even if the pleasure principle tends to continuously assert itself, it is always
the principle of reality that prevails. Even if art helps us to relieve the stresses of
life, it cannot save us from suffering. Beauty is only a feeble defence against the
suffering derived from the awareness of the decline of our body and from the
negative influence of the external world [18]. The overwhelming force of nature
and, at the same time, the fragility of our body remain inescapable. Despite the
potent yearning for happiness, man is unable to be happy. The set of rules and
institutions which differentiate us from other living beings—whose function is to
protect man from nature, governing his relationships within the family, the state and
society—appear to be dramatically inadequate [17].

21.2 Aggression, Desire and Lex Naturalis

Freud sees in the behaviour of the masses a strong propensity for submission and
the unconditional acquiescence to leaders; a conformist and subordinate form of
behaviour tending toward voluntary servitude and a lack of a critical spirit [16]. If
culture owes to eros phenomenal accomplishments and achievements, it owes to
thanatos the natural aggressive impulse, the hostility of each person towards
everyone and of everyone towards each person and, therefore, the horrors and
pains, the grief and destruction that have paved the way of civilisation [18]. The
gigantic conflict between eros and thanatos has as an outcome the preponderance
towards war. The desire for control, the feeling of being entitled to everything,
pushes men to harm each other, to experience predatory instincts, impulses and
desires, which they tend to satisfy with the search for glory and with the use of force
to achieve their aims. In a singular convergence with Hobbes [26], the Viennese
psychoanalyst maintains that the natural condition is war by all against all. Even if
this tendency is difficult to pin down, it is often disguised by cultural and ideo-
logical conditioning that pushes us to deny the role of thanatos [19]. In what way,
therefore, could culture neutralise the aggressive thrust that continuously tends to
undermine man’s own equilibrium? Hobbes had conceived a system of rational
rules (lex naturalis) to oppose natural law, that is, the right of everyone to
everything for their own advantage [26]. The constant and threatening presence of
polemos imposes a solution that recognises a third party’s right to the legitimate use
of force: the Leviathan.
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For the Viennese psychoanalyst the increasing loss of happiness for man is
proportional to the fear of the super-ego of culture [19]. There are clear differences
between processes of civilisation and individual development as well as common
elements. If in the individual the pursuit of happiness is always central, in the
process of civilisation this always remains in the background: what counts for
individuals is to adapt to the demands of society. Each individual is affected by
these opposing tendencies, which generate unrest, unhappiness, pain and neurosis.
The individual super-ego is dominated by the super-ego of the culture with its
severe ethical demands: penalties, imperatives and prohibitions [17]. The super-ego
of culture is indifferent to individual psychological needs, in particular to the desire
for happiness: indeed, it issues orders and it does not ask itself whether it is possible
to carry them out. It takes for granted that the individual ego obeys any and every
moral prescription, deluding itself that it exercises an unlimited power over its id,
when on the other hand sovereignty over the id is always limited. This is a reason
that should lead one to understand why, by demanding increasingly more one
produces, on the one hand, anxiety, neurosis and unhappiness [19] and, on the
other, the pervasive suffering due to wars, terror, persecution, genocides and so on.
After the analysis begun by Freud on the tension between the individual reality
which generates desires and civilisation, it is necessary to reflect on the current form
of the super-ego of culture, on the process of civilisation and on its dramatic
tectonic shifts [22]. Nevertheless, today the problem of civilisation is not how to
emancipate man from ancient powers that besiege it, but how to deal with that
instinctual remnant which can never be entirely integrated into the culture. But to
the interminable struggle between the life impulse and the death impulse we will
return later.

21.3 The Dark Evil of Culture

When faced with the unbridled totalitarian violence that preceded the Second World
War, on 30 July 1932 Einstein wrote to Freud to ask him if it was possible to
positively direct the psychic evolution of men and thus put a brake on the impulses
of hate and destruction. On the basis of the analysis of dreams, of unconscious slips
in healthy people, as well as neurotic symptoms, the Viennese psychoanalyst
answered:

(…) psychoanalysis has drawn the conclusion that the primitive, savage and contemptible
impulses of humanity have by no means disappeared, but continue to live, though removed,
in the unconscious of each single individual, awaiting the occasion to be able to reactivate
themselves. Psychoanalysis has further taught us that our intellect is something fragile and
dependent, a trinket and an instrument of our impulses and our affections, and that we are
compelled to act sometimes with intelligence and sometimes with stupidity, according to
the volition of our personal attitudes and resistances. So, look at what is happening in this
war, look at the cruelty and the injustices for which the most civil nations are made
responsible, the deceit with which they behave when faced with their own lies and iniquity;

21 The Wonder of Reason at the Psychological Roots of Violence 451



and look finally at how everyone has lost the capacity to judge with rectitude: one must
admit that both assertions of psychoanalysis were exact [20].

Aggression is therefore, a ‘natural’ human characteristic and, as such, cannot be
eliminated. One may only try to control its intensity, so that it doesn’t mutate into
forms of war. But let us not delude ourselves. War reveals the primitive man that is
within us: he who transforms the stranger into an enemy who we have to kill, who
forces us to be heroes, who prevents us from calmly accepting the idea of death and
even from loving our blood brother. Looking at the history of the world, even the
famous Christian teaching “love your neighbour as yourself”, appears purely to be
an ideal: Cane slays Abel, Esau hates Jacob who had deceived him, the brothers
want to kill Joseph and they sell him as a slave.

Man is not a kind creature who wishes to be loved or who defends himself only
if attacked. Aggression is a significant part of his nature and this has to be taken into
account. To this one may add the herd propensity of the majority of men which
further highlights the illusion of being able to subdue one’s impulses to rationality.
Civilisation cannot neutralise man’s death instincts [9]. And, in the end, the
excessive internalisation of these instincts would not even be desirable, since
aggression would explode into tribal, ethnic, ideological and military forms. No
ideology, no philosophy, no religion, no theory can delude itself that it can easily
rid itself of it. At the basis of the faint critique of power there is the fear of freedom
[21]. Of course, man aspires to be free, but he is afraid of freedom. Freedom, in fact,
obliges him to make decisions, and these involve risks and the assumption of
responsibility. After all, on the basis of what values should one make decisions?
Man is used to being told what he should think. Even if from a very early age he is
urged to make independent judgements, in reality what is expected of him is clearly
determined and established by society. Originality of ideas is intolerable. On the
other hand, by submitting to an authority one does not have to worry about what the
right thing to do is [28]. Any theory of reform or transformation must take all of this
into account.

There is, nevertheless, a further element to consider: the attitude of western
culture towards death. On close inspection, it is not very different from that of
primitive man. On the one hand he pursues the annihilation of the other, the
stranger, the enemy; on the other, he considers death per se as something unreal [20,
5]. The terrifying power of contemporary wars has pushed reason beyond its own
limits and there is nothing left for thought but to acknowledge its own radical loss.
The presence of death represents a challenge that is impossible to avoid, particularly
for the ontological life-death link [12]. Compromising with the omnipotence of the
ego, the unconscious turns its back on death. More than in its own death, it believes
in the death of others, of strangers and enemies. Is it not true perhaps that, in one’s
own unconscious, everyone aspires to immortality?

The blind frenzy for arms between the first and second world wars drove Freud
to reflections that would develop subsequently in Civilisation and its Discontents
[19]. What is the relation, he asked, between the will to annihilation implemented
by governments and the individual conscience which is so disorientated?
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The higher the banners of patriotism were raised, the more difficult it was to
recognise the identity of one’s own nation. Until, all of a sudden, one found one’s
self lost, and everything appeared mutilated in its essence, in the beauty of its
landscapes, disfigured in thought, in art and in any other form of the spirit. Because
of all of this is the dissolution of values at the basis of social harmony, of peaceful
relations between men in the public sphere: this dissolution is legitimised by the
conduct of the same States that made themselves depositories and guarantors of
those principles through the law [4]. Those States with a monopoly over the use of
violence have denied integration between communities and national identities,
pushing peoples to turn on one another with hate and violence [33].

After the tragedies of the twentieth century, non-one imagines that today one
would have to witness the return, in the forms of terrorism, of the most ruthless
barbarities in the heart of the same western culture. Yet, feelings of disappointment
would be unwarranted: it is, instead, the end of an illusion [27]. The revival of
conflicts caught unawares those who trusted in the progressive advance of culture,
and even more so those who professed certainty about the natural goodness of man.
Psychoanalysis exposed the vanity and fallacy of the moral optimism, the
ambivalence and the tendency towards conflict of human nature [11]. Love and
hate, cruelty and compassion belong to the interplay of instincts which mark the
existence of every individual: war brings us back to this truth, one which is entirely
impervious to ethical categories and distinctions. Nor, moreover, can war be
interpreted as a sort of regression [6]. Within culture primitive drives manifest
themselves that reveal the fallacy of all social pedagogy. Society began and is
sustained thanks to a fiction: education, culture and morality conceal the authentic
condition of man, the essence of their inclinations, the passions that obfuscate its
rationality [36]. This concealment demands (or rather imposes) the abandonment of
the satisfaction of instincts, but it is not able to eradicate them [35]. It cannot
eradicate aggression. In fact, when the latter is forced to hide its presence, it merely
awaits the opportunity for revenge. Thus, when the vetoes and bans vanish, it takes
the upper hand, revealing the violent nucleus of man, to which respect for its own
kind is alien.

Intraspecific or interspecific as it may be, war evokes the primal scene; it makes
it reappear liberated from the sedimentations of the culture [10]. The same bellicose
language, constructed around the obsessive repetition of words such as enemy and
hero, also linguistically brings humanity back to its pre-history: a piece of evidence
that doxa, scientific rationality and ideology cannot hide [15]. But the reason for
violence brings to mind the problem of death. Polemos, the feeling of hostility
directed outward arises from the defence of life, from the wish to postpone the
moment of death: from here arises the struggle of each person against their fellow
man through violent appropriation [31]; from here the desire for domination that
breaks the cycle of nature. The natural order thus assumes the characteristics of an
agonising division between the destiny of the organism that has death as its sole
objective and the attempt of the living to outlive itself.

Pre-historic man must have looked on death with some ambivalence: on the one
hand there was the other’s lifeless body (plant, animal or individual of its own
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species) and on the other, their own annihilation, which was unreal and therefore
could not be symbolised [8]. What is dead (the prey, the enemy) is before the
survivor as a foreign entity. In triumph the winner confirms his own superiority to
himself. Only in this alienated form did primitive man take death seriously, con-
sidering it the end of life, disavowing and annulling its meaning at the same time
[3]. From the beginning, the denial of death marked the progress of humanity as a
‘warpath’. Hate, the desire to kill, take the place of the natural tendency towards the
dissolution of the organism, prevailing over the drive towards the inorganic state
[29]. As is well-known, Freud understood aggression to be an exteriorisation of the
death drive that operates in every living being as a primary dynamic factor that
tends to lead life back to the state of inanimate matter [11].

In the unconscious impulses of desire the attitude of primitive man to death lives
in us almost unchanged. It is only that now the destructive drives move from factual
reality to psychic reality, to the imaginary and the fantasies that are desired [34].
Contemporary man’s secret and constant propensity for killing is the dark side of
civilisation. We accept death for strangers and enemies and we decree it for them
with the same lack of scruples as primitive man [11]. This desire for death, which
makes prohibition necessary, is legitimised by war which imposes the killing of the
stranger as an enemy [38].

21.4 The Absolute Enemy

As a form of extreme politics, war goes beyond all of the ethical, legal and religious
issues. If political identity is founded on belonging, on the difference between
individuals and other groups, in war all identities are built on radical contraposition.
This contraposition defines the political existence of individuals and groups.
Moreover, the separation of their own existence from that of others (who live and
act according to different rules, customs and modes of behaviour) could not take
place if not through the recognition among counterparts of the same group. The
principium individuationiis [43] which defines political identity also defines indi-
vidual identity and belonging as a process of distinction-differentiation.

It is with the birth of the State and conflicts between States, which war changes
radically, transforming itself into a technique of annihilation, into a theory of the
dehumanisation of the opponent, into the downgrading of the enemy to an inferior
race. State and interstate war changes the ‘natural’ interspecific aggression [10] into
civil and ideological conflict, into destructiveness without pietas. Before the birth of
the modern State, wars were ritualised conflicts that were limited in time and space,
which concluded with peace between the victors and the vanquished [32]. Homer
and Virgil marvellously tell of the pietas that the Greeks and Romans had for the
vanquished. The military conquests of the Romans in particular were governed by
politics and law in the forms of a foedus that granted autonomy to the vanquished
cities and peoples and a degree of freedom in their customs and traditions. The
frequent wars of the feudal world were also similarly limited. Compared to
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contemporary wars they look like skirmishes, squabbling between armed groups,
which involve only the peoples near the line of combat.

In the Napoleonic era modern war as we know it took form, the absolute war of
nation states, with obligatory conscription, industrial technology and economic
power [7]. Of course, on the tactical-strategic level, between the Napoleonic wars
and the campaigns of Alexander the Great, despite the obvious and profound dif-
ference on the social-political landscape, there weren’t many differences. Now, war
has become an absolute struggle, a mortal conflict that involves all of the citizens.
The wonder of Goethe who, reacting to the battle of Valmy (1792), exclaimed “a
new era of history has begun!” more from admiration of the genius of Napoleon,
was aroused by the power of a new and grandiose historical event: the modern
national war. Conversely, the wars of the twentieth century constitute the paradigm
of total war. Rummel [39] and Goldhagen [25] cast light on the themes of state
violence and genocide in human history. Rummel, a tireless scholar of the violence
generated by the modern concentration of power, documented how in the twentieth
century alone the policies of contemporary States eliminated almost two hundred
million people, in peacetime and during war, sometimes more in the former than the
latter: 174,000,000 deaths that, placed end to end, would go around the world four
times. All of the water and blood of the 174,000,000 deaths in the twentieth
century, flowing over Niagara Falls, would see the passage of water for over 10 h,
or the passage of blood equal to almost 43 min [39].

Through the militarisation of the economy and society and the transformation of
entire geopolitical spaces into a limitless front, the wars of the twentieth century
represented the most direct and coherent expression of the nation-state, with its
characteristics of an ‘organic body’, the unification of national identities, exclusive
sovereignty, the total control over an entrenched territory [24]. The step to regimes
identified with race and ideology was a short one. Nazism and communism rep-
resent a perfect combination of normal and civil war. In reality, each political
aggregation always arises against an enemy [42] and the binomial amicus-hostis—
the political link and the public animosity—represents the essence of every political
action: a real and existential opposition, the most intense and extreme of all. In this
sense, enemy is not the competitor or the private adversary that hates us for some
reason. Enemy is a set of men that opposes another human group of the same kind
and an entire people [45]. The enemy is the’hostis, not the inimicus in a broad sense
[42]. If enemy is the political aggregation, the party or the typical partisan formation
of civil war, friend on the other hand is the partisan, the soldier of the nation-state,
he who lives entirely with reference to the enemy. The amicus-hostis dichotomy is
the essence of politics, of the State, of polemos, of war [37]. The competitor, the
adversary in the argument and the private inimicus are more suited to representative
democracy, economics and civil society. The public friend-enemy battleground is
war [40], which as such is never for religious, moral, legal or economic reasons.
War, in fact, does not need to be religious, or ethical. When religious, moral and
other types of conflict transform into political conflicts, then the decisive conflict is
not religious, moral or economic but political [42].
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The twentieth century showed how the illusory paradises transformed them-
selves into real hells, how the pseudo-religion of humanity paved the way for
inhuman terror [1]. This lesson imposes on everyone a new awareness of human
nature. Man, who the demagogues elected the absolute measure of all things, is not
naturally inclined to peace: through terror and annihilation he combats those who
don’t submit to him. The concept of man embodies a contradictory concept, that of
non-man, endowed with tremendous potential, which opens up an abyss of enmi-
ties. This is a prelude to another, even more profound distinction between
super-man and sub-human. Indeed, the man who treats his fellow man as a
non-human distinguishes between superman and sub-human. For the latter no kind
of penalty exists: only extermination and annihilation [41].

21.5 The Illusion of Perpetual Peace

Even if today the spectre of another and more extensive nuclear holocaust seems
more remote, from the ruins of the old international order of the ideological and
colonial empires, ethnic and national realities seem to revive that excite profound
cultural mythical and symbolic values [46]. The conforming effect of the ‘univer-
salist’ ideologies of the twentieth century, which had blunted identities and histo-
ries, traditions and cultures, brought religious fundamentalism back to the surface,
together with nationalism. Religions, which the expansion of the secular power of
the state in the twentieth century had kept in the shadows, now enlist God under
their own flags. With the risk of regional, sub-regional and local conflicts and
micro-conflicts, the theories on limited war and even on limited nuclear war return.

In other respects, the decline of nation-States swept away the legitimacy of
military roles and of permanent armies. After the military hegemony’s centuries of
endeavours to conquer and to extend frontiers as far as possible, the unitary States
with vast territories begin to decline [46]. The decline of the military roles (and of
wars between states), paralleled with the weakness of the political function of States
and of their internal order, seems by now to be one of the most proven constants of
politics [30]. As the history of the last few decades has shown (Northern Ireland,
Great Britain, the Basque countries, Italy, the Middle East, the United States,
Russia, France, Belgium, etc.), the state security apparatuses—so effective in the
control of the individual citizen’s daily life—are not able to defend themselves from
political terrorism, or to guarantee any peace. Even though powerful on the military
level, they appear vulnerable and defenceless. This radically transforms the nature
and the operational scenarios of war: from the war between States one passes to
regional wars and terrorism. The former that shows the illusory nature of perpetual
peace and the short range of supranational bodies (United Nations) that attempt to
identify forms of international peace and the elimination of conflicts, transforming
wars into military police operations: ultimately, making the whole world a great
peaceful and protected democracy [23].
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The elimination of conflicts from the global scene is little more than an illusion,
an abstraction. The idea of a ‘common security’ is fallacious not only because of the
naive vision of human nature that underpins it, but also because no effective
security can be common. Its effectiveness, indeed, depends on the will of the states
and on their diverging and contingent political interests. Each State acts on the basis
of its own national interests and power in order to expand its own prominence
wealth and security. The Kantian hope at the basis of the institutionalist paradigms
—that is, the idea of an intergovernmental concertation for the restriction of con-
flicts—comes up against the problems posed by the erosion of sovereignty of the
nation-State by sub-national and transnational actors, by the incapacity of the states
to mobilise resources previously available, by difficulties in always identifying the
aggressor and by the political-strategic criticality of the control and management of
operations [2]. All of this makes it difficult to offer a prognosis on the future of
peace and on new geopolitical power balances.

Yet, if it is true that war arises from inevitable tensions, conflicts and explosions
of violence, it is likewise true that the evolution of trade and competition requires
the prevention of the conflicts, non-belligerent scenarios and the limitation of wars
[13]. For such a goal one will have to await long and painful transitions, with brief
and violent rekindling of hostilities: it is a route that one must follow no longer with
the reassuring political-psychological protective screens that, for almost the whole
of the twentieth century, guaranteed equilibrium based on hostile interaction
between the three ideologies (communism, fascism and democracy) and, after 1945,
on the bi-polar balance of power founded on the residual communist and
liberal-democratic ideologies. What appears certain is that it is not institutionalist
utopias or normativist rhetoric that will make peace a feasible political hypothesis.
It can become so, however, within certain limits, in the awareness that it is not
enough to reject nationalism, ethnic cultures and diversity. New forms of
co-existence will probably be possible on the condition that geo-historical differ-
ences and the symbolic dimensions of the different ethoses, spatialities, territories,
identities and mythological-symbolic complexes are recognised.

Psychoanalysis has shown how aggression, violence and destructiveness have
been part of human nature since its origins [19]. Their roots can be traced in
unconscious, terrifying dynamics, with neither face nor words, and from a paranoid
elaboration of mourning that uses division in order to save oneself from anguish and
guilt, attributing all good to one’s own object of love and all evil to an external
enemy – just as happens in the anguish of the stranger, considered dangerous and an
enemy, not because he really is, but because onto him the internal enemy is pro-
jected [14]. It is not implausible to identify here the root of the amicus-hostis pattern
at the basis of wars, for which man kills without recognising per se the desire to kill,
treating death and hate as if they didn’t belong to him, as if they were always
someone else’s, arriving at the great illusion that it is our enemy who wishes to kill
us. Alongside the (illusory) function of security directed at an external enemy, war
also performs another function that is unconscious and invisible, that hides from the
terrifying ‘internal enemy’.
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This representation of war as a defence from psychotic anguish does not permit
pessimism or desperation. Other roads are possible, perhaps by developing a more
reparative attitude [14], based on the capacity to live with the pain caused by death
and with the growth of individual responsibility. This will be able to take place not
beginning from desperation and the burden of guilt for destructiveness, but from the
urge to change deriving from the sense of guilt for the idea of killing. A guilt, that
is, directed at the future, so that death and destruction do not remain the last words
of humanity.
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