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Abstract. We present a comparative study of language modeling to tra-
ditional instance-based methods for authorship attribution, using several
different basic units as features, such as characters, words, and other sim-
ple lexical measurements, as well as we propose the use of part-of-speech
(POS) tags as features for language modeling. In contrast to many other
studies which focus on small sets of documents written by major writ-
ers regarding several topics, we consider a relatively large corpus with
documents edited by non-professional writers regarding the same topic.
We find that language models based on either characters or POS tags
are the most effective, while the latter provide additional efficiency ben-
efits and robustness against data sparsity. Moreover, we experiment with
linearly combining several language models, as well as employing unions
of several different feature types in instance-based methods. We find
that both such combinations constitute viable strategies which gener-
ally improve effectiveness. By linearly combining three language models,
based respectively on character, word, and POS trigrams, we achieve the
best generalization accuracy of 96%.

Keywords: Authorship attribution · Text mining · Language models ·
Computational linguistics · Text categorization · Text classification ·
Machine learning

1 Introduction

Authorship attribution can be used in a broad range of applications. Apart from
literary research where a document of disputed authorship is assigned to one
candidate author, the plethora of anonymous electronic texts (e.g. emails, blogs,
electronic messages, forums, source code, etc.) has rendered authorship attribu-
tion analysis indispensable to diverse areas dealing with real-world texts. These
areas include civil law (e.g. in cases of disputed copyrights), criminal law (e.g.
in order to identify the author of a suicidal note or a terrorist’s proclamation),
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forensics (e.g. in order to determine the author of source code of malignant
software), and others.

The general approach to authorship attribution is based on the extraction
of features that have a high discriminatory potential between the candidate
authors, the so-called style markers, which is followed by a feature selection
method and the training of a classifier [13]. Specifically, there are three main
types of style markers reflecting a document’s representation: lexical, character,
and syntactic [18]. Current authorship attribution studies are dominated by
lexical and character feature types meaning that a document is considered as a
sequence of words or characters respectively.

There have been proposed many measures in an attempt to quantify the
diversity of an author’s vocabulary. Type token ratio (i.e. vocabulary size to
the total number of tokens), the hapax legomena (i.e. words occurring once in
a document), the hapax dislegomena (i.e. words occurring twice in a document)
are some typical examples. The frequency of occurrence of context-free words
(i.e. stop words) and the word or character n-gram approaches are some of the
most important and effective methods in the field of authorship attribution.

In this paper, we conduct a comparative study of language modeling to tra-
ditional instance-based approaches. Our general approach is that we build a
probabilistic language model for each author or train a classifier using as basic
units of representation either characters, words, or part-of-speech (POS) tags.
While POS tags have been used before in instance-based methods, e.g. [12],
we first introduce them in this study as features in statistical language mod-
eling for authorship attribution. We also experiment with linear combinations
of several language models, as well as feeding unions of different feature types
into instance-based methods. We are not aware of another study employing such
combinations in the problem of authorship attribution.

Our experiments are conducted in a corpus consisting of 62,000 movie reviews
written by 62 users. This corpus is selected because of its two interesting charac-
teristics. First, it was edited by non-professional authors, rendering the task of
authorship attribution more challenging and closer to the contemporary problem
of authorship attribution on the Internet. Second, the numbers of documents and
authors are both considered relatively large in comparison to traditional author-
ship attribution studies. Consequently, it would be interesting to see whether
past results extend also to such large collections which are homogeneous in the
sense that all authors treat the same topic.

2 Related Work

Previous work in authorship attribution studies focused mainly on the extrac-
tion of lexical features. Two are considered the state-of-the-art methodologies
regarding the lexical approach: the multivariate vocabulary richness analysis and
the frequency of occurrences of individual words [17].

Syntactic analysis has been less studied because of the limitations imposed
by the language and the availability of a parser, a tool able to perform syn-
tactic analysis of texts. However, in recent years there have been attempts to
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exploit syntactic information from texts. The idea behind this is that authors
tend to unconsciously use specific syntactic patterns and particular sentence
structures, which can be a reliable authorial fingerprint and facilitate author-
ship inference [18].

Baayen et al. [3] were the first to investigate the discriminatory potential
of syntactic features for authorship attribution purposes. Based on a syntacti-
cally annotated corpus, which comprised around 20,000 words from two English
books, they extracted rewrite rule frequencies. Their method outperformed the
traditional word-based ones.

Stamatatos et al. [17] used Sentence and Chunk Boundaries Detector
(SCBD), a robust and accurate NLP tool, to detect sentence and chunk bound-
aries in unrestricted Greek text. The text analysis was divided into three sty-
lometric levels: token-level, phrase-level, and analysis-level. The two first levels
consisted of measurements on sentence and phrase level respectively, such as
length of noun phrases, length of verb phrases, noun phrase counts, and so
on. The analysis level captured information omitted in the previous two levels
regarding the way in which the input text was analyzed by the SCBD tool.
Their method achieved 80% accuracy on 300 Greek texts written by 10 authors,
containing a total of 333,744 words.

Recently, Pokou et al. [12] suggested the use of part-of-speech (POS) skip-
grams in authorship attribution studies. Skip-grams are constructed like n-grams
but allow a distance gap between adjacent POS tags. First, a set of training
texts is pre-processed to become a sequence of POS tags, and a unique signature
representing each author’s style is extracted by using the most frequent part-of
speech skip-grams in the training texts. Then, these signatures are used as a
criterion to classify the test documents. In their experimentation, they used a
collection of 30 texts, consisting of 2,615,856 words, written by 10 authors. Their
method led to high classification accuracy.

Sidorov et al. in their recent work [16] introduced syntactic n-grams. Syntac-
tic n-grams differentiate from classic n-grams because they take into account the
position in which the elements are presented in the syntactic trees, not in the
original text. Thus, they manage to capture syntactic relations between words.
In the experiments conducted in a corpus of 39 documents written by 3 authors,
Sidorov’s method provided better results than the common n-gram approach for
various n-gram lengths and types.

In this paper, we further investigate the use of syntactic information by
building a separate language model for each author using part-of-speech tags as
features to train the models. Our proposed method uses as features all the part-
of-speech tags included in the training texts. No feature selection process to select
the optimal number of features is required due to the fact that language models
employ all features, and moreover, our set of features is already small consisting
only of a handful of part-of-speech tags. For comparison, we also include in
our experiments word and character level language models which were initially
introduced by Fuchun Peng [11].
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3 A Part-of-Speech Language Modeling Method

Our proposed method is based on the similarity-based paradigm. This approach
includes the concatenation of all documents written by a certain author in a
single profile, which is used for the extraction of the style-markers. For the eval-
uation process an attribution model is implemented to estimate the differences
between every profile and an unseen text and the most likely author is chosen
[18]. Specifically, we present a method for computer-assisted authorship attri-
bution based on language models. This approach is composed of three phases
described in the following subsections.

3.1 Preprocessing Phase

In this phase all the texts which are written by a certain author in the training
corpus are concatenated in large files to create author profiles; thus, an author’s
profile is a union of all his considered known, or training, documents.

Using the Stanford NLP tagger [19], each word in author profiles is replaced
by its corresponding part-of-speech tag from the Penn Treebank tagset [9].
Also, punctuation considered a useful literary style marker is preserved, because
reviews are edited by non-professional authors who made wide use of punctua-
tion. For example, consider the following text excerpt:

I bought Earthly Possessions because they filmed some scenes in New
Jersey’s Ocean Grove which is doubled as Perth, South Carolina. I really
liked the chemistry between Sarandon and Dorff to surprise me.

After the pre-processing step, it is transformed to a sequence of part-of-speech
tags and punctuation marks:

PRP VBD NNP NNP IN PRP VBD DT NNS IN NNP NNP POS NNP
NNP WDT VBZ VBN IN NNP, NNP NNP. PRP RB VBD DT NN IN
NNP CC NNP TO VB PRP.

In this step, every document of the test set is also pre-processed to obtain this form.

3.2 Language Modeling Phase

In this phase, every author profile created in the prepossessing phase is used
to build a separate language model for each author. Next, we present the basic
mathematical principles related to a statistical model of language.

Let us denote as wN
1 = (w1, w2, ...., wN ) a sequence of N words. The proba-

bility of observing this text fragment under a language model can be computed
as the conditional probability of every word in the fragment given the previous
ones, i.e.

P (wN
1 ) =

N∏

i=1

P (wi|wi−1
1 ) , (1)
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where wj
i = (wi, wi+1, .., wj−1, wj) is the sub-sequence from the i-th word to the

j-th word, and wi is the i-th word.
The above representation leads to a complex model because with a

vocabulary size of V words, there are V N possible sequences of the form
(w1, w2, ...., wN ). The above conditional probabilities constitute the free para-
meters of the model, which are learned from a training set. Obviously, even with
reasonable magnitudes of V and N , we will never have enough training data to
estimate V N probabilities.

The need for a more simplified and compact model leads to the n-gram
approach. In the n-gram model, without loss of generality, the probability of
observing a new word is computed by taking into account only the previous
n − 1 words [1]. This approximation implies that the joint probability of the
entire fragment can be calculated as

P (wN
1 ) ≈

N∏

i=1

P (wi|wi−1
i−(n−1)) , (2)

where wi−1
i−(n−1) = (wi−(n−1), . . . , wi−1), and n the selected n-gram. Using this

approximation, the number of the potential free parameters of a model with
vocabulary size V are limited to V n.

Let us define as count(wj
i ) the number of times the sub-sequence wj

i =
(wi, wi+1, . . . , wj) appears in the training corpus. Then, the conditional proba-
bilities of Eq. 2 can be estimated as

P (wi|wi−1
i−(n−1)) =

count(wi
i−(n−1))

count(wi−1
i−(n−1))

. (3)

In practice, however, the probabilities in an n-gram model do not derive
directly from the frequency counts, because it is likely for novel n-grams that
were never explicitly witnessed in the training set to occur in the test set. Hence,
a non-zero probability should be assigned to these unseen n-grams. There are
many smoothing techniques used to confront this problem, including Good Tur-
ing discounting and back-off models. In this work we use the Witten-Bell dis-
counting technique [6] because the size of the vocabulary is small containing 36
POS tags and 12 punctuation marks rendering smoothing not essential.

In this phase, every author profile created in the prepossessing phase, which
consists of a sequence of tokens, is used to create a separate language model for
each author by computing the aforementioned conditional probabilities (Eq. 3).

3.3 Authorship Attribution Phase

After the learning of models’ parameters on the training corpus, we can classify
unknown texts by how well each model predicts a text. For this purpose, we
employ the Perplexity measure.
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Given a test document D = tM1 = (t1, t2, ..., tM ), and considering an n-gram
model, the intrinsic perplexity of the model on the test document is defined as:

Perplexity(D) = M

√√√√
M∏

i=1

1
P (ti|ti−1

i−(n−1))
. (4)

The lower a model’s perplexity, the more likely the model is to predict the
document. Thus, in the last phase, every unknown document of the test set is
supplied to each language model, the perplexity of each model on the document
is estimated, and the most likely author is selected.

4 Experimental Evaluation

In this section, we present the experimental results of comparing our proposed
part-of-speech language model to traditional approaches. First, we describe the
corpus and evaluation measures used.

4.1 Corpus and Evaluation Measures

We have experimented with the IMDB62 dataset which consists of 62,000 movie
reviews written by 62 users, with exactly 1,000 reviews per user. The data were
crawled from www.imdb.com by downloading all the reviews by prolific reviewers
who submitted more than 500 reviews each. All downloaded texts belong to the
period of May 2009 in order to minimize the risk of change of authorial style
over time. We have chosen to use the IMDB62 dataset for the following three
reasons:

– The data collected are homogeneous, because all texts deal with the same
topic, making it more challenging to distinguish the stylistic idiosyncrasies of
each author.

– The texts are written by regular people, not professional authors. In the tradi-
tional authorship attribution approaches, the training instances belong mostly
to professional writers, whose style and language have been cultivated through
the years, and as a consequence are distinguishable among the authors [4].
However, this dataset is edited by non-professional writers and the question
that arises is whether authors with similar training and background are able
to imprint their texts with their own unique authorial fingerprint.

– The number of candidate authors is relatively large compared to the majority
of traditional authorship attribution studies.

Thus, this dataset is more challenging that others typically used in authorship
attribution studies. While it was used at least once before for authorship attri-
bution, e.g. [15], there is no extensive evaluation of different classifiers, feature
types, and language models on this corpus, before our study. Others, e.g. [14],
used this dataset for other tasks, such as sentiment classification.

www.imdb.com
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For our evaluation, the corpus was divided randomly into a training and a test
set. We selected 70% of the initial data set as a training set and the remaining
30% as a test set. We employed two evaluation metrics commonly used in text
classification tasks: generalization Accuracy and macro-averaged F1 measure.

4.2 Runs and Baselines

In order to set a baseline for the evaluation of the proposed method, we consider
four types of features previously employed successfully in authorship attribut-
ion studies [5], namely: simple lexical (SL), simple character trigrams (CTG),
content words (CW), and part-of-speech trigrams (POST).

The structure unit of the simple lexical features (SL) are the words. Based on
the words, there have been extracted simple measurements that can be useful. The
features extracted at token level include: the average and standard deviation of the
words per sentence in each text, the total number of sentences in each text, the
relative frequency of the tokens that are alphabetic units (calculated by dividing
the total number of alphabetic elements of a text by the total number of tokens of
every text), the relative frequency of the words longer that 15 letters, and the rela-
tive frequency of words shorter than 4 letters. Also, the features that represent the
diversity of the vocabulary belong in the same set of features. In order to quantify
the vocabulary’s diversity of each author, the type-token ratio V/N (vocabulary
size to the total number of words) was used. Two vocabulary functions count the
so-called hapax legomena and hapax dislgomena, i.e. the number of the words of
the text that appear only once or twice, respectively. We also implemented Yule’s
metric [21], Honore’s metric [2], and the entropy function.

All the aforementioned measurements constitute the simple lexical features
(SL) group. The second class of features consists of character trigrams (CTG).
Previous research has shown that trigrams perform better than other character
n-grams in an English corpus [8]. The third class of features includes words with
the highest appearance frequency, the so-called content words (CW). Apart from
features that rely on the words or n-grams of texts, the extraction of syntactic
information is a reliable literary footprint [18]; thus, the fourth class of features
includes part-of-speech trigrams (POST).

While SL features are arithmetic and small in number, CTG, CW, and POST,
are tens of thousands or more. In order to reduce the computational load, we
resort to feature selection. For the selection of features that carry significant
information for classification, we implemented a feature selection method known
to be among the best for text classification tasks [20], namely, the chi-square (χ2)
metric. Based on this metric, we selected the top-500 most informative features
among the 10,000 most common features in the training corpus, per CTG, CW,
and POST. The choice of the 500 cutoff comes from our preliminary experiments
and is also supported by previous research, see e.g. [5,7]. Using more features
did not seem to improve effectiveness, at an extra computational cost.

Each document of the training set is processed to produce a feature vector,
a numerical vector consisting of the frequency of each feature of the feature set
occurring in the document. Feature vectors are then used to train classifiers,
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via several algorithms, which are then applied to the test set to calculate gener-
alization accuracy and macro-averaged F1.

We paired each of the above four feature classes to four classification algo-
rithms commonly and successfully used in authorship attribution studies [22]:
Multinomial Naive Bayes (MNB), a Support Vector Machine (SVM), k Nearest
Neighbour (kNN), and Random Forest (RF). For each of those classifiers parame-
trization is needed, however, parameter optimization is beyond the scope of our
work. Hence, we used the default settings of scikit-learn1, i.e. the machine learn-
ing Python library we employed for our experiments. As a baseline, we will select
the best performing feature-class/classifier combination per evaluation measure;
this constitutes a rather strong baseline.

Regarding language modeling, we experimented with using as features
characters (C/LM), words (W/LM), and our proposed part-of-speech tags
(POS/LM). For building and applying statistical language models, we employed
the SRILM2 toolkit comprised of a set of C++ classes. Again, while SRILM
has some parameters, parameter optimization is beyond the scope of our work,
so we used the default values (i.e. the default setting of SRILM for n-grams
is 3). Note that, in contrast to instance-based methods where each text is rep-
resented as feature vector, as aforementioned, in language models there is no
feature selection step; all features are used.

Table 1. Feature types, machine learning methods, and language models

SL Lexical features based on simple measurements

CTG 500 most informative char 3-grams among the 104 most common 3-grams

CW 500 most informative words among the 10,000 most common words

POST 500 most informative POS 3-grams among the 104 most common 3-grams

MNB Multinomial Naive Bayes with default settings (scikitlearn)

SVM Support Vector Machines with linear kernel and default settings (scikitlearn)

kNN k nearest neighbour with default settings (scikitlearn)

RF Random Forest with default settings (scikitlearn)

C/LM Language model with default settings (SRILM) and characters as features

UW/LM Language model with context length 1 and words as features (SRILM)

W/LM Language model with default settings (SRILM) and words as features

POS/LM Language model with default settings (SRILM) and POS-tags as features

In summary, the feature types, machine learning methods, and language mod-
els we experimented with, are given in Table 1. Due to the settings described
above, CTG, CW, and POST, are directly comparable to C/LM, UW/LM, and
POS/LM, respectively, since they are using the same feature sets. These are
character 3-grams, word unigrams, and POS 3-grams, respectively. W/LM is an

1 www.scikit-learn.org.
2 www.speech.sri.com/projects/srilm/.

http://www.scikit-learn.org
www.speech.sri.com/projects/srilm/
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extra run using word 3-grams. The language model based on unigrams (UW/LM)
is not expected to perform since it is trivial.

Furthermore, we have tried combining feature types by (a) feeding unions of
them into the classifiers, and (b) taking linear combinations of several language
models with equal weights by simply adding their perplexities. A MinMax nor-
malization process preceded the linear combination of language models because
the ranges of perplexities produced by using different units seemed incomparable.
This achieved better effectiveness in preliminary experiments (not reported here).

4.3 Results

In this section we present a set of experiments we ran in order to assess the
performance of language modeling in comparison to the aforementioned baseline
methods.

Table 2. Accuracy and F1 on the test set of the IMDB62 corpus, for a variety of
feature types and learning algorithms. Best results per feature type and per measure
are in bold typeface; worst are with italics

Features/learner Accuracy % F1 %

MNB SVM kNN RF MNB SVM kNN RF

SL 14.3 37.8 12.4 31.5 12.8 37.5 11.7 30.8

CTG 82.7 85.6 57.6 57.6 82.9 86.0 58.2 56.8

CW 86.1 88.6 60.5 58.6 86.0 89.0 60.6 57.8

POST 53.5 58.7 34.0 25.5 52.4 58.1 33.4 24.5

Table 2 shows the generalization accuracy and macro-average F1-measure of
each combination of features and learning algorithms for the IMDB62 corpus. As
it can be seen, the k-nearest neighbour (kNN) and Random Forest (RF) classi-
fiers perform poorly on all feature sets for both evaluation metrics. Multinomial
Naive Bayes (MNB) proves to be an effective learning method for almost all fea-
ture types except SL features, but Support Vector Machines (SVM) are superior
to all other learning algorithms for all feature types.

Regarding the feature sets, simple lexical measures (SL) perform very poorly
in all classifiers, so they do not seem to provide information relevant to the recog-
nition of an author. While part-of-speech trigrams (POST) are better, character
trigrams (CTG) and content words (CW) constitute more effective and reason-
able choices of feature sets because they perform far better than the former
two. The use of the syntax frequency tags (POST) fails to adequately describe
the broader syntax structures and gather all the information about the syntax
profile of each author. In summary, the best-performing feature-class/classifier
combination is CW/SVM, in both evaluation measures, with CTG/SVM being
very competitive. We will use both these runs as baselines.
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Table 3. Accuracy and F1 on the test set of the IMDB62 corpus, for a variety of
combinations of feature types and learning algorithms. Best results per feature type
and per measure are in bold typeface; worst are with italics

Features/learner Accuracy % F1 %

MNB SVM kNN RF MNB SVM kNN RF

CTG+CW 86.6 91.2 61.5 61.6 86.5 91.2 62.0 60.9

CTG+POST 84.4 87.1 59.3 55.2 84.2 87.0 59.8 55.9

CW+POST 85.3 87.8 59.3 55.5 85.2 87.9 59.8 54.6

CTG+CW+POST 87.4 91.7 63.0 61.3 87.3 91.8 63.5 60.5

Table 3 shows the results for all feature unions, except SL which were proven
very weak above. Concerning the learning algorithms, we reach similar conclu-
sions as above, i.e. SVM performs best, MNB following, and kNN, RF are the
worst. Regarding feature combinations, we see that taking unions of features is
generally beneficial to effectiveness: all combinations show improved performance
than all the individual feature-types combined, except when CW combined with
POST. This means that POST provide additional useful information in most
cases. The union of all feature types (CTG+CW+POST) is the best run so
far, closely followed by CTG+CW, both when fed into SVM. We will also use
both these runs as baselines in order to compare the language models based on
different units.

Table 4. Accuracy and F1 on the test set of the IMDB62 corpus, for a variety of
combinations of feature types and learning algorithms or language models. Best results
per feature/learner class and per measure are in bold typeface

Features/learner Accuracy % F1 %

CW/SVM 88.6 89.0

CTG/SVM 85.6 86.0

CTG+CW+POST/SVM 91.7 91.8

CTG+CW/SVM 91.2 91.2

C/LM 92.3 92.7

UW/LM 13.6 18.7

W/LM 84.4 85.2

POS/LM 89.5 89.8

C/LM+W/LM 93.6 93.8

C/LM+POS/LM 94.9 95.0

W/LM+POS/LM 94.1 94.3

C/LM+W/LM+POS/LM 95.9 96.0
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Table 4 shows the language model runs (3rd batch of results) in comparison
to the previously chosen baselines (1st and 2nd batches), as well several language
model combinations. The trivial language model on unigrams (UW/LM) fails, as
expected. From the rest, the pretty standard language model on word 3-grams
(W/LM) is the weakest one, which performs slightly worse than the weakest
of two baselines (CTG/SVM). The proposed language model on part-of-speech
3-grams (POS/LM) comes slightly above (rather insignificantly) the strongest
baseline (CW/SVM), however, it has stronger efficiency benefits. The language
model based on characters (C/LM) achieves a much higher performance.

Regarding the linear combinations of language models, all of them achieve
better performance than the single-feature as well as the combined-feature base-
lines. Again here, we leave out of the combinations the very weak UW/LM. The
combination of all the rest three language models achieves the best accuracy and
F1 of around 96%.

5 Conclusions

Traditional methods for automated authorship attribution employ several fea-
ture types and learning algorithms for building author profiles. Most previous
research has dealt with small heterogeneous collections where each professional
author may have been strongly associated with a topic. Furthermore, the style
and language used by professional authors have been cultivated throughout
the years, consequently becoming distinguishable, making authorship attribu-
tion relatively an easier task. We considered larger collections, with many non-
professional authors, writing on a specific topic (homogeneous collection) such
as movies. Our contributions are the following.

First, we evaluated the performance of four different feature classes commonly
used in past literature, paired with four commonly used classifiers for the task.
We found that Support Vector Machines paired with words or character trigrams
as features are the most effective. This result is in-line with previous research,
e.g. [8], so past results with instance-based methods seem to extend to larger
homogeneous collections.

Second, we proposed a language model based on part-of-speech units and
evaluated its performance against the former methods and other language mod-
els based on standard units such as characters or words. Here, in contrast to
past literature, e.g. [10], where the word-level language model provides the best
results, our experiment demonstrates that character or POS level language mod-
els achieve better classification results.

Third, we investigated combinations of features in learning algorithms by
simply taking unions, as well as combining language models based on differ-
ent units by taking a linear combination of their individual perplexity scores.
Both combination methods seem to work well, achieving better results than the
individual feature classes or language models they combine.

While our proposed POS/LM method provides only a slight effectiveness bene-
fit over the best-performing standard methods, it has important efficiency benefits:
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(a) building a language model on a handful of POS tags is fast, much faster than
using characters or words as units, and (b) feature selection is not required in lan-
guage models. Also, the attribution method of POS/LM avoids data sparsity prob-
lems,making smoothing non-essential. The vocabulary used for thismodel consists
of 36 syntactic labels and 12 commonly used punctuation marks, eliminating the
possibility for an unseen trigram of syntactic labels to arise in the test phase. There
are no limitations imposed on the vocabulary, and every word in the English vocab-
ulary, as well as novel word n-grams that were never witnessed in the training set,
can appear in the test set.

Regarding the combination methods, while feeding unions of features into
some classifier has no extra parameters, taking linear combinations of language
models introduces some extra parameters: the coefficients of the linear com-
bination. We have so far simply assumed equal weights by adding MinMax-
normalized perplexities, nevertheless, this still achieved the best results in this
paper. In this respect, optimizing in the future these coefficients could lead to
even better effectiveness.

Acknowledgement. We thank Nektarios Mitakidis, master’s student at our depart-
ment, for his valuable guidance during the early stages of this work.
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