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Abstract. OpenAIRE, the Open Access Infrastructure for Research in
Europe, aggregates metadata about research (projects, publications, peo-
ple, organizations, etc.) into a central Information Space. OpenAIRE
aims at increasing interoperability and reusability of this data collection
by exposing it as Linked Open Data (LOD). By following the LOD prin-
ciples, it is now possible to further increase interoperability and reusabil-
ity by connecting the OpenAIRE LOD to other datasets about projects,
publications, people and organizations. Doing so required us to identify
link discovery tools that perform well, as well as candidate datasets that
provide comprehensive scholarly communication metadata, and then to
specify linking rules. We demonstrate the added value that interlink-
ing provides for end users by implementing visual frontends for looking
up publications to cite, and publication statistics, and evaluating their
usability on top of interlinked vs. non-interlinked data.
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1 Introduction

Linked Open Data (LOD) is a popular approach for maximizing both legal and
technical reusability of data, and enabling its connection with further datasets [2].
However, without further work, LOD datasets do not yet provide added value to
end users, as they are only accessible for service and application developers famil-
iar with Semantic Web technology and the datasets’ vocabularies.

OpenAIRE (OA), the Open Access Infrastructure for Research in Europe [9],
aggregates metadata about research (projects, publications, people, organiza-
tions, etc.) into a central Information Space. It so far covers more than 13 M pub-
lications, 12 M authors and scientific datasets. OA metadata has been exposed as
LOD [14], aiming at maximizing its reusability and technical interoperability by:

— providing an infrastructure for data access, retrieval and citation (e.g., a
SPARQL endpoint or a LOD API),

— interlinking with popular LOD datasets and services (DBLP, ACM, CiteSeer,
DBpedia, etc.),
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— enriching the OpenAIRE Information Space with further information from
other LOD datasets.

This work focuses on enriching the OpenAIRE LOD by interlinking, and
utilizing this interlinked data to provide added value to users in situations where
they need scholarly communication metadata, e.g., when they are looking for a
publication to cite, or for all publications of a given author.

2 Related Work

Rajabi has studied the exploitation of educational metadata using interlinking
methods [8]. His work objectives closely related to ours; however its application
domain is eLearning services and therefore he discusses the benefits of interlink-
ing educational (meta)data in practice. Rajabi et al. provide a comparison of
interlinking tools as well as interlinking rules [7] and a method for identifica-
tion of duplicate links [6]. Hallo et al. follow the same objective as we do, i.e.,
publishing Open Access metadata as LOD [3]. Their work focuses on providing
better search services on top of open journal datasets, but their data could be
used as a candidate dataset for our interlinking. Recent work by Purohit et al.
addresses the problem of scholarly resource discovery [5]. They also reviewed
tools providing such services and present a framework for Resource Discovery
for Extreme Scale Collaboration (RDESC)! which has common objectives with
OA. However, they have not yet initiated interlinking of research metadata and
the provision of a comprehensive knowledge graph.

3 Background: OpenAIRE LOD Services

The main motivation for exposing OA as LOD is to provide wider data access, and
easier and broader metadata retrieval by enabling interlinking with relevant and
popular LOD datasets [14]. Metadata about different types of entities — research
results (publications and datasets), persons, projects and organizations — that the
OA infrastructure aggregates is being exposed as LOD. OA LOD uses terms from
existing vocabularies and, where necessary, defines new terms. Existing ontolo-
gies reused include SKOS, CERIF, DCMI Terms, FOAF [14,15]. Two prefix-
es/namespaces are OA specific: oav: http://lod.openaire.eu/vocab/ for the OA
vocabulary, and oad: http://lod.openaire.eu/data/ for OA instance data.

The data has been exposed in three ways: (1) small fragments of RDF, acces-
sible by dereferencing the URI that identifies a particular entity, (2) a download-
able all-in-one dump?, and (3) a SPARQL endpoint, i.e. a standardized query
interface accessible over the Web?.

It is envisaged to extend the OA LOD by enriching and interlinking it with
the following types of data:

! https://tw.rpi.edu/web/project/RDESC.
2 http://tinyurl.com/OALOD.
3 http://lod.openaire.eu/sparql.
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— data that has not (yet) been collected by OA’s existing mechanisms, e.g.,
certain types of persistent identifiers of publications or people (e.g., ORCID),

— data that is expensive to collect and/or not included in the OA data model,
e.g., data about scientific events, and

— data that is related to open research but out of the scope of the OA infrastruc-
ture itself and therefore not targeted to be ever collected, e.g., biographies of
persons, or geodata about the locations of organizations.

The primary objectives are (1) providing added value to users, by enabling
those who develop user-oriented applications and services to access a richer col-
lection of relevant data than just OA’s own, and (2) facilitating internal data
management, e.g., by aiding the resolution of duplicates resulting from meta-
data being harvested from different repositories by linking to external reference
points.

4 Interlinking

Interlinking the OA LOD with other LOD datasets required us to do the follow-
ing preparatory work: (1) analyzing the OA metadata schema to find appropriate
entity types and properties on which to interlink, (2) identifying candidate tar-
get datasets, and, (3) among existing link discovery tools, finding the one most
appropriate for our purpose, before we could finally implement interlinking rules
Process <>
e
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Fig. 1. Interlinking process

4.1 Identifying Properties Suitable for Interlinking

Not all properties of an OA entity are suitable for the purpose of interlinking
to other entities, as Rajabi et al. have investigated in the related domain of
metadata about educational resources [7]. Following their method, we analyzed
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all OpenAIRE entities and their properties to discover linkable elements. We
filtered out properties that potentially cannot be linked due to their specific
values, for example Booleans (Yes/No), format values (PDF, JPEG), or language
codes (en, de), and properties whose meaning is local to some source repository
according to its policy, for example local identifiers or version numbers. This
left us with properties such as ‘publication title’ and ‘author name’, ‘published
year’, ‘description’, ‘subject’, etc., which have string or integer values. Where
initial interlinking tests yielded subjectively satisfactory results, we chose the
respective properties for interlinking — i.e. the following:

— Title and Digital Object Identifier of Publication,
— Full name, First name or Last name of Persons, and
— Label or Homepage of Organizations.

4.2 Investigating Existing Interlinking Tools

There exist a number of tools for creating semi-automatic links between datasets
by running some matching techniques. These linking tools identify similarities
between entities and generate links (e.g.owl:sameAs) that connect source and
target entities. Rajabi et al. conducted a study that suggests that data publishers
can trust interlinking tools to interlink their data to other datasets; accordingly,
LIMES and Silk are the most promising frameworks [7]. Simperl et al. have
compared various linking tools by addressing aspects such as required input,
resulting output, considered domain and matching techniques used [11]. This
allowed for a comparison from several perspectives: degree of automation (to
what extent the tool needs human input) and human contribution (the way in
which users are required to do the interlinking.

In summary, these comparisons point out the two well-known open source
interlinking frameworks that we also used: LIMES* (Link Discovery Framework
for Metric Spaces) and Silk® (Link Discovery Framework for the Web of Data). In
an evaluation of the two frameworks, the LIMES developers showed that LIMES
considerably outperforms Silk in terms of running time, with a comparable qual-
ity of the output. Moreover, LIMES can be downloaded as a standalone tool for
carrying out link discovery locally and consists of modules that can be extended
easily to accommodate new or improved functionality.

Our comparative evaluation of Silk and LIMES, which finally made us choose
LIMES based on the quality of the output, is presented in Sect.6.1.

4.3 Identifying Interlinking Target Datasets

To identify appropriate target datasets to be interlinked with OA, we examined
several datasets from the LOD Cloud, in the following steps:

* http://aksw.org/Projects/LIMES.html.
5 http://silkframework.org/.
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1. Identifying publication-related datasets in DataHub: our aim is to find
datasets tagged with the same domain as that of OA or a related one. We
therefore searched the DataHub portal® for datasets tagged with ‘publication’
or related domains. This search yielded more than 900 datasets.

2. Checking data endpoint availability: we filtered the datasets identified
previously by checking their SPARQL endpoints’ or RDF dumps’ availability.

3. Retrieving datasets specification: of the remaining datasets (still more
than 60), we next retrieved each dataset’s specification (size, metadata
schema, etc.). From an interlinking point of view, we considered data volume,
frequent updates, and matches with the entity types and properties identi-
fied previously (Sect.4.1) as the most important characteristics of a dataset.
Moreover, we considered available links to other related datasets desirable.

Table 1 lists the ten most relevant datasets according to these criteria.

Table 1. List of candidate Datasets

Datasets Size | Endpoint | Dump Covered OA entity types
DBpedia 1B Available | NT Person, Organization

DBLP 5M |- NT Publication, Person

ACM 12M | Available RDF /XML Publication, Person

CiteSeer 8M | Available | RDF /XML Publication, Person

BibBase 200K |- RDF/XML Person, Publication, Organization
IEEE 200K | Available RDF/XML Publication, Person
OpenCitations |3M | Available | JSON-LD Person, Publication, Organization
SWDF 242K |- RDF/XML Person, Publication, Organization
BNB 109M | - NT, RDF/XML | Person, Publication

COLINDA 149K | Available | RDF /XML Publication

GeoNames 93M |- RDF/XML Organization

4.4 Identifying String Matching Algorithms

One of the most important factors in discovering links effectively is choosing the
right string matching algorithm. The results of our heuristic experiments shows
that both tools supports string matching according to trigrams, Levenshtein 7,
Jaro, Jaro-Winkler and cosine (all of them normalized); cf. Table2. It shows
detailed definition of the algorithms. In our initial experiments, Jaro and Leven-
shtein proved most reliable for identifying equivalent names and titles. Thus, we
chose Levenshtein for long string values, i.e., publication titles, and Jaro for short
string values, i.e., person names. An example of a metric definition in LIMES is
shown below.

5 https://datahub.io/.
" https://wikipedia.org/Levenshtein_distance.
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Table 2. String matching algorithms

Metric Description

Trigrams uses the number of matching triples in both strings as s = 2 x ﬁ
where m is the number of matching trigrams, a is the number of
trigrams in string 1, and b is the number of trigrams in string 2 [10]

Levenshtein | is based on the minimum number of insertion, deletion or
replacement operations required to transform string 1 into string 2

Jaro is a measure of characters in common, being no more than half the
length of the longer string in distance, with consideration for
transpositions; it is best suited for short strings such as person names
[12]

Jaro-Winkler | is an optimized version of Jaro designed and best suited for short
strings such as person names

Cosine is the cosine of the angle between string vectors; for equal strings the
angle between them will be 0 and the cosine will be 1 [10]

<METRIC>
AND (Jaro(x.foaf :name, y.foaf:name)|0.8, Levenshtein(
x.dcterms:creator/cerif:name, “y.dblp:hasAuthor/dblp:title)|0.8)
</METRIC>

5 Use Cases

The main objective of OA LOD is to achieve maximum re-usability of OA data
for developers of third-party applications and services [14]. Such applications
and services may include statistical analyses beyond those in the scope of OA
itself, efforts aggregating OpenAIRE and other data such as research data, or
tools that support scientific writing and communication, e.g. online collaborative
editors. To this end, we aimed to exploit the interlinked metadata of OA LOD in
plugins for online collaborative editors to provide recommendations for authors
of scientific papers. In the remainder of this section, two example scenarios are
discussed in more detail to demonstrate our approach.

5.1 Look-Up Publications to Cite

The process of generating citations is too time consuming using state-of-the-art
editors such as Fidus Writer®. Citations are created manually either by enter-
ing metadata such as author names, publication titles, etc., or copied from an
existing BibTeX snippet. An application plugin to simplify the frustrating citing
process can support researchers by instantly generating all required and possible
citations.

8 https://www.fiduswriter.org.
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We implemented this plugin as a modal dialog window (jQuery/UI) [4]. Con-
sider the following example scenario: Suppose a researcher wants to cite a pub-
lication. He cannot remember the full information of that publication but just its
partial title, which contains: ‘opencourseware observatory’. Our implemen-
tation supports this in the following steps: (1) the user can select the desired type
of research output (Publication or Dataset) from a drop-down menu (Fig.2A),
(2) the user can perform a search based on different attributes, e.g., publication
title, author name or publication year (Fig.2B), (3) the user specifies the selec-
tion of the corresponding text, i.e., here, ‘opencourseware observatory’, in the
search field (Fig. 2C). (4) From the results suggested, the user selects the desired
one to insert into the text (Fig.2D).

A B
Select x Select x
Select an option: Select an option:
Publication |~ Publication Title |~
Publication Publication Title
Dataset Author Name
Year
Next Cancel Next Cancel
C D
Publication Name x
Citation Results
The form field is required.
Sahar Vahdati, Christoph Lange, S ren Auer, OpenCourseWare
Observatory Does the Queality of OpenCourseWare Live up to
Publication Title (or part of it): its Promise?, 2015

opencourseware observatory

Submit Cancel

Next Cancel

Fig. 2. Looking up Publications to Cite

5.2 Look-Up Author and Statistics

For researchers and publishers, it is important to find publications, authors,
journals or conferences related to their research area. However, most of the time
it is difficult to find this information in the enormous amount of data on the
Web [13]. When users run multiple queries over the most popular data sources for
their research fields, the results will not be connected with each other. Thus, our
motivation is to develop a plugin that not only retrieves and visualizes data from
the OA dataset, but also finds and displays related objects that may be of interest
to the user, obtained from interlinking with information from various other online
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resources, such as DBLP. Furthermore, we explore possibilities for presenting
related data in a useful manner (e.g., using statistical analysis); cf. [13]. This
plugin provides the following features:

— Perform a search based on author name

— Retrieve and visualize the author’s information obtained from OA dataset

— Find further information by following links from a search result to other
datasets, e.g., DBLP

— Display statistics for a certain type of information, e.g., an author’s number
of publications per year, or co-author relationships.

We implemented a modal search dialog, which enables users to run keyword
searches (Fig.3A). By forming the query with a part of an author name and
selecting the desired person (Fig.3B), our plugin yields the following results
(Fig. 3C):

— list of publications and year of publication for each author
— list of co-authors
— statistical graphs based on the above results

Moreover, we utilize links to external datasets such as DBLP, SWDF, and
enrich our result with information from those datasets (Fig. 3D).?

6 Evaluation

6.1 Evaluation of Interlinking Tools

To find the common and individual links created by selected interlinking tools, we
wrote a script [1, Appendix C], which compares the contents of results obtained
by two tools and returns the number of common links and also the number of
links found by one tool but not by the other. In an experiment with considering
publications of OA data and publications of DBLP data LIMES was able to
match 432 entities, i.e. more than Silk. The number of common records discov-
ered by both Silk and LIMES is 358. 74 links were found by LIMES but not by
Silk, and 3 links were found by Silk but not by LIMES.

In addition to the number of discovered links, reliability of the obtained
links is also important. Thus, to evaluate the quality and reliability of the links
obtained via each tool, we created a reference linkset (gold standard) consisting
of 100 publication resource selected from OA and by manual research found 38
links to SWDF. We then ran Silk and LIMES to find only links from these 100
selected OA resources to SWDF and then compared their output to the gold
standard. We computed precision, recall and F-measure to check completeness
and correctness of the links found; Table 3 shows the results. Precision is the ratio

 Note that the encoding problem (‘Séren Auer’ in OA instead of ‘Séren Auer’ in
DBLP) stems from the OA data.
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Fig. 3. Author lookup feature’s process

of the number of relevant items to the number of retrieved items, i.e.: Precision
true positive

= — ——. In our case, this means
true positive + false positive

(Number of created links — Number of incorrect links)

Precision = and indi-

) Number of created links )
cates the correctness of links discovered. Recall is the ratio of the number of

retrieved relevant items to the number of relevant items, i.e.:
true positive
Recall =

— —. In our case, this means
true positive + false negative

Recall (Number of created links — Number of incorrect links)
ecall =

(Number of correct links + Number of missing links)
cates the completeness of links discovered. F-measure is a combined measure

of accuracy defined as the harmonic mean of precision and recall, i.e. F1 =
2 % precision * recall

and indi-

precision + recall
The evaluation revealed 9 missing links and one incorrectly discovered link in

Silk and 1 missing in LIMES. This corresponded to a Precision of 1, a Recall of
0.97 and an F-measure of 0.98 for LIMES and a Precision of 0.96, a Recall of 0.76
and an F-measure of 0.84 for Silk. The main advantage for LIMES within this
small evaluation is the execution time. However we consider the best practices so
far which showed that LIMES outperforms Silk dealing with big data. Therefore,
due to the fact that we got more relevant, reliable and accurate results from
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Table 3. Evaluation of interlinking tools result against a gold standard

Tool Number of | Number of | Number of Precision | Recall | F-measure
created links | missing links | incorrect
discovered links

LIMES | 37 1 0 1 0.97 10.98
Silk 29 9 1 0.96 0.76 10.85

LIMES compared to Silk, we chose LIMES for further interlinking OpenAIRE
with other datasets.

6.2 Evaluation of Interlinking Results

We configured LIMES to generate owl:sameAs links between resources with a
similarity of above 95%. However, the question is to what extent resources linked
in this way are actually the same. Given the size of the linkset, manually assess-
ing and analyzing each link would have been too time-consuming. We therefore
picked a number of sample links from each linkset based on its size, aiming at
feasibility of a manual inspection (150 samples of publication links, 200 samples
of person links and 25 samples of organization links). We then manually veri-
fied the correctness of each link and computed precision as ‘number of correct
links’/‘number of sample links’. In the absence of a gold standard, we did not
compute recall.

Table 4. Number of inter-links and precision values obtained between OA and DBLP,
SWDF, ACM and DBpedia for publications, persons and organizations.

Links between | Target | Target Generated | Sample of Verified | Precision
dataset |instances |links generated links | links

Publication DBLP 164890 2276 150 147 0.98
Publication SWDF | 5009 432 150 150 1.0
Publication ACM 10378 1082 150 136 0.9
Person SWDF 11184 2000 200 180 0.9
Person DBLP 932000 6852 200 111 0.55
Person DBpedia | 23373 1088 200 80 0.40
Organization |SWDF |3212 866 30 30 1.0
Organization | DBpedia | 3472 38 30 30 1.0

The number of links obtained between OA and DBLP, SWDF, ACM and
DBpedia for publications, persons and organizations is displayed in Table 4 along
with the precision for each linkset. We obtained high precision in Publication
and Organization interlinking, but not in Person interlinking. This is because
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initially we carried out Person interlinking by just comparing the names, which
was not sufficient, as different persons may have the same name. In future work,
we should improve the linking rule for persons taking into account not only their
names but also the titles of their publications.

6.3 Usability and Usefulness of Services

We used a custom survey to measure the usability and usefulness of the imple-
mented services discussed in subsection 5.1 (for full details see [1]). 8 partici-
pants were first introduced to the idea and the services. We asked them to use
the services and figure out the answer of 10 pre-defined questions. Finally, two
questionnaires, one for usability and the other for usefulness (10 questions each)
were handed out to be filled by them. The questionnaires were designed using
System Usability Scale'?. The results show that most of the participants agreed
that our applications are very useful in terms of supporting authors and publish-
ers as well as easy to use an easy to learn. Two of them indicated they needed
to learn a bit in the beginning on how the system works. Half of the partici-
pants were confident using system and they found it easy to explore. They also
mentioned, they would recommend it to experts and use it frequently. Overall,
usability of the services is scored as 76.56%.

Satisfaction of the users on usefulness was much higher. Author look up and
citation services are selected as a highly useful feature to assist researchers. Three
participants were experts of SPARQL queries, however the rest asked for a bit
more use-friendly interface both for querying and result representation. 5 of the
participants scored the system as easy to use.

7 Conclusion and Future Work

We have presented an approach for interlinking the OpenAIRE research meta-
data with related Linked Open Datasets, and tools that exploit these new con-
nections to the benefit of end users. After identifying appropriate elements for
interlinking, selecting candidate datasets and comparing interlinking tools, we
applied the LIMES tool to interlink OpenAIRE concepts to four datasets pro-
viding related information (DBLP, DBpedia, ACM, SWDF) and evaluated the
precision of the results. We achieved high precision for publications and organiza-
tions, whereas the interlinking of persons requires further improvement. Aiming
at enhancing the reusability of the interlinked OpenAIRE LOD, we implemented
two plugins to assist researchers: a citation lookup service and a tool that looks
up statistics about authors. Our usability evaluation suggests that these plugins
are easy to use, consistent, adequate for frequent use, and well integrated.
Interlinking OA dataset with other relevant datasets is an ongoing task for the
OA LOD team. Deployment of OA interlinking with already examined datasets
in the infrastructure of OA is a future work. Based on the current observations,

10 https://wikipedia.org/wiki/System_Usability_Scale.
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we also plan to enhance the interlinking results between OA and other candidate
datasets related to other fields such as biology and astronomy and provide a
more advanced evaluation. We plan to adopt the implemented services into the
infrastructure of the OA and have them publicly available with a better design.
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