
Jaap Kamps · Giannis Tsakonas
Yannis Manolopoulos · Lazaros Iliadis
Ioannis Karydis (Eds.)

 123

LN
CS

 1
04

50

21st International Conference on Theory and Practice 
of Digital Libraries, TPDL 2017
Thessaloniki, Greece, September 18–21, 2017 
Proceedings

Research and 
Advanced Technology 
for Digital Libraries



Lecture Notes in Computer Science 10450

Commenced Publication in 1973
Founding and Former Series Editors:
Gerhard Goos, Juris Hartmanis, and Jan van Leeuwen

Editorial Board

David Hutchison
Lancaster University, Lancaster, UK

Takeo Kanade
Carnegie Mellon University, Pittsburgh, PA, USA

Josef Kittler
University of Surrey, Guildford, UK

Jon M. Kleinberg
Cornell University, Ithaca, NY, USA

Friedemann Mattern
ETH Zurich, Zurich, Switzerland

John C. Mitchell
Stanford University, Stanford, CA, USA

Moni Naor
Weizmann Institute of Science, Rehovot, Israel

C. Pandu Rangan
Indian Institute of Technology, Madras, India

Bernhard Steffen
TU Dortmund University, Dortmund, Germany

Demetri Terzopoulos
University of California, Los Angeles, CA, USA

Doug Tygar
University of California, Berkeley, CA, USA

Gerhard Weikum
Max Planck Institute for Informatics, Saarbrücken, Germany



More information about this series at http://www.springer.com/series/7409

http://www.springer.com/series/7409


Jaap Kamps • Giannis Tsakonas
Yannis Manolopoulos • Lazaros Iliadis
Ioannis Karydis (Eds.)

Research and
Advanced Technology
for Digital Libraries
21st International Conference on Theory and Practice
of Digital Libraries, TPDL 2017
Thessaloniki, Greece, September 18–21, 2017
Proceedings

123



Editors
Jaap Kamps
Faculteit der Geesteswetenschappen
Universiteit van Amsterdam
Amsterdam
The Netherlands

Giannis Tsakonas
Library & Information Center
University of Patras
Patras
Greece

Yannis Manolopoulos
Aristotle University of Thessaloniki
Thessaloniki
Greece

Lazaros Iliadis
Civil Engineering
University of Thrace
Kimmeria
Greece

Ioannis Karydis
Informatics
Ionian University
Kerkyra
Greece

ISSN 0302-9743 ISSN 1611-3349 (electronic)
Lecture Notes in Computer Science
ISBN 978-3-319-67007-2 ISBN 978-3-319-67008-9 (eBook)
DOI 10.1007/978-3-319-67008-9

Library of Congress Control Number: 2017952390

LNCS Sublibrary: SL3 – Information Systems and Applications, incl. Internet/Web, and HCI

© Springer International Publishing AG 2017
This work is subject to copyright. All rights are reserved by the Publisher, whether the whole or part of the
material is concerned, specifically the rights of translation, reprinting, reuse of illustrations, recitation,
broadcasting, reproduction on microfilms or in any other physical way, and transmission or information
storage and retrieval, electronic adaptation, computer software, or by similar or dissimilar methodology now
known or hereafter developed.
The use of general descriptive names, registered names, trademarks, service marks, etc. in this publication
does not imply, even in the absence of a specific statement, that such names are exempt from the relevant
protective laws and regulations and therefore free for general use.
The publisher, the authors and the editors are safe to assume that the advice and information in this book are
believed to be true and accurate at the date of publication. Neither the publisher nor the authors or the editors
give a warranty, express or implied, with respect to the material contained herein or for any errors or
omissions that may have been made. The publisher remains neutral with regard to jurisdictional claims in
published maps and institutional affiliations.

Printed on acid-free paper

This Springer imprint is published by Springer Nature
The registered company is Springer International Publishing AG
The registered company address is: Gewerbestrasse 11, 6330 Cham, Switzerland

http://orcid.org/0000-0002-8786-9440
http://orcid.org/0000-0002-9470-2729


Preface

This volume of proceedings contains the reviewed papers presented at the 21st Inter-
national Conference on Theory and Practice of Digital Libraries (TPDL), which was
held in Thessaloniki, Greece from September 18 to 21, 2017. The conference was
organized by the Aristotle University of Thessaloniki and the Democritus University of
Thrace. The general theme of the 21st International Conference on Theory and Practice
of Digital Libraries was “Part of the Machine: Turning Complex into Scalable” and its
aim was to create a dialogue that addressed the challenge of creatively transforming
these highly-synthesized environments into solutions that can scale for the benefit of
varied communities.

TPDL 2017 received 85 full-paper submissions, up from 50 at TPDL 2016 and 44 at
TPDL 2015, making the conference in 2017 very competitive and selective, and
requiring the Program Committee to uphold the highest possible academic standards.
We introduced a two-layered structure for oral presentations, long and short oral, in
order to include an adequate number of interesting papers that expand the field of
digital libraries on innovative topics and to strengthen the areas already known. Of the
85 long-paper submissions, only 20 (24%) were accepted for a long oral presentation,
and an additional 19 (22%) long papers were accepted for a shorter oral presentation.
This makes a grand total of 39 (46%) full papers accepted for the proceedings.

Of the 8 short-paper submissions, only 4 (50%) were accepted, and of the 5
poster/demo submissions, only 2 (40%) were accepted. Selected full-paper submissions
were redirected for evaluation as potential short or poster/demo papers, following the
recommendations of the reviewers.

Each submission was reviewed by at least three Program Committee members, and
two Senior Program Committee members, and the two chairs oversaw the reviewing
and often extensive follow-up discussion. Where the discussion was not sufficient to
make a decision, the paper went through an extra review by the Program Committee.
Each paper was discussed individually, based on the reviews, the meta reviews, and the
discussion at a PC meeting, where the final decisions were made.

The conference was honored by three very interesting keynote speeches by Paul
Groth on “Machines are People Too”, Elton Barker on “Back to the Future: Anno-
tating, Collaborating, and Linking in a Digital Ecosystem” and Dimitrios Tzovaras on
“Visualization in the Big Data Era: Data Mining from Networked Information”. All
three covered important areas of the digital library field.

The program of TPDL 2017 also included a doctoral consortium track and four
tutorials on “enriching digital collections using tools for text mining, indexing and
visualization”, “putting historical data in context: how to use DSpace-GLAM”, “in-
novation search”, and “enabling precise identification and citability of dynamic data –
recommendations of the RDA working group on data citation”. Finally, four work-
shops were organized in conjunction with the main conference, namely the
long-established “European Networked Knowledge Organization Systems (NKOS)” in



its 17th year and the newly introduced “(Meta)-data Quality Workshop”, “International
Workshop on Temporal Dynamics in Digital Libraries”, and “Modeling Societal Future
(FUTURITY)”.

We would like to thank all our colleagues for trusting their papers to the conference,
as well as our Program Committee members, both the senior and the regular, for the
precise and thorough work they put into reviewing the submissions. A word of grat-
itude must be addressed to our workshop chairs, Philipp Mayr and Kjetil Nørvåg, our
tutorial chairs, Thomas Risse and Gianmaria Silvello, our panel chair, Cristina Ribeiro,
our posters/demo chairs, Vangelis Banos and Annika Hinze, and our doctoral con-
sortium chairs, Maja Žumer and Heiko Schuldt, for the substantial effort they put into
in running their tracks.

September 2017
Thessaloniki

Jaap Kamps
Giannis Tsakonas

Yannis Manolopoulos
Lazaros Iliadis
Ioannis Karydis
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Back to the Future: Annotating, Collaborating
and Linking in a Digital Ecosystem

Elton Barker

The Open University, UK

Abstract. Classical philology has rarely been a self-enclosed discipline: in order
to interpret Greek and Latin texts, it is necessary to place them in context—
grounding them in the histories of the time and exploring them in and against
those cultural horizons. Using the linking potential of the Web, Pelagios
Commons (http://commons.pelagios.org/) has been pioneering a means of dig-
ital ‘mutual contextualization’, whereby any online document—be it a text, map,
database or image—can be connected to another simply by virtue of having
something in common with it, and then draw on this external content to enrich
its own, or in turn be drawn upon by and enrich another. In Pelagios this linking
is achieved through the method of annotating places. From having originally
been seeded in collaboration with partners who already curated data and had the
technical know-how to align datasets, Pelagios Commons now offers any
researcher, librarian, museum curator, student or member of the public a simple,
intuitive means to encode place information in a document of their choosing.

This presentation will set out and explain this annotation process in the
Web-based, Open Source platform, Recogito (http://recogito.pelagios.org/)
developed by the Pelagios team. It will go through the steps that the researcher
would take in order to geoannotate their material—first identifying the place
entity in their document, then resolving that information to a central authority
file: i.e. a gazetteer of placenames (e.g. http://pleiades.stoa.org/). It also con-
siders the potential uses of this kind of semantic annotation, outlining the
mapping of places in texts, the repurposing of the data in other systems (such as
GIS), and the linking to other related resources. Throughout, however, it will be
concerned to identify challenges and persistent issues that are not only related to
the technical development and use; using Recogito puts a primary demand on
defining and conceptualising place. Thus, contrary to much current thinking, this
presentation hopes to show how digital tools can enhance the close reading of
texts and facilitate a more nuanced understanding of the status and role of places
in our historical sources.

Elton Barker is Reader in Classical Studies, having joined The Open University as a
Lecturer in July 2009. Before then, he had been a Tutor and Lecturer at Christ Church,
Oxford (2004-09), and also lectured at Bristol, Nottingham and Reading. He has been a
Junior Research Fellowship at Wolfson College, Cambridge (2002-04) and a Visiting
Fellow at Venice International University (2003-04). From 2012-2013 he had a
Research Fellowship for Experienced Researchers awarded by the Alexander von
Humboldt Foundation for research at the Freie Universität Berlin and the University of
Leipzig. He has been awarded a Graduate Teaching Award from Pembroke College

http://commons.pelagios.org/
http://recogito.pelagios.org/
http://pleiades.stoa.org/


(Cambridge) and twice won awards from the University of Oxford for an Outstanding
Contribution to Teaching.

His research interests cross generic and disciplinary boundaries. Since 2008, he has
been leading and co-running a series of collaborative projects, which are using digital
resources to rethink spatial understanding of the ancient world. The Hestia project
investigates the underlying ways in which Herodotus constructs space in book 5 of his
Histories. Meanwhile, the Pelagios project has been establishing the Web infrastructure
by which data produced and curated by different content providers – from academic
projects like the Perseus Classical Library to cultural heritage institutions like the
British Museum – can be linked through their common references to places.
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Machines are People Too

Paul Groth

Elsevier Labs, Elsevier Inc., USA

Abstract. The theory and practice of digital libraries provides a long history of
thought around how to manage knowledge ranging from collection develop-
ment, to cataloging and resource description. These tools were all designed to
make knowledge findable and accessible to people. Even technical progress in
information retrieval and question answering are all targeted to helping answer a
human’s information need.

However, increasingly demand is for data. Data that is needed not for peo-
ple’s consumption but to drive machines. As an example of this demand, there
has been explosive growth in job openings for Data Engineers – professionals
who prepare data for machine consumption. In this talk, I overview the infor-
mation needs of machine intelligence and ask the question: Are our knowledge
management techniques applicable for serving this new consumer?

Paul Groth is Disruptive Technology Director at Elsevier Labs. He holds a Ph.D. in
Computer Science from the University of Southampton (2007) and has done research at
the University of Southern California and the Vrije Universiteit Amsterdam. His
research focuses on dealing with large amounts of diverse contextualized knowledge
with a particular focus on the web and science applications. This includes research in
data provenance, data science, data integration and knowledge sharing. He leads
architecture development for the Open PHACTS drug discovery data integration plat-
form. Paul was co-chair of the W3C Provenance Working Group that created a standard
for provenance interchange. He is co-author of “Provenance: An Introduction to PROV”
and “The Semantic Web Primer: 3rd Edition” as well as numerous academic articles. He
blogs at http://thinklinks.wordpress.com. You can find him on twitter: @pgroth.

http://thinklinks.wordpress.com


Visualization in the Big Data Era: Data Mining
from Networked Information

Dimitrios Tzovaras

Information Technologies Institute, Centre for Research and Technology, Greece

Abstract. Network graphs have long formed a widely adapted and acknowl-
edged practice for the representation of inter- and intra-dependent information
streams. Nowadays, they are largely attracting the interest of the research
community mainly due to the vastly growing amount (size & complexity) of
semantically dependent data produced world-wide as a result of the rapid
expansion of data sources.

In this context, the efficient processing of the big amounts of information,
also known as Big Data forms a major challenge for both the research com-
munity and a wide variety of industrial sectors, involving security, health and
financial applications.

In order to address these needs the current presentation describes a propri-
etary platform built upon state-of-the-art algorithms that are combined to
implement a top-down approach for the facilitation of Data & Graph Mining
processes, like behavioral clustering, interactive visualizations, etc.

The applicability of this platform has been validated on a series of distinct
real-world use cases that involve large amounts of intra-exchanged information
and can be thus help as characteristic examples of modern Big Data problems. In
particular, they refer to (i) DoS attacks in a real-world mobile networks and
(ii) early event detection in social media communities, (iii) traffic management
and (iv) DNA sequences analysis.

In all these cases, the large volumes of data are addressed via a Data Min-
imization approach that starts with an aggregated overview of network at its
whole, and gradually the focus is put on smaller data subsets (i.e. approach upon
successive levels of abstraction). In parallel, insights on the network’s opera-
tions are allowed through the detection of behavioral patterns. Similarly, a
dynamic hypothesis formulator and the corresponding backend solver can
subsequently be exploited through graph traversing and pattern mining. This
way, an analyst is provided with the appropriate equipment to set and verify
concrete hypotheses through simulation and extract useful conclusions.

Dr. Dimitrios Tzovaras is a Senior Researcher Grade A’ (Professor) and Director at
CERTH/ITI (the Information Technologies Institute of the Centre for Research and
Technology Hellas). He received the Diploma in Electrical Engineering and the Ph.D.
in 2D and 3D Image Compression from the Aristotle University of Thessaloniki,
Greece in 1992 and 1997, respectively. Prior to his current position, he was a Senior
Researcher on the Information Processing Laboratory at the Electrical and Computer
Engineering Department of the Aristotle University of Thessaloniki. His main research
interests include network and visual analytics for network security, computer security,



data fusion, biometric security, virtual reality, machine learning and artificial intelli-
gence. He is author or co-author of over 110 articles in refereed journals and over
300 papers in international conferences.

Since 2004, he has been Associate Editor in the following International journals:
Journal of Applied Signal Processing (JASP) and Journal on Advances in Multimedia
of EURASIP. Additionally, he is Associate Editor in the IEEE Signal Processing
Letters journal (since 2009) and Senior Associate Editor in the IEEE Signal Processing
Letters journal (since 2012), while since mid-2012 he has been also Associate Editor in
the IEEE Transactions on Image Processing journal. Over the same period, Dr. Tzo-
varas acted as ad hoc reviewer for a large number of International Journals and
Magazines such as IEEE, ACM, Elsevier and EURASIP, as well as International
Scientific Conferences (ICIP, EUSIPCO, CVPR, etc.).

Since 1992, Dr. Tzovaras has been involved in more than 100 European projects,
funded by the EC and the Greek Ministry of Research and Technology. Within these
research projects, he has acted as the Scientific Responsible of the research group of
CERTH/ITI, but also as the Coordinator and/or the Technical/Scientific Manager of
many of them (coordinator of technical manager in 21 projects – 10 H2020, 1 FP7 ICT
IP, 7 FP7 ICT STREP, 3 FP6 IST STREP and 1 Nationally funded project).
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Abstract. OpenAIRE, the Open Access Infrastructure for Research in
Europe, aggregates metadata about research (projects, publications, peo-
ple, organizations, etc.) into a central Information Space. OpenAIRE
aims at increasing interoperability and reusability of this data collection
by exposing it as Linked Open Data (LOD). By following the LOD prin-
ciples, it is now possible to further increase interoperability and reusabil-
ity by connecting the OpenAIRE LOD to other datasets about projects,
publications, people and organizations. Doing so required us to identify
link discovery tools that perform well, as well as candidate datasets that
provide comprehensive scholarly communication metadata, and then to
specify linking rules. We demonstrate the added value that interlink-
ing provides for end users by implementing visual frontends for looking
up publications to cite, and publication statistics, and evaluating their
usability on top of interlinked vs. non-interlinked data.

Keywords: Interlinking · Linked open data · Research metadata ·
Scholarly communication · Semantic publishing

1 Introduction

Linked Open Data (LOD) is a popular approach for maximizing both legal and
technical reusability of data, and enabling its connection with further datasets [2].
However, without further work, LOD datasets do not yet provide added value to
end users, as they are only accessible for service and application developers famil-
iar with Semantic Web technology and the datasets’ vocabularies.

OpenAIRE (OA), the Open Access Infrastructure for Research in Europe [9],
aggregates metadata about research (projects, publications, people, organiza-
tions, etc.) into a central Information Space. It so far covers more than 13 M pub-
lications, 12 M authors and scientific datasets. OA metadata has been exposed as
LOD [14], aiming at maximizing its reusability and technical interoperability by:

– providing an infrastructure for data access, retrieval and citation (e.g., a
SPARQL endpoint or a LOD API),

– interlinking with popular LOD datasets and services (DBLP, ACM, CiteSeer,
DBpedia, etc.),

c© Springer International Publishing AG 2017
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– enriching the OpenAIRE Information Space with further information from
other LOD datasets.

This work focuses on enriching the OpenAIRE LOD by interlinking, and
utilizing this interlinked data to provide added value to users in situations where
they need scholarly communication metadata, e.g., when they are looking for a
publication to cite, or for all publications of a given author.

2 Related Work

Rajabi has studied the exploitation of educational metadata using interlinking
methods [8]. His work objectives closely related to ours; however its application
domain is eLearning services and therefore he discusses the benefits of interlink-
ing educational (meta)data in practice. Rajabi et al. provide a comparison of
interlinking tools as well as interlinking rules [7] and a method for identifica-
tion of duplicate links [6]. Hallo et al. follow the same objective as we do, i.e.,
publishing Open Access metadata as LOD [3]. Their work focuses on providing
better search services on top of open journal datasets, but their data could be
used as a candidate dataset for our interlinking. Recent work by Purohit et al.
addresses the problem of scholarly resource discovery [5]. They also reviewed
tools providing such services and present a framework for Resource Discovery
for Extreme Scale Collaboration (RDESC)1 which has common objectives with
OA. However, they have not yet initiated interlinking of research metadata and
the provision of a comprehensive knowledge graph.

3 Background: OpenAIRE LOD Services

The main motivation for exposing OA as LOD is to provide wider data access, and
easier and broader metadata retrieval by enabling interlinking with relevant and
popular LOD datasets [14]. Metadata about different types of entities – research
results (publications and datasets), persons, projects and organizations – that the
OA infrastructure aggregates is being exposed as LOD. OA LOD uses terms from
existing vocabularies and, where necessary, defines new terms. Existing ontolo-
gies reused include SKOS, CERIF, DCMI Terms, FOAF [14,15]. Two prefix-
es/namespaces are OA specific: oav: http://lod.openaire.eu/vocab/ for the OA
vocabulary, and oad: http://lod.openaire.eu/data/ for OA instance data.

The data has been exposed in three ways: (1) small fragments of RDF, acces-
sible by dereferencing the URI that identifies a particular entity, (2) a download-
able all-in-one dump2, and (3) a SPARQL endpoint, i.e. a standardized query
interface accessible over the Web3.

It is envisaged to extend the OA LOD by enriching and interlinking it with
the following types of data:
1 https://tw.rpi.edu/web/project/RDESC.
2 http://tinyurl.com/OALOD.
3 http://lod.openaire.eu/sparql.

http://lod.openaire.eu/vocab/
http://lod.openaire.eu/data/
https://tw.rpi.edu/web/project/RDESC
http://tinyurl.com/OALOD
http://lod.openaire.eu/sparql
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– data that has not (yet) been collected by OA’s existing mechanisms, e.g.,
certain types of persistent identifiers of publications or people (e.g., ORCID),

– data that is expensive to collect and/or not included in the OA data model,
e.g., data about scientific events, and

– data that is related to open research but out of the scope of the OA infrastruc-
ture itself and therefore not targeted to be ever collected, e.g., biographies of
persons, or geodata about the locations of organizations.

The primary objectives are (1) providing added value to users, by enabling
those who develop user-oriented applications and services to access a richer col-
lection of relevant data than just OA’s own, and (2) facilitating internal data
management, e.g., by aiding the resolution of duplicates resulting from meta-
data being harvested from different repositories by linking to external reference
points.

4 Interlinking

Interlinking the OA LOD with other LOD datasets required us to do the follow-
ing preparatory work: (1) analyzing the OA metadata schema to find appropriate
entity types and properties on which to interlink, (2) identifying candidate tar-
get datasets, and, (3) among existing link discovery tools, finding the one most
appropriate for our purpose, before we could finally implement interlinking rules
(Fig. 1).

Fig. 1. Interlinking process

4.1 Identifying Properties Suitable for Interlinking

Not all properties of an OA entity are suitable for the purpose of interlinking
to other entities, as Rajabi et al. have investigated in the related domain of
metadata about educational resources [7]. Following their method, we analyzed
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all OpenAIRE entities and their properties to discover linkable elements. We
filtered out properties that potentially cannot be linked due to their specific
values, for example Booleans (Yes/No), format values (PDF, JPEG), or language
codes (en, de), and properties whose meaning is local to some source repository
according to its policy, for example local identifiers or version numbers. This
left us with properties such as ‘publication title’ and ‘author name’, ‘published
year’, ‘description’, ‘subject’, etc., which have string or integer values. Where
initial interlinking tests yielded subjectively satisfactory results, we chose the
respective properties for interlinking – i.e. the following:

– Title and Digital Object Identifier of Publication,
– Full name, First name or Last name of Persons, and
– Label or Homepage of Organizations.

4.2 Investigating Existing Interlinking Tools

There exist a number of tools for creating semi-automatic links between datasets
by running some matching techniques. These linking tools identify similarities
between entities and generate links (e.g.owl:sameAs) that connect source and
target entities. Rajabi et al. conducted a study that suggests that data publishers
can trust interlinking tools to interlink their data to other datasets; accordingly,
LIMES and Silk are the most promising frameworks [7]. Simperl et al. have
compared various linking tools by addressing aspects such as required input,
resulting output, considered domain and matching techniques used [11]. This
allowed for a comparison from several perspectives: degree of automation (to
what extent the tool needs human input) and human contribution (the way in
which users are required to do the interlinking.

In summary, these comparisons point out the two well-known open source
interlinking frameworks that we also used: LIMES4 (Link Discovery Framework
for Metric Spaces) and Silk5 (Link Discovery Framework for the Web of Data). In
an evaluation of the two frameworks, the LIMES developers showed that LIMES
considerably outperforms Silk in terms of running time, with a comparable qual-
ity of the output. Moreover, LIMES can be downloaded as a standalone tool for
carrying out link discovery locally and consists of modules that can be extended
easily to accommodate new or improved functionality.

Our comparative evaluation of Silk and LIMES, which finally made us choose
LIMES based on the quality of the output, is presented in Sect. 6.1.

4.3 Identifying Interlinking Target Datasets

To identify appropriate target datasets to be interlinked with OA, we examined
several datasets from the LOD Cloud, in the following steps:

4 http://aksw.org/Projects/LIMES.html.
5 http://silkframework.org/.

http://aksw.org/Projects/LIMES.html
http://silkframework.org/
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1. Identifying publication-related datasets in DataHub: our aim is to find
datasets tagged with the same domain as that of OA or a related one. We
therefore searched the DataHub portal6 for datasets tagged with ‘publication’
or related domains. This search yielded more than 900 datasets.

2. Checking data endpoint availability: we filtered the datasets identified
previously by checking their SPARQL endpoints’ or RDF dumps’ availability.

3. Retrieving datasets specification: of the remaining datasets (still more
than 60), we next retrieved each dataset’s specification (size, metadata
schema, etc.). From an interlinking point of view, we considered data volume,
frequent updates, and matches with the entity types and properties identi-
fied previously (Sect. 4.1) as the most important characteristics of a dataset.
Moreover, we considered available links to other related datasets desirable.

Table 1 lists the ten most relevant datasets according to these criteria.

Table 1. List of candidate Datasets

Datasets Size Endpoint Dump Covered OA entity types

DBpedia 1B Available NT Person, Organization

DBLP 55M – NT Publication, Person

ACM 12M Available RDF/XML Publication, Person

CiteSeer 8M Available RDF/XML Publication, Person

BibBase 200K – RDF/XML Person, Publication, Organization

IEEE 200K Available RDF/XML Publication, Person

OpenCitations 3M Available JSON-LD Person, Publication, Organization

SWDF 242K – RDF/XML Person, Publication, Organization

BNB 109M – NT, RDF/XML Person, Publication

COLINDA 149K Available RDF/XML Publication

GeoNames 93M – RDF/XML Organization

4.4 Identifying String Matching Algorithms

One of the most important factors in discovering links effectively is choosing the
right string matching algorithm. The results of our heuristic experiments shows
that both tools supports string matching according to trigrams, Levenshtein 7,
Jaro, Jaro-Winkler and cosine (all of them normalized); cf. Table 2. It shows
detailed definition of the algorithms. In our initial experiments, Jaro and Leven-
shtein proved most reliable for identifying equivalent names and titles. Thus, we
chose Levenshtein for long string values, i.e., publication titles, and Jaro for short
string values, i.e., person names. An example of a metric definition in LIMES is
shown below.
6 https://datahub.io/.
7 https://wikipedia.org/Levenshtein distance.

http://dbpedia.org/sparql
http://acm.rkbexplorer.com/sparql/
http://citeseer.rkbexplorer.com/sparql/
http://ieee.rkbexplorer.com/sparql/
http://opencitations.net/sparql
http://data.colinda.org/endpoint.php
https://datahub.io/
https://wikipedia.org/Levenshtein_distance
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Table 2. String matching algorithms

Metric Description

Trigrams uses the number of matching triples in both strings as s = 2 × m
(a×b)

where m is the number of matching trigrams, a is the number of
trigrams in string 1, and b is the number of trigrams in string 2 [10]

Levenshtein is based on the minimum number of insertion, deletion or
replacement operations required to transform string 1 into string 2

Jaro is a measure of characters in common, being no more than half the
length of the longer string in distance, with consideration for
transpositions; it is best suited for short strings such as person names
[12]

Jaro-Winkler is an optimized version of Jaro designed and best suited for short
strings such as person names

Cosine is the cosine of the angle between string vectors; for equal strings the
angle between them will be 0 and the cosine will be 1 [10]

<METRIC>

AND(Jaro(x.foaf:name, y.foaf:name)|0.8, Levenshtein(

x.dcterms:creator/cerif:name, ^y.dblp:hasAuthor/dblp:title)|0.8)

</METRIC>

5 Use Cases

The main objective of OA LOD is to achieve maximum re-usability of OA data
for developers of third-party applications and services [14]. Such applications
and services may include statistical analyses beyond those in the scope of OA
itself, efforts aggregating OpenAIRE and other data such as research data, or
tools that support scientific writing and communication, e.g. online collaborative
editors. To this end, we aimed to exploit the interlinked metadata of OA LOD in
plugins for online collaborative editors to provide recommendations for authors
of scientific papers. In the remainder of this section, two example scenarios are
discussed in more detail to demonstrate our approach.

5.1 Look-Up Publications to Cite

The process of generating citations is too time consuming using state-of-the-art
editors such as Fidus Writer8. Citations are created manually either by enter-
ing metadata such as author names, publication titles, etc., or copied from an
existing BibTeX snippet. An application plugin to simplify the frustrating citing
process can support researchers by instantly generating all required and possible
citations.

8 https://www.fiduswriter.org.

https://www.fiduswriter.org
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We implemented this plugin as a modal dialog window (jQuery/UI) [4]. Con-
sider the following example scenario: Suppose a researcher wants to cite a pub-
lication. He cannot remember the full information of that publication but just its
partial title, which contains: ‘opencourseware observatory’. Our implemen-
tation supports this in the following steps: (1) the user can select the desired type
of research output (Publication or Dataset) from a drop-down menu (Fig. 2A),
(2) the user can perform a search based on different attributes, e.g., publication
title, author name or publication year (Fig. 2B), (3) the user specifies the selec-
tion of the corresponding text, i.e., here, ‘opencourseware observatory’, in the
search field (Fig. 2C). (4) From the results suggested, the user selects the desired
one to insert into the text (Fig. 2D).

Fig. 2. Looking up Publications to Cite

5.2 Look-Up Author and Statistics

For researchers and publishers, it is important to find publications, authors,
journals or conferences related to their research area. However, most of the time
it is difficult to find this information in the enormous amount of data on the
Web [13]. When users run multiple queries over the most popular data sources for
their research fields, the results will not be connected with each other. Thus, our
motivation is to develop a plugin that not only retrieves and visualizes data from
the OA dataset, but also finds and displays related objects that may be of interest
to the user, obtained from interlinking with information from various other online
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resources, such as DBLP. Furthermore, we explore possibilities for presenting
related data in a useful manner (e.g., using statistical analysis); cf. [13]. This
plugin provides the following features:

– Perform a search based on author name
– Retrieve and visualize the author’s information obtained from OA dataset
– Find further information by following links from a search result to other

datasets, e.g., DBLP
– Display statistics for a certain type of information, e.g., an author’s number

of publications per year, or co-author relationships.

We implemented a modal search dialog, which enables users to run keyword
searches (Fig. 3A). By forming the query with a part of an author name and
selecting the desired person (Fig. 3B), our plugin yields the following results
(Fig. 3C):

– list of publications and year of publication for each author
– list of co-authors
– statistical graphs based on the above results

Moreover, we utilize links to external datasets such as DBLP, SWDF, and
enrich our result with information from those datasets (Fig. 3D).9

6 Evaluation

6.1 Evaluation of Interlinking Tools

To find the common and individual links created by selected interlinking tools, we
wrote a script [1, Appendix C], which compares the contents of results obtained
by two tools and returns the number of common links and also the number of
links found by one tool but not by the other. In an experiment with considering
publications of OA data and publications of DBLP data LIMES was able to
match 432 entities, i.e. more than Silk. The number of common records discov-
ered by both Silk and LIMES is 358. 74 links were found by LIMES but not by
Silk, and 3 links were found by Silk but not by LIMES.

In addition to the number of discovered links, reliability of the obtained
links is also important. Thus, to evaluate the quality and reliability of the links
obtained via each tool, we created a reference linkset (gold standard) consisting
of 100 publication resource selected from OA and by manual research found 38
links to SWDF. We then ran Silk and LIMES to find only links from these 100
selected OA resources to SWDF and then compared their output to the gold
standard. We computed precision, recall and F-measure to check completeness
and correctness of the links found; Table 3 shows the results. Precision is the ratio

9 Note that the encoding problem (‘Sören Auer’ in OA instead of ‘Sören Auer’ in
DBLP) stems from the OA data.
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Fig. 3. Author lookup feature’s process

of the number of relevant items to the number of retrieved items, i.e.: Precision

=
true positive

true positive + false positive
. In our case, this means

Precision =
(Number of created links – Number of incorrect links)

Number of created links
and indi-

cates the correctness of links discovered. Recall is the ratio of the number of
retrieved relevant items to the number of relevant items, i.e.:

Recall =
true positive

true positive + false negative
. In our case, this means

Recall =
(Number of created links – Number of incorrect links)
(Number of correct links + Number of missing links)

and indi-

cates the completeness of links discovered. F-measure is a combined measure
of accuracy defined as the harmonic mean of precision and recall, i.e. F1 =
2 ∗ precision ∗ recall
precision + recall

.

The evaluation revealed 9 missing links and one incorrectly discovered link in
Silk and 1 missing in LIMES. This corresponded to a Precision of 1, a Recall of
0.97 and an F-measure of 0.98 for LIMES and a Precision of 0.96, a Recall of 0.76
and an F-measure of 0.84 for Silk. The main advantage for LIMES within this
small evaluation is the execution time. However we consider the best practices so
far which showed that LIMES outperforms Silk dealing with big data. Therefore,
due to the fact that we got more relevant, reliable and accurate results from
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Table 3. Evaluation of interlinking tools result against a gold standard

Tool Number of
created links

Number of
missing links

Number of
incorrect
discovered links

Precision Recall F-measure

LIMES 37 1 0 1 0.97 0.98

Silk 29 9 1 0.96 0.76 0.85

LIMES compared to Silk, we chose LIMES for further interlinking OpenAIRE
with other datasets.

6.2 Evaluation of Interlinking Results

We configured LIMES to generate owl:sameAs links between resources with a
similarity of above 95%. However, the question is to what extent resources linked
in this way are actually the same. Given the size of the linkset, manually assess-
ing and analyzing each link would have been too time-consuming. We therefore
picked a number of sample links from each linkset based on its size, aiming at
feasibility of a manual inspection (150 samples of publication links, 200 samples
of person links and 25 samples of organization links). We then manually veri-
fied the correctness of each link and computed precision as ‘number of correct
links’/‘number of sample links’. In the absence of a gold standard, we did not
compute recall.

Table 4. Number of inter-links and precision values obtained between OA and DBLP,
SWDF, ACM and DBpedia for publications, persons and organizations.

Links between Target
dataset

Target
instances

Generated
links

Sample of
generated links

Verified
links

Precision

Publication DBLP 164890 2276 150 147 0.98

Publication SWDF 5009 432 150 150 1.0

Publication ACM 10378 1082 150 136 0.9

Person SWDF 11184 2000 200 180 0.9

Person DBLP 932000 6852 200 111 0.55

Person DBpedia 23373 1088 200 80 0.40

Organization SWDF 3212 866 30 30 1.0

Organization DBpedia 3472 38 30 30 1.0

The number of links obtained between OA and DBLP, SWDF, ACM and
DBpedia for publications, persons and organizations is displayed in Table 4 along
with the precision for each linkset. We obtained high precision in Publication
and Organization interlinking, but not in Person interlinking. This is because
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initially we carried out Person interlinking by just comparing the names, which
was not sufficient, as different persons may have the same name. In future work,
we should improve the linking rule for persons taking into account not only their
names but also the titles of their publications.

6.3 Usability and Usefulness of Services

We used a custom survey to measure the usability and usefulness of the imple-
mented services discussed in subsection 5.1 (for full details see [1]). 8 partici-
pants were first introduced to the idea and the services. We asked them to use
the services and figure out the answer of 10 pre-defined questions. Finally, two
questionnaires, one for usability and the other for usefulness (10 questions each)
were handed out to be filled by them. The questionnaires were designed using
System Usability Scale10. The results show that most of the participants agreed
that our applications are very useful in terms of supporting authors and publish-
ers as well as easy to use an easy to learn. Two of them indicated they needed
to learn a bit in the beginning on how the system works. Half of the partici-
pants were confident using system and they found it easy to explore. They also
mentioned, they would recommend it to experts and use it frequently. Overall,
usability of the services is scored as 76.56%.

Satisfaction of the users on usefulness was much higher. Author look up and
citation services are selected as a highly useful feature to assist researchers. Three
participants were experts of SPARQL queries, however the rest asked for a bit
more use-friendly interface both for querying and result representation. 5 of the
participants scored the system as easy to use.

7 Conclusion and Future Work

We have presented an approach for interlinking the OpenAIRE research meta-
data with related Linked Open Datasets, and tools that exploit these new con-
nections to the benefit of end users. After identifying appropriate elements for
interlinking, selecting candidate datasets and comparing interlinking tools, we
applied the LIMES tool to interlink OpenAIRE concepts to four datasets pro-
viding related information (DBLP, DBpedia, ACM, SWDF) and evaluated the
precision of the results. We achieved high precision for publications and organiza-
tions, whereas the interlinking of persons requires further improvement. Aiming
at enhancing the reusability of the interlinked OpenAIRE LOD, we implemented
two plugins to assist researchers: a citation lookup service and a tool that looks
up statistics about authors. Our usability evaluation suggests that these plugins
are easy to use, consistent, adequate for frequent use, and well integrated.

Interlinking OA dataset with other relevant datasets is an ongoing task for the
OA LOD team. Deployment of OA interlinking with already examined datasets
in the infrastructure of OA is a future work. Based on the current observations,

10 https://wikipedia.org/wiki/System Usability Scale.

https://wikipedia.org/wiki/System_Usability_Scale
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we also plan to enhance the interlinking results between OA and other candidate
datasets related to other fields such as biology and astronomy and provide a
more advanced evaluation. We plan to adopt the implemented services into the
infrastructure of the OA and have them publicly available with a better design.
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Abstract. In the environment of the World Wide Web large volumes of library
data have been published following different conceptual models. The navigation
through these volumes and the data interlinking require the development of
mappings between the conceptual models. Library conceptual models provide
constructs for the representation of bibliographic families and the relationships
between Works. A key requirement for successful mappings between different
conceptual models is to preserve such content relationships. This paper studies a
set of cases (Work with single Expression, Work with multiple Expressions,
translation, adaptation) to examine if and how bibliographic content relation-
ships and families could be preserved in mappings from FRBR to BIBFRAME
2.0. Even though, relationships between Works of the same bibliographic family
may be preserved, the progenitor Work is not always represented in BIB-
FRAME after mappings.

Keywords: BIBFRAME � Bibliographic families � Content relationships �
FRBR � Interoperability � Linked data � Representation patterns

1 Introduction

Linked data technologies enable the integration of bibliographic data into the web and
allow the web users to navigate through the bibliographic universe. Library linked data
initiatives have already been launched in various countries all over the world. Each
initiative was developed within the framework of different projects aiming to address
different needs. Therefore, entities of the bibliographic universe are perceived, defined
and described in different manners. Definitions of these entities may be found either in
bibliographic conceptual models (e.g. FRBR, BIBFRAME, etc.) or in the local sche-
mata used by the projects (e.g. Linked Open BNB/British Library, data.deichman.
no/Oslo Public Library).

Navigating through the bibliographic universe is often an intricate process due to
the relationships, explicitly or implicitly defined, that interlink bibliographic entities.
Content relationships may explicitly or implicitly exist between bibliographic entities
generating bibliographic families. The term bibliographic family has been coined by
Professor Smiraglia to describe ‘a set of related bibliographic works that are somehow
derived from a common progenitor’ [1]. Works or Expressions within the same
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bibliographic family may share the same intellectual content and be related to the
progenitor through different types of relationships. The identification of bibliographic
families and the clustering of all related entities are extremely important and one of the
main functions that library catalogs need to deliver [2–4].

Library data conceptual models include constructs that enable the description of
such content relationships. A key requirement for successful mappings between dif-
ferent conceptual models is to preserve content relationships and hence to approach the
model’s compatibility degree to the bibliographic families, after the mapping and the
data transformation [5–8]. Preservation of bibliographic families, based on the Smi-
raglia definition [1, 4], means the preservation of information that two or more Works
originate from a common progenitor. This study investigates whether and how content
relationships could be preserved when transforming data from FRBR to BIBFRAME
2.0 (hereafter referred as BIBFRAME), as well as their bibliographic families. We
focus on these two data models because FRBR is a major milestone in the evolution of
bibliographic data conceptualization; BIBFRAME is being developed by the Library of
Congress and is expected to supersede the MARC21 standard.

Due to the models’ different conceptualizations, mappings should be refined by
revealing content relationships and bibliographic families. A content relationship and a
bibliographic family within the semantics of a library data conceptual model are
instantiated following representation patterns. Therefore, in order to evaluate whether
content relationships and bibliographic families are preserved after their transformation
from a source to a target model, their representation patterns in the source and the
target models have to be defined. Then, the target representation pattern should be
compared with the representation pattern resulted from the transformation mappings.
Representation patterns have been studied by other scholars in terms of identifying
good practices for the representation of specific bibliographic cases using a model’s
semantics [9, 10]. It should be clarified that a representation pattern does not express
uniquely a bibliographic description case, because there exist alternatives of expressing
the same semantics using the terms of a model.

In the next section some definitions are given and the background of our research.
In Sect. 3, mappings for selected content relationships and bibliographic families using
their representation patterns are presented. Conversions from FRBR to BIBFRAME
are studied following the proposed methodology. Key findings are presented in the
discussion and conclusions section. It must be noted that for clarity reasons the names
of models’ classes/entities and properties are written in the text in italics.

2 Background

In the environment of the different conceptual models for the library data and the
volumes of data that have been published to the World Wide Web, the development of
automated mechanisms for their transformations and interlinking requires the devel-
opment of mappings between the conceptual models. Mappings is one way of tackling
interoperability problems and enable either the transformation of instances of a source
model to instances of a target model or the integration of data that are expressed by the
terms of different models.
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Successful mappings preserve the semantics of the source model into the target
model. Bibliographic relationships are important for navigation in the bibliographic
universe and both FRBR and BIBFRAME models include constructs to describe
bibliographic entities and the relationships between them. Bibliographic relationships
between works have been studied by Tillett in [11]. Tillett created a taxonomy of
bibliographic relationships and identified seven types of them: equivalent, derivative,
descriptive, whole-part, accompanying, sequential and shared characteristic ones [11].
The equivalent, derivative and descriptive relationships have been characterized by
Tillett [12] as “close content relationships that can be viewed as a continuum starting
from an original work”. The derivative bibliographic relationship is “broad ranging”
[13]. Therefore, Smiraglia [14] focused on derivation and identified eight types of
derivative bibliographic relationships. He also coined the term bibliographic family to
express Works that somehow derive from a common original Work, also known as the
progenitor. Smiraglia also found that older and/or popularWorks tend to have large and
complex families [1, 14]. Such families formulate information networks consisting of
nodes, which are instances of bibliographic entities, and arcs, that interconnect the
instances and denote their relationships. Therefore, Smiraglia has extended the concept
of bibliographic families using the new term instantiation network [7].

The preservation of content relationships and bibliographic families in the mapping
and data transformation process between two library data conceptual models is not a
straightforward issue due to semantic and structural heterogeneities between the models
[15]. Therefore, representation patterns for both FRBR and BIBFRAME need to be
identified so as the semantics of the content relationships and bibliographic families in
the terms of each conceptual model is described. We use the term representation
pattern for the representation of each relationship/bibliographic family in each con-
ceptual model. We define the concept of representation pattern for a bibliographic
family F a graph Gfm(Cfm, Pfm), where Cfm is a subset of the set C of the classes of a
conceptual model M and Pfm a subset of the set P of the properties of a conceptual
model M, such that for every triple (Cfmd, Pfmi, Cfmr) in Gfm, Cfmd is the domain class
and Cfmr is the range class of the property Pfmi.

The methodology followed in this paper for developing mappings between library
data conceptual models is presented below:

1. Description of the bibliographic relationships and family (e.g. translation)
2. Definition of their representation pattern(s) in each model.
3. Mapping between Source representation pattern and Target representation pattern.

Due to the semantic and structural heterogeneities of FRBR and BIBFRAME, it is
important in particular cases to define the conditions that enable proper mapping,
e.g. the existence of a specific attribute of a class or a specific value to an attribute.

The mappings are tested using a real example, the Homer’s ‘Odyssey’ biblio-
graphic family and some of its members, for the cases where FRBR is the source model
and BIBFRAME is the target model.
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3 Mapping Content Relationships and Bibliographic Families

The paper gradually leads the examination process from simple to more complex
bibliographic families. The cases studied are Works with a single Expression, Works
with multiple Expressions, and derivations, namely translations and adaptations. When
representation patterns are depicted, the nodes symbolize the corresponding classes,
while the edges illustrate the properties between the classes of each model. Each node
is divided in two smaller boxes: the upper one denotes the class, while the lower one
provides its instance. For readability reasons the lower box denoting a class’ instance
includes a small description and neither the instance’s full title and/or related details,
nor its complete URI.

3.1 Work with a Single Expression

The simplest and the most frequent bibliographic case [16] is a Work with a single
Expression and a single Manifestation, e.g. a monograph (book) in a language.
In FRBR the Work entity is an abstract entity that delimits a distinct intellectual
creation, as initially intended by its author(s). The Work is realised through an
Expression, a realization of the Work in a specific form and set of signs. It must be
noted that due to the abstract nature of the Work entity, a Work is mainly recognized
through its various Expressions. These Expressions are embodied in Manifestation
entity instances. An exemplar of all identical copies exemplifying a Manifestation, is
represented by the Item entity. The representation pattern of this bibliographic
description case in the terms of the FRBR model is presented in Fig. 1.

BIBFRAME defines different conceptualizations. A Creative Work instance repre-
sents both the idea of an intellectual creation and its form of realization. The material
embodiment of the Creative Work (bf:Work) is expressed with the bf:Instance class.
A copy of the bf:Instance held at a library is represented by a bf:Item class instance.
BIBFRAME does not define different classes for differentiating between the abstract idea
of an intellectual creation and thereforeCreativeWork ‘seems to be semantically closer to
the (union of the) FRBR Work and Expression entities’ [17, 18]. This difference in
conceptualizing basic bibliographic entities is likely to prove crucial to prospective
transformations of bibliographic data between the two models. The representation pat-
tern of this bibliographic description case in terms of BIBFRAME is presented in Fig. 2.

Fig. 1. Representation pattern for a Work with a single Expression in FRBR.

Fig. 2. Representation pattern for a Work with a single Expression in BIBFRAME.
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Mapping FRBR entities to BIBFRAME shall ensure preservation of semantics.
FRBR uses two entities, namely Work and Expression, to represent intellectual creation
and the signs used for its realization, while BIBFRAME uses only one class, Creative
Work. Physical embodiment is represented in both models in the same way. FRBR
represents embodiments with the Manifestation entity and Manifestation exemplars
with the Item entity. Likewise, BIBFRAME defines the bf:Instance class for embod-
iments and bf:Item class for bf:Instance exemplifications. This mapping is depicted in
Fig. 3, which is actually a generalization of the mapping for the Work with a single
Expression example presented in Figs. 1 and 2. The instances of two FRBR classes,
namely the Work and Expression instances, are semantically subsumed by instances of
the class bf:Work in BIBFRAME. The Manifestation entity is mapped to the bf:
Instance class and the Item entity to the bf:Item class. Moreover, in Fig. 3 the mapping
rules between the core classes of FRBR and BIBFRAME are presented. These rules
also refer to the “inherent relationships” [19] among FRBR Group 1 entities.

Specialization by attributes. While BIBFRAME uses the Creative Work class to
represent both the intellectual content and its realization, it specializes its semantics by
a set of 10 subclasses. Accordingly, the bf:Instance class has 5 subclasses. The map-
ping of the representation patterns presented in Fig. 3 is generic and involves the
high-level classes of the target model. Hence, in order to achieve closest similarity
between the source and the target classes and properties, more detailed representation
patterns regarding the FRBR triple Work - is realized through - Expression and the
Manifestation entity should be generated. Such patterns are generated by exploiting
information lying in the attributes of the FRBR Expression and Manifestation entities.
Moreover, controlled vocabularies from the Library of Congress Linked Data Service
(http://id.loc.gov/) should be used for the values of the attributes so as the mapping
rules to be precisely expressed.

Regarding the mapping of the FRBR triple Work - is realized through - Expression
to the bf:Work class and subclasses, we have identified the form of expression attribute.
This attribute of the Expression entity describes the way a Work has been realized, e.g.
text, still image, notated music, etc. The LC Content Types Scheme (http://id.loc.gov/
vocabulary/contentTypes) may be used for the values of the attribute form of expres-
sion. Depending on these values, the FRBR triple Work - is realized through -
Expression shall be mapped to a different bf:Work subclass. The attribute form of
expression, along with the values of the LC Content Types Scheme, enables more
precise mappings for all bf:Work subclasses. In some cases these values may even

Fig. 3. Mapping from FRBR to BIBFRAME 2.0 representation pattern for aWork with a single
Expression.
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determine the mapping to a bf:Instance subclass. As an example, some mapping rules
triggered by this attribute’s values are exhibited in Table 1.

Concerning the mapping of the FRBR Manifestation entity to the bf:Instance class
and subclasses, the attribute form of carrier has been identified. This attribute of the
Manifestation class describes the physical carrier in which an Expression of a Work is
embodied. The Carriers Scheme (http://id.loc.gov/vocabulary/carriers), already used in
RDA cataloging, may be also used as the vocabulary for the values of the form of
carrier attribute. These values adjust the mapping of a Manifestation instance to a bf:
Instance subclass. Some examples of mapping rules that are triggered by the form of
carrier attribute values are presented in Table 2. It must be noted though that the form
of carrier, along with the values of the Carriers Scheme, enables some mappings but
not for all bf:Instance subclasses, such as the bf:Manuscript subclass.

3.2 Work with Multiple Expressions

The mapping rules of the previous section preserve information when transforming
‘Work with single Expression’ data from FRBR to BIBFRAME. In FRBR the classes
Work and Expression are correlated by the relationship is realized through, having an
one to many cardinality, meaning that for a Work several Expressions might exist.
Indeed, classical works tend to have great bibliographic families. For instance, there are
different editions of Homer’s ‘Odyssey’ and many translations in a variety of

Table 1. The values of the FRBR attribute form of expression trigger the mapping of the FRBR
‘Work – is realized through – Expression’ triple to different bf:Work subclasses.

If then map (Work – is realized
through – Expression) to bf:Work
subclass

and Manifestation
to bf:Instance
subclass

(Expression - form of expression
- contentTypes:cartographic
image)

bf:Cartography

(Expression - form of expression
- contentTypes:computer
dataset)

bf:Dataset bf:Electronic

(Expression - form of expression
- contentTypes:text)

bf:Text

(Expression - form of expression
- contentTypes:tactile text)

bf:Text bf:Tactile

Table 2. The values of the FRBR attributes form of carrier trigger mapping of the FRBR
Manifestation to different bf:Instance subclasses.

If map Manifestation to bf:
Instance subclass

(Manifestation - form of carrier - (carriers:computer tape reel
OR carriers:online resource OR carriers:computer disc))

bf:Electronic

(Manifestation - form of carrier - carriers:volume) bf:Print
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languages. In Fig. 4 two Expressions of The Essential Homer by Stanley Lombardo are
represented: the English text and the audio narration of the text (sound recording).

Using the rules in Fig. 3, each one of the two triples Work-is realized
through-Expression depicted in the upper side of Fig. 4 will be mapped to an instance
of a bf:Work class in BIBFRAME. It is worth noting that the same instance of the
FRBR Work entity ‘Odyssey’ participates in two different mappings. However, fol-
lowing the aforementioned rules to transform the FRBR representation pattern for the
Work with multiple Expressions to BIBFRAME, the semantics of the origination of the
two instances of the bf:Work class from the same Work (intellectual idea) are lost.
BIBFRAME provides the property bf:hasExpression to correlate the two Expressions,
as depicted in the BIBFRAME side of Fig. 4 for the two ‘The Essential Homer’
editions. In this case, in order to indicate in the target representation that the bf:Work
class originated from the same intellectual idea the rules must be extended and connect
all pairs between these two bf:Work instances with an instance of the bf:hasExpression
property. The additional semantics incorporated by the bf:hasExpression property in
the target pattern, preserve the content relationship. Yet, the information that the bf:
Work instances have the same progenitor (Work) is not preserved.

3.3 Derivation Patterns: Translation and Adaptation

The bibliographic family of ‘Odyssey’ has become really great due to derivatives; there
are many translations, as well as adaptations, dramatizations, imitations, etc. There are
many types of derivation, as described in [15]. In this paper, the case of literal trans-
lation is studied. In Fig. 5 an example for the literal translation case is represented
using the well-known translation of ‘Odyssey’ by Alexander Pope. Literal translation is
represented at the Expression level in FRBR (Fig. 5). Two Expression instances of the
same Work are related to each other with the has translation property, where one
instance of the Expression entity (ancient text edited by D.Chalcocondylis) has a
translation in another language represented by an instance of a second Expression
entity (English translation by A.Pope). In BIBFRAME, translation is represented as a
relationship between two Creative Work instances, as depicted in the BIBFRAME side
of Fig. 5.

Fig. 4. Mapping from FRBR to BIBFRAME 2.0 representation pattern for a Work with more
than one Expressions.
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As in the case of the Work with multiple Expressions, the same FRBR Work entity
instance of ‘Odyssey’ participates in two mappings (Fig. 5). Moreover, to transform the
FRBR translation representation pattern to BIBFRAME, the FRBR has translation
property has to be utilized in order to correlate the two different Expressions. Then, the
property will be mapped to the bf:translation property. Thus, in the derivation-
translation case information regarding the content relationship between the two
Expressions is preserved in the two bf:Works. However, following this mapping the
information that the bf:Work instances have the same progenitor (Work) is not pre-
served. In order to preserve information about the common progenitor, mappings
should be changed. More specifically, an additional bf:Work instance will be created
(bf:Work with the long dash-dot outline in Fig. 5). Then this additional bf:Work
instance will be linked with the others bf:Work instances using the bf:hasExpression
property (also depicted with a long dash-dot line).

In case the Expression of derivation is not known, there will be Expressions in
different languages of a Work. These Expressions will not be related with a has
translation property, but the translation could be implied due to the different values
between the language of expression attributes of each Expression instance. Since there
is no explicit representation of the translation relationship, mapping of this represen-
tation would be similar to Fig. 4. Ideally, the mapping would be similar to the adap-
tation case depicted in Fig. 7 where the representation is made with an Expression-
agnostic Creative Work instance related to another bf:Work instance through a bf:-
translation property. In order to achieve such mapping, new rules must be implemented
taking into account the existence of differing values for language of expression attri-
butes. Differences between the entity Person/Family/Corporate Body that created the
Work instance and the Person/Family/Corporate Body that realized an Expression of
the same Work instance must also be considered.

A derivation that results in a new Work is represented in FRBR at the Work level
with various properties, namely has adaptation, has a transformation, has an imitation,
has a paraphrase, has a dramatization. By contrast, BIBFRAME utilizes only the bf:
hasDerivative property at the bf:Work level. Hence, all these FRBR properties are
mapped to a single property in BIBFRAME.

Fig. 5. Mapping from FRBR to BIBFRAME 2.0 representation pattern for the translation case.
The bf:Work with the long dash-dot outline has been added in the mapping to preserve the
progenitor bf:Work of the Odyssey bibliographic family.
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In FRBR adaptation may be represented by the has adaptation property at either the
Work or Expression level. When information regarding which Expression has been
used for creating an adaptation is not known, then the representation of adaptation is
preserved at the Work level and hence it is Expression-agnostic. The has adaptation
property is used at the Expression level, when there is information about the particular
Expression used to create both the Work and the Expression of the new adaptation.

In Fig. 6 an adaptation of ‘Odyssey’ for children is represented. Charles Lamb used
the English translation of George Chapman and then “turned… [Odyssey] into prose,
simplified the order of the narrative, abbreviated or combined episodes, and deleted
descriptions and whole books in order to… eliminate anything inappropriate for young
readers” [20]. As depicted in Fig. 6, the progenitor Work ‘Odyssey’ along with one of
its Expression instances (English translation by G.Chapman) is mapped to one bf:Work
instance, while its derivative Work ‘Adventures of Ulysses’ with its Expression
instance is mapped to a second bf:Work instance. The has adaptation relationship at the
Expression level is mapped to the bf:hasDerivative property instance that relates the
two bf:Work instances. In this case both content relationships and the bibliographic
family are preserved.

In Fig. 7 an Expression-agnostic adaptation at the Work level is depicted. The exact
Expression of ‘Odyssey’ used by Anne Terry White to create her adaptation for
children is not known. Therefore, the progenitor Work ‘Odyssey’ is mapped to a bf:
Work instance that lacks Expression-related information (e.g. language), while the
derivative Work “Odysseus comes home from the sea” along with its Expression is
mapped to a second bf:Work instance. The bf:Work on the left side of the bf:
hasDerivative property may serve as an abstract bf:Work and it cannot have any bf:
Instances because its Expression-related information is not known. In this case both
content relationships and the bibliographic family are preserved.

Fig. 6. Mapping from FRBR to BIBFRAME 2.0 representation pattern for the adaptation case.

Preserving Bibliographic Relationships in Mappings 23



4 Discussion and Conclusions

The navigation in an ever-changing overloaded bibliographic universe that preserves
the contextual semantics of the bibliographic descriptions largely depends on the
control of content relationships and bibliographic families. Library conceptual models
include constructs to describe and control bibliographic families. This paper examines
if and how information about content relationships and bibliographic families may be
preserved under mappings. It focuses on FRBR and BIBFRAME models, and on
mappings where FRBR is the source model and BIBFRAME is the target one. The
cases of a Work with a single Expression, as well as bibliographic family cases (e.g.
Work with multiple Expressions, Works with derivative relationships) are studied and
some interesting findings were derived.

The generic mapping of the simplest case of a Work with a single Expression may
be considered straightforward (Fig. 3). Additionally, more precise mapping rules may
be applied combining FRBR attributes and values from controlled vocabularies
(Tables 1 and 2). The utilization of controlled vocabularies for mapping purposes and
automated exchange of library data demands a shift in working culture and an adoption
of new cataloging rules and policies. From now on librarians shall perform cataloging
having in mind collaboration and reuse of data, not just indexing their library’s col-
lection for local purposes. This may affect cataloging systems, as well as workflows.

An interesting finding of this study is that the relationships between members of a
bibliographic family may be preserved in BIBFRAME only when FRBR Expressions
are related by a particular property (has translation, has adaptation, etc.). In the case of
mapping an FRBR Work with multiple Expressions to BIBFRAME there is no rela-
tionship between the FRBR Expression instances. Therefore, the information regarding
the common progenitor is lost in BIBFRAME. The mapping has been extended with
the insertion of two bf:hasExpression property instances (Fig. 4), to preserve the
content relationship. Still the common progenitor is not explicitly represented. Infor-
mation about the progenitor Work may be preserved in BIBFRAME following the
practice shown in Figs. 5 and 7, where a new bf:Work is generated to hold the

Fig. 7. Mapping from FRBR to BIBFRAME 2.0 representation pattern for the
derivation-adaptation case. The exact Expression used to produce the adaptation Expression is
not known.
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information of the Work entity as progenitor. In both cases an Expression-agnostic bf:
Work instance has been used as the progenitor. Then, this progenitor bf:Work is related
to the other members of the family with bf:hasExpression property instances (Fig. 5) or
with another property (bf:hasDerivative in Fig. 7), if such exists based on the
mappings.

This Expression-agnostic bf:Work is similar to the superwork expressed by
Svenonius in [21] and may be used to group all bf:Works that are somehow derived by
it. Expression-agnostic bf:Works are not expected to have any bf:Instances. At this
point, it must be noted that BIBFRAME does not impose cardinalities regarding the
triple bf:Work-bf:hasInstance-bf:Instance. This may provide flexibility in some
implementations of BIBFRAME, but at the same time may cause ambiguity. Totally
different mapping rules can be defined when different cardinality constraints exist, if for
example a bf:Work must or may have one or more bf:Instances.

This study uses a limited set of cases and data. More bibliographic relationships
need to be studied and findings shall be checked using larger and more complicated
datasets. The mappings produced in this study need to be converted through a mapping
language in conversion rules. A follow-up study shall compare the transformation
based on these rules in contrast to the MARCXML to BIBFRAME Transformation
software [22]. Moreover, existing software tools should be selected and adapted to
evaluate the degree of preservation of bibliographic relationships after mappings.
Interesting findings are also anticipated for testing the opposite mappings, where
BIBFRAME is the source model and FRBR is the target one. Updates of the two
models are likely to cause changes in mappings. The consolidated FRBR-LRM is
expected to be announced in 2017. BIBFRAME model is regularly updated and its
second version has already included FRBR conceptualizations to enable mappings, e.g.
the bf:Item class. There is the possibility that prospective BIBFRAME versions shall
include more changes for interoperability reasons.
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Abstract. In this paper, we exploited the application of the Ontol-
ogy Based Data Access (OBDA) approach, equipped with faceted search
utilities, to explore bibliography databases. A bibliography database is
enhanced by means of an ontology leading to a bibliography information
space. We show that faceted search paradigm to explore such informa-
tion space is particularly attractive. We describe an implementation of
this approach in DAFO system. We focus on formulating faceted queries
over the ontology, mapping the ontology to a relational database, and on
transforming the query to executable forms. The final version of a faceted
query is a SQL query that is executed in a relational database system.
The computational results show that the usage of faceted search-oriented
way of modeling and retrieving information is very promising.

1 Introduction

Faceted search is commonly used in retrieving data in e-commerce applications
[7,17]. In this paper, we adapt this approach to explore bibliography databases.
To take advantages of this retrieval paradigm, a bibliography database should be
first enriched with an ontology, leading to the creation of an ontology-enhanced
bibliography database. The purpose of this extension is to provide the data-
base with concepts, relationships and rules, which both facilitate query formu-
lation and allow for a flexible perceiving the domain information space. The
main advantages of the faceted search are: (a) iterative and interactive support
for query formulation, usually based on a user-friendly graphical interface; (b)
coexistence of many different views over the underlying information space; (c)
effective implementation due to the expression power of faceted queries limited
to first order monadic positive existential queries (MPEQ) [1,11,16].

Related work. This paper refers both to Ontology-Based Data Access (OBDA)
and faceted search. In OBDA, an ontology is used as a global schema and a
database is used as a data repository and a mapping is established between the
ontology and the database [3,13]. Some issues concerning this approach were
discussed in data integration and data exchange contexts [5,8]. However, the
problem in such system is a query language. It is unrealistic to require the user to
know the database schema in details, so the usage of SQL, SPARQL or XQuery as
c© Springer International Publishing AG 2017
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end-user languages is unacceptable. On the other hand, relying only on keyword
queries (even with boolean operators) significantly limits search capabilities.
Thus, it is quite obvious that users should be provided with graphical-oriented
tools. Such solution can be based on Query-By-Example [9,18], which was the
inspiration for developing a number of visual query systems and languages [4].
Visual systems provide an intuitive and natural perceiving of the information
space, and follow the direct manipulation idea with visual representation of
domain and query manipulation. End users recognize the relevant fragments
of information space and formulate queries by directly manipulating them. To
this family of information retrieval paradigms we can count faceted search. The
faceted search combines two classical approaches, namely keyword-based search
and manipulation search with narrowing the information space.

Contribution. We discuss the aforementioned issues in the context of our sys-
tem called DAFO (Data Access with Faceted queries over Ontology) [14,15].
The main contributions of this paper are as follows: (1) we discuss an ontology
based on OWL 2 RL to describe an information space relevant to bibliography
database; (2) we show how the ontology is used in faceted query formulation;
(3) we describe main steps in answering faceted queries: (a) translating to first
order faceted queries (FOFQ), (b) rewriting faceted queries using ontology rules,
(c) mapping the ontology into relational database; (4) we report some computa-
tional experiments which prove that the formulation and evaluation of faceted
queries in DAFO is very promising.

Paper outline: The structure of the paper is the following. Ontology-enhanced
databases are discussed in Sect. 2. In Sect. 3, a mapping of the ontology into rela-
tional database is defined. Faceted search over bibliography ontology and some
experimental results are presented in Sect. 4. Section 5 summarizes the paper.

2 Ontology-Enhanced Bibliography Database

2.1 Relational Schema of Bibliography Database

In this section we motivate our research showing the advantages of combining
information representation capabilities provided by relational database and an
ontology. The discussion will be focused on a bibliography database, BibDb, with
the schema in Fig. 1.

The schema was designed based on analysis of DBLP Computer Science Bib-
liography [6,10]. An instance of the database was prepared by extracting data
from DBLP resources (from XML, HTML, and BibTex files), and enriched with
data extracted form personal and conference home pages. Some tables have pri-
mary keys (denoted by Id) used to identify entities and to establish cross refer-
ences between tables. Same tables have also unique DBLP identifiers (DblpKey)
used as references to DBLP bibliography.

The schema in Fig. 1 can be used as a target schema for posting relational
queries. However, direct operating on such schema is troublesome. In general,
the schema can be large, incomprehensible, and a language for query formulation
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Fig. 1. Diagram of bibliography relational database BibDb.

can make requirements that are difficult to accept. For example, it is unrealistic
to demand that the user can write SQL queries.

Formally, a relational database schema is a tuple S = (R, att, pkey, InclDep),
where R = {R1, . . . , Rn} is a set of relation names; att assigns a set of attributes
to each R ∈ R, att(R) ⊆ Att; pkey assigns a primary key to some R ∈ R,
pkey(R) ∈ att(R); InclDep is a set of inclusion dependencies (or referential
constraints), i.e., expressions of the form R[A] ⊆ R′[A′], where A ∈ att(R),
A′ = pkey(R′), and A is called a foreign key referring from R to R′.

In Fig. 1 there is a graphical representation of relational database schema. By
Id we denote primary keys, and inclusion dependencies are denoted by arrows.

2.2 Ontology Describing Bibliography Information Space

By a bibliography information space we understand a specification of the knowl-
edge relevant to the bibliography domain. In practice, this knowledge covers and
enriches relational schema, and is defined by means of an ontology. Then we say
about ontology-enhanced database.

An ontology [2,11] is a pair O = (T ,A), where T and A are, respectively, the
terminological and assertional parts of the ontology. The terminological part is
a pair T = (Σ,R), where Σ = UP∪BP∪ Const is the signature of the ontology,
and specifies a set of unary predicates (UP), a set of binary predicates (BP), and
a set of constants (Const). R is a set of ontology rules. The assertional part is
a set of assertions (facts), i.e., expressions of the form C(a) or P (a, b), where
C ∈ UP, P ∈ BP, and a, b ∈ Const. The set UP of unary predicates is divided into
extensional (UPE) and intentional (UPI) ones. Similarly, BP is divided into BPE

and BPI . Extensional predicates are those, which appear in A, while intentional
predicates do not appear explicitly in A but are defined by means of rules in R.

For example, the considered bibliography information space can be defined
by means of on ontology BibOn. A fragment of terminological part of BibOn is
depicted in Fig. 2. By solid lines we drawn extensional predicates, and intentional
predicates are denoted by dashed lines.

Rules in ontologies usually conform to those specified in OWL 2 profiles [12].
We will restrict ourselves to categories of rules given in Table 1. Additionally,
following so called extended knowledge bases introduced in [11], we divide the
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Fig. 2. Terminological part of BibOn ontology.

set of rules into deductive rules (Ded-1 – Ded-9) and integrity constraints (IC-1
– IC-4). A deductive rule is used to deduce (infer) new assertions (intentional
or extensional) from extensional and already deduced intentional ones. Integrity
constraints are used to check correctness of the given set of assertions, and not
to infer new assertions. Note that all but the last two are in OWL 2 RL [12].
Moreover, functionality (IC-1) and key (IC-2) rules can be used as deductive
rules in the case when labeled nulls are allowed (see [8,14,15]).

Deductive rules and integrity constraints referred to in this paper are:

1. Deductive rules – specify how some types or properties may be deduced from
another. In this paper they are used to infer:
(a) inheritance hierarchies (subtypes and subproperties), e.g., (a) a unary

predicate (type) Author is a subtype of Person, and (b) binary predicate
(property) awardedAt is a subproperty of presentedAt;

(b) domains and ranges of binary predicates, e.g., property authorOf has
Person as its domain (although may be not defined for all persons), and
Paper as the range.

(c) a value-driven specialization – a subtype C may be a subset of domain of
P , for which P has a given value a, e.g., SpringerProceed is a subtype of
Proceedings, for which publisher has value Springer;

(d) a pattern-driven specialization – like value-driven specialization but now,
a is treated as a pattern, and the value of P must conform to this pattern,
e.g., ACMConf is a subtype of Conference if acronym of the conference
contains “ACM”, i.e., conforms to the pattern “%ACM%”;

(e) a type-driven specialization – a subtype C is a subset of domain of property
P , for which P has value of a given type D, e.g., ACMAuthor is the type
of those authors, who presented their papers at an ACMConf;
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Table 1. Categories of ontology rules used in bibliography ontology BibOn.

Id General form of a rule Name Representation

Ded-1 ∀x (D(x) → C(x)) Subtype subtype(D, C)

Ded-2 ∀x, y (S(x, y) → P (x, y)) Subproperty subprop(S, P )

Ded-3 ∀x, y (P (x, y) → C(x)) Domain dom(P, C)

Ded-4 ∀x, y (P (x, y) → D(y)) Range rng(P, D)

Ded-5 ∀x (P (x, y) ∧ y = a → C(x)) Specialization (value and
pattern driven)

spec1(P, a, C)

Ded-6 ∀x, y (P (x, y)∧D(y) → C(x)) Specialization (type driven) spec2(P, D, C)

Ded-7 ∀x, y, z (R(x, y)∧S(x, z)∧z =
a → P (x, y))

Property specialization
(value and pattern driven)

spec3(R, S, a, P )

Ded-8 ∀x, y, z (S(x, z) ∧ T (z, y) →
P (x, y))

Chain (composition) chain(S, T, P )

Ded-9 ∀x, y (S(y, x) → P (x, y)) Inversion inv(S, P )

IC-1 ∀x, y1, y2 (P (x, y1) ∧
P (x, y2) → y1 = y2)

Functionality func(P )

IC-2 ∀x1, x2, y (P (x1, y) ∧
P (x2, y) → x1 = x2)

Key (functionality of
inversion)

key(P )

IC-3 ∀x(C(x) → ∃y P (x, y) Existence exists(C, P )

IC-4 ∀x(C(x) → ∃y P (x, y)∧y = a Has value hasV al(C, P, a)

(f) a chain (or composition) – a property is a chain (composition) of two other
properties, e.g., paperYear (year of a paper) is the chain of inProceed and
proceedYear (i.e., year of the proceedings the paper is in);

(g) an inversion – a property is the inversion of other property, e.g., writtenBy
is the inversion of authorOf.

2. Integrity constraints – are used to check whether a given set of assertions is
consistent:
(a) functionality – states that a property P is a function, e.g., name,

inProceed;
(b) key – states that value of a property P uniquely identifies the domain

object, i.e., inversion of P is a function, e.g., title, or hasPaper (paper
uniquely identifies the proceeding in which the paper is included);

(c) existence – states that a property P is defined on each element in C, e.g.,
authorOf is defined on each object of Author type;

(d) has value – states that a property P on each element in C has the same
value a (or conforms to pattern a), e.g., the value of acronym for each
object of ACMConf type conforms to the pattern “%ACM%”.

A first order (FO) formula ϕ(x) is a monadic positive existential query
(MPEQ), if it has exactly one free variable and is constructed only of: (a) atoms
of the form C(x), P (x1, x2) and x = a; (b) conjunction (∧), disjunction (∨),
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and existential quantification (∃). A constant a is an answer to ϕ(x) if ϕ(a) is
satisfied in O.

Any rule can be treated either as deductive rule or as an integrity constraint.
Our choice is motivated by the use of rules to rewrite queries. The following
example explains the role of rules and integrity constraints in query rewriting.

Example 1. It seems obvious that a query q1(x) = Author(x) can be replaced
with q2(x) = Person(x) ∧ ∃y(authorOf(x, y)). We would expect that sets of
answers to these queries were equal. However, this is the case only when the data
source satisfies the integrity constraint (IC-3) Author(x) → ∃y(authorOf(x, y)).
Indeed, let
A={Person(a), P erson(b), P erson(c), Author(a), Author(c), authorOf(a, p)}.
Then q1(x)(A) = {a, c}, but q2(x)(A) = {a}. �

New rules can be dynamically added to the ontology. For example, we can add
the binary predicate authorConf connecting authors with conferences, which is
the chain of authorOf , inProceed, and ofConf .

3 Mapping Ontology to Relational Database

In DAFO, queries formulated over an ontology are evaluated in a relational
database. Thus, a mapping of the ontology into relational database must be
defined. Two levels of the mapping are distinguished: (1) metaschema level –
assigns schema elements to ontology predicates, and (2)schema level – assigns
relational data to ontology assertions.

A mapping on a metaschema level is specified by four functions: table,
domCol, rngCol and inclDep, defined as follows (some examples are given in
Table 2).

1. Extensional unary predicates are mapped to relational names. Formally, if
C ∈ UPE then table(C) = RC ∈ R, and domCol(C) = pkey(RC); RC 	= RC′

for C 	= C ′.
2. Extensional binary predicates are divided in four classes: functional data prop-

erties (BPfd), multivalued data properties (BPmd), functional object proper-
ties (BPfo), and multivalued object properties (BPmo). Data properties are
binary predicates with String as their ranges. Object properties have ranges
different from String. Then

– if P ∈ BPfd, and C is domain of P , then: table(P ) = RC , domCol(P ) =
pkey(RC) = Id, rngCol(P ) = Ar

P ∈ att(RC), e.g., name;
– if P ∈ BPmd, and C is domain of P , then: table(P ) = RP 	= RC ,

domCol(P ) = Ad
P ∈ att(RP ), rngCol(P ) = Ar

P ∈ att(RP ), and
RP .Ad

P ⊆ RC .Id, where Ad
P is a foreign key referring from RP to RC ,

e.g., affiliation;
– if P ∈ BPfo, C is domain of P , D is range of P , then: table(P ) = RC ,

domCol(P ) = pkey(RC) = Id, rngCol(P ) = Ar
P ∈ att(RC), and

RC .Ar
P ⊆ RD.Id, where Ar

P is a foreign key referring from RC to RD,
e.g., inProceed;
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Table 2. Mapping predicates of ontology BibOn into database schema BibDb.

Name Class table domCol rngCol inclDep

Person UPE Person Id

name BPfd Person Id Name

affiliation BPmd Affiliation PersonId Affiliation Affiliation[PersonId]
⊆ Person[Id]

authorOf BPmo AuthorPaper PersonId PaperId AuthorPaper[PersonId]
⊆ Person[Id]
AuthorPaper[PaperId]
⊆ Paper[Id]

inProceed BPfo Paper Id ProceedId Paper[ProceedId]
⊆ Proceedings[Id]

– if P ∈ BPmo, C is domain of P , D is range of P , then: table(P ) 	=
RC , table(P ) 	= RD, domCol(P ) = Ad

P ∈ att(RP ), rngCol(P ) = Ar
P ∈

att(RP ), and RP .Ad
P ⊆ RC .Id, RP .Ar

P ⊆ RD.Id, where Ad
P is a foreign

key referring from RP to RC and Ar
P is a foreign key referring from RP

to RD, e.g., authorOf.

A mapping on schema level is specified by means of the following mapping
rules (see source-to-target dependencies studied in [5,8]):

1. For each C ∈ UPE : ∀x (C(x) → ∃r (RC(r) ∧ r.Id = x)).
2. For each P ∈ BPfd, and dom(P,C) ∈ R:

∀x, y (P (x, y) → ∃r (RC(r) ∧ r.Id = x ∧ r.Ar
P = y)).

3. For each P ∈ BPmd, and dom(P,C) ∈ R:
∀x, y (P (x, y) → ∃r, s (RP (r) ∧ RC(s) ∧ r.Id = x ∧ r.Ar

P = y ∧ s.Id = x)).
4. For each P ∈ BPfo, dom(P,C) ∈ R, and rng(P,D) ∈ R:

∀x, y (P (x, y) → ∃r, s (RC(r) ∧ RD(s) ∧ r.Id = x ∧ r.Ar
P = y ∧ s.Id = y)).

5. For each P ∈ BPmo, dom(P,C) ∈ R, and rng(P,D) ∈ R:
∀x, y (P (x, y) → ∃r, s, t (RP (r)∧RC(s)∧RD(t)∧r.Ad

P = x∧s.Id = x∧r.Ar
P =

y ∧ t.Id = y)).

Note that the mapping rules above take into account also inclusion dependen-
cies. Thus, it is guaranteed that the set of answers to a faceted query executed
against the ontology is equal to the query evaluated in the relational database.

4 Faceted Search over Bibliography Ontology

Faceted search implies a new approach to modeling and perceiving data. It
allows to see information objects in a multidimensional information space, like
in multidimensional datawarehouse modeling. For example, conferences can be
perceived in a multidimensional space determined by such dimensions (called
facets) as time, location, authors of papers, publishers of proceedings, etc.
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However, in contrast to modeling in datawarehousing, where the distinction
between target data (measures) and dimensions is fixed, in the case of faceted-
oriented modeling this perception can change from query to query. For example,
in one query the target information can be persons in a space determined by
conferences, papers and universities. In another – conferences in a space
determined by persons and publishers, etc.

An ontology, like that in Fig. 2, is in general a complex and large semantic
network. Any unary predicate in this ontology can be treated as the target
object. Then the others determine the multidimensional information space used
to search the expected set of target objects. Thus, in one ontology can coexist
many such information spaces.

To explore the ontology and utilize it to formulate queries, we implemented
in DAFO an approach based on faceted search. In this implementation we distin-
guish the following three steps: (a) providing a faceted interface and initializing
a faceted query by means of a keyword query, (b) refining the faceted query, (c)
transforming the faceted query into an executable form.

4.1 Keyword Queries and Faceted Interfaces

A keyword query in DAFO is a partially ordered set of unary predicate names
from the underlying ontology, kq = (C0, . . . , CN ), Ci ∈ UP, for 0 ≤ i ≤ N , where
C0 is the type of expected answers (target objects). Elements in the sequence
(C1, ..., CN ) are used to appropriate restricting and pivoting the ontology, and
to arrange it in a hierarchy consistent with the ordering of unary predicates in
the keyword query. This hierarchy forms a faceted interface, which is used by
the user to iterative and interactive refinement of the faceted query.

In Figs. 3(a) and (b), there are two faceted interfaces determined by two
different keyword queries. In Fig. 3(a), a user is interested in Papers presented
at TPDL conferences and written by some persons not yet specified. In Fig. 3(b),
a user is interested in Persons connected to some ACM or TPDL conferences.

Fig. 3. Two faceted interfaces, (a) and (b), determined by two different keyword queries
(checked nodes denote initial faceted queries), and a final form of faceted query (c),
created over the interface (b).
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In both cases, we have faceted interfaces, where checked elements form the first
approximation of a created faceted query.

In both cases, the underlying ontology is pivoted in the way corresponding
to the user intention expressed by the keyword query. Thus, the following two
objectives are achieved: (1) the presentation of the ontology is restricted to
some neighborhood of the given set of keywords (unary predicates); and (2) the
ontology is somehow pivoted so that it is presented in the way conforming to
the ordering of predicates in the keyword query.

A final faceted query in Fig. 3(c) is a result of operating over the faceted
interface in Fig. 3(b).

4.2 Transforming Faceted Queries into First Order Faceted Queries

A faceted query is created over a faceted interface by means of select-
ing/unselecting nodes, inserting values of binary predicates, and discarding uns-
elected nodes. During creation of faceted queries, the user is informed about the
number of answers corresponding to the current form of the query.

The query in Fig. 3(c), has the following meaning:

“Get persons who are authors of papers presented at an ACM conference
in year 2016, or at a TPDL conference in year 2016”.

The textual form of this query is:

α = {Person}[(authorConf, any)/{ACMConf [(confY ear, {“2016”})],
TPDLConf [(confY ear, {“2016”})]}]. (1)

The formal syntax of a faceted query α is [14,15]:

α ::=t | t[β] | α ∨ α
β ::=b | b/α | β ∧ β,

(2)

where: (a) t is a set {C1, . . . , Cn} of unary predicates; (b) b is a pair (P, any) or
(P, {a1, . . . , an}), where any denotes any constant, and {a1, . . . , an} is a set of
allowed constants (possible values of property P ).

A faceted query with syntax (2) is transformed to a first order faceted query
(FOFQ), which is in the class of MPEQs. The transformation is made by means
of the following semantic function [[α]]x:

[[{A1, . . . , An}]]x = A1(x) ∨ · · · ∨ An(x)
[[{a1, . . . an}]]x = (a1 = x) ∨ · · · ∨ (an = x)
[[(R, any)]]x,y = R(x, y)
[[(R, {a1, . . . , an})]]x,y = R(x, y) ∧ [[{a1, . . . an}]]y

[[t[b]]]x = [[t]]x ∧ ∃y([[b]]x,y)
[[t[b/α]]]x = [[t]]x ∧ ∃y([[b]]x,y ∧ [[α]]y)
[[t[β1 ∧ β2]]]x = [[t[β1]]]x ∧ [[t[β2]]]x
[[α1 ∨ α2]]x = [[α1]]x ∨ [[α2]]x.

In result, a monadic positive existential query is obtained. For example, for
the faceted query (1), we obtain:

[[α]]x = Person(x) ∧ ∃x1(authorConf(x, x1)∧
(ACMConf(x1) ∧ ∃x2(confY ear(x1, x2) ∧ x2 = “2016”)∨
TPDLConf(x1) ∧ ∃x2(confY ear(x1, x2) ∧ x2 = “2016”))).

(3)
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4.3 Rewriting FOFQs into Extensional Form

In FOFQs may occur both extensional and intentional predicates. In the rewrit-
ing process all intentional predicates are replaced with extensional ones using
deductive rules from the ontology [13]. The rewriting algorithm recursively looks
for intentional predicates. If C (or P ) is such a predicate, then a rule with C (or
P ) occurring on its right-hand side is used in the rewriting procedure. The rewrit-
ing concerns the entire atom, i.e., C(x) (or P (x, y)), and the atom is replaced
by the left-hand side of the rule with appropriate substitution of variables. In
result, some new intentional predicates can appear in the query, so the process
of rewriting must be repeated recursively. If the set of rules is not recursive with
respect to intentional predicates, and is complete, i.e., any intentional predi-
cate occurs on the right hand side of some rule, then the rewriting process ends
successfully.

For example, the atom containing intentional predicates authorConf (see
(3) and Fig. 4(b)) has the following rewriting (Fig. 4(c)) in ontology BibOn:

rewriteBibOn(authorConf(x, x1)) = ∃x5(authorOf(x, x5) ∧ Paper(x5)
∧∃x6(inProceed(x5, x6) ∧ Proceedings(x6) ∧ ofConf(x6, x1))).

(4)

In Fig. 4(a), we give a slightly modified version of the faceted query from
Fig. 3(c) (requirements about affiliation of authors are added). The FOFQ before
rewriting is presented in Fig. 4(b), and FOFQ after rewriting is in Fig. 4(c).
Queries are depicted as syntactic trees, where all variables except x are quantified
existentially. In Fig. 4(d) there is a sample set of answers to the query in DAFO.

Fig. 4. Sample faceted query in DAFO (a), its presentation as: FOFQ tree before
rewriting (b); FOFQ tree after rewriting (c); and answers to it (d).
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4.4 Answering Faceted Queries - Experimental Evaluation

FOFQs are translated to SQL queries over relational database using the map-
ping defined in Sect. 3. A result SQL query is executed in relational databases
using a commercial RDBMS (SQL Server, in this case). Advanced optimization
capabilities provided by RDBMS guarantee high efficiency. This was verified in
computational experiments made in DAFO system with the following setting:
(a) a database containing: 3818 papers, 1907 conferences, 1853 proceedings, and
61 persons; (b) computation environment: 2.60 GHz Intel Core i7 processor,
and 8GB RAM memory; (a) ontology with 182 elements (predicates and rules).
Results of evaluations are given in Table 3 (query q3 is that in Fig. 4). Time
costs (in milliseconds) are divided into total preparing and execution costs. The
preparing time highly depends on both the size of query and ontology (in our
experiments the ontology and the database were fixed).

Table 3. Evaluation of time costs for preparing and executing faceted queries.

Query #Nodes after
rewriting

Creation
[msec]

Rewriting
[msec]

Translation
[msec]

Total preparing
[msec]

Execution
[msec]

q1 5 12 23 2 37 22

q2 9 6 58 8 72 29

q3 24 32 122 13 167 45

q4 37 53 210 16 279 57

We can observe that there is a linear relationship between the size of queries
(expressed in the number of nodes in its syntactic tree after rewriting) and
preparing and execution times. These relationships are presented in Fig. 5.

Fig. 5. Time of preparing faceted query to execution (a) and execution time (b) depend-
ing on the number of nodes in FOFQ tree after rewriting.
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5 Summary

In this paper, we exploited the application of the ontology based data access
(OBDA) approach equipped with faceted search utilities to explore bibliography
databases. We discussed a way of using ontology to describe bibliography infor-
mation space. Universality and flexibility of an ontology depends on the choice
of deductive and integrity constraint rules. The former are used to deduce new
facts and the latter to check correctness of data. Both are significant in rewriting
queries. We proposed a way of presenting the ontology to users in conformance
with the faceted search methodology. The implemented system DAFO provides
users with a graphical interface allowing the user for interactive and iterative
creation of faceted queries. We shown how the ontology can be mapped to a rela-
tional database. This mapping together with translation queries to SQL enables
high efficiency of query execution. The crucial in achieving this efficiency was
the usage of a commercial RDBMS with excellent optimization capabilities.

This research has been supported by Polish Ministry of Science and Higher
Education under grant 04/45/DSPB/0163.
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Abstract. Research results manifest in large corpora of patents and
scientific papers. However, both corpora lack a consistent taxonomy and
references across different document types are sparse. Therefore, and
because of contrastive, domain-specific language, recommending similar
papers for a given patent (or vice versa) is challenging.

We propose a recommender system that leverages topic distributions
and keywords to recommend related work despite these challenges. As a
case study, we evaluate our approach on patents and papers of two fields:
medical and computer science. We find that topic-based recommenders
complement word-based recommenders for documents with collection-
specific language and increase mean average precision by up to 27%. As
a result of our work, publications from both corpora form a joint digital
library, which connects academia and industry.

Keywords: Recommender systems · Text mining · Topic modeling

1 Searching for Related Work Across Patents and Papers

More than 1.2 million patents will be granted1 and more than 1.5 million scien-
tific papers will be published in 2017 according to bibliometric growth models [1].
These large collections form an extensive library of latest research results in an
almost unstructured form, thus challenging to mine automatically. Searching
for related work in papers is an important task for academic researchers. Simi-
larly, patent applicants search for prior art to prove novelty and to define scope.
Prior art denotes publicly available, state-of-the-art information in any form.
Therefore, it is not limited to patents but includes also papers. Content-based
recommender systems for text documents typically rely on tf-idf-based measures
to identify representative keywords of a document and to recommend similar
documents. However, linguistic differences of patents and papers are challenging
for word-based recommender systems: Although a patent and a paper deal with
the same topic, they might use different words to describe their work.

Because patents claim the scope of an invention, they cover as much varia-
tion of the invention as possible. As a consequence, patent descriptions use vague

1 http://www.wipo.int/edocs/pubdocs/en/wipo pub 941 2016.pdf.
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language, such as “electronic imaging apparatus”, whereas a paper might call
the same invention “digital camera”. Moreover, patents have specific linguistic
characteristics, such as a higher frequency of words with indefinite, general mean-
ing. Approximately 1% of scientific papers cite at least one patent [3]. Because
existing references across patents and papers are sparse, we assume that these
references are not suited to train graph-based recommender systems.

With this work, we propose cross-collection topic modeling to bridge the lin-
guistic gap between patents and scientific papers. Based on topic distributions,
we identify and recommend topically similar patents and papers even if they
do not share keywords. In contrast to manual classification with inconsistent
taxonomies, topic modeling is an unsupervised machine learning technique. As
a consequence, our approach allocates topics to millions of documents automat-
ically. We present two case studies on datasets consisting of U.S. patents, com-
puter science papers, and medical articles. For an evaluation on these datasets,
we use existing references as a gold standard for recommendations and compare
the mean average precision (MAP) of topic-based, word-based, and combined
recommender systems.

2 Related Work

Mining Patents and Papers. More than 200 research articles address recom-
mender systems for scientific papers. For example, Liu et al. mine citation graphs
of computer science literature to predict further citations [5]. Most recently,
Momeni et al. evaluate how co-authorship networks support author name disam-
biguation for common names [8]. Wang et al. identify topics in patents based on
latent Dirichlet allocation (LDA) and noun phrase extraction [10]. They compare
different institutions with regards to their patents’ topic distributions. Krestel et
al. propose a recommender system for patents based on topic modeling and doc-
ument ranking techniques [4]. Although patent mining and paper mining face
similar challenges, such as keyword extraction and topic modeling, they form
two separate research fields. Especially different document style and the varia-
tion of wording limits the capabilities of holistic approaches. For example, Google
Scholar2 provides a search interface for patents and papers, but its word-based
approach neglects linguistic contrasts.

Topic Modeling. Wang et al. combine collaborative filtering and topic modeling
to recommend scientific papers in a user’s field of interest [11]. Given a cita-
tion graph, Mei et al. propose a concept of “topical inheritance” and enforce
similar topic distributions in cited and citing documents [7]. However, all previ-
ous approaches consider only single collections and neglect linguistic contrasts
of patents and papers. Extending LDA, Paul et al. model topics across mul-
tiple corpora with cross-collection LDA (ccLDA) [9]. Their approach considers
collection-specific and collection-independent word distributions per topic but
not in the domain of recommender systems or patents and scientific papers.
2 https://scholar.google.com.

https://scholar.google.com
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Cross-Domain Recommendation. To match query terms and document terms
in heterogeneous digital libraries, Mayr et al. propose to manually map termi-
nology from one controlled vocabulary to another [6]. However, this approach
requires an enormous manual effort. With our cross-collection topic model, we
automate the matching of collection-specific and collection-independent terms.
Recently, recommender systems have been proposed to transfer users’ rating pat-
terns from one domain to another, such as movies and books [2]. However, such
cross-domain recommender systems rely on users’ rating histories to transfer
knowledge and our task lacks user ratings. To the best of our knowledge, so far
no research addresses patents and scientific papers as a joint library of related
work. Neither cross-collection topic models nor cross-domain recommender sys-
tems have been used to bridge the linguistic gap between both corpora.

3 Jointly Recommending Patents and Papers

To recommend similar patents or papers, we propose two complementing sim-
ilarity measures based on (i) keywords and (ii) topic distributions. Whereas
word-based similarity is fine-grained, topic-based similarity is coarser-grained.

Keyword Similarity. For each document, we extract 10 representative keywords3

with highest tf-idf scores. The similarity of two documents is calculated based
on this keyword vector representation. While keywords are an established rele-
vance measure for document retrieval systems, such as Elasticsearch4, they are
constrained by the exact wording in a document. This limitation emerges as a
problem on patents and papers, because they make intensive use of collection-
specific language. Even closely related documents may not have any keywords
in common.

Topic Distribution Similarity. To reveal documents with similar latent top-
ics across both collections, we adapt the topic model ccLDA and distinguish
patent-specific, paper-specific and collection-independent word distributions per
topic. In contrast to Paul et al., we distinguish collection-specific and collection-
independent word types instead of word tokens. Types with similar frequency in
patents and papers are modeled with a single, collection-independent probability,
whereas all other types are modeled with multiple, collection-specific probabili-
ties. Because collection-specific and collection-independent word types together
constitute a topic, even documents that have no words in common can share the
same topic distribution. We train the adapted ccLDA model and estimate topic
distribution, collection-specific word distributions, and collection-independent
word distribution in 500 iterations5. To compare documents based on their topic
distribution, we use cosine similarity.

3 Larger keyword vectors increase runtime but do not improve result quality.
4 https://www.elastic.co/products/elasticsearch.
5 parameters set as suggested in the original paper: β = 0.01, δ = 0.01, γ1 = 1, γ2 = 1.

https://www.elastic.co/products/elasticsearch
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Table 1. The number of documents and gold standard references per dataset

#Patents #Papers #References

Computer science dataset 3,377 2,443 6,488

Medical dataset 19,419 21,921 70,588

Word-Based and Topic-Based Recommender System. We propose a recommender
system that leverages the best combination of these two similarity measures to
rank and recommend related work across patents and papers. We transfer the con-
cept of explicit relevance feedback in information retrieval systems, where users
evaluate initial query results to control subsequent queries and improve relevance.
In our scenario a patent applicant wants to retrieve relevant papers for his patent.
Based on this patent, keyword-based recommendations are presented. If the user’s
information need is not fulfilled, the recommendation approach can be manually
switched to topic-based recommendations. We do not rely on an automatically
switching hybrid but on the explicit decision of the user.

4 Case Study

Our evaluation task is to recommend related papers for each patent in our
datasets. Although this limited case study considers only inter-collection refer-
ences from patents to papers, our approach works also for references from papers
to patents as well as intra-collection references without any adjustments. We
evaluate the mean average precision of the top 100 recommendations, MAP@100.

Datasets. The first dataset contains granted U.S. patents and referenced ACM
papers. We extract patent abstracts from United States Patent and Trademark
Office (USPTO) publications and ACM paper abstracts from a citation network
dataset6. We assume that referenced documents are related work. Therefore,
cross-collection references serve as the gold standard for recommendations in
our evaluation. The second dataset is based on medical research projects funded
by the National Institutes of Health (NIH). These projects are required to list
their patent and paper publications in a public database7. We consider projects
with at least one patent and one paper. Publications of the same project are
assumed to be related work and therefore serve as the gold standard for reference
recommendations. Table 1 lists the number of documents and cross-collection
references for each dataset.

With a preliminary experiment for the topic-based approach, we determine
the number of topics with the highest MAP@100 per dataset. To this end, we
split the dataset by time: We determine the number of topics on the oldest
50% of the documents and use the most recent 50% for the final evaluation of

6 https://bulkdata.uspto.gov/ and https://aminer.org/citation.
7 https://exporter.nih.gov/.

https://bulkdata.uspto.gov/
https://aminer.org/citation
https://exporter.nih.gov/


44 J. Risch and R. Krestel

10 20 30 40 50 60 70 80 90

0.00

0.01

0.02

0.03

0.04

0.05

Number of Topics

M
A

P@
10

0

Computer Science Dataset

●

●
●

●

●

●

●
●

●

10 20 30 40 50 60 70 80 90

0.000

0.001

0.002

0.003

0.004

0.005

0.006

Number of Topics

M
A

P@
10

0

● Medical Dataset

Fig. 1. MAP@100 of the topic-based approach for different numbers of topics

Table 2. MAP@100 comparison of topic-based, word-based, and combined approach

Topic-based Word-based Best Comb

Computer science dataset (70 Topics) 0.0528 0.1332 0.1696

Medical dataset (60 Topics) 0.0068 0.0372 0.0414

MAP@100. According to the results visualized in Fig. 1, we set the number of
topics to 70 for the computer science dataset and to 60 for the medical dataset.
We find that MAP@100 is consistently approximately one order of magnitude
higher for the computer science dataset compared to the medical dataset. We
assume, recommendation on the medical dataset is a more difficult task because
of larger corpus size.

Recommendation Quality. Table 2 illustrates that the topic-based and the word-
based approach are significantly outperformed by the best combination of both
recommendation approaches on both evaluation datasets. Especially on the com-
puter science dataset, the best combination achieves a 27% higher MAP@100
than the word-based approach. On the medical dataset, the MAP@100 is 11%

Table 3. Top three recommendations for the patent “Method and apparatus for
enhancing data storage efficiency”. Relevant recommendations are in bold print.

Word-Based Paper Recommendations

1. Improving locality of reference in a garbage collecting memory management system

2. Garbage collection in a large LISP system

3. Page placement algorithms for large real-indexed caches

Topic-Based Paper Recommendations

1. A real-time garbage collector based on the lifetimes of objects

2. Garbage collection in a large LISP system

3. Design of the opportunistic garbage collector
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higher. The experiment results demonstrate also that keywords are superior to
topic distributions as a feature for recommending related work. However, their
combination achieves the by far best results in our evaluation. Table 3 exemplifies
a patent and its top three paper recommendations.

5 Conclusions and Future Work

In order to recommend patent and paper references despite their linguistic dif-
ferences, we proposed a recommender system based on keywords and topic dis-
tributions of a cross-collection topic model. Experiment results demonstrate the
effectiveness of this combination on two datasets of publications in the fields of
medical and computer science. The combined approach outperforms word-based
approaches by up to 27% MAP@100. A promising path for future work is to com-
bine content-based and collaborative recommendation across patents and papers.
For example, authors could be compared based on their co-authorship relations
or citation history. Furthermore, word-based and topic-based approaches could
be combined for an automatic diversification of recommendations.
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Abstract. Semantic annotation is an enabling technology which links
documents to concepts that unambiguously describe their content. Anno-
tation improves access to document contents for both humans and soft-
ware agents. However, the annotation process is a challenging task as
annotators often have to select from thousands of potentially relevant
concepts from controlled vocabularies. The best approaches to assist in
this task rely on reusing the annotations of an annotated corpus. In the
absence of a pre-annotated corpus, alternative approaches suffer due to
insufficient descriptive texts for concepts in most vocabularies. In this
paper, we propose an unsupervised method for recommending document
annotations based on generating node descriptors from an external cor-
pus. We exploit knowledge of the taxonomic structure of a thesaurus to
ensure that effective descriptors (concept summaries) are generated for
concepts. Our evaluation on recommending annotations show that the
content that we generate effectively represents the concepts. Also, our
approach outperforms those which rely on information from a thesaurus
alone and is comparable with supervised approaches.

Keywords: Taxonomy · Text annotation · Information discovery

1 Introduction

Digital library resources that were not born-digital are increasingly being made
available for electronic access through mass digitisation efforts. Unlocking the
content of such resources to enhance search and browse remains a challenge as
facilities for content linking and navigation are often absent. Semantic annota-
tion plays an important role in this regard by mapping the content of documents
to unambiguous concepts from controlled vocabularies (or thesauri). The the-
saurus models an organisation of knowledge in a domain and when used to
annotate documents, is expected improve organisation, access and dissemina-
tion [1]. Accordingly, several digital repositories have controlled vocabularies
from which authors and annotators select concepts to annotate or tag digital
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content. Popular thesauri for knowledge organisation include the Medical Sub-
ject Headings (MeSH) and Library of Congress Subject Headings (LCSH). The
selection of concepts for use in annotation largely rely on manual efforts which is
tedious, time-consuming, and lacks scalability. Controlled vocabularies can con-
tain several thousand concepts making it difficult to find the right concepts for
annotation. Although it may not be possible to fully automate the annotation
process as it is quite subjective, the ability to recommend a useful subset of
concepts will reduce the burden on annotators.

Semantic annotation can be done at different levels of granularity (e.g. entire
documents, sections/chapters, or specific terms) and approaches for recommend-
ing annotations differ accordingly. While a high-level understanding of content
may be sufficient when annotating an entire document, areas such as named
entity recognition, word sense disambiguation, and co-reference resolution are
more pertinent to annotating specific terms. This work focuses on the annota-
tion of segments of documents (e.g. chapters and sections) which is especially
useful for books and other publications that can cover a range of domain topics.
Digital agents can reuse such annotations in bespoke ways such as to meet an
information need by dynamically assembling a document using relevant segments
of other documents. The strategies for annotating segments of documents can
be generalised for annotating entire documents. Accordingly, we treat segments
of documents as individual documents. Also, we use the terms thesaurus and
controlled vocabulary interchangeably and in either case, assume a taxonomy of
domain concepts.

The most effective approaches for recommending annotations rely on reusing
the concepts that were assigned to documents in an annotated corpus which
have features that are similar to the document being annotated. However, such
supervised methods make it difficult to recommend concepts that do not appear
in the annotated corpus. Also, an annotated corpus has to be created before
use for annotating new documents. Alternative approaches that do not require
an annotated corpus often rely on the use of thesaurus-based features (con-
cept terms, synonyms, and descriptions) to recommend annotations. Relying
on thesaurus-based features can lead to poor results as controlled vocabular-
ies often lack sufficient textual content that effectively describe concepts. In
this work, we use a corpus-based approach for generating descriptive texts for
concepts (concept summaries) which are subsequently used for recommending
annotations for documents. Our main contribution is the generation of concept
summaries from a corpus which are sufficiently descriptive of the concepts in a
thesaurus. A key process in our approach is the use of knowledge of semantic
relatedness between the concepts of a thesaurus to identify the documents from
which concept summaries are extracted. In our evaluation, we use generated
concept summaries for recommending annotations and compare its performance
to alternative approaches.

The remainder of this paper is organised as follows: Sect. 2 reviews relevant
literature; Sect. 3 presents our corpus-based approach for generating concept
summaries and recommending document annotations; Sect. 4 is an experimental
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evaluation which compares our approach to alternative approaches; and Sect. 5
concludes with an outline for future work.

2 Related Work

We categorise the popular approaches for recommending annotations in the lit-
erature as either supervised or unsupervised methods as shown in Fig. 1.

Fig. 1. Document annotation approaches.

The supervised methods reuse the annotations of previously tagged docu-
ments that share some similarity to the document being annotated. The intu-
ition is that a new document can inherit some or all the annotations that were
assigned to similar previously seen documents. Concept-oriented approaches gen-
erate concept summaries by merging all the documents that have been annotated
with a concept. Concept summaries are then indexed so that a document to be
annotated forms a query for which relevant summaries are retrieved. The corre-
sponding concepts for top ranked summaries are recommended as annotations.
Popular approaches for retrieving relevant concept summaries are CLM and
BM25 [2]. CLM uses a language model for retrieval while BM25 uses the Okapi
BM25 ranking function [3]. K-nearest neighbour (KNN) is a state-of-the-art
supervised approach and is used in systems such as the Medical Text Indexer
(MTI) [4,5]. Instead of generating concept summaries, KNN adds each anno-
tated document to an index. When a new document is to be annotated, it uses a
document ranking function to retrieve K most similar documents. The annota-
tions of retrieved documents form candidate concepts to be recommended. One
variant of KNN ranks candidate concepts by combining the relevance scores of
documents for which they form annotations [6,7]. Another variant passes the
features of candidate concepts to a machine classifier which determines which
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concepts to put forward for annotation [8]. Some features that are used by a
classifier include the proportion of retrieved documents that were annotated
with the concept and if the concept appears in the title or content of a docu-
ment. Experimental results show that KNN or hybrids of it are most effective
in recommending annotations [2,8]. However, supervised approaches cannot be
used when a corpus of annotated documents does not exist. It is also difficult
to effectively recommend concepts that appear sparingly or are absent from the
annotated corpus.

Unsupervised methods do not require an annotated corpus when recommend-
ing annotations. They rely on thesaurus-based indicators or resources that are
generated from external sources. MetaMap parses the document to be annotated
to identify exact and partial mappings to concept terms. Identified mappings
form candidate concepts for annotation and using several linguistic principles, a
ranking of concepts is generated [9]. Some considerations for ranking candidate
concepts include the number of times it appears in a document and if it was a par-
tial or complete match. Similar to the supervised concept-oriented approaches,
EAGL generates concept summaries so that the concepts whose summaries are
most similar to a document are recommended. The concept summaries are gener-
ated by merging the textual features of each concept (e.g. synonyms and descrip-
tions). Concept summaries are indexed and a variety of retrieval approaches can
be used to retrieve summaries (e.g. vector space model). Experiments show that
EAGL performs better than MetaMap [2]. However, both approaches perform
poorly when compared with the supervised methods. In MetaMap, the inability
to disambiguate terms in documents was cited as one reason for poor perfor-
mance [9]. EAGL is fast and efficient but controlled vocabularies often lack
sufficient textual content to generate effective concept summaries.

In [10], documents are annotated with DBpedia concepts using a graph-based
approach. First, the key terms in a document are identified and linked to corre-
sponding DBpedia concepts. Titles of DBpedia entries form concept terms while
corresponding textual contents provide textual context for disambiguating terms
in documents. The DBpedia graph structure is then analysed to identify cen-
tral nodes which connect the concepts that were linked to the document. These
central concepts are used to annotate the document. Although the results are
promising, this approach is suitable if the intent is to annotate with DBpedia or
a similar knowledge resource with rich textual content. When using a different
thesaurus, candidate concepts may not have equivalent DBpedia entries. This
is especially true in specialised domains whose concepts may not have DBpedia
entries. An analysis of the geoscience-related concepts used in this work showed
that over 50% of the concepts have no corresponding DBpedia entries. Also,
DBpedia often conflate concepts (e.g. “Rocks” and “Rock type” point to the
same article). It may be desirable to maintain subtle differences in specialised
domains. In this work, we adopt an approach that is similar to EAGL but aug-
ment thesaurus-based concept summaries with node descriptors from an external
corpus. The use of external corpus such as Wikipedia has helped in generating
additional useful information to aid the alignment/matching of concepts from
different taxonomies [11].
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3 Corpus-Based Concept Summaries

We use an external corpus to generate concept summaries for the concepts in a
thesaurus. When generating a concept’s summary, other concepts in its neigh-
bourhood are used for disambiguation forming a semantic filter which ensures
that the summary generated is relevant to a concept. This relies on a taxonomic
structure of the thesaurus to measure semantic relatedness between concepts. A
high-level overview of the process for generating a concept summary is presented
in Fig. 2. We summarise the process in the following steps:

1. The concept term (textual label) is issued as a query to retrieve documents
from a corpus. We refer to this concept term as query concept.

2. The documents retrieved in step 1 are mapped to the thesaurus to identify the
concepts expressed in them. We refer to the set of concepts that are identified
in a document as document concepts.

3. Each document in step 2 is re-ranked based on the semantic overlap between
the query concept and document concepts. We use a semantic relatedness
algorithm to measure semantic overlap.

4. The query-biased snippets of top ranked documents in step 3 are extracted
and merged to form a concept summary.

5. Steps 1–4 is repeated for all the concepts in the thesaurus generating a corpus
of concept summaries.

Fig. 2. Overview of concept summary generation which is used for annotation recom-
mendation.

Generated concept summaries are indexed for use in recommending annota-
tions. In order to annotate a document, the most similar concept summaries are
retrieved using the BM25 ranking function which is a state-of-the-art term vector
based model. Concepts are recommended in the order of ranking of their sum-
maries. The remainder of this section describes the steps above in more detail.
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3.1 Discover Candidate Source Documents

Our intent is to generate concept summaries from documents which are most
relevant to the concepts of a thesaurus. First, we identify a set of documents
that are potentially relevant to each concept. Accordingly, each concept term
is issued as query to a corpus that is assumed to contain documents which
are relevant to the thesaurus. The documents that are retrieved for the query
concept form candidate sources for generating its summary. Concept terms are
often very short making it difficult to appropriately represent an information
need. Due to reasons such as the presence of polysemous terms (e.g. rock: music
or stone?), some of the documents that are retrieved for a concept may not be
relevant. Therefore, we introduce a semantic re-ranking step to identify a subset
of retrieved documents that we are more relevance to the concept.

3.2 Semantic Re-Rank of Documents

Semantic re-rank measures the degree to which a document’s concepts cluster
about the query concept. The intuition is that a document’s relevance increases
as its concepts cluster closer to query concepts on the taxonomy. To identify
document concepts, we match concept terms from the thesaurus to a keyword
index of documents. Both concept terms and the keyword index are stemmed
to maximise match discovery. Considering that there may be polysemous terms
in the keyword index and the likely introduction of errors by conflating words
through stemming, we impose the requirement that a document should also con-
tain a semantic context of the concept before it is deemed present. The semantic
context of a concept is the set of all concepts that are directly linked to it in
the thesaurus [12]. For example, the semantic context of “rock” in a geologi-
cal thesaurus may include “igneous rock” and “sedimentary rock”. A document
that describes the music genre “rock” is unlikely to contain those semantic con-
texts. The outcome of mapping documents to the thesaurus is a bag-of-concepts
representation for each document.

Next, we estimate the semantic closeness of a document’s concepts to the
query concept by cumulating pairwise semantic relatedness measures. We use
the Wu and Palmer algorithm [13] as shown in Eq. 1 to measure relatedness
between concepts which correlates well with human judgments of relevance [14].
The algorithm preserves the specificity cost and specialisation cost properties
which are important when comparing the nodes of a taxonomy. Specificity cost
property requires that relatedness between neighbouring concepts increase with
greater taxonomic depth while specialisation cost property requires that further
specialisation implies reduced relatedness [15]. Wu and Palmer requires finding
the most specific common subsumer (MSCS) of a concept pair being compared
which is the most distant concept from the root node that subsumes them.

rel(ci, cj) =
2 ∗ n(ci, cj)

n(ci) + n(cj) + 2 ∗ n(ci, cj)
(1)
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where ci and cj are concepts being compared, n(ci) is minimum node count from
ci to the MSCS, n(cj) is minimum node count from cj to the MSCS, and n(ci, cj)
is minimum node count from the MSCS to the root node.

In other words, the query concept forms a central node on the taxonomy
from which document concepts are measured. Let x denote query concept and
Cd denote the concepts of document d. A cumulation of pairwise semantic relat-
edness measures between x and Cd as shown in Eq. 2 determine the semantic
relevance score of d.

semScore(d, x) =
∑

x,ci∈Cd

rel(x, ci) (2)

Afterwards, the documents that were retrieved for a query concept are sorted
by semantic relevance scores.

3.3 Generate Concept Summaries

The final step of concept summary generation is the extraction of relevant con-
tent from top ranked documents. We generate and extract document snippets
which are short textual summaries in search result listings for the purpose of
determining relevance prior to viewing entire documents. We use a dynamic snip-
pet generation approach that scores the sentences of a document with respect
to a query and retrieves the most relevant sentences. This query-biased snippet
generation approach has been shown to be effective in extracting useful docu-
ment summaries and is adopted by several search engines [16]. We use the BM25
ranking function to identify relevant sentences for snippet generation. Snippets
of top K documents are then merged to create a concept’s summary.

4 Evaluation

We compare our approach for recommending annotations using corpus-based
concept summaries (CCS) to alternative approaches in the literature.

4.1 Dataset and Experiment Setup

The evaluation dataset is from 1,948 document sections in 30 geological doc-
uments (mostly geology memoirs) which were manually annotated by domain
experts in a project aimed at enhancing access content. These documents are
book-like containing multiple sections1. Figure 3 is an example of a document
section that is annotated with two concepts. The entries “value” and “scheme”
refer to concepts and their source thesaurus respectively.

We selected 3 controlled vocabularies that were used to annotate the doc-
uments – BGS Geoscience Thesaurus (THESAURUS)2, BGS Geochronology
1 An example of documents used http://pubs.bgs.ac.uk/publications.html?pubID=

B01745.
2 http://www.bgs.ac.uk/discoverymetadata/13603129.html.

http://pubs.bgs.ac.uk/publications.html?pubID=B01745
http://pubs.bgs.ac.uk/publications.html?pubID=B01745
http://www.bgs.ac.uk/discoverymetadata/13603129.html
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Fig. 3. Example of an annotated document section.

(CHRONOSTRAT)3 and BGS Lexicon of Named Rock Units (LEXICON)4.
Concepts from these vocabularies were used 701 times (276 unique concepts) to
annotate 397 document sections making an average of 1.8 concepts per docu-
ment section. We use these concepts (110 from THESAURUS, 122 from LEXI-
CON, and 44 from CHRONOSTRAT) and subset of document sections for our
evaluation. We randomly select 2/3 of the dataset for training in supervised
approaches and for parameter tuning, and we report results on remaining 1/3
for all approaches.

Wikipedia was used as the corpus for generating concept summaries and
the vector space model (with BM25 ranking) for retrieving articles for query
concepts. Specifically, we extracted a subset of Wikipedia (286,766 articles) that
were tagged with one or more terms from the “Earth sciences” sub-category
hierarchy. Articles from the Earth sciences category align with our evaluation
dataset. We generated concept summaries from 5-sentence snippets of top 10
ranked articles as determined using the training dataset.

Alternative approaches for recommending annotations which we compare are:

SUPBM25: Supervised approach which generates concept summaries using
the content of all documents that were annotated with a concept. BM25
ranking function (k1 = 1.2, b = 0.75) is used to identify summaries that are
most similar to an unseen document from indexed concept summaries. The
concepts are recommended in the order of the relevance scores of retrieved
summaries.
SUPLM : Language model approach that is similar to SUPBM25. We use a lan-
guage model based on Dirichlet similarity (µ = 3500f) to retrieve summaries
from the concept summary index. Dirichlet similarity uses Dirichlet priors for
Bayesian smoothing and is a popular language model retrieval approach.
SUPKNN : KNN approach that indexes annotated documents and notes the
annotating concepts. When a new document is to be annotated, the most
similar documents are retrieved from the index. The concepts that were used
to annotate top K (K = 10) retrieved documents are ranked by summing

3 http://data.bgs.ac.uk/doc/Geochronology.html.
4 http://data.bgs.ac.uk/doc/Lexicon.html.

http://data.bgs.ac.uk/doc/Geochronology.html
http://data.bgs.ac.uk/doc/Lexicon.html
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the relevance scores of their respective documents. Although some previous
works have used a language model for retrieval, BM25 ranking gave the best
results which we report.
UNSUPEAGL: Unsupervised approach that generates concept summaries from
concept terms, synonyms, definitions, and other textual content in a the-
saurus. Concept summary indexing and the process for recommending anno-
tations are similar to SUPBM25.
CCSLite: A variant of our approach (CCS) which does not re-rank documents
that are retrieved for a concept from the corpus. This enables us to evaluate
the impact of semantic re-rank in CCS.

All document indexing and ranking functions were implemented on Elastic-
search using its Java API5. We use mean average precision (MAP), recall and
F1 measures to compare approaches. MAP combines the precision and ranking
quality of recommended annotations in a single performance measure making
it easier to compare different systems (see Eq. 3). Precision is the proportion of
recommended annotations that are correct. Recall is the proportion of correct
annotations that are included in recommended annotations. We measure recall
at 5, 7 and 10 top recommended concepts for annotation. F1 measure is the
harmonic mean of precision and recall.

MAP =
∑|D|

d=1 AP (d)@n

|D| (3)

D is the set of all documents being annotated, AP (d)@n =
∑n

k=1 P (k)/
min(m,n) is the average precision (AP) of recommended concepts for docu-
ment d, P (k) is the precision at position k of ordered concepts recommended,
m is the number of relevant annotations for d, n is the maximum number of
recommended concepts being evaluated. We set n = 10 for all approaches.

4.2 Results and Discussion

The results of different methods for recommending annotation are presented in
Table 1. CCS outperformed UNSUPEAGL on all the evaluation metrics used.
Also, results of CCS are not very far from those of supervised approaches. CSS
outperformed CCSLite highlighting the utility of re-ranking documents before
generating concept summaries. Unsurprisingly, the difference between CCS and
CCSLite is minimal given that we used a subset of Wikipedia that is mostly
relevant to the domain. We expect the impact of semantic re-ranking to be more
pronounced when using a more diverse corpus where there is greater possibility
of encountering polysemous terms.

The F1 measures are low for all the methods because there are only few con-
cepts that annotate each document. As an illustration, consider a document that

5 Elasticsearch Java API http://www.elastic.co/guide/en/elasticsearch/client/
java-api/5.2.

http://www.elastic.co/guide/en/elasticsearch/client/java-api/5.2
http://www.elastic.co/guide/en/elasticsearch/client/java-api/5.2
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Table 1. Mean average precision (MAP), recall (R) and F-measure (F1) of the
approaches that we compared for recommending document annotations.

MAP F1@5 R@5 R@7 R@10

SUPBM25 0.2967 0.2489 0.4935 0.5176 0.5691

SUPLM 0.2632 0.2192 0.4508 0.4874 0.5177

SUPKNN 0.3093 0.2412 0.4767 0.5192 0.5387

UNSUPEAGL 0.2221 0.1258 0.3749 0.4007 0.4394

CCS 0.2647 0.2045 0.4419 0.4860 0.5345

CCSLite 0.2469 0.2074 0.4409 0.4754 0.5157

is annotated with one concept which is correctly included in the top 5 recommen-
dations. The precision will be 0.2 (1/5) and F1 0.33. This appears to be low even
though the correct annotation was recommended. Recall value is more relevant
in this case since it shows the proportion of the correct annotations that an app-
roach was able to discover. The choice of concepts for annotating documents is
quite subjective and attaining high recall values remain a challenge [8].

The results that are obtained for the other approaches in our evaluation
mostly agree with previous comparisons [2]. The performance of UNSUPEAGL

was weak due to insufficient textual content in the controlled vocabularies.
CHRONOSTRAT and THESAURUS describe only concept terms and synonyms
(or alternative spellings), while LEXICON includes some descriptive text. As
expected, the supervised approaches performed strongly. SUPBM25 was over-
all best in retrieving the right annotations as shown in recall values. SUPKNN

ranked correct concepts slightly better as MAP values indicate.
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In Fig. 4, we show the performance of different approaches as the proportion
of training and test dataset vary. The training dataset simulates the proportion
of documents that were annotated prior to recommending annotations for test
documents. A random function was used to split the documents and recall (R@5)
in the figure show performances on the test dataset. The performance of CCS
remained fairly similar and was only outperformed by the supervised approaches
when over 50% of the dataset was used for training.

Although the supervised approaches may be better at recommending anno-
tations, unsupervised approaches remain relevant for generating an initial set
of annotated corpus. Supervised and unsupervised approaches are usually com-
bined to form hybrid document annotation systems.

5 Conclusion

In this work, we introduced a corpus-based approach for generating descriptive
textual content (concept summaries) for the concepts of a thesaurus. We used
semantic knowledge from the thesaurus to identify the best documents for gen-
erating concept summaries. Concept summaries were then used to recommend
annotations for documents. Our goal was to overcome the limitations of unsu-
pervised thesaurus-based approaches which suffer from insufficient descriptive
texts for effective use in recommending document annotations. Evaluation using
a manually annotated corpus showed that this objective was achieved and that
our results were somewhat comparable with the supervised approaches.

Future work will explore alternative ways of using concept summaries for
recommending annotations. For example, the graph-based approach in [10] can
be applied using concept summaries as DBpedia articles. Also, an approach
that is based on explicit semantic analysis (ESA) will be explored. Instead of
recommending annotations based on the similarity of term vectors, the ESA
approach utilises concept vectors. Finally, we have assumed an independence of
document sections by treating them as separate documents. In reality, the rest of
the document from which a section is extracted can provide useful information
for determining the right concepts for annotating the section.

Acknowledgement. This work is partly funded by the British Geological Survey
(BGS) through the BGS University Funding Initiative (BUFI). We are grateful for the
valuable comments of our reviewers.
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1. Berlanga, R., Nebot, V., Pérez, M.: Tailored semantic annotation for semantic
search. In: Web Semantics Science, Services and Agents on the World Wide Web
(2014)

2. Trieschnigg, D., Pezik, P., Lee, V., De Jong, F., Kraaij, W., Rebholz-Schuhmann,
D.: MeSH Up: effective MeSH text classification for improved document retrieval.
Bioinformatics 25(11), 1412–1418 (2009)



60 I. Nkisi-Orji et al.

3. Robertson, S.E., Walker, S., Beaulieu, M., Gatford, M., Payne, A.: Okapi at TREC-
4, pp. 73–96. NIST Special Publication SP (1996)

4. Große-Bölting, G., Nishioka, C., Scherp, A.: A comparison of different strategies for
automated semantic document annotation. In: Proceedings of the 8th International
Conference on Knowledge Capture, vol. 8. ACM (2015)

5. Aronson, A.R., Mork, J.G., Gay, C.W., Humphrey, S.M., Rogers, W.J.: The NLM
indexing initiative’s Medical Text Indexer. Medinfo 11(Pt 1), 268–72 (2004)

6. Giannopoulos, G., Bikakis, N., Dalamagas, T., Sellis, T.: GoNTogle: a tool for
semantic annotation and search. In: Aroyo, L., Antoniou, G., Hyvönen, E., Teije,
A., Stuckenschmidt, H., Cabral, L., Tudorache, T. (eds.) ESWC 2010. LNCS, vol.
6089, pp. 376–380. Springer, Heidelberg (2010). doi:10.1007/978-3-642-13489-0 27
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Abstract. Temporally annotated corpora about historic events can be
crucial to digital humanities research: they allow to extract and date
events as well as reactions to them, and to construct timelines of events
and of language use, among other applications. However, producing a
precise corpus of a particular event in history is very challenging due to
the lack of noise-free digitalized data. This paper introduces RussianFlu-
DE, a temporally annotated corpus of 639 articles extracted from noisy
OCR text of newspaper issues in German. All articles are about the
Russian flu epidemic that took place during 1889–1893. We describe
the development of RussianFlu-DE, including methods to clean differ-
ent types of noise in the OCR text, and our tool for extracting Russian
flu related articles. In addition, the task of temporal annotation using
the TIMEX2 schema is discussed and the characteristics of the corpus
compared to other corpora are presented. To show how our contribu-
tion supports epidemiology, we present some preliminary yet interesting
results obtained from analyzing the articles in RussianFlu-DE. The cor-
pus and associated tools for exploration are publicly available.

Keywords: Corpus in German · Russian flu epidemic · TIMEX2 · Tem-
poral annotation

1 Introduction

Analyzing past events such as wars or epidemic diseases has received significant
attention as knowledge obtained from such events paves the way for solving
current or future similar issues. This is especially important for epidemiology
due to many infectious diseases being discovered every year in many parts of
the world. By analyzing historical accounts of earlier epidemics researchers can
find useful insights into, for example, disease transmission methods, development
stages, and community vulnerability factors. Such knowledge helps authorities
prepare effective interventions, e.g., closing churches, schools, and public events,
controlling methods of transport, or requiring masks to be worn in certain places
c© Springer International Publishing AG 2017
J. Kamps et al. (Eds.): TPDL 2017, LNCS 10450, pp. 61–73, 2017.
DOI: 10.1007/978-3-319-67008-9 6
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for reducing risks from a particular infectious disease [1,2]. However, studying
any epidemic happening in the past always faces a difficult challenge because
reliable datasets to conduct analysis are only rarely found. One of the main
reasons is that creating a corpus of a particular epidemic event requires a lot of
effort, from identifying data sources to extracting appropriate content. It is even
more challenging when dealing with events that happened pre-digitization due
to the lack of data and the noisy nature of the content found. Because of this,
research studies on historical epidemic events are typically carried out based on
documents manually collected from various repositories, with size, coverage and
representativeness limited by the large amount of human effort required [3–5].

Our first goal in this work is therefore to target a historical epidemic event
and create a reliable corpus for it as a main contribution for others to use.
Specifically, the largest nineteenth-century epidemic of influenza, called “the
Russian flu epidemic” is of our interest. The epidemic reached Europe from the
East in November and December of 1889 and spread over the whole globe in the
space of a few months. It was one of the first epidemics of influenza that occurred
during the period of the rapid development of bacteriology. In addition, it was the
first epidemic that was publicly and intensively narrated in the developing daily
press, especially those published in German located in Germany and Austria [6].
However, as stated in [1], very limited information about the epidemiology of
this influenza has been found in materials published in English. Motivated by
these observations and by the fact that no epidemic corpus in German has been
publicly available so far, we create RussianFlu-DE corpus1, which contains 639
German news articles (stories) extracted from noisy OCR text of newspapers
published during 1889–1893.

In addition, reliable extraction of interesting knowledge regarding epidemi-
ology from a text corpus often needs to refer to the time at which reported
events take place. Temporal information supports the development of techniques
for timeline creation and tracking the progress of events over geographic areas.
Apart from these epidemiological applications, temporal information plays an
important role in many natural language processing and understanding tasks.
Therefore, the extraction and normalization of temporal expressions from doc-
uments are crucial preprocessing steps in these research areas. An important
application is to evaluate the quality of temporal taggers. Thus, as a second
contribution, we provide a temporally annotated version of the corpus using
the TIMEX2 annotation schema [7]. Finally, to show examples of how useful
RussianFlu-DE is for epidemiology, we present some preliminary yet interesting
results obtained from analyzing the corpus.

The remainder of the paper is structured as follows. In Sect. 2, we discuss the
related work for this paper. In Sect. 3, we detail our tasks to produce RussianFlu-
DE. Section 4 describes the methods used to annotate temporal expressions in
the corpus. We then present in Sect. 5 some exploratory results obtained from
the corpus before concluding the paper in Sect. 6.

1 RussianFlu-DE is accessible on our project website: http://russianfluweb.l3s.
uni-hannover.de.

http://russianfluweb.l3s.uni-hannover.de
http://russianfluweb.l3s.uni-hannover.de
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2 Related Work

In this section, we first discuss recent studies on the Russian flu epidemic and
then present relevant work for the creation of a temporally annotated corpus.

Studies on the Russian flu epidemic. As mentioned in the previous section,
there is limited information about the epidemiology of the Russian flu epidemic
1889–1893. In [6], the authors conducted an analysis to examine the impact of the
epidemic in 14 cities in Europe. Their results showed that the epidemic spread
quickly from Saint Petersburg, Russia, to other parts of Europe with a speed of
around 400 km/week and reached the American continent only 70 days after the
original peak in Saint Petersburg. In addition, some detailed information about
case fatality ratio and the median basic reproduction was also given. However,
their work was based on reports of only two local daily newspapers in Poznań,
Poland, which implies some uncertainty due to the lack of data coverage. Valleron
et al. [8] presented a case study on the transmissibility and geographic spread of
the Russian flu. A similar approach was followed by Valtat et al. [1] to examine
the age distribution of the affected people and the mortality rate of this flu event.
In a recent study, Ewing et al. [9] collected contemporary reports and explored
a digital humanities approach to interpret information dissemination regarding
this epidemic. The limitations common to all these studies are the heterogeneity
and lack of coverage of data used.

Development of temporally annotated corpora. Since the last decade,
there has been significant effort in the area of temporal annotation of text docu-
ments. Annotation standards such as TIDES TIMEX2 [7] and TimeML [10] were
defined and temporal taggers e.g., DANTE [11] and HeidelTime [12], were devel-
oped. Furthermore, research challenges such as the Automatic Content Extrac-
tion (ACE) time expression and normalization (TERN) were organized where
temporal taggers were evaluated. In 2010, temporal tagging was one task in the
TempEval-2 challenge [13]. However, the research focus was mainly on English
documents. A few temporally annotated corpora have been published, e.g., ACE
EN Train corpora2, TimeBank [14], TempEval EN [13], and WikiWars [11]. Only
recently, a German WikiWars corpus consisting of Wikipedia articles in German
about famous wars in history was developed [15]. Nevertheless, no historical
epidemic corpus is available so far.

3 Corpus Creation

In this section, we detail the corpus creation tasks. In Sect. 3.1 we describe our
methods for collecting and cleaning data. A tool for extracting Russian flu related
stories from OCR text is then introduced in Sect. 3.2.

2 See corpora LDC2005T07 and LDC2006T06 on http://www.ldc.upenn.edu.

http://www.ldc.upenn.edu
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3.1 Data Collection and Noise Reduction

Data used in this work was collected from the Austrian Newspapers Online
(ANNO)3 repository. ANNO contains almost all issues from many newspapers
in Austria and Germany during the time the Russian flu epidemic took place.
The data are accessible, both in scanned PDF and OCR formats. These are
appropriate for our goal in terms of extracting Russian flu related stories from
noisy OCR text and checking against the scanned PDF content for validity.
To establish the data collection, the keywords listed in Table 1 were used to
search the ANNO repository4. The search query was constrained to the time
interval from 1889 to 1893. Empirically, these keywords are likely to appear in
texts talking about diseases in general and about the Russian flu epidemic in
particular, therefore resulting in a high recall collection. After preprocessing the
search results we obtained 4,806 issues, which become the candidates to extract
stories about the Russian flu. ANNO search always returns a whole issue of a
newspaper and fully automatic extraction of individual stories is not possible.

Table 1. Keywords used to collect newspaper issues containing stories about the
influenza epidemic. We aimed for high recall.

ID Keyword Variation ID Keyword Variation

1 Influenza Jnfluenza, Jnsolvenza 4 Grippe

2 Epidemie 5 erkrankt ertrankt

3 Influenza-Epidemie Influenzaepidemie 6 Pathologie

Due to the low quality of the scanned images of newspaper issues, a lot of
noise is present in the corresponding OCR texts. A very frequent type of error is
the so-called antistring, where the OCR output of a sequence of words consists of
individual characters with spaces inbetween. For example, Fig. 1 shows a scanned
image of three short messages about the Russian flu in London, Prague, and
Munich, which was published on December 14, 1889 by Die Presse, and the
corresponding OCR text. We can observe that a string “I f l u e n z a i n P r a
g n o c h n i c h t” was produced instead of five words “Influenza in Prag noch
nicht”. Besides, several misrecognized words exist in the OCR text.

Our goal was to correct OCR errors but at the same time keep the lan-
guage as it was so that the derived corpus pertains its historical perspective.
As modern German is rather different in writing and usage of many words due
to language evolution, text normalization models that were trained on modern
German datasets could not be applied [16]. To cope with these issues, we
adopted a snapshot of the Google-2-gram dataset for German5 from 1885 to 1895.
3 The Austrian National Library: http://anno.onb.ac.at.
4 Some misspelt variations of keywords were used due to possible OCR errors.
5 The Google-2-gram dataset is publicly available at: http://storage.googleapis.com/

books/ngrams/books/datasetsv2.html.

http://anno.onb.ac.at
http://storage.googleapis.com/books/ngrams/books/datasetsv2.html
http://storage.googleapis.com/books/ngrams/books/datasetsv2.html
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Fig. 1. An image of three short messages about the Russian flu in an issue published
on December 14, 1889, by Die Presse and the corresponding recognized OCR text.

We used the dataset to train a bigram-based model for word segmentation (to
recover words from antistrings), and for spell checking (to correct misrecognized
words).

We applied our model to the 639 Russian flu stories in our corpus (see Sect. 3.2
for details on story extraction). Updates were done for 5,121 antistrings and
79,114 misrecognized words. The final corpus contains over 453,000 words. To
validate our noise correction, two German native speakers proofread a random
sample of 11 stories in our corpus before and after correction and identified
word errors. The word error rate (WER) over all 11 texts before correction was
around 18.9%, reduced to 5.5% after correction. Although our proofreaders also
found some errors introduced by our model, the quality of the text has greatly
improved. Table 2 shows details per story.

3.2 Tool for Extracting Russian Flu Stories

Text block classification. Manually reading thousands of newspaper issues to
extract relevant stories about the Russian flu is too time consuming. In addition,
a difficult challenge when extracting complete stories is that recognized OCR
text blocks are very often not aligned in the same order as they were in the
original image of an issue. Our approach was to automatically pre-classify OCR
text blocks to identify the ones that are more likely to be part of flu-related
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Table 2. Sample results of noise cleaning process. B and A prefixed columns indicate
the numbers obtained before and after running our noise cleaning model, respectively.

ID Filename B-Errors B-Words B-WER A-Errors A-Words A-WER

01 apr18891206.story.1 80 567 14.1% 20 573 3.4%

02 apr18891209.story.1 135 820 16.4% 50 815 6.1%

03 apr18891210.story.1 101 460 21.9% 24 403 5.9%

04 apr18891210.story.2 102 539 18.9% 33 528 6.2%

05 apr18891211.story.1 36 253 14.2% 6 236 2.5%

06 apr18891211.story.2 93 541 17.1% 30 553 5.4%

07 apr18891211.story.3 114 721 15.8% 22 721 3.0%

08 apr18891212.story.1 118 653 18.0% 31 637 4.8%

09 apr18891214.story.1 94 446 21.0% 36 443 8.1%

10 apr18891214.story.2 21 119 17.6% 6 105 5.7%

11 apr18891215.story.1 239 717 33.3% 66 726 9.0%

Average 103 531 18.9% 30 521 5.5%

stories. For this, we adopted the KL-divergence based technique developed by
Schneider [17] to build a classifier. We manually extracted and labeled 245 OCR
text paragraphs, which were then used to train the model and obtained a recall
of 81.5% and a precision of 68.6% when cross-validating on the training set. The
output of the classifier can be used to help annotators start working on an issue
by looking at suggested text blocks first, from which they then select paragraphs
that are part of the same story.

Extraction tool. We implemented a Web-based tool for annotators to
help build our RussianFlu-DE corpus collaboratively. The high-recall classifier
described above is an underlying component of the tool that suggests to the anno-
tators to navigate to the text paragraphs that are probably part of a Russian
flu story. The main GUI of our tool is shown in Fig. 2. As an important compo-
nent for the annotator, the bottom-left area displays information on text blocks
derived from classifier output and the annotator’s recent decisions (e.g., which
text blocks were selected to complete an article). For more convenience, one just
needs to click on an entry in this list to navigate to the corresponding content
that is shown afterwards in the area on the right6.

Four students worked through all 18,768 classifier-suggested text blocks of
all 4,806 newspaper issues returned by the original ANNO keyword search to
identify Russian-flu related stories in those blocks and surrounding blocks. The
extracted 657 stories were subsequently additionally verified by another two
native-speaker annotators resulting in a final 639 Russian flu stories from 42
newspapers, identified with 85.7% agreement between annotators (i.e., 18 stories

6 Detailed guidelines for the tool are available on: http://russianfluweb.l3s.
uni-hannover.de.

http://russianfluweb.l3s.uni-hannover.de
http://russianfluweb.l3s.uni-hannover.de
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Fig. 2. Main GUI of our tool for extracting newspaper articles about the Russian flu
from OCR text.

Table 3. List of 20 newspapers from which most of the articles about Russian flu in
our corpus were extracted.

ID Newspaper Stories ID Newspaper Sto.

01 Die Presse 72 11 Linzer Volksblatt 24

02 Neue Freie Presse 56 12 Bludenzer Anzeiger 20

03 (Linzer) Tages-Post 54 13 Vorarlberger Landes-Zeitung 17

04 Bregenzer/Vorarlberger Tagblatt 50 14 Mährisches Tagblatt 16

05 Deutsches Volksblatt 43 15 Prager Abendblatt 15

06 Wiener Zeitung 40 16 Salzburger Chronik 11

07 (Neuigkeits) Welt Blatt 38 17 Badener Bezirks-Blatt 9

08 Das Vaterland 34 18 Neue Warte am Inn 9

09 Prager Tagblatt 33 19 Volksblatt für Stadt und Land 8

10 Bukowinaer Rundschau 25 20 Teplitz-Schönauer Anzeiger 6

were removed, 548 in common, 91 in partial agreement). Table 3 shows a list of 20
newspapers from which most of the articles in the corpus were extracted. Each
article was then converted into an SGML file, the format of the ACE TERN
corpora containing DOC, DOCID, DOCTYPE, DATETIME, and TEXT tags.
The document creation time was set to the publication date. The format complies
with widely used tools for temporal annotation tasks, which we address in the
next section.

4 Temporal Annotation

This section describes our work to produce a temporally annotated version of
RussianFlu-DE. We first give an overview over the TIMEX2 schema (Sect. 4.1),
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which we used for annotating temporal expressions. We also explain our
two-stage strategy for annotating the corpus. Then, in Sect. 4.2, we present some
statistics computed on RussianFlu-DE compared to other corpora.

4.1 TIMEX2 Schema and Annotation Strategy

For the annotation of temporal expressions, we followed the authors of the Wiki-
Wars corpus [11]. Particularly, we used TIMEX2 as annotation schema to anno-
tate the temporal expressions in our corpus. The TIMEX2 annotation guide-
lines [7] describe how to determine the extents of temporal expressions and their
normalizations. Note that, in addition to date and time expressions, such as
“December 10, 1889” and “9:30 p.m.”, temporal expressions describing dura-
tions and sets are to be annotated as well [15]. Examples for expressions of the
types duration and set are “24 months” and “daily”, respectively. The normal-
ization of temporal expressions is based on the ISO 8601 standard for temporal
information. In particular, the following five attributes can be used to normalize
a temporal expression: VAL (value), MOD (modifier), SET (set identification),
ANCHOR VAL (anchor value), and ANCHOR DIR (anchor direction).

The most important attribute of a TIMEX2 annotation is VAL, which holds
the normalized value of a temporal expression. Table 4 gives values of VAL for
the four examples described above. The SET attribute is used to identify set
expressions. In addition, the modifier MOD is used to provide additional speci-
fications not captured by VAL. For instance, for expressions such as “the end of
December”, MOD is set to END. Finally, ANCHOR VAL and ANCHOR DIR
are used to anchor a duration to a specific date, using the value information of
the date and specifying whether the duration starts or ends on this date.

Table 4. Normalized values (VAL) of temporal expressions of different types. We here
assume that 9:30.p.m in the second example refers to 9:30.p.m on December 10, 1889.

Temporal expression VAL attribute Temporal expression VAL attribute

December 10, 1889 1889-12-10 24 months P24M

9:30.p.m 1889-12-10T21:30 daily XXXX-XX-XX

Similar to Strötgen et al. [15,18], we used the Heideltime temporal tagger [12]
as a first-pass annotation tool. HeidelTime is a multilingual, rule-based tem-
poral tagger that was developed to have strict separation between the source
code and the resources (rules, extraction patterns, normalization information).
Because of this, HeidelTime supports several languages [12,13]. The output of
HeidelTime was then imported to the annotation tool Callisto7 for manual cor-
rection of the annotations. As in [11,15], this two-stage annotation procedure is

7 http://callisto.mitre.org.

http://callisto.mitre.org
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motivated by the fact that “annotator blindness”, i.e., annotators missing tem-
poral expressions, is reduced to a minimum. Furthermore, the annotation effort
is reduced significantly since the annotator does not have to create TIMEX2
tags for the expressions already identified by the tagger. At the second stage
of annotation, the stories were examined for temporal expressions missed by
HeidelTime and existing HeidelTime annotations were manually corrected. This
task was performed by two rounds of 2 annotators, who each worked separately
on half the collection. Overall, relative to the final 7,492 temporal annotations,
the annotators contributed 4.4% new temporal annotations and corrected 7.9%
of HeidelTime annotations (see Table 5).

Table 5. Updates made by annotators in two rounds on the result of the HeidelTime
temporal tagger. The percentage is relative to the final result.

First round of annotators Second round of annotators

Extraction Normalization Extraction Normalization

311 (added) 561 (edited) 16 (added) 31 (edited)

4.2% 7.5% 0.2% 0.4%

Finally, the annotated files, which contain inline annotations, were trans-
formed into the ACE APF XML format, a stand-off markup format used by the
ACE evaluations. Thus, the RussianFlu-DE corpus is available in the same two
formats as the WikiWars and WikiWarsDE corpora. Therefore, evaluation tools
of the ACE TERN evaluations can be used with our corpus as well.

4.2 Corpus Statistics

In this section, we present some statistics regarding the length of stories and
the number of temporal expressions in our RussianFlu-DE corpus compared to
other corpora.

The RussianFlu-DE corpus contains 639 stories related to the Russian flu
with a total of more than 453,000 tokens and 7,492 temporal expressions. In
Table 6, we compare our corpus to other publicly available, temporally tagged
corpora. While ACE 04 EN Train remains the largest corpus in terms of number
of documents, RussianFlu-DE is the largest one regarding the number of tokens.
Except for the two WikiWars copora that naturally have long narrative docu-
ments, RussianFlu-DE has significantly longer documents compared to others.
RussianFlu-DE contains around 7,500 temporal expressions. Thus, the corpus is
second only to the ACE 04 EN Train corpus. The density of temporal expressions
indicated by Tokens/TIMEX in RussianFlu-DE is similar to the other corpora
except for the two WikiWars corpora and the ACE 04 EN Train corpus. Finally,
RussianFlu-DE contains 11.7 temporal expressions per document on average,
which is slightly higher than the others except for the two WikiWars corpora
that have an order of magnitude more temporal expressions per document.
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Table 6. Statistics computed on the RussianFlu-DE corpus in comparison to other
publicly available corpora.

ID Corpus Docs Tokens Tokens TIMEX Tokens TIMEX

Doc TIMEX Doc

1 ACE 04 EN Train 863 306,463 355.1 8,938 34.3 10.4

2 ACE 05 EN Train 599 318,785 532.1 5,469 58.3 9.1

3 TimeBank 1.2 183 78,444 428.6 1,414 55.5 7.7

4 TempEval2 EN Train 162 53,450 329.9 1,052 50.8 6.5

5 TempEval2 EN Eval 9 4,849 538.7 81 59.9 9.0

6 WikiWars 22 119,468 5,430.3 2,671 44.7 121.4

7 WikiWarsDE 22 95,604 4,345.6 2,240 42.7 101.8

8 RussianFlu-DE 639 453,288 709.3 7,492 60.5 11.7

5 Preliminary Exploratory Results

In addition to the RussianFlu-DE corpus, we developed associate tools and made
them available so that research communities can use them to query for infor-
mation and conduct explorative studies based on the corpus. We present in this
section some functionalites of our tools and preliminary yet interesting results.

The corpus timeline provides statistics on the number of stories in the corpus
across time and news outlet. In addition, it provides an interactive visualization

Fig. 3. Press attention on the Russian flu and topic changes over time.
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Fig. 4. A pattern of frequent collocations extracted from RussianFlu-DE corpus.

from shallow semantic analysis, such as word usage and word collocations over
time. As an example shown in Fig. 3, during the peak time in late December 1889
and January 1890, extensive news about the influenza was published. Newspa-
pers were trying to narrate the outbreak as fast as possible. Words that appear
significantly in the stories include influenza, epidemic, krankheit (disease), and
erkrankt (sick). A short time after this peak period, i.e., in February and March
1890, fewer reports were published about the outbreak of the flu and communi-
ties started discussing its treatment more. Names of doctors appear in the news
(e.g., Leyden, Proust) together with words describing symptoms such as fieber
(fever), kopfschmerzen (headache), and appetitlosigkeit (anorexia).

Fig. 5. High correlation between the frequencies of influenza and erkrankt, and the
peak time of the flu in London.
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Rather than such an overall view, by exploring word collocations in the whole
corpus, one can find even more interesting information. For example, Fig. 4 shows
a frequent pattern of word collocation describing the influenza. This pattern
actually provides useful insights, both on how the media narrates the flu and
the flu itself. The words heute (today) and gestern (yesterday) indicate that news
about the flu was updated every day; and the word jänner (January) implies
that the flu outbreaks happened during winter.

Figure 5 presents the co-occurrences of three words influenza, erkrankt, and
london over time. It shows a strong correlation between the occurrence frequen-
cies of influenza and erkrankt. In addition, one can observe that the peak time
of the flu in London was from late December 1889 to early January 1890 as
indicated in [4,19]. This suggests that the temporal distribution of terms can
give us more insights into the geographical spread of the epidemic.

6 Conclusions

We have described RussianFlu-DE, a corpus of German articles about the
Russian flu of 1889–1893. After discussing the methods for data collection and
cleaning, we introduced our tool for extracting relevant articles from OCR text.
In addition, a temporally annotated version of the corpus was produced. We fur-
ther presented some interesting insights that we achieved from analyzing arti-
cles in the corpus. In future, we will (i) extend the corpus with articles from
German-language newspapers published in countries other than Austria, (ii) use
our temporal corpus annotation for information extraction (such as number of
deaths) and (iii) investigate information spread as well as sentiment towards
events by aligning articles on the same events from different newspapers.
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Abstract. Physical samples are important resources for sample-based
data reuse. They may be utilized in the reproduction of scientific find-
ings, depending on their availability and accessibility. Although several
solutions have been developed to curate and publish digital collections
(e.g., publications and datasets), considerably less attention has been
paid to providing access to physical samples, and linking them to data,
reports, and other resources on the Internet. Some progress has been
made to bring physical samples into the digital world; for example,
through the web-identifier schemes, sample metadata standards and cat-
alogues, and specimen digitization. Existing studies based on the above
examples are either project or domain-specific. Also, a particular chal-
lenge exists in providing citable and resolvable identifiers for physical
samples outside the context of an individual project or a sample data
repository. Within the Commonwealth Scientific and Industrial Research
Organisation (CSIRO), further work is needed in order to connect the
various types of physical samples collected by different entities (indi-
vidual researchers, projects and laboratories) to the Web, and enable
their discovery. We address this need through the development a dig-
ital repository of physical samples. This paper presents technical and
non-technical components of the repository. They were applied to unam-
biguously identify the various physical samples and to systematically
provide continuous online access to their metadata and data.

Keywords: Physical sample · Specimen · Persistent identifier · IGSN ·
Sample data curation · Institutional repository

1 Introduction

Physical samples (also called physical specimens) are information sources that
come from the Earth’s environment. Sampling activities are conducted for scien-
tific research and monitoring purposes. For example, core samples are collected
c© Springer International Publishing AG 2017
J. Kamps et al. (Eds.): TPDL 2017, LNCS 10450, pp. 74–85, 2017.
DOI: 10.1007/978-3-319-67008-9 7
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to investigate the physical and chemical nature of rocks, soil specimens are gath-
ered to calibrate soil-water measuring instruments, and specimens of plants and
insects serve as reference materials to understand the biodiversity of a specific
area. The reproducibility of scientific findings and the interpretation of sample-
based data requires access to the physical samples and sample metadata, respec-
tively [13]. In addressing the importance of samples, organizations have issued
policies and regulations. For example, the NSF Data Sharing Policy asserts that
[1], “investigators are expected to share with other researchers, [...] the primary
data, samples, physical collections and other supporting materials created or
gathered in the course of work under NSF grants” [16, p. 66]. The Australian
Antarctic program (AAp) Data Policy (2015) indicates that chief investigators
“are responsible for ensuring that all data and samples generated as part of their
research are adequately managed for long-term re-use” [15].

Motivation. Physical samples are important research assets of CSIRO. Within
the organization, the community of sample users includes individual researchers,
projects, and laboratories, all of which collect or generate samples as a part of
their field studies or analytical processes. Examples of samples include ground-
water, drill cores, seabed cores, soil archives, sediment, biological specimens,
and synthetic materials. The organization curates a large number of legacy sam-
ples as well as thousands of samples that will be collected in the future. As in
most organizations, there are two main challenges to identifying and discovering
samples [6,12]. First, sample collectors may follow their own naming conven-
tion to identify samples; therefore, sample names can often be ambiguous. For
instance, different collectors may refer to different samples using the same name,
or the same sample could be named differently based on analytical procedures
performed. This naming ambiguity is also applicable to sample-related physical
resources, such as sample collections1 and sampling features2. Herein, we will
refer to physical samples, sample collections, and sampling features as ‘physical
resources’ in this paper. The second challenge concerns the discovery of samples.
Sample descriptions are often only available to the sample owner. They may not
be easily discoverable by other users due to the lack of online catalogues that
offer access to the sample metadata.

Contributions. In this paper, we address the challenges through the devel-
opment of a digital repository, which supports the effective management and
discovery of physical resources and their metadata across the Web. The key fea-
tures of the repository are (a) globally unique and persistent identification of
the resources, (b) technical solutions (e.g., tools, data stores, web services and
a web portal) that are domain independent, extensible, and easily accessible by
members of the organization, and (c) interoperability with sample data reposi-
tories managed by other institutions. Given the diverse research communities in
1 A collection may be a group of arbitrary specimens or an aggregation of specimens,

e.g., rock chips.
2 A sampling feature is an entity that is designed to observe some domain features.

This may refer to the ‘locations’ where a sample was collected from such as drill-
holes, wells, sections, and soil pits.
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CSIRO, and the changes in staff over the years, exclusively technological solu-
tions are inadequate. Therefore, another important aspect we considered when
developing the digital repository is the non-technical solutions, such as an organi-
zational and governance framework that supports the operation of the technical
solutions and the governance of the physical resource identification used in the
organization.

Outline. This paper provides an overall view of the digital repository, its related
work Sect. 2, and its technical Sect. 3 and non-technical solutions Sect. 4. In
addition, we describe the applications of the digital repository in the context
of different sample repositories in the organization. We summarize the paper
Sect. 5 by detailing its contributions.

2 Related Work

This section provides an overview of IGSN and summarizes related work.

2.1 International Geo Sample Number (IGSN)

Persistent identifiers, such as Digital Object Identifiers (DOI), have proven suc-
cessful in providing long-term access to digital resources by maintaining the link
between a digital resource and its location on the Web [8]. Similarly, assigning
globally unique identifiers to physical samples will facilitate unambiguous and
systematic access to the samples [6]. IGSN3 is a persistent, globally unique code
for the identification of physical samples and sample collections. The use of the
IGSN is not limited to the geosciences but is also relevant to other sciences
dealing with specimens, such as biology and oceanography. The IGSN initiative
is represented by organizations in various parts of the world, including North
America, Europe, Asia, Africa and Oceania.

Figure 1 illustrates the system architecture of the IGSN registration. The
Implementation Organization of the IGSN (IGSN e.V.) governs and promotes
standard methods for identifying and citing physical samples, and operates the
international (top-level) IGSN registration service [10]. The international regis-
tration service is modelled after DataCite and utilizes the Handle.net System4,
which is a global persistent identifier resolver service [7]. An allocating agent is
a member institution that is authorized by the IGSN e.V. to register the IGSN
within an allocated namespace. CSIRO is one of three IGSN allocating agents in
Australia alongside Geoscience Australia and Curtin University. In the CSIRO
implementation, a client (i.e., individual users or laboratories) may send IGSN
registrations to the agent’s service based on the description schema developed
by the respective allocating agent. Then, the agent service forwards the registra-
tions to the international registration service based on theregistration schema5.

3 http://www.igsn.org/.
4 https://www.handle.net/.
5 http://schema.igsn.org/registration/.

http://www.igsn.org/
https://www.handle.net/
http://schema.igsn.org/registration/
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Fig. 1. The hierarchical architecture of the IGSN registration. A namespace refers to
the prefix of an allocating agent, e.g., the IGSN e.V. allocated the prefix CS to CSIRO.
A subnamespace uniquely represents a client. For example, CAP is the subnamespace
of the Capricorn Distal Footprints project.

The registration schema only covers registration information (e.g., sample num-
ber, registrant and log), and excludes sample descriptions to allow greater flexi-
bility in describing samples for different use cases. This separation of registration
and description of objects differs from the practice in DOI registration where the
registration agents send a standardized set of metadata to the DOI registry as
part of the registration process. The Handle.net resolves each individual IGSN
handle (e.g., 10273/CSCAP876-MJ25) to a landing page6 for the resource identi-
fied by the handle. Landing pages include more detailed (domain-specific) infor-
mation of the registered resources and are maintained by the respective client.

2.2 Related Work

Sample Registration Systems. Several organizations have introduced IGSNs
to publish their physical samples information. Among these are the System for
Earth Sample Registration (SESAR)[11], the Integrated Ocean Drilling Program
(IODP) [2] and the International Continental Scientific Drilling Program [3]. The
IGSN was developed as SESAR7 in precursor work at Lamont-Doherty Earth
Observatory (LDEO). SESAR was developed with the requirements of individ-
ual investigators’ geochemical research in mind and have several technical limi-
tations [6]. This work is an expansion of precursor work in SESAR. The existing
systems were developed for fairly specific use cases in single research domains.

6 http://capdf.csiro.au/igsn/CSCAP876-MJ25.
7 http://www.geosamples.org/mysesar.

http://capdf.csiro.au/igsn/CSCAP876-MJ25
http://www.geosamples.org/mysesar
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In contrast, the solutions we developed in CSIRO are domain-independent, i.e.,
they support representation and registration of various specimen types. Fol-
lowing the IGSN recommended practice, we facilitate the specimen discovery
through the meta-data harvesting capabilities across the IGSN communities in
Australia.

Specimen Metadata Information Model. There are several metadata
schemas representing physical samples. However, some of them are domain spe-
cific (e.g., Darwin Core (DwC) [17]), while others have specific design considera-
tions (e.g., modelling sampling features and observation procedures). We devel-
oped a comparison between the description metadata schema and the exist-
ing schemas in [6]. In this implementation, the sample description metadata
schema supports the registration of physical resources through the CSIRO allo-
cating agent service, and the dissemination of resource records through the Open
Archives Initiative Protocol for Metadata Harvesting (OAI-PMH)[9] implemen-
tation8. The description schema adapts some concepts from the DataCite Meta-
data Schema (v4.0) [5]. It is closely aligned with ISO 19156:2011 (Geographic
information - Observations and Measurements (O&M)) [4]. The DataCite Meta-
data Schema includes the core metadata elements for identifying and describing
digital resources, whereas ISO 19156:2011 defines a common set of sampling
feature types including SpatialSamplingFeatures and Specimen. Although the
description schema shares some similarities with the two schemas, it differs from
them in several aspects. First, it represents the common properties of the three
physical resources – physical sample, sample collection and sampling features.
We represent new metadata elements, and modify existing elements from the
DataCite schema (e.g., cardinality and restrictions) to meet the requirements of
the resources. For particular metadata elements (e.g., material, specimen and
identifier types), we develop and set controlled vocabularies (expressed as Sim-
ple Knowledge Organization System (SKOS)9 concepts) as their acceptable val-
ues. For more information about the description schema and its contributions,
see Sect. 3.

Metadata Harvesting and Dissemination. There are several ways to harvest
sample metadata catalogues, common examples are the OGC Catalogue Services
for the Web (CSW)10 and OAI-PMH11. In the OAI-PMH framework, a service
provider deploys a client application (harvester) that requests metadata from
one or more data providers. A data provider operates the metadata catalogue of
a repository, which serves the OAI-PMH requests (see Fig. 1). We developed an
OAI-PMH provider service to disseminate the sample metadata records in our
digital repository in two metadata profiles such as Dublin Core, CSIRO-IGSN
Description Schema. We also developed an OAI-PMH service provider which
harvests metadata records from our metadata store through the data provider
service, and from other allocating agents, e.g., Geoscience Australia.
8 https://igsn.csiro.au/igsn30/api/service/30/oai.
9 https://www.w3.org/2004/02/skos/.

10 http://www.opengeospatial.org/standards/cat.
11 https://www.openarchives.org/pmh/.

https://igsn.csiro.au/igsn30/api/service/30/oai
https://www.w3.org/2004/02/skos/
http://www.opengeospatial.org/standards/cat
https://www.openarchives.org/pmh/
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3 Solutions

Figure 2 illustrates the architecture of the digital repository that supports sample
registration and discovery in CSIRO. Its components are listed as follows:

a. Clients: The allocating agent registration service handles requests from two
types of clients – sample data curation systems and individual researchers.
Individual researchers may register their samples with IGSNs via a web
form12, while sample data curation systems request IGSNs programmatically.
Current sample data curation systems in CSIRO are the Capricorn Distal
Footprints project, Repository of the Australian Resources Research Centre
(ARRC), and Reflectance Spectra Reference Libraries. Table 1 summarizes
the local sample systems, material types, and IGSNs registered.

b. CSIRO allocating agent service: The allocating agent registration ser-
vice13 is a Representational State Transfer (RESTful) web service endpoint
that enables clients to register IGSNs of physical resources, to request sub-
namespaces, and to retrieve resource metadata programmatically. The IGSN
registration requests sent by the clients must be encoded in XML conforming
to the CSIRO IGSN description metadata model.14 The agent registration
service mints IGSNs from the international registration service on behalf of
the clients.

c. CSIRO-IGSN Description metadata model: The description metadata
model represents the common concepts associated with physical resources
such as identification, collection, curation, and related resources. It is designed
to be general enough to catalogue different specimen types in the organiza-
tion. The metadata schema serves as the basis for IGSN registration through
the CSIRO agent registration service and to disseminate resource metadata
through the OAI-PMH data provider service. Key features of the schema are
that it supports batch registration of resources as our use cases may involve
large batches of IGSN registrations, and it has minimal restrictions on which
elements are required, e.g., resource identification, types and curation details.
Some of the metadata elements are required to obtain IGSNs from the inter-
national registration service (e.g., resourceIdentifier and landingPage), while
the others are relevant when discovering the resources through the web por-
tal (e.g., materiaTypes and curationDetails). In addition, the schema offers
flexibility to express both geographic and non-geographic location informa-
tion (toponym), and time instants and intervals based on the W3C Date and
Time Formats15, which is a simpler profile of ISO 860116. Physical samples are
often relocated from one repository to another, therefore the schema captures
the provenance of sample curation. It also represents several relation types

12 https://igsn.csiro.au/igsn30/.
13 https://igsn.csiro.au/igsn30/api/.
14 The XML schema and its graphical representation are available at https://igsn.csiro.

au/schemas/3.0/.
15 https://www.w3.org/TR/NOTE-datetime.
16 https://www.iso.org/standard/40874.html.

https://igsn.csiro.au/igsn30/
https://igsn.csiro.au/igsn30/api/
https://igsn.csiro.au/schemas/3.0/
https://igsn.csiro.au/schemas/3.0/
https://www.w3.org/TR/NOTE-datetime
https://www.iso.org/standard/40874.html
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to associate a registered resource with its related resources, such as subsam-
ples, digital resources (datasets, reports, images) and a reference resource17.
It leverages existing and new controlled vocabularies that we developed in
order to provide standardized information about the metadata elements and
to ensure consistent metadata entry by clients. Digitization of specimens is
beyond the scope of the project, although the digital images of specimens
could be linked to their specimens registered in our system through the
description metadata model.

d. Controlled vocabularies. To align with existing standards, we incorporated
existing vocabularies into the description metadata schema, e.g., OGC defin-
itions of nil reasons18, material and specimen types defined by the CUAHSI’s
Observations Data Model (ODM2)19, the contributor types from the CSIRO
Linked Data Registry20 and EPSG Geodetic Parameter Dataset21. We also
developed the missing SKOS-based vocabularies that are necessary to connect
the registered resources to the Web of data, e.g., registration types, identifier
types, and relation types. The new vocabularies were identified with their cor-
responding persistent URIs to ensure machine actionability to the vocabular-
ies. We use the Research Vocabularies Australia (RVA)22 system to maintain
the new vocabularies.

e. Metadata store: Metadata are stored in a PostgreSQL database modelled
after the description metadata model. The metadata store captures resource
metadata and client information (e.g., subnamespaces).

f. Metadata provider and harvester: We implemented an OAI-PMH
provider service23 to disseminate the metadata of registered resources in the
metadata store. We also developed an OAI-PMH harvester, which is based on
the PANGAEA Framework for Metadata Portals (panFMP) [14]. It harvests
sample metadata from our own repository and other allocating agents.

g. National IGSN web portal: panFMP is entirely web-service based and
does not supply its own graphical user interface, therefore its index is queried
through a web portal. The web portal24 provides a common access to sample
metadata harvested from OAI-PMH services operated by different allocating
agents in Australia.

17 A physical sample is usually compared with a reference sample.
18 http://www.opengis.net/def/nil/OGC/0/.
19 http://vocabulary.odm2.org/.
20 http://registry.it.csiro.au/.
21 https://epsg.io.
22 http://www.ands.org.au/online-services/research-vocabularies-australia.
23 https://igsn.csiro.au/igsn30/api/service/30/oai.
24 https://igsn2.csiro.au/portal.

http://www.opengis.net/def/nil/OGC/0/
http://vocabulary.odm2.org/
http://registry.it.csiro.au/
https://epsg.io
http://www.ands.org.au/online-services/research-vocabularies-australia
https://igsn.csiro.au/igsn30/api/service/30/oai
https://igsn2.csiro.au/portal


A Digital Repository for Physical Samples 81

F
ig
.
2
.
A

rc
h
it

ec
tu

re
o
f
th

e
C

S
IR

O
IG

S
N

im
p
le

m
en

ta
ti

o
n
.



82 A. Devaraju et al.

Table 1. Local sample repositories and their IGSN registrations (as on 30.03.2017)

Repositories Material types IGSN Registered

Repository of the ARRC rock, mineral, soil 25652

Capricorn distal footprints rock, vegetation, water, regolith 4232

Reflectance spectra reference
libraries

mineral, rock, synthetic material 94

4 Management

Use cases for samples in CSIRO range from individual researchers managing
samples and their data manually (e.g., using spreadsheets) to projects and labo-
ratories using sample curation systems. It is important to become familiar with
how the users handle samples so that IGSN can be seamlessly integrated into
their workflows and the existing workflows can be improved through technical
solutions. To facilitate the integration of IGSN into our workflows, the following
non-technical aspects were considered in this project.

a. What can be identified with IGSNs? To accommodate the needs of exist-
ing and potential sample applications, we allow IGSNs to be used to identify
not only physical samples but also sample collections and sampling features.
The IGSN Technical Documentation25 makes recommendations concerning
the format (identifier length) and semantic content of IGSN. In our imple-
mentation, we do not restrict the total length of an IGSN to allow repositories
incorporate their existing identifiers into a globally unique IGSN. The IGSN
identifiers are formed from a combination of the prefix of the allocating agent,
client and the local sample identifier specified by the client.

b. Identifier governance: We established rules for assigning subnamespaces
to different groups, collections and laboratories. The use of subnamespaces
allows us to decouple the allocation of specific IGSNs in different parts of
CSIRO, making it easier to ensure the global uniqueness of registered identi-
fiers through a hierarchical delegation pattern [1].

c. Integration of identifiers into new and existing systems: For new
sampling campaigns, we recommend that IGSN to be adopted at an early
stage of the activity to ensure the consistent use of the identifiers throughout
the sample life cycle, i.e., from collection and processing to curation. For
existing sample curation systems, the local sample identifiers were extended
using the IGSN namespace as a prefix to the local identifiers, thus making
them globally unique. A similar method applies when individual researchers
register their samples with IGSNs through the web form (Fig. 2). It is also
possible to request the system to automatically generate unique identifiers
for their samples. The web system also hosts the landing pages of registered
resources, thus reducing the technical burden for users.

25 http://igsn.github.io/syntax.

http://igsn.github.io/syntax
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d. Linking physical resources with their datasets: For projects that have
their own sample data curation systems, we recommend them to use the
description metadata schema to associate a registered sample with the per-
sistent URI of its datasets. For users who do not have a data curation system,
we recommend to publish the specimen datasets via the CSIRO Data Access
Portal, and then use the DOI generated by the data portal to link the dataset
to its corresponding sample.

e. Outreach: We organized several events (presentations, meetings, and work-
shops) to introduce IGSN and to identify its potential application in the
organization. The technical solutions are documented along with their source
code, with examples available on a public repository26. This is important to
reach the wider community, who may later adopt the solutions.

f. National collaboration: CSIRO has a joint project with the other allocat-
ing agents (Geoscience Australia and Curtin University) and is funded by
the Australian Research Data Services program to implement IGSN for the
Australian geoscience community. This collaboration effort involves represen-
tatives from academia, research and government agencies, and is essential
to coordinating both IGSN-related activities and tool development at the
national level, and to promote its implementation and governance in other
sciences.

5 Conclusions

This paper described a successful implementation of persistent identifiers for
physical resources (physical samples, sample collections, and sampling features)
in a large organization. We developed a digital repository for the physical
resources and specified its technical and non-technical components underlying
the repository. The solutions developed have been applied to unambiguously
identify physical resources from various studies, and to connect their metadata
and data systematically to the Web. This improves the discovery of resources,
and consequently facilitates their reuse and reproducibility.

The digital repository handles IGSN registrations from local sample data
curation systems as well as from individual researchers. The hierarchical
namespace delegation pattern is well suited for a large organization in which
individual users, projects, and laboratories may all have different requirements
for identifying and publishing their physical resources. The description meta-
data model is generic and extensible, and therefore suitable for representing the
common properties of resources from different use cases. The digital repository
harvests sample metadata from different sources, which can be aggregated to
create new applications, for example, the Australian IGSN portal. Following the
successful IGSN implementation in CSIRO, we are now collaborating with the
John De Laeter Centre for Isotope Research at Curtin University to apply com-
ponents developed in the context of their Digital Mineral Library. We reached
out to some of the potential collections that could benefit from the CSIRO IGSN
26 https://github.com/AuScope.

https://github.com/AuScope
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implementation, for example, the Australian National Soil Archive and the Aus-
tralian National Insect Collection.
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Abstract. With the increasing amount of scientific publications in dig-
ital libraries, it is crucial to capture “deep meta-data” to facilitate more
effective search and discovery, like search by topics, research methods,
or data sets used in a publication. Such meta-data can also help to bet-
ter understand and visualize the evolution of research topics or research
venues over time. The automatic generation of meaningful deep meta-
data from natural-language documents is challenged by the unstructured
and often ambiguous nature of publications’ content.

In this paper, we propose a domain-aware topic modeling technique
called Facet Embedding which can generate such deep meta-data in an
efficient way. We automatically extract a set of terms according to the
key facets relevant to a specific domain (i.e. scientific objective, used
data sets, methods, or software, obtained results), relying only on lim-
ited manual training. We then cluster and subsume similar facet terms
according to their semantic similarity into facet topics. To showcase the
effectiveness and performance of our approach, we present the results of
a quantitative and qualitative analysis performed on ten different con-
ference series in a Digital Library setting, focusing on the effectiveness
for document search, but also for visualizing scientific trends.

1 Introduction

In light of the increasing amount of scientific publications, there is a growing
need for methods that facilitate the exploration and analysis of a given research
field in a digital library collection [1]. Existing approaches rely on word-frequency
analysis [2], co-citation analysis [3], co-occurrence word analysis [4], and proba-
bilistic methods like Latent Dirichlet Allocation (LDA) [5]. While popular, these
approaches suffer from one major shortcoming: by offering a generic solution,
they fail to capture the intrinsic semantics of text related to a specific domain
of knowledge. For instance, probabilistic methods like LDA are designed to be
generic and widely applicable; however, they often miss out on topics that are
relevant from a user’s point of view.

To support richer retrieval experience, we advocate extracting “deep meta-
data” from scientific publication, i.e. meta-data able to represent domain-specific
properties and aspects (facets) in which a document can be considered and
understood within its (research) domain.
c© Springer International Publishing AG 2017
J. Kamps et al. (Eds.): TPDL 2017, LNCS 10450, pp. 86–99, 2017.
DOI: 10.1007/978-3-319-67008-9 8
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Let us consider, for instance, the domain of data processing and data science,
which is gaining popularity due to the availability of great amount of digital
data, and progress in machine learning. In this domain, researchers and practi-
tioners need to develop an understanding of the properties of available datasets;
of existing data processing methods for the collection, enrichment and analy-
sis of data; and of their respective implementations as software packages. The
availability of deep meta-data about the facets (datasets, methods, and software)
would enable rich queries like: Which methods are commonly applied to a given
dataset? ; Discover state of the art methods for point of interest recommenda-
tion that have been applied to geo-located social media data with high accuracy
results. To the best of our knowledge, no state-of-the-art system is currently able
to provide answers to the previous queries.

This paper presents an approach for generating domain-aware “deep meta-
data” from collections of scientific publications. We focus on the data processing
domain, and address the main facets described in the DMS ontology [6], namely
datasets, methods, software, objectives, and results. We build upon a basic distant
supervision approach for sentence classification and named entity extraction [7],
and extend it with facet embeddings to automate the creation of Facet Topics,
i.e. clusters of semantically similar facet terms which allow for easier querying
and visualization. Our contributions are as follows:

– We introduce and formalize the concept of facet topics, which subsume a set of
facet terms into higher level topics more suitable for exploration, visualization,
and topic centered queries.

– We describe a novel approach for facet topic identification through facet
embeddings. The approach combines distant supervision learning on rhetor-
ical mentions for facet-specific sentence classification; semantic annotation
and linking for facet terms extraction; and semantic clustering.

– We quantitatively and qualitatively assess the performance of our approach,
and compare to established techniques like LDA topic modeling.

– We showcase our approach with a study exploring and visualizing trends and
changes within the domain of data processing research, based on deep meta-
data extracted from 11,589 research publications.

2 Related Work

The information overload in digital libraries is a crucial problem for researchers.
Online digital libraries like the ACM Digital Library (DL), IEEE Xplore, Cite-
Seer etc., provide search options for finding relevant publications by using “shal-
low” meta-data such as the title, the authors, keywords or other simple statistical
measures like the number of citations and download counts. However they are
not designed to support the analysis of “deep” meta-data such as the topic, or
methods and algorithms used in scientific publications.

There has been a large body of research focused on deep analysis of publica-
tions in scientific domains such as Software Engineering [1], Bio-informatics [8],
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Digital Library evaluation [9], or Computers science [10]; for different purposes,
such as finding topic trends in a domain [1,10] and evolution of scientific com-
munities popularity [11]. Common approaches rely on methods such as word-
frequency analysis [2], co-citation analysis [3,10], co-word analysis [4], and prob-
abilistic methods like latent Dirichlet allocation [5]. In contrast to existing lit-
erature which is either specially tailored to a domain or fully generic, our work
combines the strength of both approaches by being partially domain-aware: after
defining domain-aware facets using (limited) expert feedback, our approach auto-
matically extracts topics by analyzing the co-occurrence of named entities related
to the facets, thus is scalable within a domain while still taking advantage of
domain-specific knowledge and peculiarities.

While most current research [1,2,11] limits the analysis of a publication’s
content to its title, abstract, references, and authors, we extract facet terms from
the full text of scientific publications, in order to obtain more descriptive and
accurate topics. In addition, our method is not only based on selecting the most
frequent keywords (e.g. nouns, verbs set and proper nouns) [2], and, differently
from probabilistic methods like Latent Dirichlet Allocation [5], it considers the
semantics of terms for topic identification.

Some existing methods for domain-specific concept extraction and catego-
rization are based on noun phrase chunking [11,12] and use a bootstrapping
approach to identify scientific concepts in publications. More recent research
[13] used both corpus-level statistics and local syntactic patterns of scientific
publications to identify and cluster similar concepts. Our method follows a dis-
tant supervision approach, a simple feature model (bags-of-words), and does not
require prior knowledge about grammatical [12] and part-of-speech characteris-
tics of facet terms. However, we do require a brief training phase for adapting
our approach to a new domain.

3 Problem Description and Modeling

The goal of our work is to annotate n documents D = {d1, ..., dn} of a domain-
specific (scientific) corpus with faceted semantic meta-data. This meta-data goes
alongside already available structured meta-data like for example author names,
publication year, or citations. In particular, we aim at annotating documents
with both facet terms and facet topics, as discussed in the following:

Facets and Facet Sets: The central elements of our approach are facets.
Facets represent a perceived aspect relevant to user’s understanding of doc-
uments in corpus D. When adapting our method to a given corpus, a facet
set has to be defined which is used for describing documents in D, denoted as
F = {f1, f2, . . . , fn}. Defining a good facet set requires some domain exper-
tise. In the study presented in this work, we used specific facet set designed
based on [6], namely the FDMS facet set covering facets for a document cor-
pus focused on data processing research. This facet set covers the five facets
dataset, methods, software, objective, and result. We denote this as FDMS =
{DST,MET, SFT,OBJ,RES}.
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Facets Terms: For each document d ∈ D and facet f ∈ F , we extract a
set of facet terms FT d

f . A facet term ft ∈ FT d
f represents a term (usually

a named entity, but also short phrases are possible) found in the full text of
document d, and which can be clearly associated with facet f . We denote the
set of all facet terms related to a given facet f found in any document of D
as FTf . Typical examples of facet terms for the method facet MET ∈ FDMS

in our document collection are “Latent Dirichlet Allocation”, “Support Vector
Machine”, or “Description Logic”.

Facets Topics: Facet Terms are directly extracted from the full text of doc-
uments, and describe a document at a rather low level. In order to also allow
for high-level analytics and queries, we introduce the concept of facet topics.
Facet topics group multiple semantically related facet terms into a larger sub-
suming topic. In our use case scenario, when focusing on the methods facet,
facet topics intuitively relate to research topics. For example, the terms “Sup-
port Vector Machine” and “Random Forest” can be subsumed by the facet
topic “Machine Learning”. The set of all facet topics for a given facet f is
denoted as FTPf = {t1, t2, . . . tk}, and each facet topic t is a subset of all facet
terms, i.e. t ∈ FTPf : t ⊆ FTf . Furthermore, each term can be attributed
to a topic, i.e. FTf =

⋃
t∈FTPf

t, and topics of a given facet are disjoint, i.e.
ti, tj ∈ FTPf , ti �= tj : ti ∩ tj = ∅ (however, there might be an overlap between
topics of different facets, see next section). Terms in a facet topic show strong
semantic cohesion.

4 Facet Term Extraction and Facet Topic Identification

In this section, we present our approach for facet terms and facet topics extrac-
tion from a collection of scientific publications, extending our previous work [7]
by introducing additional steps for facet topic identification. An overview of our
approach is shown in Fig. 1. Our approach is domain-aware in the sense that it
requires some limited efforts to adjust it to a new domain (like deciding on facet
sets), but is not inherently limited to a specific domain. In the following, we focus
on the data processing domain, and address the five main facets (i.e. datasets,
methods, software, results, and objectives) identified in the DMS ontology [6].

The process can base summarized as: First, we identify rhetorical mentions
of a facet in the full text of documents. In this work, for the sake of simplicity,
rhetorical mentions are identified at sentence level (i.e., each sentence is classified
whether it contains a rhetorical mention of a given facet or not). Future works
will introduce dynamic boundaries, to capture the exact extent of a mention.

After a rhetorical mention was found, we extract potential facet terms from
it. These terms are filtered and, when applicable, linked to pre-existing knowl-
edge bases. Finally, all filtered facet term candidates finally form the document-
specific facet term sets FT d

f .
The identification of rhetorical mentions is obtained through a workflow

inspired by distant supervision, a training methodology for machine learning
algorithms that relies on very large, but noisy, training sets. The training sets are
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Fig. 1. Domain-aware Facet Modeling Workflow [7]

generated by means of a simpler classifier, for instance a mix of expert-provided
dictionaries and rules, refined with manual annotations. Intuitively, the training
noisiness can be canceled out by the huge size of the semi-manually generated
training data. The method requires significantly less manual effort, while at the
same time retaining the performance of supervised classifiers. Furthermore, this
approach is more easily adapted to different application domains and changing
language norms and conventions (more details in [7]).

Data Preparation: Scientific publications, typically available in PDF, are
processed using state-of-art extraction engines, e.g. GeneRation Of BIbliographic
Data (GROBID) [14]. GROBID extracts a structured full-text representation as Text
Encoding Initiative(TEI)-encoded documents, thus providing easy and reliable
access paragraphs and sentences.

Test and Training Data Generation: We created training and benchmarking
datasets for evaluating our rhetorical mention classifier by relying on a phrase
dictionary for each facet (as described in [7]), automatically labeling all sentences
in the document corpus if they contain a mention of relevant for a facet or
not. Then, we randomly select a balanced set of 100 mentions of each facet.
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As the dictionary-based classifier is not fully reliable, we manually inspect and
reclassify the selected sentences using feedback from two expert annotators, and
rebalance the sentence set as needed. The inter-annotator agreement using the
Cohen’s kappa measure averaged over all classes was .58. Using this approach,
we can create a reliable manually annotated and balanced test dataset quicker
and cheaper compared to annotating whole publications or random sentences,
as the pattern-classifier usually delivers good candidate sentences.

Machine-Learning-based Rhetorical Detection: As a next step in our dis-
tant supervision workflow, we train a simple binary Logistic regression classifier
for each of the (facet) classes using simple TF-IDF features for each sentence.
This simple implementation serves as a proof of concept of our overall approach,
and can of course be replaced by more sophisticated features and classifiers.

As a test set, we use the aforementioned test set of 100 sentences for each
facet. The method classifier showed the best performance with respect to its F-
measure(0.71). From this, we conclude that our approach is indeed suitable for
extracting DMS facet terms in a meaningful and descriptive fashion. However,
there are still some false positives which cannot easily be recognized using simple
statistic means, thus inviting further deeper semantic filtering in future works.

Facet Extraction, Linking, and Filtering: We extract facet terms from the
labeled rhetorical mentions identified in the previous section, filtering out those
terms which are most likely not referring to one of the facet, and retaining the
others as an extracted term of the class matching the sentence label.

Facet extraction has been performed using the TextRazor API. TextRazor
returns the detected facet terms, possibly decorated with links to the DBpedia
or Freebase knowledge bases. As we get all facet terms of a sentence, the result
list contains many facet terms which are not specifically related to any of the
five facets (e.g. terms like “software”, “database”). To filter the facet terms, we
decided on a simple filtering heuristic assuming facet terms to be not relevant
if they come from “common” English language (like software, database), while
relevant terms are from domain-specific language or specific acronyms (e.g. SVM,
GROBID). In our current prototype, we implement this heuristics by looking-
up each term in Wordnet. Terms that can be looked-up are removed as we
consider them common language. While this simple approach works for the “data
science” domain, when extending our approach to a wider range of domains, this
implementation should be replaced by more sophisticated heuristics, e.g., based
on corpus statistics.

Facet Topic Identification With Facet Embedding After extracting all
facet terms, we now strive to discover meaningful facet topics. Here, a central
goal is to subsume facet terms based on their semantic similarity. We implement a
measurement for semantic similarity of terms by Facet Embeddings, which exploit
co-occurrence of facet terms. For each ti, tj ∈ FTf , we count how often these
terms co-occur within the same document: coti,tj = |{d ∈ D : ti ∈ FT d

f ∧ tj ∈
FT d

f }|.
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This results in a large (sparse) co-occurrence matrix. We reduce the dimen-
sionality of the matrix using truncated Singular Value Decomposition. This step
ensures the removal of less informative terms, while increasing the performance
and usability of our approach (a smaller matrix is computationally cheaper to
process). Using the reduced matrix, we now obtained an embedding of each facet
term of a given facet (i.e., each term is represented as row vector in the reduced
co-occurrence matrix).

Finally, we now cluster all facet terms of a given facet in order to discover
facet topics using K-means clustering, using Euclidean distance between the row
vectors of two given terms as a distance measure. In order to find the optimal
number k of clusters, we rely on Silhouette analysis, measuring the closeness of
each point in a cluster to the points in its neighboring clusters. In addition to the
Silhouette analysis, we also manually inspected the resulting clusters, but found
that also from an qualitative point of view, the number of clusters determined
by the Silhouette analysis is indeed the most satisfying one.

As a last processing step, we have two expert annotators label each facet
topic in an iterative process until full agreement between the annotators was
reached (see Sect. 5 for more details).

We also implemented an alternative version of facet embeddings, relying on
neuronal word embeddings (in our case word2vec [15]) instead of co-occurrence in
rhetorical mentions. However, initial qualitative inspection of the results indicate
that the distance measure between the term embeddings is an inferior represen-
tation of perceived similarity of facet terms from our experts’ point of view. A
deeper analysis of these results will be the subject of a later study.

5 Evaluation and Experimentation

In this section, we analyze the performance of our facet topic modeling workflow.
We analyze and discuss the quality of facet terms extracted from the classified
sentences. Next we qualitatively evaluate the quality of the topics extracted using
Facet Embeddings. Finally we present some examples of information needs of
researcher that can be fulfilled using our approach.

Corpus Analysis: We focused on 11,589 papers from ten conference series:
The Joint conference on Digital Libraries (JCDL); the International Conference
on Theory and Practice of Digital Libraries (TPDL); the International Con-
ference on Research and Development in Information Retrieval (SIGIR); the
Text Retrieval Conference (TREC); the European Conference on Research and
Advanced Technology on Digital Libraries (ECDL); the International Confer-
ence on Software Engineering (ICSE); the Extended Semantic Web Conference
(ESWC); the International Conference On Web and Social Media (ICWSM);
the International Conference on Very Large Databases (VLDB); and the Inter-
national World Wide Web Conference (WWW).
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Table 1. Quantitative analysis of the rhetorical sentences and facet terms extracted
from ten conference series. Legend: PUB (publications), SNT (sentences), OBJ (objec-
tive), DST (dataset), MET (method), SFT (software), RES (results)

Conf. Size Rhetorical sentences Unique facet terms

Years #PUB #SNT #OBJ #DST #MET #SFT #RES #OBJ #DST #MET #SFT #RES

ESWC 2005–2016 626 84439 12725 13528 26337 9614 22245 4197 4910 6987 4557 6416

ICWSM 2007–2016 810 34987 6096 4277 8936 1830 13848 2830 2241 3658 1538 4499

VLDB 1975–2007 1884 272380 30360 56647 77123 13317 94933 8008 13207 15319 6262 17532

WWW 2001–2016 2067 322801 47134 40449 97760 21347 116111 10902 10917 17783 8863 19822

ECDL 1997–2010 820 65470 12008 8079 18638 8130 18615 4634 3650 5894 4125 5376

ICSE 1976–2016 1834 182029 29850 16284 57494 26042 52359 8169 5841 12503 8776 11728

JCDL 2001–2016 1416 99747 19290 13002 27786 9692 29977 6524 5240 7754 5037 7979

SIGIR 1971–2016 412 39688 5080 4813 13214 2050 14531 2144 2377 4126 1588 4068

TPDL 2011–2016 276 23176 4660 3342 6032 2489 6653 2168 1871 2625 1719 2503

TREC 1999–2015 1444 122456 11828 14760 39121 8825 47922 6616 3085 4095 3286 7668

Due to changes in publication platforms and PDF format, the corpus does
not contain all publications of each conference.1 We believe the absence of few
publications not to have an impact on the significance of our findings, but might
still be reflected in the shown diagrams and results. Table 1 provides basic sta-
tistics for the analyzed corpus, including: the range of years, the number of
publications, the number of extracted rhetorical sentences and mentions, and
the distinct facet terms extracted from rhetorical sentences. Method and results
facets are the most frequent, followed by objectives.

Quality of extracted topics: We investigated or domain-aware facet embed-
ding compared to the domain-independent technique Latent Dirichlet Allocation
(LDA) by asking two domain experts to label the topics derived by each method,
while assessing which are more meaningful. For the sake of presentation, we set
the maximum number of topics to T = 30, and performed the Silhouette analysis
to find the number of optimal topics, which resulted in 27 topics.

In order to allow for a more informative comparison, we applied both
approaches to the full text of publications, and also to only pre-classified sen-
tences (because LDA is usually applied to full texts. Thus, in one case we use
our facet embedding without restricting to classified facet sentences, but we also
consider a case where LDA is applied to the set of all sentences which belong
to a given facet). For the sake of brevity, we consider only the method facet
when performing a facet pre-classification of sentences. The method classifier
has shown the best performance with respect to its F-measure. Our analysis
shows comparable results with the other facets.

Full Text without Facet Classification: For full text experiments, the corpus has
been pre-processed by removing stop words, and representing each document as
a bag-of-words. We use the LDA implementation provided by the scikit-learn

1 For instance, around 100 JCDL papers for 2014 are not included in the analysis, as
the proceedings were, only for that year, published by ieee.org.
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library. For compatibility, we trained for 27 topics. For evaluating facet embed-
dings without any domain specific pre-classification on full texts, we are assuming
that there is only a single facet, and each sentence of a document is classified as
such (note: this is not how we usually intend our method to work).

Consider only Sentences classified as Method facet: In this experiment, we per-
form the facet topic extraction as described in Sect. 4, including facet-based
sentence classification, facet term extraction, and facet embedding, but limited
to only the Method facet. As a comparison, we also perform LDA on only those
sentences classified as methods (therefore also giving LDA the chance to take
advantage of the domain-aware training).

Results: A manual inspection on the resulting topics show that those identified
by LDA are very hard to label and are perceived as semantically less meaningful
by our experts, while the topics based on Facet Embeddings produced coherent
and interpretable topics which were perceived as understandable and useful. In
Table 2, we provide an example of 3 randomly selected topics for each afore-
mentioned experimental setup. It can be observed that topics generated from
sentences pre-classified as method show better semantic cohesion than those
generated from full texts. Furthermore, we provide the full result of labeling all
27 topics for the method facet in Table 3. The top-40 term can be found in the
companion website2

Table 2. Example top terms extracted using the generic (LDA) and domain-aware
(FE) topics, using either full texts or only those sentences related to the method facet

Full text LDA reference, abstracts, linking, sofm, similarity annotations, backup,
linkservice, annotation, digital query, data, user, web, information

FE sparql, semanticweb, linkeddata, rdf, dbpedia, sql,
relationaldatabase, tuple, queryoptimization, datawarehouse,
socialnetwork, facebook, randomwalk, pagerank, powerlaw

Facet LDA documents, used, classification, libraries, digital measure,
performance, given, recommendation, used, social, twitter, media,
popular, past

FE searchalgorithm, timecomplexity, datastructure,
dynamicprogramming, sparql, semanticweb, linkeddata, dbpedia,
rdfs, socialmedia, lda, latentdirichletallocation, topicmodel,
socialnetwork

Application Example: Scientific Publication Retrieval: In this section
we show scenarios of how computer science researchers could use our approach
for their work. Furthermore, all faceted deep meta-data used in those scenarios
has been published as an RDF knowledge base according to the DMS ontology,
accessible from a SPARQL endpoint on the companion website.
2 http://www.wis.ewi.tudelft.nl/tpdl2017.

http://www.wis.ewi.tudelft.nl/tpdl2017
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Table 3. Top five method terms for each facet topic. Topic labels have been assigned
manually by two xperts.

Topic name Top five terms

Social Media Analytics: Text-based social media, lda, latent dirichlet allocation, topic model,

social network

Semantic Web: Knowledge

Engineering & Representation

sparql, semantic web, linked data, dbpedia, rdfs

Semantic Web: Logic description logic, dl, abox, tbox, semanticweb

Misc Topics: Web Information

Systems

information retrieval, data structure, dataset, natural

language, electronic media

Databases: Query Processing tuple, hash join, sort, relational database, hash table

Databases: Modelling data model, sql, query language, query optimization, tuple

Web Technologies side, client, server, javascript, web application

Digital Libraries digital library, information retrieval, xml, user interface,

computer science

Machine Learning machine learning, support vector machine, supervised

learning, dataset, information retrieval

Web Engineering: P2P & Distributed

Systems

peer, to, ip address, rdf, webservice

Social Graph Algorithms greedy algorithm, approximation algorithm, optimization

problem, social network, electronic media

Social Graph Analysis pagerank, random walk, social network, webpage,

adjacency matrix

XML Databases xml, xpath, xquery, xmlschema, sql

Software Engineering: Testing &

Formal Methods

source code, test case, control flow, test suite, program

analysis

Software Engineering: Systems software development, software engineering, software

development process, software system, case study

Web Engineering: System Modelling use case, web service, model checking, case study,

semantic web

Web Engineering: Client-Side web page, user interface, web browser, web content,

javascript

Information Retrieval: QA, NLP, and

Complex Queries

trec, question answering, document retrieval, information

retrieval, query expansion

Information Retrieval: Evaluation adhoc, trec, query expansion, information retrieval,

relevance feedback

Information Retrieval: Ranking query expansion, language model, relevance feedback,

trec, information retrieval

Information Retrieval: Mining score, f1, supervised learning, crf, bic

Microsoft Technology microsoft, microsoft sqlserver, sql, xml, microsoft word

Databases: Indexing tree, trees, data structure, access method, search

algorithm

Databases: Transaction Mangement concurrency control, lru, serializability, aries, tion

Databases: Algorithms search algorithm, time complexity, data structure,

dynamic programming, dataset

Recommendation collaborative filtering, recommender system, gradient

descent, singular value decomposition, social network

System Engineering: Architecture operating system, programming language, file system,

data structure, software engineering
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Table 4. Examples of papers applying methods (MET) to given datasets(DTS)

Paper title Dataset and method facet

Personalized Interactive Faceted Search [16] IMDB(DST), Faceted search(MET)

refeREE: An Open Framework for Practical
Testing of Recommender Systems using
ResearchIndex [17]

IMDB(DST), Recommender
system(MET)

The Party is Over Here: Structure and Content
in the 2010 Election [18]

Facebook(DST), Sentiment
analysis(MET)

Find publications that applied method X on a given dataset: Table 4 shows the
result of an example query for methods which have been applied to movie dataset
(i.e. IMDB and MovieLens) or Social media data (i.e. Facebook). For instance,
[17] is a paper containing both the facet terms “Recommender system” labeled
as method, and “IMDB” labeled as dataset.

Retrieve the most used methods of a given conference series: To answer this
question, we use the number of papers for each method facet topic shown in
Table 3 for a given conference. Results are shown in Fig. 2. The value in each
cell denotes the values normalized by the number of publications in each con-
ference overall. The figure also demonstrate the quality of our approach: topics
like “Machine Learning” and “Information Systems” are popular for all consid-
ered conferences. “Database” topics are mostly popular in the VLDB conference
series, while the topic “Digital Library” appears in JCDL and TPDL. Clearly,
the extracted facet topics match the research focus of each conference. Also,

Fig. 2. Heatmap showing the relation between research methods and conferences. The
values are normalized based on the numbers of papers in each conference.
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other popular topics can be explored: conferences like JCDL or TPDL favor
methods like Machine Learning, Digital Libraries, Web Information Systems,
and Information Retrieval.

What are the trends for methods?: In order to answer this question, we visualize
the number of publications covering a method facet topic (as listed in Table 3)
over the course of the last 10 years. The results are shown in Fig. 3, giving an
intuition about the quality of our approach: e.g., methods related to machine
learning, software testing, or social media analytics gained great popularity in
the last 10 years; while, as expected, topics related to core databases techniques
or XML processing are becoming less popular.

Fig. 3. The trends of research methods over years. The y axis shows the contribution
of each topic in a certain year by means of the number of method-occurrence

6 Summary and Outlook

This paper presents the design and evaluation of a novel method for domain-
aware topic identification for collections of scientific publications. Our method
aims at improving the ability of digital libraries systems to support the retrieval,
exploration, and visualization of documents based on topics of interest. In con-
trast to previous work, is taking advantage of some domain-specific insights
which vastly improves the quality of the resulting topics, while still being adopt-
able to other domains by minimal efforts.

Our proposed method relies on a combination of sentence classification,
semantic annotation, and semantic clustering to identify Facet Topics, i.e. clus-
ters of semantically related terms that are tied to an facet relevant to an user’s
understanding of a document collection. The method specializes on the extrac-
tion of facet-specific information through the classification of rhetorical men-
tions in sentences. A lightweight distant supervision approach with low training
costs (compared to traditional supervised learning) and acceptable performance,
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allows for simple adaptation to different domains. Facet terms are extracted from
candidate sentences using state-of-the-art semantic annotation tools, and are fil-
tered according to their informativeness. Facet Topics are identified using a novel
Facet Embedding technique.

We applied this novel method to a corpus of 11,589 publications on data
processing from 10 conference series, and extracted metadata related to the 5
facets of the DMS [6] ontology for data processing pipelines. An extensive set of
quantitative and qualitative analysis shows that, despite its simple design, our
methods allows for topic identification performance superior to state-of-the-art
topic modeling methods like LDA.

While promising, results leave ample space for future improvements. We are
interested in investigating the performance of more complex machine learning
classifiers (e.g. based on word-embeddings), possibly applied to group of related
sentences. We also plan to investigate new techniques for facet terms extractions,
and study the performance of our approach with larger amount of Facet Topics.
Finally, we plan to expand our analysis to additional domains, and investigate
new facets of interest.
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Abstract. Throughout the history of science, different knowledge areas
have collaborated to overcome major research challenges. The task of
associating a researcher with such areas makes a series of tasks feasible
such as the organization of digital repositories, expertise recommenda-
tion and the formation of research groups for complex problems. In this
paper we propose a simple yet effective automatic classification model
that is capable of categorizing research expertise according to a hierar-
chical knowledge area classification scheme. Our proposal relies on dis-
criminative evidence provided by the title of academic works, which is
the minimum information capable of relating a researcher to its knowl-
edge area. We also evaluate the use of learning-to-rank as an effective
mean to rank experts with minimum information. Our experiments show
that using supervised machine learning methods trained with manually
labeled information, it is possible to produce effective classification and
ranking models.

Keywords: Research expertise categorization · Classification schemes ·
Supervised classification · Learning-to-rank

1 Introduction

Throughout the evolution of science, scientific problems have become more and
more complex over time. Their solution currently requires the combination of
multiple expertises for the formation of multidisciplinary research groups to work
on those complex problems. One basic premise for this to work is that one may
be able to identify the main areas of expertise of scholars/researchers. In fact, the
effective and reliable association of a scholar with a knowledge area makes a series
of tasks feasible such as: (i) organization of digital repositories according to a
knowledge area categorization scheme; (ii) expertise recommendation for specific
industrial or scientific problems; and (iii) the formation of research groups for
solving very complex problems.

c© Springer International Publishing AG 2017
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There are currently several sources of information that can be used to iden-
tify a researcher’s expertise, such as: (i) digital libraries containing information
about a researcher’s scientific production over time (e.g., DBLP1 and ACM Dig-
ital Library2); (ii) metadata and, in several cases, the full text of an electronic
thesis or dissertation (ETD) available in ETD repositories (e.g., NDLTD3); and
(iii) curricula vitae of researchers made freely available on the Web or in spe-
cific official repositories (e.g., the Brazilian Lattes Platform4). However, in most
of these sources, the researcher’s areas of expertise are not explicitly identified
and can only be implicitly inferred from the available content in these reposi-
tories. This requires some type of text mining treatment such as unsupervised
topic extraction [1,6,17,22], automated supervised classification [18,21,23] and
learning-to-rank methods [14,15].

In this paper, we focus on supervised techniques as they have historically pro-
duced better results, with the drawback of requiring labeled data. More specif-
ically, we exploit a hierarchical classification5 scheme to establish an automatic
categorization model to solve the presented problem as discussed by Ribeiro-
Neto et al. [18] and Waltinger et al. [23]. We exploit hierarchical classification in
order to classify experts in a finer granularity level. However, hierarchical cate-
gorization is still a hard research problem faced by the text mining community.
For completeness, we also evaluate the problem of ranking experts according to
the knowledge areas.

Particularly, we use the knowledge area hierarchical classification scheme pro-
posed by the Brazilian National Council for Scientific and Technological Develop-
ment (CNPq), which provides a simple mechanism to systematize and character-
ize information about researchers and research groups. This classification scheme
is organized into the following four levels6: major area (e.g., Earth and Exact
Sciences), area (e.g., Computer Science), subarea (e.g.,Theory of Computation)
and specialty (e.g., Formal Languages and Automata). The third and fourth lev-
els of this classification scheme are not used in this paper due to the fact that a
researcher might be associated with more than one subarea or specialty, which
would characterize a multi-category classification problem [20]. Table 1 shows an
excerpt of the two first levels of the CNPq knowledge area classification scheme,
which covers nine major areas including altogether 76 specific areas.

Another important source of information used in this paper is the Lattes Plat-
form. Maintained by CNPq, this platform is an internationally renowned initia-
tive in Brazil [11] that provides a repository of researchers’ curricula and research
groups, all integrated into a single system. The available curricula present a great
amount of information about the researchers that can be used for many pur-
poses. In this paper, we focus on exploiting only the title of a researcher’s PhD

1 http://dblp.uni-trier.de.
2 http://dl.acm.org.
3 http://www.ndltd.org.
4 http://lattes.cnpq.br.
5 In this paper we use the terms categorization and classification interchangeably.
6 http://bit.ly/1JM2j1k.

http://dblp.uni-trier.de
http://dl.acm.org
http://www.ndltd.org
http://lattes.cnpq.br
http://bit.ly/1JM2j1k
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Table 1. Excerpt of the CNPq knowledge area classification scheme

1.00.00.00-3 Exact and Earth Sciences 5.00.00.00-4 Agrarian Sciences

1.01.00.00-8 Mathematics 5.01.00.00-9 Agronomy

1.02.00.00-2 Probability and Statistics 5.02.00.00-3 Forest Engineering

... ...

1.08.00.00-0 Oceanography 5.07.00.00-6 Food Science and Technology

2.00.00.00-6 Biological Sciences 6.00.00.00-7 Applied and Social Sciences

2.01.00.00-0 General Biology 6.01.00.00-1 Right

2.02.00.00-5 Genetics 6.02.00.00-6 Administration

... ...

2.13.00.00-3 Parasitology 6.13.00.00-4 Tourism

3.00.00.00-9 Engineering 7.00.00.00-0 Humanities

3.01.00.00-3 Civil Engineering 7.01.00.00-4 Philosophy

3.02.00.00-8 Mining Engineering 7.02.00.00-9 Sociology

... ...

3.13.00.00-6 Biomedical Engineering 7.10.00.00-3 Theology

4.00.00.00-1 Health Sciences 8.00.00.00-2 Linguistics, Letters and Arts

4.01.00.00-6 Medicine 8.01.00.00-7 Linguistics

4.02.00.00-0 Dentistry 8.02.00.00-1 Letters

... 8.03.00.00-6 Arts

4.09.00.00-2 Physical Education

9.00.00.00-5 Others

dissertation or Master’s thesis found in her Lattes curriculum, since, in the
extreme case, it is the only available (and reliable) information about the
researcher when considering, for example, metadata from institutions or cur-
ricula vitae. The title of a dissertation or thesis is also a specially important
source of information when considering new researchers, since sometimes there
is little or no other available evidence about their research interest.

Our goal is to test the limits of some of the current state-of-the-art classifiers
and learning-to-rank methods to generate categorization and ranking models to
categorize researchers according to a knowledge area hierarchical classification
scheme using only the title of their academic works. This is not a trivial task,
given the difficulty in training machine learning models to obtain satisfactory
results using just a small piece of text and, consequently, a reduced set of features.
As any given additional information available by the researcher would probably
only improve the results, our investigation would provide a lower bound on the
results that can be obtained in this difficult scenario.

To summarize, our goal here is to investigate the benefits of applying super-
vised machine learning techniques to the tasks of categorizing and ranking
research expertise using a knowledge area single-label hierarchical classification
scheme. Thus, our main contributions in this paper are:
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– An investigation on the limits of solving a combination of two hard problems:
hierarchical categorization and categorization of very short texts;

– A comparative analysis of three supervised classification techniques applied
to solve the aforementioned combined problem;

– An evaluation of the state-of-the-art ranking technique with recently proposed
similarity features to solve the task of ranking experts using very short texts.

Our experimental results show an accuracy of up to 75% and 83% when
categorizing researchers according to, respectively, the first and second levels of
the CNPq knowledge area hierarchical classification scheme using only the title
of their academic works and considering a model trained with Support Vector
Machines (SVM). In addition, this classifier is more effective for this particular
task than those based on Naive Bayes and Random Forests models. Moreover,
the precision in the top positions of our ranking models achieve up to 97% and
88% considering the first and second levels of the hierarchy, respectively. These
results provide evidence towards the potential benefits of using state-of-the-art
feature representations and learning-to-rank techniques on the hard problem of
expert search with minimum information.

The remainder of this paper is organized as follows. Section 2 addresses
related work. Section 3 describes the dataset used in our experiments. Section 4
presents the methodology applied to the generation of the machine learning
models and describes the results of the experiments performed to evaluate them.
Finally, Sect. 5 presents our final considerations and provides directions for future
work.

2 Related Work

The closest related tasks associated with automatic categorization and research
expertise ranking in the literature are automatic expert profile construction
[12,13,17,24], automatic categorization of text documents in digital libraries
[1,3,19,20,23] and expert discovery [14,15].

Most of the previous efforts related to our work address the problem of auto-
matically categorizing academic publications from digital libraries. The most
effective techniques exploit the supervised learning paradigm to classify docu-
ments according to a set of previously defined knowledge areas, usually struc-
tured as a specific taxonomy [20,23]. Based on a set of training documents,
these strategies are capable of achieving effective results using Support Vector
Machines (SVM) to address the high sparsity and dimensionality of textual data
derived from academic documents. In order to minimize the manual effort to
label training documents, some previous works exploit unsupervised and semi-
supervised techniques. They use topic models to categorize documents according
to automatically generated taxonomies [3], provide alternative topic representa-
tions [1] or rely on linguistic patterns for taxonomy learning [19]. Despite related
to our work because the categorization process is based on a specific taxonomy,
here we focus on exploiting the minimum necessary discriminative information
to categorize research expertise instead of classifying individual documents.
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The problem of categorizing expertise is also associated with the task of auto-
matic expert profile construction, which uses associations between an expert and
her registered documents to model the expertise [12,13,17,24]. Specifically, after
collecting all documents related to an expert, some methods [12,24] classify them
using a supervised machine learning approach trained with manually labeled
documents from other experts. Alternatively, MacDonald and Ounis [13] model
an expert as a set of documents, computing the similarity between her docu-
ments and those from a knowledge area. Although automatic methods minimize
the manual labor of updating the expert profile, its application in organiza-
tional contexts is limited because of the lack of textual documents related to an
expert [12].

In addition to classification, the machine learning task of ranking experts
has also been recently addressed in the literature [14,15]. Existing approaches
rely on information taken from academic works, their citations and the profile
information of experts. In this scenario, the use of learning-to-rank techniques
presents an effective strategy to combine these different kinds of information [14].
Moreover, the use of such techniques have also been successfully employed to
manipulate location-sensitive information [15].

Unlike previous work, we focus on hierarchically categorizing and ranking
research expertise using minimum information. Considering the categorization
task, both hierarchical categorization and categorization using only short texts
are by themselves hard problems [5] and their combination makes this joint
problem even harder. The ranking of experts using limited information is also
challenging. In order to alleviate this problem, we apply a recently proposed
approach to transform sparse textual features [26]. This approach generates a
low-dimensional and informative feature space that is more suitable for the task
of ranking academic experts using short texts. We evaluate both tasks, classi-
fication and ranking with minimum information, using the multi-area dataset
described in the next section.

3 Our Dataset

To train a general model to categorize research expertise according to the
CNPq knowledge area hierarchical classification scheme, we used the titles of
labeled PhD theses and Master’s dissertations found on curricula stored on the
Lattes Platform. For this, we collected the curricula (XML versions) of 221,119
researchers holding a PhD degree. The respective excerpts of the collected XML
documents including data from a thesis or dissertation were parsed and stored
into a CSV file with each row containing the following columns: title, major area
and area.

For the sake of completeness, we have removed from our dataset the titles
of all theses and dissertations without a major area or area associated to them,
thus resulting in a dataset that included the title of 49,508 PhD theses and
150,690 Master’s dissertations. We have also cleaned the dataset to remove spe-
cific errors, such as incompatible major areas and areas associated to a same
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Table 2. Distribution of the number of titles per major knowledge area

Major area Nr. of Areas Nr. of Titles

Agrarian Sciences 7 22,773

Biological Sciences 13 33,330

Health Sciences 9 25,983

Exact and Earth Sciences 8 33,085

Humanities 10 33,992

Applied and Social Sciences 13 17,398

Engineering 13 22,766

Linguistics, Letters and Arts 3 12,283

thesis or dissertation. For the purpose of this paper, we have also disregarded
the major area Others due to its lack of a well delimited area grouping in our
dataset. Thus, our final dataset comprises data from a total of 199,610 distinct
theses and dissertations. We represent our final dataset using the traditional
bag-of-words model [9] with the TF-IDF weighting scheme. Table 2 shows the
distribution of the curricula vitae in our dataset according to the eight major
areas considered for categorizing the researchers in terms of their main research
interests, as well as the number of specific areas within each major area.

4 Experiments

In order to evaluate our proposal, we used distinct supervised machine learning
methods to generate specific categorizing models and set up a set of experiments
to compare them by means of quality metrics aimed to assess their effectiveness
when using minimum information, thus allowing us to identify the most promis-
ing learning paradigm in our context.

4.1 Model Generation

As aforementioned, our goal is to investigate the benefits of applying supervised
machine learning techniques to the task of categorizing and ranking research
expertise using a given knowledge area classification scheme. The basic idea is
to use such algorithms to “learn” a good classification or ranking function based
on a set of textual features (bag-of-words). We here evaluate three classification
techniques that follow completely different learning paradigms, namely Naive
Bayes, Support Vector Machine (SVM) and Random Forests (RF) [9]. We also
evaluate the task of ranking research expertise with minimum information. For
this, we use the state-of-the-art ranking strategy BROOF-L2R [7] and trans-
form textual features into meta-level features designed to improve the ranking
results [26].
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Hierarchical Classification Models. Considering the evaluated classifica-
tion models, the Naive Bayes is the most simple and scalable approach, which
applies the Bayes’ theorem to estimate the category of texts from probabil-
ity estimates of individual words with the “naive” assumption of independence
between every pair of words. RF and SVM are two of the most successful clas-
sification methods, being considered by many [8,9] as the top-notch supervised
algorithms. The RF approach is based on an ensemble of decision trees, which
not only makes the strategy highly parallelizable, but also grants effective non-
linear capabilities. Unlike RF, SVM is an inherently binary linear classification
approach. Particularly, SVM uses a maximum-margin optimization method that
tries to find a hyper-plane that best separates training examples (placed in a
hyperspace) belonging to two different categories. The limitations of only dis-
criminating between two linearly separable categories can be surpassed by using
non-linear kernels to transform the feature space and building one classifier per
category, where each category is fitted against all the other ones (one-vs-all).

Our approach for the hierarchical categorization of researchers involves not
only training a classifier to discriminate such researchers among the major areas,
but also eight more specific classification models to categorize them within
the subareas. In other words, we first apply the general model to identify a
researcher’s major area (e.g., Exact and Earth Sciences) and, once this is deter-
mined, we apply a specific model trained to identify her specific area (e.g., Com-
puter Science)

Learning-to-Rank Approach. In addition to classification, we also exploit
the effectiveness of ranking the research expertise in different areas, which can
be seen as “queries” in our problem. More specifically, we use the learning-to-
rank framework to learn a ranking function from relevant and not relevant items
from each area, and them use this function to rank items of unknown relevance.

However, different from the classification task, effective learning-to-rank
approaches usually rely on a low-dimensional meta-feature space containing pri-
marily similarity features that explicitly measure the proximity between queries
(in our case the knowledge areas) and items [16]. Moreover, the fine-grained
features in a high-dimensional feature space of words (the bag-of-words repre-
sentation) usually used in classification may not be sufficiently expressive for
effective learning-to-rank [26].

In order to overcome the challenges related to learning-to-rank using the
Lattes categorized data, we propose an effective approach to rank research exper-
tise that first transforms the bag-of-words representation of instances and cat-
egories into the recently proposed low-dimensional meta-feature space of simi-
larity features designed for learning-to-rank [26]. In our scenario, these features
provide the similarity relationship between an item and a research expertise.
Particularly, the research expertise is represented using the centroid of its rele-
vant items, as well as the closest relevant items with respect to a specific item.
After this pre-processing transformation step, we use the generated compact
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meta-feature space as input to the state of the art learning-to-rank approach
BROOF-L2R [7].

4.2 Evaluation, Algorithms and Procedures

The classification models were compared using two standard text categorization
metrics: micro averaged F1 (MicroF1) and macro averaged F1 (MacroF1) [25].
While MicroF1 measures the classification effectiveness over all decisions (i.e.,
the pooled contingency tables of all classes), MacroF1 measures the classification
effectiveness for each individual class and averages them.

The ranking results were measured with two widely used ranking evaluation
metrics: Precision at position k (P@k) [2] and Normalized Discounted Cumu-
lative Gain (NDCG) [10]. Both measures evaluate the effectiveness of the top-
ranked results, which are the most relevant to a human searching for an expert.
All experiments were executed using a 5-fold cross-validation procedure (which
selects 4/5 of the dataset as training data and the remaining as testing data). The
parameters were set via cross-validation on the training set and the effectiveness
of distinct algorithms were measured in the test partition. In order to evaluate
the classification effectiveness, we used the scikit-learn7 implementations of RF
and Multinomial Naive Bayes, and the LIBLINEAR8 implementation of SVM.
To evaluate the ranking effectiveness, we used the BROOF-L2R implementation
provided by their authors [7]. The free parameters of these classifiers include
the cost C for SVM and the number of features N considered in the split of a
node on the RF-based approaches. These free parameters were set using a 5-fold
cross-validation within the training set. The regularization parameter C of SVM
was chosen among 11 values from 2−5 to 215 and the parameter N of RF was
selected among 10%, 20% and 30% of the number of features. For RF, each tree
was grown without pruning, as suggested by Breiman [4]. Considering that the
results obtained with 200, 300 and 500 trees were statistically tied (with 95%
confidence), we adopted 200 trees due to its lower cost. In all ranking experi-
ments, we adopted the number of iterations of the BROOF-L2R algorithm as
100 iterations, which is also the parameter adopted by its authors [7].

4.3 Experimental Results

Classification Results. Table 3 reports the MicroF1 (MicF1) and MacroF1

(MacF1) values for the classification of the theses and dissertations in our dataset
using the three aforementioned methods. We evaluated our model considering
the two upper levels of the CNPq knowledge area classification scheme, major
area and area. In addition, we grouped our results according to the scheme
described in Table 1. We would like to emphasize the following aspects of our
results.

7 http://scikit-learn.org.
8 https://www.csie.ntu.edu.tw/∼cjli/liblinear.

http://scikit-learn.org
https://www.csie.ntu.edu.tw/{~}cjli/liblinear
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Table 3. Average MacroF1 and MicroF1 of the three classification models on each
major area

SVM NB RF

Major areas MicF1 75.53 ± 0.25 72.45 ± 0.08 71.04 ± 0.09

MacF1 74.66 ± 0.31 71.23 ± 0.13 69.15 ± 0.16

Agrarian Sciences MicF1 82.84 ± 0.18 80.96 ± 0.16 75.27 ± 0.18

MacF1 73.07 ± 0.29 70.74 ± 0.27 58.59 ± 0.26

Biological Sciences MicF1 62.12 ± 0.63 59.11 ± 0.32 55.68 ± 0.28

MacF1 53.00 ± 0.47 49.39 ± 0.30 44.82 ± 0.28

Health Sciences MicF1 76.47 ± 0.34 71.23 ± 0.20 67.38 ± 0.17

MacF1 65.17 ± 2.02 58.40 ± 0.20 49.19 ± 0.17

Exact and Earth Sciences MicF1 83.47 ± 0.13 81.99 ± 0.12 78.69 ± 0.13

MacF1 76.67 ± 0.13 75.22 ± 0.20 67.98 ± 0.21

Humanities MicF1 68.93 ± 0.29 61.55 ± 0.25 59.74 ± 0.28

MacF1 57.93 ± 0.31 50.35 ± 0.33 45.60 ± 0.31

Applied Social Sciences MicF1 74.88 ± 0.20 68.08 ± 0.20 66.38 ± 0.21

MacF1 51.30 ± 0.95 37.05 ± 0.18 35.52 ± 0.17

Engineering MicF1 67.22 ± 0.11 65.29 ± 0.24 62.41 ± 0.27

MacF1 53.49 ± 0.45 45.56 ± 0.25 41.63 ± 0.25

Linguistics, Letters and Arts MicF1 78.47 ± 0.14 75.14 ± 0.06 73.52 ± 0.13

MacF1 79.70 ± 0.13 74.36 ± 0.08 72.26 ± 0.18

First, the SVM model significantly outperforms all other evaluated models.
The primary reason for the effective SVM results is its remarkable capability
of learning in high dimensional feature spaces. This is due to the fact that the
SVM classifier measures the complexity of hypotheses based on the margin with
which it separates data, not on the number of features. The SVM method is also
insensitive to the high sparsity of textual data, since it just “adds” the evidence
of each word present in a document to classify it. NB also shares the same
“additive” nature of SVM, having achieved the second best set of results in our
experiments. The method that presented the worst results was RF, which uses
complex non-linear patterns extracted by association rules that relate the words
of a document to its category. We argue that, due to its complexity, RF generates
models that may not generalize well in the case of highly sparse domains as it
is the case of short texts.

Second, most of the generated models provide evidence towards the initial
hypothesis that it is possible to categorize researchers’ expertise by exploiting
the information from the titles of their theses or dissertations. Particularly, the
models using only this minimum information achieve up to 83% and 79% on
MicroF1 and MacroF1, respectively. Moreover, the effectiveness of the results
using SVM are superior to 70% in the major areas and most of the areas.
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Finally, despite the excellent overall performance, we attribute the low per-
formance (around 51%) in some major areas (e.g., Applied Social Sciences and
Engineering) to two different factors. First, the distribution of labeled examples
among areas are very imbalanced. Particularly, for some specific areas from Engi-
neering, such as Mining Engineering and Biomedical Engineering, our dataset
has less than 10 labeled examples, which makes it difficult to learn effective
models for these areas. Second, the high vocabulary overlap among these areas
and their fuzzy delimitations can undermine the classification effectiveness.

Ranking Results. We now turn our attention to the classification-related task
of ranking according to expertise. Table 4 reports the precision and NDCG values
for the top 10 best ranked results using the BROOF-L2R method. Particularly,
we evaluate the ranking of theses and dissertations from our dataset according
to the expertise of their authors in each area.

Like in the classification task, the overall results show the effectiveness of
our ranking strategy. This provides evidence for the benefits of using learning
techniques to generate ranking of experts by exploiting only the information
from the titles of their theses or dissertations. Particularly, the ranking results
considering as queries only the major areas (i.e., the first level of the hierarchy
described in Table 1) presented the most effective results for both NDCG@10
and P@10. These results were already expected, since each major area contains
thousands of positive training and testing examples (see Table 2). This led to
the learning of very effective ranking functions using BROOF-L2R, as well as to
plenty of possible positive test examples that can assume the top positions in
the ranking.

Coincidentally, our best results occurred on major areas with many positive
examples for its areas. Specifically, two major areas (Linguistics, Letters and
Arts, and Exact and Earth Sciences) achieved the best results among all major
areas due to the fact that both of them have many examples for their specific
areas, which led to good ranking functions for each one of them. Therefore, in

Table 4. Average NDCG@10 and P@10 of BROOF-L2R on each major area

P@10 NDCG@10

Major Areas 0.97 ± 0.03 0.97 ± 0.03

Agrarian Sciences 0.71 ± 0.17 0.72 ± 0.15

Biological Sciences 0.68 ± 0.12 0.68 ± 0.12

Health Sciences 0.73 ± 0.21 0.77 ± 0.20

Exact and Earth Sciences 0.88 ± 0.20 0.89 ± 0.19

Humanities 0.73 ± 0.18 0.75 ± 0.18

Applied Social Sciences 0.53 ± 0.16 0.54 ± 0.15

Engineering 0.59 ± 0.15 0.60 ± 0.14

Linguistics, Letters and Arts 0.77 ± 0.27 0.77 ± 0.25
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these cases we obtained a high average ranking effectiveness in all areas (which
can be seen as queries) of a major area. Likewise, our worst results occurred on
major areas that had only few positive examples (less than ten) in some of their
specific areas, which led to poor ranking functions for each one of them. In fact,
the worst performing major areas (Engineering and Applied Social Sciences)
include specific areas with only three positive examples. Despite these specific
cases, the task of ranking specialists using minimum information achieves effec-
tive results where there is enough training examples. This provide evidence to
our claim that it is possible to effectively rank experts using only short texts.

5 Conclusions and Future Work

To conclude, in this paper we addressed two distinct problems: (i) determining
a researcher’s expertise area by automatically categorizing the title of her PhD
dissertation or Master’s thesis according to a hierarchical scheme using an auto-
matic classification model, and (ii) ranking experts with respect to knowledge
areas using as well the same piece of information.

The results obtained using supervised classification methods were in general
very good, specially given the restriction of using minimum information. We
also performed a comparative analysis of three state-of-the-art supervised clas-
sification methods to determine the best one for the proposed task, being SVM
the one that significantly outperformed the other two. As for the classification
task, the state-of-the-art learning-to-rank method using recently proposed rank-
ing features produced excellent results in general, even considering the same
minimum information restriction.

As future work, we intend to: (i) expand the study to other datasets using the
models learned with the CNPq knowledge area hierarchical classification scheme
to categorize researchers not present in the Lattes Platform (Transfer Learning);
(ii) explore deeper levels of the CNPq hierarchy and other hierarchical categoriza-
tion strategies (e.g., fuzzy); and (iii) propose an expert recommendation system
based on our results.
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Abstract. Web archives are typically very broad in scope and extremely
large in scale. This makes data analysis appear daunting, especially
for non-computer scientists. These collections constitute an increasingly
important source for researchers in the social sciences, the historical sci-
ences and journalists interested in studying past events. However, there
are currently no access methods that help users to efficiently access infor-
mation, in particular about specific events, beyond the retrieval of indi-
vidual disconnected documents. Therefore we propose a novel method to
extract event-centric document collections from large scale Web archives.
This method relies on a specialized focused extraction algorithm. Our
experiments on the German Web archive (covering a time period of
19 years) demonstrate that our method enables the extraction of event-
centric collections for different event types.

1 Introduction

Web archives created by the Internet Archive1 (IA), national libraries and other
archiving services contain large amounts of information collected for a time
period of over twenty years [6]. These archives constitute a valuable source for
research in many disciplines, including the digital humanities, the historical sci-
ences and journalism by offering a unique possibility to look into past events
and their representation on the Web. They can enable a better understanding
of past events and offer a lot of novel research directions for these disciplines.

Most Web archive services aim to capture the entire Web (IA) or national
top-level domains (national libraries) and are therefore very broad in their scope.
Consequently they are also very diverse regarding the topics they contain and
the time intervals they cover. Due to the large size and the broad scope it is
difficult for interested researchers to locate relevant information in the archives
as search facilities are very limited compared to the live Web.

In previous work [14,26] we have argued that these users are typically inter-
ested in studying smaller and more focused event-centric collections of documents
contained in a Web archive. Such collections can reflect specific events such as
elections, sports tournaments or natural disasters, for example the Fukushima
1 https://archive.org
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nuclear disaster in 2011, the German federal election in 2009 or the FIFA World
Cup 2006, especially in regard to their media coverage and public reactions.

Archive services such as Archive-IT2 collect documents around specific events.
These special collections are however defined and crawled on an individual basis,
such that users are restricted to the collections that exist and their selected scope.
Other existing access methods to temporal Web collections do not support cre-
ating ad-hoc collections, often forcing users to create their own corpora manu-
ally. Currently, access to large-scale Web archives is limited to browsing of indi-
vidual Web pages through browser-based tools such as the Wayback machine3,
or initial support for keyword-based access4. However, these access methods are
not sufficient for several reasons. First, the Wayback machine requires the user
to already know the URL of the document. Second, full-text indexing of large-
scale archived collections incurs high processing and storage costs. Third, such
indexes only allow retrieval of individual disconnected documents. Instead, auto-
matic methods are needed that can extract collections of documents related to a
particular event of user interest. These collections need to preserve the original
link structure to achieve a high degree of authenticity and enable the application
of analytical methods on the relevant parts of the Web archive [14].

In this paper, we present a starting point for tackling the novel problem of
extracting topically and temporally coherent, interlinked event-centric document
collections from large-scale and broad scope Web archives. The key contributions
of this paper are: (1) a definition of a Collection Specification that describes the
temporal and topical scope of the collection to be extracted and gives the user
intuitive but powerful options to control the data collection process; and (2) a
focused crawling-based extraction method for Web archives to create event-centric
collections without requiring any full-text indexes. We evaluate our approach in
a local environment using file system crawling. However, our approach can easily
be used across Web archives using existing access methods. We make our source
code and evaluation data available to encourage further research5.

2 Related Work

Our method is related to crawling methods for creating Web Archives
(e.g. [17,24]), as well as to methods for temporal information retrieval [5].

The collection of Web documents from the live Web for retrieval and archiv-
ing purposes is usually performed using Web crawlers. Crawling methods that
aim to create broad scope collections for search and archiving purposes intend
to capture as much of the Web as possible. An example of a web-scale archiv-
ing crawler currently used by the Internet Archive is Heritrix [20]. In contrast,
focused crawling [4] aims to only collect pages that are related to a specific topic.
Focused crawlers [1,22] learn a model of the topic and follow links only if they are
2 https://archive-it.org/
3 http://netpreserve.org/openwayback
4 https://blog.archive.org/2016/10/24/beta-wayback-machine-now-with-site-search/
5 https://github.com/gerhardgossen/archive-recrawling

https://archive-it.org/
http://netpreserve.org/openwayback
https://blog.archive.org/2016/10/24/beta-wayback-machine-now-with-site-search/
https://github.com/gerhardgossen/archive-recrawling
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Table 1. Examples of temporal event characteristics.

Event Type Duration Lead time Cool-down time

Olympic games recurring 2 weeks weeks days

Federal election recurring 1 day months weeks

Fukushima accident non-recurring 1 week — months

Snowden leaks non-recurring 1 day — years

expected to match that topic, e.g. based on the page containing the link. This
follows the obervation that relevant documents will preferentially link to other
relevant documents (“topical locality” [1]). Extensions of this model use ontolo-
gies to incorporate semantic knowledge into the matching process [9,10], ‘tunnel’
between disjoint page clusters [3,25] or learn navigation structures necessary to
find relevant pages [7,17]. In time-aware focused crawling [24] the document or
event time is used as the primary focusing criterion. In event-based crawling [11]
events are described using an event model that incorporates event location and
date. Here Web page relevance is computed as a weighted average of content,
location and date similarity. As location extraction increases the overall complex-
ity of the process, we focus on the content and time-based features. Freshness
as a specific aspect of temporal relevance has been addressed in the context of
joint crawling of the Web and Social media sites [12] where URLs present in
Social media posts are used as entry points to recently published content on the
Web. In summary, most existing approaches to focused Web crawling consider
the topical and temporal relevance in isolation and do not address the problem of
jointly finding temporally and topically relevant content. Furthermore, whereas
existing approaches operate on the live Web, we are the first to apply focused
crawling techniques to existing Web archives.

The notion of temporal relevance has also been explored in the area of tem-
poral information retrieval. Existing ranking methods have been extended to
rank documents based on their creation time [5] or to diversify search results
over relevant time periods [2]. Contemporary search engines also rank docu-
ments based on their freshness (estimated based on their crawling history) [8].
Similarly, time information has been combined with the hypertext link graph
to detect the most relevant documents for a given query [21]. These approaches
depend on full-text or graph indexes and therefore have a high up-front compu-
tational and index storage cost. Moreover, these approaches only allow retrieval
of individual disconnected documents and do not preserve the link structure. In
contrast, our method allows on demand extraction of interlinked event-centric
collections without requiring any additional indexes on the archive.

3 Event-Centric Collections

Events are typically characterized through a certain date or a time interval such as
the date of an accident or the duration of a tournament.Here the event time interval
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is clearly defined. Nevertheless, event-related documents also appear outside of
this time interval. For planned and in particular regularly recurring events such as
sports competitions or elections, relevant documents often appear in advance of the
actual begin of the event during the event lead time, and are still published after the
event completion during the cool-down time. For unexpected non-recurring events
such as natural disasters, event-related documents are published from the start of
the event onward, i.e. there is no lead time and the relevant documents appear
during the cool-down time of the event. The duration of the lead time as well as the
duration of the cool-down time depend on the specific event (see Table 1).

Given an event of user interest and a large-scale broad-scope Web archive, our
goal is to generate an interlinked collection of documents relevant to this event.
The scope of the target collection is defined in the Collection Specification :

Definition 1 (Collection Specification). The Collection Specification defines
the topical and the temporal scope of an event-centric collection using:

◦ Topical Scope:
– one or more topical reference documents (e.g. from the Web);
– zero or more representative keywords.

◦ Temporal Scope:
– time span of the event (including the start and end dates) Te = [tse, t

e
e];

– time duration of the lead time (Tl) and the cool-down time (Tr).

The Collection Specification may be extended to include additional scopes, for
example domain black and white lists as used by existing crawlers.

Given the Collection Specification, our goal is to create a collection containing
the Web documents temporally and topically relevant to this specification. In the
following we propose a focused extraction method that prioritizes URLs during
the crawling process according to the Collection Specification and generates
interlinked event-centric collections.

4 Event-Centric Collection Extraction

Our goal is to efficiently extract an event-centric interlinked collection of a man-
ageable size from a large scale Web archive. A näıve approach is to iterate
through all documents and check their relevance with respect to the Collec-
tion Specification using an automatic method. However, this is computationally
expensive and does not scale to Web archives spanning tens or hundreds of ter-
abytes. While a full-text index could reduce the iteration cost, it requires high
up-front computational and index storage resources and extensive post-filtering
of the many near-identical document versions contained in the Web archive [16].
Furthermore, such an index can only be used to retrieve individual documents,
where we want to extract interlinked document collections.

We propose an alternative approach that uses the hypertext characteristics
of the archived documents by adapting focused Web crawling. A Web crawler
collects documents by recursively following the links from a Web document to
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Algorithm 1. Event-centric Collection Extraction
Input: Collection Specification CS, targetSize
Output: Document collection c, excluded URLs missing

q ← priorityQueue(seedUrls(CS)); c ← {}; missing ← {}
while not isEmpty(q) and |c| < targetSize do

url ← pop(q)
v ← resolveSnapshots(url, CS) {Find all snapshots of url in c}
if v = ∅ then

missing ← missing ∪ {url}
else

vi ← selectSnapshot(CS, v)
c ← c ∪ {vi}
out ← extractOutlinks(vi) − seenUrls {seenUrls = c ∪ missing}
insert(q, out, relevance(vi) {Insert outlinks into queue according to relevance}

end if
end while

other documents, starting from an initial set of seed URLs. A focused Web
crawler improves the relevance of the resulting collection by following only links
to the documents predicted to be relevant. We therefore extend the Collection
Specification to include the seed URLs required for the crawling process:

Definition 2 (Crawl-based Collection Specification). A Crawl-based Collection
Specification contains a Collection Specification (Definition 1) and a non-empty
set of URLs, which are contained in the archive and refer to relevant documents.

The Crawl-based Collection Specification is created by the user. Semi-auto-
matic approaches include the use of Web search engines to select seed URLs [13].

We adapt the focused crawling algorithm as shown in Algorithm 1 by includ-
ing steps to resolve snapshots and select the best among them. URLs extracted
from collected documents are prioritized in the crawler queue during the focused
crawl using the relevance function defined in Sect. 5.

5 Relevance Estimation

We need to prioritize the URLs during the focused crawl to effectively extract
event-centric collections based on a relevance function. We use a linear combi-
nation of the temporal and topical relevance (TTR) to estimate the relevance of
a Web document d with respect to the Collection Specification CS:

TTR(d,CS) = α × TopicR(d,CS) + (1 − α) × TempR(d,CS), (1)

where TempR and TopicR are the temporal and topical relevance of d to CS,
and α ∈ [0, 1] is the parameter to trade off between the topical and temporal
relevance. α = 1 results in a standard topically focused crawler, whereas values
closer to 0 increase the weight of the temporal dimension. In our setting we
consider TempR and TopicR to be equally important, therefore we use α = 0.5,
but we will in future work investigate the influence of this parameter in detail.
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5.1 Temporal Relevance

As described in Sect. 3, event-related documents are published not only during
the event time interval, but also before and after. Consequently, we need to
estimate the relevance of a document based on the Collection Specification and a
time point associated with the Web document (e.g. the creation, last modification
or capture date). We define this Temporal Relevance Function as follows:

Definition 3 (Temporal Relevance Function). Given a time point td associated
with the Web document d and the event time interval Te = [tse, t

e
e], the function

f(td, te) → [0, 1] is a temporal relevance function iff (a) f(td, te) = 1 ⇒ td ∈ te
and (b) f is monotonically non-decreasing in (−∞, tse) and monotonically non-
increasing in (tee,+∞).

We assume that in general the relevance of documents decreases rapidly as
the distance to the event increases and therefore define a temporal relevance
function based on the exponential decay function (similar to [18]):

TempR(td, te) =

⎧
⎪⎨

⎪⎩

1 if tse ≤ td ≤ tee,
e−Δt/γl if td < tse,
e−Δt/γr if td > tee,

(2)

where Δt is the time difference between the document time point td and the
nearest end of the reference time interval Te, and γl and γr are time decay
factors. The time decay factors determine how fast the value of this function
decreases by giving the Δt at which the relevance has dropped to 0.5. We use
the expected duration of the lead and the cool-down time as the time decay
factors γl and γr. For events with no lead time (e.g. accidents) we set γl = 0.

The document time point can be estimated using the date discussed in the
document. This would give the most accurate relevance value, especially for doc-
uments that describe the event after some time has passed (e.g. at the one year
anniversary), but is computationally expensive and highly heuristic. Therefore
we extract the document publication time, which is often explicitly contained in
the document metadata or content. If no publication time is available, we use
the crawl time as a fallback.

5.2 Topical Relevance Estimation

The topical relevance of Web documents with respect to the Collection Speci-
fication is estimated by computing the similarity of the textual content of Web
documents to the topical scope of the Collection Specification (similar to [23]).

The topical scope is specified primarily through a set of reference documents
that describe the event (e.g. as Wikipedia pages or newspaper articles). When
these documents have an ambiguous topic or the scope should be narrowed
down further, keywords can be provided to clarify the topical intent. Together
this allows an intuitive yet powerful topical specification.
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We represent the topical scope as a term vector, called the reference vector,
to enable automatic relevance estimation with respect to the topic. To construct
the reference vector we tokenize and stem the text of the reference documents
and remove stop words using the language-specific analyzers of Apache Lucene6.
As previous work has shown bigrams to be effective for crawl focusing [19], we use
term unigrams and bigrams. Each term is weighted using its frequency (TF) and
its inverse document frequency (IDF). IDF scores are based on the frequencies
of the last 25 years of the Google Books NGram datasets7.

The weights of terms explicitly given as Collection Specification keywords
are boosted. This helps to shift the reference vector towards the expected inter-
pretation. To perform boosting, we check the overlap of each term with the user-
defined keywords, as terms (in the case of bigrams) can contain multiple tokens.
Based on whether there is a full or partial overlap, we assign a term weight twt

to the term t in the document vector. In our evaluation, we experimentally set
the values for full, partial and no overlap to 2, 1.5 and 1, respectively.

Finally, the topical relevance of a document is the cosine similarity between
the reference vector and a document vector computed using the same method.

6 Web Archive and Platform

Our Web Archive contains all Web pages from the .de top-level domain as
captured by the Internet Archive until 2013. In this paper we only consider
HTML documents with a HTTP status code of 200. This archive has a size of
about 30 TB and contains 4.05 billion captures of 1 billion URLs, covering a
time period from December 1994 to September 2013.

We manually defined 28 events to be extracted from the Web archive, focusing
on events that are likely to be represented in the archive: The selected events fall
within the time period of the archive and have a strong connection to Germany,
either because the event happened in Germany or was in the focus of public
attention. We balanced singular events like the Fukushima nuclear accident and
recurring events like federal elections. To create the Collection Specification for
each event we selected one or more pages from the German Wikipedia that
provide the topical scope of the event. We also defined a start and end date, as
well as an estimate for the duration of the event lead and cool-down time. The
outgoing links of the Wikipedia pages were extracted and used as seed URLs.

All experiments were conducted on a Hadoop cluster. This cluster has 25
worker and 2 master nodes with in total 296 CPU cores. The worker nodes
provide in total 1.37 TB of RAM and 1 PB of hard disk capacity. All data is
stored in the standard ARC/WARC formats and available to all worker nodes.

6.1 Crawler Implementation

As mentioned in Sect. 4, the architecture of the archive crawler can be simpler
than that of a standard Web crawler because it can access the data of the Web
6 http://lucene.apache.org/core/
7 Code available at: https://github.com/gerhardgossen/dictionary-creator/

http://lucene.apache.org/core/
https://github.com/gerhardgossen/dictionary-creator/
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archive locally. As our data is stored as WARC files in a Hadoop filesystem, we
implemented the crawler as a multi-thread process running on Hadoop YARN.

WARC files are unordered collections of documents, therefore a lookup table
is necessary to find the location of the document snapshots for a given URL.
By using Apache HBase for this table we can look up URLs in 1–5 ms. While
typically CDX files are used as a lookup method for WARC files, our preliminary
experiments showed that this method is considerably faster.

The crawler queue is stored in a file-based queue based on the Mercator
architecture [15], which offers prioritisation of URLs and is fast enough for our
purposes. Each retrieved document is analysed according to the relevance func-
tion described in Sect. 5. The URLs of all outgoing links of that document are
inserted into the crawler queue according to the calculated relevance score.

As the Web archive covers a long time period, many documents have been
crawled multiple times. To choose among the available versions, we observe that
later versions typically have the same content but may have changes in e.g.
navigation menus and thus do not represent the document in its original form.
Therefore we use the following heuristic: If multiple versions are available that
were crawled during the event timespan, we pick the earliest. Otherwise, we use
the version that was crawled closest to the event timespan. Future work will
investigate further methods to select the most relevant version(s).

7 Evaluation

The goal of the evaluation is to assess the precision of the proposed extraction
method in light of different event types and to better understand the influence of
this method on the quality of the resulting event-centric collections. We compare
our combined relevance function with two baselines that use state-of-the-art rel-
evance functions, each taking only one relevance dimension into account, topical
(C-F, cf. [23]) or temporal (T-F, cf. [24]). We also use an unfocused crawl that
does not use any relevance estimates as an additional baseline.

7.1 Extraction Evaluation

Our focused crawling approach allows us to adjust the effort invested into the
extraction by changing the number of documents processed. By increasing this
number to the size of the archive we could clearly guarantee that this method
finds all the relevant documents, as long as they are reachable through links.
However, the proposed approach should be able to extract most of the relevant
documents early on, so that the extraction can be stopped when not sufficiently
many relevant documents are discovered anymore or when the user is satisfied
with the collection. We therefore look at the accumulated relevance (i.e. the sum
of the relevance values of the extracted documents) of the collected results as
a function of crawl runtime. Additionally, we look at the number of documents
that the crawler attempts to capture but are missing from the archive.
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Fig. 1. Accumulated relevance of different event collections.

The relevance of the extracted documents is computed with the C-F relevance
function. This is possible because we estimate the relevance of a document during
the crawl using the content of a linking document and evaluate using the content
of the actual document. A small annotation experiment (omitted for space)
showed that this relevance measure correlates with the actual relevance.

For each of the 28 events we started a crawl using each of the configurations
described above. Each crawl ran until it had retrieved 100,000 documents or
until the crawler queue was empty. Figure 1 shows the accumulated relevance of
document collections for selected events in relation to the number of documents
crawled. This function should ideally start with a strong incline, meaning that
the crawler fetches many relevant documents early on, flattening into a plateau
when no relevant documents are available anymore. We see that for all topics
the C-F and CT-F functions outperform the T-F function and the unfocused
baseline both in terms of average relevance of documents retrieved at any given
point and total relevance. The C-F function often performs slightly better than
the CT-F function, although closer analysis shows that the differences between
both functions often result from discovering some highly relevant hosts earlier.

The relevance focused strategies manage to uncover more potentially relevant
URLs even if they are not contained in the locally available Web archive. This is
shown by the number of URLs that each focusing method considers (see Table 2),
where we see an increase in discovered URLs for these methods. Based on this
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Table 2. URLs considered for each event crawl for different relevance strategies.

Topic CT-F Unfocused Ratio

Costa Concordia grounding 239,628 142,851 1.67

German federal election 2009 283,311 161,934 1.74

Iraq War 1,862 2,192 0.84

Pope Election 2013 2,057 1,624 1.26

Stuttgart 21 protests 2,070 1,513 1.36

Resignation of President Wulff 213,039 149,706 1.42

result, the development of methods for cross-archive collection extraction is an
interesting direction for future research.

7.2 Effect of the Temporal Scope Parameters

In the Collection Specification we require that the user specifies lead and cool-
down times for the event (cf. Sect. 5.1) to adapt the temporal relevance function
to different event types. We crawled each event using a exponential decay func-
tion with a fixed decay and compared it to the crawl using the specified lead and
cool-down times. Table 3 (left columns) shows the relevance improvement of the
time-sensitive relevance functions over the corresponding baseline. We see that
the event-specific parameters cause an improvement for most of the events. On
average this improvement is moderate, but statistically significant.

Table 3. Effect of temporal scope and keyword parameters. Each row shows improve-
ment ratio of the accumulated relevance for a topic with event-specific time parameters
(left) or keywords (right). The last line contains the average improvement over all top-
ics. All values are statistically significant at p = 0.01.

Event Time Keywords Event Time Keywords

T-F CT-F C-F CT-F T-F CT-F C-F CT-F

Book by Thilo Sarrazin 0.98 0.99 1.28 1.07 Iraq war 0.92 1.19 1.05 1.13

Eruption of Eyjafjallajökull 0.99 1.20 0.83 0.88 Launch of LHC 1.09 0.72 1.21 0.99

European Stability Mechanism 1.16 4.07 1.02 1.04 Costa Concordia grounding 1.14 1.49 0.92 0.98

European floods 2013 1.12 1.12 1.39 1.49 Loveparade disaster 0.84 1.25 0.81 0.97

Eurovision Song Contest 2010 1.00 1.73 1.06 0.68 NSU process 1.01 1.24 1.05 1.05

Football World Cup 2006 0.58 1.27 1.23 1.10 Olympia 2004 0.94 1.03 1.20 1.34

Football World Cup 2010 1.59 1.09 1.11 1.10 Olympia 2008 1.27 1.48 1.39 1.50

Fukushima nuclear disaster 1.17 1.73 1.03 1.02 Olympia 2012 1.18 1.11 1.16 1.12

German federal election 2002 1.21 1.48 1.35 1.02 Olympia 2010 1.02 1.37 1.24 1.65

German federal election 2005 1.33 1.41 1.14 0.89 Pope Election 2005 1.17 1.08 1.10 1.09

German federal election 2009 1.27 1.84 1.03 0.96 Pope Election 2013 1.07 1.50 0.99 0.95

German federal election 2013 1.12 2.17 0.84 0.92 Resig. of Pres. Wulff 1.03 1.05 1.00 1.03

Guttenberg plagiarism affair 0.96 1.01 1.24 1.19 Snowden leaks 1.46 1.43 1.18 1.19

Average 1.10 1.44 1.10 1.08
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7.3 Effect of Keywords in the Specification

We use the keywords in the Collection Specification to clarify the topical intent
(cf. Sect. 5.2). To measure the impact, we crawled using the same reference doc-
uments with and without keywords to describe the topical scope. Table 3 (right
columns) shows the relevance improvement of the T-F and CT-F relevance func-
tions compared to the corresponding baseline. We see that the addition of key-
words leads on average to a statistically significant improvement. Some events
such as the floods in Europe during 2013 can be better focused using keywords,
whereas for other events adding keywords leads to a small loss in effectiveness.
Further research is needed to better understand the influence of keywords.

8 Conclusions and Outlook

In this work we presented a novel method to create interlinked event-centric
collections from large-scale Web archives. The key of this method is to adapt
focused Web crawling to previously collected Web archives and to select doc-
uments by iteratively following links from relevant documents. We proposed
relevance estimation functions that take the temporal and topical aspects of the
documents into account and evaluated them as part of the focused extraction
process. Specifically, we demonstrated that the relevance function CT-F can
improve on topical content selection methods by taking temporal information
into account. This holds especially for events that occur repeatedly in similar
form, such as Olympic games or elections, where the different instances are hard
to distinguish using only topical information. We showed that our re-crawling
method can retrieve event-centric collections from large-scale Web archives, espe-
cially using the CT-F relevance function, and discussed how the method deals
with the challenges inherent to Web archives.

Our method presents a first step towards the extraction of event-centric col-
lections. Further research is needed to understand the influence of extraction
methods, relevance functions and parameters in regard to different events, time
periods and Web archives. For Web archives that have full-text indexes, meth-
ods based on full-text search should be investigated. Furthermore, cross-archive
collection extraction is an interesting direction for future research.We therefore
provide our source code and evaluation data to encourage similar efforts 8.
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Abstract. Information Governance (IG) as defined by Gartner is the “specifi‐
cation of decision rights and an accountability framework to encourage desirable
behavior in the valuation, creation, storage, use, archival and deletion of infor‐
mation. Includes the processes, roles, standards and metrics that ensure the effec‐
tive and efficient use of information in enabling an organization to achieve its
goals”.

Organizations that wish to comply with IG best practices, can seek support
on the existing best practices, standards and other relevant references not only in
the core domain but also in relevant peripheral domains. Thus, despite the exis‐
tence of these references, organizations still are unable, in many scenarios, to
determine in a straightforward manner two fundamental business-related
concerns: (1) to which extent do their current processes comply with such stand‐
ards; and, if not, (2) which goals do they need to achieve in order to be compliant.

In this paper, we present the third and last iteration of an IG maturity model
based on existing reference documents. The development process is based on
existing maturity model development methods that allow for a systematic
approach to maturity model development backed up by a well-known and proved
scientific research method called Design Science Research.

Keywords: Information governance · Maturity model · Measurement

1 Introduction

A maturity model defines a pathway of improvement for organizational aspects and is
classified by a maturity level. The maturity levels often range from zero to five, where
zero consists on the lack of maturity and five consists of a fully mature and self-opti‐
mizing process. Maturity models can be used for assessing and/or achieving compliance
since they allow the measurement of a maturity level and, by identifying the gap between
the current and pursued level, allow the planning of efforts, priorities and objectives in
order to achieve the goals proposed.

The use of maturity models is widely used and accepted, both in the industry and the
academia [1]. There are numerous maturity models, virtually one for each of the most
trending topics in such areas as Information Technology or Management. Maturity
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Models are widely used and accepted because of their simplicity and effectiveness. They
depict the current maturity level of a specific aspect of an organization, for example IT,
Outsourcing or Project Management, in a meaningful way, so that stakeholders can
clearly identify strengths and improvement points and prioritize what they can do in
order to reach higher maturity levels, showing the outcomes that will result from that
effort which enables stakeholders to decide if the outcomes justify the effort needed to
go to higher levels and results in a better business and budget planning.

The objective of this paper is to develop an artifact (the maturity model) by using a
research approach to contribute to the body of knowledge. Therefore, Design Science
Research (DSR) [19] was chosen as it combines two perspectives, the practical and
scientific dimensions. The maturity model focuses on the IG body of knowledge to
define IG maturity levels.

The paper is structured in six sections. First, fundamental terms and concepts will
be detailed and will be followed by the outline of the research methodology in Sect. 3.
Further on, Sect. 4 presents the findings from a literature review. Section 5 elaborates
the main insights of the iterative maturity model development and the maturity model
itself. Next, the evaluation of the maturity model is presented in Sect. 6. Lastly, this
paper presents conclusions from this work and details research limitations.

2 Foundation

To ensure a common understanding, we explain in this section the key terms and
concepts, such as, “Maturity” and “Maturity Model”.

To evaluate maturity, organizational assessment models are used, which are also
known as stages-of-growth models, stage models, or stage theories [12].

The concept of maturity is a state in which, when optimized to a particular organi‐
zational context, is not advisable to proceed with any further action. It is not an end,
because it is a mobile and dynamic goal [7]. It is a state in which, given certain conditions,
it is agreed not to continue any further action. Several authors have defined maturity,
however many of the current definitions fit into the context in which each a particular
maturity model was developed.

In [6] maturity is defined as a specific process to explicitly define, manage, measure
and control the evolutionary growth of an entity. In turn, in [8] maturity is defined as a
state in which an organization is perfectly able to achieve the goals it sets itself. In [9]
it is suggested that maturity is associated with an evaluation criterion or the state of being
complete, perfect and ready and in [10] as being a concept which progresses from an
initial state to a final state (which is more advanced), that is, higher levels of maturity.
Similarly, in [11] maturity is related with the evolutionary progress in demonstrating a
particular capacity or the pursuit of a certain goal, from an initial state to a final desirable
state. Still, in [11] it is emphasized the fact that this state of perfection can be achieved
in various ways. The distinction between organizations with more or less mature systems
relates not only to the results of the indicators used, but also with the fact that mature
organizations measure different indicators when comparing to organizations which are
less mature. While the concept of maturity relates to one or more items identified as
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relevant, the concept of capability is concerned only with each of these items. In [12]
maturity models are defined as a series of sequential levels, which together form an
anticipated or desired logical path from an initial state to a final state of maturity. These
models have their origin in the area of quality. The Organizational Project Management
Maturity Model (OPM3) defines a maturity model as a structured set of elements that
describe the characteristics of a process or product [13]. In [14] maturity models are
defined as tools used to evaluate the maturity capabilities of certain elements and select
the appropriate actions to bring the elements to a higher level of maturity. Conceptually,
these represent stages of growth of a capability at qualitative or quantitative level of the
element in growth, in order to evaluate their progress relative to the defined maturity
levels.

Some definitions found involve organizational concepts commonly used, such as the
definition of [15] in which the authors consider a maturity model as a “… a framework
of evaluation that allows an organization to compare their projects and against the best
practices or the practices of their competitors, while defining a structured path for
improvement.” This definition is deeply embedded in the concept of benchmarking. In
other definitions there appears the concern of associating a maturity model to the concept
of continuous improvement.

In [16], the maturity models are particularly important for identifying strengths and
weaknesses of the organizational context to which they are applied, and the collection
of information through methodologies associated with benchmarking. In [17] it was
concluded that the great advantage of maturity models is that they show that maturity
must evolve through different dimensions and, once reached a maturity level, sometime
is needed for it to be actually sustained. In [18] it was concluded that project performance
in organizations with higher maturity levels was significantly increased. Currently, the
lack of a generic and global standards for maturity models has been identified as the
cause of poor dissemination of this concept.

3 Research Methodology

The development of maturity models in the IT and IG domains is not new and has been
quite popular in recent years. As an example, in [20], the authors have identified more
than 100 maturity models, and in [21] even more are identified. However, one major
issue can be identified in most these maturity models, which is the lack of disclosure of
the development process used to develop them. This leads to a weakness in this research
area, which is the lack of contributions regarding how to develop these models. Despite
this fact, we have identified some development methods and procedures for maturity
models, such as, the general design principles from Roglinger et al. [12], the DSR
perspective on maturity models by Mettler [11], the development guidelines from Maier
et al. [22], and the procedure model based on DSR [24] from Becker et al. [23], which
are quite popular among scholars based on their respective citation counts. To develop
the maturity model presented in this paper we decided to apply the development proce‐
dure of Becker et al. [23] as it is based on DSR and as result it offers a sound methodo‐
logical foundation, which is suitable for application in the research approach. This

130 D. Proença et al.



development procedure gives a stringent and consistent approach to the DSR guidelines
of Hevner et al. [24].

As depicted in the procedure model in Fig. 1 the first steps focus on the problem
identification. In this step the research problem is identified and detailed, the practical
relevance of the problem is specified and the value of the artifact is justified. This step
is followed by the comparison with existing maturity models. This second step is based
on the problem identification of the first step and analysis of existing maturity model in
the IG domain, which leads to the identification of weaknesses in these models. We
conducted a literature analysis, which was based on an extensive online search to find
existing maturity models focused on the IG domain. Thus, the analysis of the maturity
models was performed according to their functionality.

Fig. 1. Maturity Model Development Procedure Model of the research approach based on Becker
et al. [23]

The next step deals with the determination of the research strategy outlined in this
section of the paper. This is followed by the iterative maturity model development. In
this step, we used model adoption techniques, such as, configuration, instantiation,
aggregation, specialization and analogy [25] to incorporate the ISO14721, ISO16363
and ISO20652 in the maturity model. This allowed us to create a rigorous maturity model
regarding both the structure and content. In the last step, evaluation, we combined the
steps of Becker et al. [23], conception of transfer and evaluation, implementation of
transfer media, and evaluation, into step 5. All steps will be conducted, but to match the
structure of this paper we made this change.

4 Problem Analysis

This section presents the several maturity models from the Information Management,
Records Management, IG and Digital Preservation domains that can influence the
development of the maturity model proposed in this paper. Each Maturity Model is
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presented starting with the maturity model name, attributes and maturity levels. These
attributes further detail the maturity model by decomposing certain aspects of the
maturity model domain. The synthesis of the analyzed maturity models is presented in
Table 1.

Table 1. Synthesis of the analyzed maturity models

Maturity model Attributes Maturity levels
Name Number

Asset Management
Maturity Model [2]

Dimensions/Category 4 Initial; Repeatable;
Defined; Managed;
Optimizing

Digital Asset
Management (DAM)
Maturity Model [3]

Categories/Dimensions 4/15 Ad-Hoc; Incipient;
Formative; Operational;
Optimal

Information Governance
Maturity Model [4]

Principles 8 Sub-standard; In
Development; Essential;
Proactive;
Transformational

Digital Preservation
Capability Maturity
Model (DPCMM) [26]

Domains/Components 3/15 Nominal; Minimal;
Intermediate; Advanced;
Optimal

Brown Digital
Preservation Maturity
Model [27]

Process Perspective 10 No Awareness;
Awareness; Roadmap;
Basic Process; Managed
Process; Optimized
Process

Preservica Digital
Preservation Maturity
Model [28]

– – Safe Storage; Storage
Management; Storage
Validation; Information
Organization;
Information Processes;
Information Preservation

5 Maturity Model Design

In accordance to the maturity model development procedure of Becker et al. [23] a new
maturity model should be developed, if no existing or the advancement of an existing
one can address the identified problem. So, based on the findings of our literature analysis
there is no maturity model which acceptably fulfills our needs. Therefore, we decided
to develop a new maturity model.

The newly developed maturity model, presented in Fig. 2, adopts established struc‐
tural elements, domains and functions of the best practice of maturity models analyzed
in Sect. 4 and is based in relevant references form the Digital Preservation and Archival
Science domains, namely ISO 14721, ISO 16363 and ISO 20652. These artifacts were
then extended and adjusted to fit the purpose of assessing the maturity of IG using the
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guidance from these ISO standards. As outlined within our research methodology, we
applied an iterative process for the development of this maturity model. In total, we
needed three iterations, which are described in the following:

Fig. 2. Information Governance Maturity Model – Maturity Curve

First Iteration: As a first step, we identified the basic characteristics and structure of the
model. As a starting point, we proposed five maturity levels – Initial, Managed, Defined,
Quantitatively Managed, Optimizing – as this approach is evident in several reputable
maturity models, such as, the CMMI [6]. In this initial iteration, we focused in just one
dimension of the maturity model, the processes dimension. For each criterion of the
maturity model we modeled what is the manifestation of that criterion at the different
maturity levels. The first iteration was published through the E-ARK project in Deliv‐
erable 7.1 and was communicated to the scientific community through [29].
Second Iteration: The aim of the second iteration was to build on the success of the
results of the first iteration. Thus, the maturity model was extended to contemplate all
the dimensions of the maturity model. We continued with the approach of the first iter‐
ation and modeled each of the criteria at each maturity level. We then conducted a trial
assessment using the maturity model, which revealed some issues that will be solved in
the third iteration. This second iteration and the results of the trial assessment were
published through the E-ARK project in Deliverable 7.2 and were communicated to the
scientific community through [29–31].
Third Iteration: After the trial assessment using the maturity model one relevant issue
was identified. The trial revealed that there was a difficulty in understanding the differ‐
ences in each possible answer for the assessment questions. As an example, participants
could understand what a “documented procedure” is but it was difficult for them to
understand what is a “defined procedure” or even an “ad-hoc assessed procedure”. This
led to a revision of the assessment questionnaire and an overhaul of the maturity model
to accommodate the changes to the assessment questionnaire. The maturity levels defi‐
nition remained the same, however there are major changes in the overall structure of
the criteria. Now instead of modelling each criterion at each maturity level we opted by
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identifying capabilities for each maturity level and dimension, which resulted in an
easily understandable maturity model that is presented in Figs. 3, 4 and 5. This third and
final iteration was published through the E-ARK project in Deliverables 7.5 and 7.6.

Fig. 3. Information Governance Maturity Model – Management Dimension Maturity Levels

Fig. 4. Information Governance Maturity Model – Infrastructure Dimension Maturity Levels
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Fig. 5. Information Governance Maturity Model – Processes Dimension Maturity Levels

At maturity level 1, the organization needs to be aware that IG is needed as a relevant
function of the organization.

At maturity level 2 IG meets its goals. However, there is no standardization of
procedures, which can lead to two people doing different tasks to achieve the same goal
and in turn can result in the inability to repeat tasks that were previously performed.
Moreover, at this maturity level there is no assignment of responsibilities.

Then at maturity level 3, the organization has a standardized list of procedures with
responsibilities assigned. There are also tools and methods that support IG, which are
agreed upon and become a standard across the organization. Procedures at this maturity
level are well defined and include its purpose, inputs, entry criteria, activities, roles,
verification steps, outputs and exit criteria.

At maturity level 4 the organization establishes quantitative objectives for quality
and performance of all functions related with IG. Specific measures of performance are
collected and are analyzed using statistical and other quantitative techniques. There are
also performance baselines and models that help in setting quality objectives. A key
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difference between maturity levels 3 and 4 is the predictability of performance as
predictions are based on the statistical analysis of fine-grain information.

Finally, at Maturity Level 5 the organization continually improves its IG functions
based on quantitative analysis of the business objectives and performance baselines. It
uses quantitative techniques to understand variations in procedures and the causes of
outcomes. It also focuses on continually improving performance using incremental and
innovative procedures. Additionally, the quality and performance objectives are estab‐
lished and continuously revised to reflect changing business objective and the organi‐
zation’s performance. A key difference between maturity level 4 and 5 is the focus on
improving and managing the organization performance, which at this level is concerned
in analyzing performance using data collected from multiple sources. This data helps
identify gaps and weak points in performance that are then used to generate a measurable
improvement.

To improve from level X to level X + 1, the organization must comply with all the
criteria from level X, which makes this maturity model follow a “stages” approach. What
an organization can expect from progressing through the maturity levels is that their IG
practice will become increasingly managed, defined and optimized.

A maturity table consists of a table that crosses maturity levels with the maturity
dimensions and characterizes each dimension in each level. Figure 2 presents the
maturity table. The mapping to the assessment criteria for each dimension and maturity
level is later detailed in Figs. 3, 4 and 5. The main goal of the IG Maturity Model is to
improve the value of information in an organization. Information value will increase
when going from a lower to a higher maturity level, as depicted in Fig. 2. Moreover, the
lack of procedures and policies in lower levels results in the organization’s information
being at risk and this risk reduces as policies and procedures become implemented,
defined, documented and assessed.

The IG maturity model, consists of three dimensions, Management, Process and
Infrastructure. These dimensions provide different viewpoints of IG which help to
decompose the maturity model and enable easy understanding. For each dimension we
have a set of levels, from one to five, where one show the initial phase of maturity of a
dimension and level five shows that the dimension is fully mature, self-aware and opti‐
mizing. These levels and their meaning were adapted from the levels defined for CMMI.
[6] The management dimension “refers to all the activities that are used to coordinate,
direct, and control an organization.” [5] The criteria for assessing the maturity of this
dimension is depicted in Fig. 3.

The infrastructure dimension “refers to the entire system of facilities, equipment,
and services that an organization needs in order to function.” [5] The criteria for
assessing the maturity of this dimension is depicted in Fig. 4.

Finally, the processes dimension contains the “set of activities that are interrelated
or that interact with one another. Processes use resources to transform inputs into
outputs.” [5] The criteria for assessing the maturity of this dimension is depicted in Fig. 5.
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6 Maturity Model Evaluation

This section details the assessment strategy used in the development of the maturity
model proposed in this paper. For the purpose of this maturity model we opted for the
self-assessment method as it provides a way for organizations to assess their IG practice
while maintaining a low cost to the organizations.

Table 2 depicts a comparison between the E-ARK pilots for the initial assessment
and final assessment. Pilot 1 is the one which achieved the best overall results, especially
the infrastructure dimension achieved the best results. Pilot 3 achieved the second-best
results. Pilot 5 also shows a high-level maturity across the dimensions measured in the
assessment. However, as in pilot 2, there are still some important enhancements to
perform to the infrastructure capability. The other four pilots showed similar results
among the dimensions. With some exceptions for pilot 4, where it shows higher maturity
levels for the infra-structure dimension. Another exception are pilots 6 and 7 which show
higher maturity levels for the processes dimension in the final assessment results.

Table 2. Initial and Final Self-assessment Results of the E-ARK Pilots

Dimension Initial Assessment Final Assessment
P1 P2 P3 P4 P5 P6 P7 ∅ P1 P2 P3 P4 P5 P6 P7 ∅

Management 4 2 4 2 4 1 1 2.6 4 2 4 2 4 1 1 2.6
Processes 4 1 3 1 3 2 2 2.3 4 2 4 1 3 3 4 3
Infrastructure 5 2 3 4 2 1 2 2.7 5 2 4 4 2 2 3 3.1
∅ (Average) 4.3 1.7 3.3 2.3 3 1.3 1.7 2.5 4.3 2 4 2.3 3 2 2.7 2.9

The results of the E-ARK project helped the pilots improve their maturity level and
as result improved archival practice as can be seen by analyzing the results of the final
assessment depicted in Table 2. The final results show several improvements in the
overall maturity levels for all pilots. One aspect to take into consideration is that E-ARK
outputs focus on the processes dimension as such this is the dimension where the most
improvements are as illustrated in Table 2.

7 Conclusion

This paper presented the third and last iteration of a maturity model for IG, as well as,
a state of the art on maturity models surrounding IG found in literature. Based on that
state of the art and other references from the archival domain, namely the ISO16363,
ISO14721 and ISO 20652 we developed a maturity model consisting of three dimensions
and five levels.

This paper also presents how the assessment of the E-ARK pilots was performed, as
well as, the analysis of the results for the pilots. As can be seen, the self-assessment
questionnaire enabled a detailed analysis and comparison of the pilots and proved useful
in identifying weak points and strengths of the pilots. Using the results it is then possible
for pilots to identify points of improvement which can then lead to the creation of an
improvement path for the pilots. Additionally, the self-assessment questionnaire is now
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available online at http://earkmaturitysurvey.dlmforum.eu. Organizations can use it to
assess their current IG Maturity and based on the results plan for improvement.

Despite this there is still room for improvement of the questionnaire, we are now
finishing a detailed guide on how to fill the questionnaire and analyze the results which
will be available online as a companion to the self-assessment questionnaire.

To extend the research component, we suggest evaluating (and refining) the maturity
model within different industry sectors to gather an insight of what IG methods and
procedures different industries are using and how far in the maturity scale they are.
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Abstract. This paper targets the challenges of research data manage-
ment with a focus on High Performance Computing (HPC) and simula-
tion data. Main challenges are discussed: The Big Data qualities of HPC
research data, technical data management, organizational and adminis-
trative challenges. Emerging from these challenges, requirements for a
feasible HPC research data management are derived and an alternative
data life cycle is proposed. The requirement analysis includes recommen-
dations which are based on a modified OAIS architecture: To meet the
HPC requirements of a scalable system, metadata and data must not be
stored together. Metadata keys are defined and organizational actions
are recommended. Moreover, this paper contributes by introducing the
role of a Scientific Data Manager, who is responsible for the institution’s
data management and taking stewardship of the data.

Keywords: Research data management · HPC · Simulation · Big data ·
Archive · OAIS · Metadata · Data life cycle

1 Introduction

Today’s science can be considered as data-driven. Research data is all scientific
data generated or recorded from experiments, studies or simulations. In contrast
to theory and classical experiments, simulations produce huge amounts of big
research data [19], usually in size of Petabytes (PB). High performance com-
puting (HPC) is one of the driving forces behind big research data enabling
large-scale simulations in climate research, engineering or particle physics just
to name a few. For researchers it is crucial to keep their data for review or later
resumption of work. However, the ability to store and especially manage research
data is lagging behind the ability to generate data [15] in HPC: For example,
the sheer volume of the data is a specific problem, but not the only critical one.

The following work presents the challenges of research data management of
simulation data in the scope of HPC. The first challenge is the problem of Big
Data: volume and variety. As a second challenge, insufficient data management
concepts will be discussed. Moreover, research data management is not only a
technical but also a organizational problem in HPC: A lack of data management
plans, regulations and incentives.
c© Springer International Publishing AG 2017
J. Kamps et al. (Eds.): TPDL 2017, LNCS 10450, pp. 140–151, 2017.
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Derived from these challenges, requirements for a feasible research data man-
agement in HPC are specified in Sect. 3. This requirement analysis is the main
contribution of this paper and includes data management requirements such as
metadata, persistent identifiers and data security. Since Open Access will become
a key requirement in the future, it will be discussed in a separate subsection.
For HPC, scalability requirements are important: Research data management
has to cope with the volume and has to provide efficient indexing mechanisms
for feasible search of millions of data objects. Since research data management is
not only a technical problem, one contribution is the introduction of a new role:
The Scientific Data Officer (SDO) that is in charge of the research data man-
agement efforts of an institution. All these efforts lead to an improved data life
cycle being able to reduce “dark” data. Related work is presented in Sect. 3.7.

2 Challenges

2.1 Big Research Data: Volume and Variety

The data volume produced on an HPC system strongly depends on the amount of
main memory of a supercomputer. A DoE study [12] estimates the data volume
factor to be 1:35 in worst case: For each Byte of main memory of the compute
system, 35 Byte of data to archive is created per year, so the amount of data
scales linear with the amount of main memory of the HPC system. This means
every time a new HPC system is deployed, an increase in data production (due
to a more fine-grained resolution or due to larger scales) has to be expected.
The growth over time of the research or during the overall system lifetime data
volume must be expected to be exponential, the study concludes. A follow-up
study reminds that a storage technology gap exists for Exascale [13]. Figure 1
shows a sample trend (2010–2017) of the data stored in a tape archive at the
HLRS related to the main memory of the corresponding HPC flagship systems.

The number of files does not depend on the amount of main memory but on
the number of cores and processors, however no estimate can be given. A reason
for this is that it strongly depends on the behavior of the researchers how many
files are written or if file aggregation is used. Nevertheless, the study states that
the number of files to archive per system will grow exponentially from millions
to billions during the next 5 years.

Regarding variety, research data is strongly diverse. Most data is format-
ted according to the researchers bias. For example, as comma-separated values,
tables or stored in files of different formats [22]. How this data is organized and
managed is another challenge that will be discussed in the following subsection.

2.2 Research Data Management

Research data management in HPC is often handled by the directory structures
and an appropriate naming of files and directories, such as

/group/project/user/simulation/run/description.format
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Fig. 1. Data stored (left y-axis/continuous line) in the HLRS HPC center in Stuttgart,
Germany in relation to the main memory of a system (right y-axis/dashed line). A
dependency is easy to see. The ratio is higher than 1:10 in this center. As of June 2017,
16 PB of data in approximately 9.2 million files of almost 200 users are held on tape.

In doing so, searching, finding and retrieving research data becomes a bur-
den [1,15]: A third person is unable to find data if the person does not have
information on who ran the simulation, which group was leading which project
or which project acronym is used. Additionally, the directory structures are
highly dynamic, for example when a parameter has to be varied unexpectedly.

Moreover in most cases, no explicit metadata is attached to these files. This
means that the description what the files contain and how they can be inter-
preted is nowhere (formally) written down. If metadata is attached to the files,
besides file names, it may reside in text files, spreadsheets or encoded in the
output files [15]. There are only little common formats for storing and especially
describing research data [22], such as NetCDF. It strongly depends on the com-
munity whether these possibilities are used, for example in earth sciences with
NetCDF [18] or with HDF5 at NASA [19].

2.3 Organizational Workflows

The challenges discussed above have been rather technical issues of scalability.
However, research data management is not only a technical management task.
What is lacking nowadays for example are incentives for researchers to perform
the additional work of tagging their data with metadata and storing the data in
a research data management system.

Moreover, plans how to organize data are often missing; specifications that
define roles, responsibilities, timelines and descriptions of the data are lacking.
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Fig. 2. Today’s data life cycle: After generation, evaluation of data and latter publica-
tion of the results, the data is put to the private files. There it is deleted or forgotten.

It is often unclear who is taking the stewardship of big research data [19]. Typ-
ically, one person of a research group is pushed into a vague role of handling
the institution’s data. Researchers are acting on their own because there is no
assistance offered. This is due to the fact that either the expertise is not avail-
able or distributed through the research institution. This is also a question of
missing training: How will a researcher get in touch with the tools, practices and
regulations of data management? According to a study conducted in the UK [3],
lacking skills are one main challenge of data management in general.

Open Access is the paradigm to make research data publicly available and is
another challenge in HPC context. Open Access is still not commonly accepted -
this is also a problem of regulations and conventions by institutions as well as a
legal challenge. However, Open Access will become a top priority in the future [3].
A European Union report argues that in the future, all generated research data
has to be made available to the public [7]. In addition, the German Research
Foundation (DFG) sets as a vision that publicly funded research data should be
publicly available for a long-term period [5]. This prevents duplicate work and
saves resources.

2.4 Research Data Life Cycle

Today’s HPC research data life cycle is shown in Fig. 2 and can be described
as follows: While computing the simulation jobs, data is continuously written
to a parallel filesystem, such as Lustre. After the generation of the data, eval-
uation follows. After the end of the project, the knowledge gained through the
results is published. Researchers see the end of data management when the pub-
lication is written: Scientific results are communicated and published in papers,
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where condensed information and statistics are presented. There is no room for
referencing research data, so after publication the data is either forgotten in
the private files, on tape storage systems or even deleted. In this way, the data
becomes dark data, since reusing or reviewing the data is hardly possible [10].
This is not only a problem in HPC but in all big data sciences [11] and runs
contrary to good scientific practice, as for example the DFG recommends [5].

3 Requirements for HPC Research Data Management

3.1 Scalability Requirements

To cope with the above challenges, a three-layered architecture is proposed as a
technical foundation. It is based on the OAIS model and Askhojs approach, as
described in Sect. 3.7 and consists of a storage layer, an object layer and a user
layer. The two bottom layers are critical with respect to the scalability challenges
of volume and variety.

The storage layer is logically the lowest component and has to handle expo-
nential data growth. It must be possible to easily extend the storage space. This
requirement is not specific to HPC but gets critical here [13]. Tape media is the
only media that meets the HPC requirements implying low total cost of owner-
ship, large data volume and low error rate [8]. The storage layer of a research
data management system needs the possibility to be distributed if the amount
of data is too large to store in one single data center1. Classic DBMS like DB2
are not suitable for storing the actual data since they are unable to store data in
the size of TeraBytes. The storage layer has to be a cost-effective mass storage
system on which the object management can be built.

The management of the data objects is located on the object layer which is
logically on top of the storage layer. The object layer makes the data stored in
the storage layer search- and findable. In HPC this is an important requirement
since millions of files are not unusual. According to a report, metadata perfor-
mance is already critical but will become crucial in the Exascale [13]. Searching
must be performed in a feasible time that can only be achieved if metadata and
data are not stored together albeit violating the OAIS paradigm of containers
holding both data and metadata. Storing only the reference to data residing on
another layer of the system, queries can be performed as a first step for retrieving
the actual data. Askhojs layered architecture is preferable for HPC due to rea-
sons of flexibility and the distributed character of the data management system.
However, Askhojs design to bring OAIS to the cloud is not suitable for the HPC
use case since it would not scale for big data volumes and growth. The connec-
tion to a cloud storage service would be too poor to transfer huge amounts of
data in a feasible time (i.e., retrieving 50TB via a 1GB/s cloud link would take
approx. 5 days). Moreover, due to a lack of integration in the HPC workflow and
security considerations, cloud services as a backend are not preferable.
1 For example, the data produced by the CERN/LHC experiments is distrib-

uted to data centers all over Europe. See: https://home.cern/about/computing/
worldwide-lhc-computing-grid, last accessed Nov 28th 2016.

https://home.cern/about/computing/worldwide-lhc-computing-grid
https://home.cern/about/computing/worldwide-lhc-computing-grid
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3.2 Data Management Requirements

Metadata is the main concept to handle data [9,23]. Metadata is “data about
data” and describes data from a logical point of view as well es from its attributes
in a structured form. Enriched with metadata, data becomes a valuable object.
For a feasible HPC research data management, the following parts have to be
implemented: First, a reasonable metadata scheme that identifies generic as well
as domain-specific characteristics of HPC simulation data has to be defined (for
example in XML). Following the OAIS metadata scheme (details in Sect. 3.7),
structural, administrative and descriptive metadata has to be included. Second,
a suitable storage for metadata must be located in the object layer and has to
be reliable, safe and performant, for example on mirrored SSDs. Third, efficient
index mechanism to search and explore billions of files is needed, which is also
a matter of scalability. Following metadata keys for HPC are mandatory:

Descriptive Metadata describes the data content. Important descriptive keys
for searching in an HPC context are Authors, Name, Filename, Creation Date,
Access Date, Change Date, Keywords, System, Compiler, Compiler Flags, Batch
System, Size, Algorithm, Context, Publications. There must be an additional
field for domain-specific metadata. For example in CFD, this could include the
Reynolds number, the cases and the exact turbulence model used.

Preservation Metadata or administration metadata is all the metadata ensur-
ing the long-term preservation. Reasonable keys can be derived from the OAIS
metadata model and include a Persistent identifier (PID) key for the location of
the data, such as Handle2 or ePIC3. A PID allows data citation, since data can
be uniquely identified. Provenance information incorporates information about
the origin and the changes in form of list. The Context information key holds
information that links the data object to others and is a list of persistent iden-
tifiers of other data objects. A fixity metadata key contains information that
ensures the integrity of a data object. This is a checksum of the data object,
such as a MD5 hash. An access rights key carries information on the access right
to the data object. This also includes time limits and embargoes. Additionally to
the management of data, preservation metadata plays a crucial role for fulfilling
the requirements of data security, Open Access due to the usage of PIDs as well
as possibilities of distributing the data over several data centers.

Content Metadata is mostly held by the data itself. However, it may be useful
to store it additionally in the metadata store. For example, a key as Format
should be stored here.

User Interface and Workflow Integration. A user interface that allows
browsing, searching, injecting, manipulating of data objects in the research data
management system builds the user layer. Possibilities to enter metadata and link
it to data is mandatory. The user interface must be able to run in a distributed
environment: Since the location of the data stored may differ from the location

2 http://handle.net/, last accessed Nov 26th 2016.
3 http://www.pidconsortium.eu/, last accessed Nov 26th 2016.

http://handle.net/
http://www.pidconsortium.eu/
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from where data is accessed or managed, location transparency is required that
allows a single system view. The system must be accessible via a low-level client
on the HPC frontends to perform metadata tagging of created files or retrieving
data back for further analysis. All the above points have to be integrated in
the HPC workflow seamlessly. Tagging of metadata has to be possible both at
creation time of the files (like in the iCurate system discussed in Sect. 3.7) and
at the time the files are injected into the system.

3.3 Security Requirements

Data security must be guaranteed by the data management system [23]. First,
this means bitstream preservation which is the preservation of bits on a physical
layer and also includes the ability to retain the bits if technology changes. Two
copies of the data on tape are recommended, preferably in physically distinct
locations. Second, this also has to include the fixity of the data objects, that
is its integrity. Checksums can guarantee that the data has not been altered.
Fixity checks have to be included. Third, this also includes end-to-end data
integrity [13]. Fourth, encryption must be possible. These requirements are gen-
eral requirements and not bound to HPC, but have to take into account the
characteristics of big research data, such as how to feasibly perform integrity
checks on Petabytes of data. This topic overlaps with the scalability require-
ment discussed in Subsect. 3.1 and affects components in both the storage and
the object layer.

3.4 Open Access Requirements

Open Access is crucial for HPC as a data-driven science and will be raised as a
key requirement in the future, as discussed in Sect. 2.3. This is also a technical
challenge: On the user layer, an interface has to be provided that is accessible for
the world to retrieve data publicly for the concrete use case. Transfer technologies
have to be found that are able to move big research data. While publishing or
moving the data, metadata annotations have to remain. This can be achieved by
including a PID, as described in Sect. 3.2. Moreover, incentives have to be pushed
and regulations have to be implemented that make researchers publishing their
research data as Open Access.

3.5 Organizational Requirements

Incentives. There are extrinsic and intrinsic reasons why scientists and institu-
tions should participate in research data management efforts. Extrinsic reasons
are external influences, regulations or institution-wide standards. For example in
Germany, the DFG advises to store scientific research data for at least 10 years [5].
Intrinsic reasons aim for the stakeholders themselves: Reasons for the researcher
like the higher reputation when publishing the research data or an easier way
to reuse the data after years. These incentives have to be analyzed case-by-case,
pushed and incorporated by all future data management approaches.
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Data Management Plans (DMP) are formal documents that specify plans
and numbers on data management and fulfill the requirement of organizational
security [14]. This documentation has to name how research data is handled
during and after a research project. Research proposals already require man-
agement plans, for example those of the European Union [6] or of the National
Science Foundation [20]. A DMP has therefore to be mandatory for all HPC
research data management efforts and must be raised as a general requirement
when handling research data. All persons involved have to negotiate on a DMP4.

The DMP has to include a part Data Description and Metadata, where the
data (and their provenance) should be described as well as the metadata keys
used. It has to be specified how, when and where the data is produced. This is
of importance for HPC: For example, the data has to be treated differently if it
resides on a parallel scratch filesystem than if it resides on tape.

A Timeline has to be sketched out. It has to be specified how data is managed
during all phases of the HPC workflow. The DMP has to define what tools are
used in each step to transfer data back and forth and keep track of the data.

Moreover, Organizational Topics have to be covered by the DMP. In the
document, the responsibilities have to be defined, that means a SDO has to be
named. Legal issues have to be addressed. Access rights have to be defined: Who
will be able to access the data at which time? Will the data be made publicly
available as Open Access? This part also has to include how data management
costs will be covered.

Qualification. Another organizational requirement is qualification [19].
Courses, trainings and integration into curricula have to be provided by and
in institutions that apply data management. Persons that later can act as mul-
tipliers and end-users have to get data management skills. Only by increasing
training activities, scientists will benefit from research data management efforts.

Scientific Data Officer. A person within a project, a department or an insti-
tution has to be defined taking the responsibility for data management and the
stewardship of the data. This person assumes the role of the Scientific Data Offi-
cer (SDO). The SDO has the same position as the security officer with respect to
data: Being aware of the trends in research data management, HPC-related tools
and infrastructures and knowledge of in-house data storage facilities. The person
has to be trained in respective courses. Within the research group or institute,
this person has to act as a multiplier and transfer knowledge to the group in
talks or on request. Moreover, the data officer has the stewardship of orphaned
data that is preliminary dark data still existing when a person leaves the group.
If the institution runs own data management systems, technical administration
and support for these systems may also be in charge of the SDO.

4 There are online tools available for specifying a DMP, such as: https://dmponline.
dcc.ac.uk/, last accessed Nov 25th, 2016.

https://dmponline.dcc.ac.uk/
https://dmponline.dcc.ac.uk/


148 B. Schembera and T. Bönisch

3.6 An Alternative Data Life Cycle

All the requirements for a feasible research data management for HPC should in
the end lead to an improved, ideal data life cycle, as depicted in Fig. 3. Research
data management are combined measures of both systems and organization and
they have to take effect in all the steps if research data is involved. When data is
generated, it has to be enriched with metadata and put to the data management
system along with the metadata and a PID. Data with according metadata gained
for the evaluation has to be archived as well. Only with data and metadata, the
results can be re-evaluated, or checked after the project end. A well-integrated
user-interface must enable Open Access to the data. A DMP has to define all the
processes, data movements and timelines that occur within the data management
process and the SDO has to take responsibilities and coordinate all actions. The
SDO also has to take stewardship of all orphaned data. The data life-cycle does
not end when the project is finished: The data and metadata remains active in the
research data management system for reuse or Open Access.

Fig. 3. Ideal data life cycle: Data management affects the generation, evaluation and
archiving steps in an HPC ecosystem. Data management is not only a technical, but
also a organizational task and is led by the Scientific Data Officer (SDO). A Data
Management Plan (DMP) defines all processes and timelines.

3.7 Related Work

Archiving. The Open Archive Information System [21] offers a reference model
for archive systems which defines the interaction between humans and machines
and moreover proposes a metadata model. As a specification, OAIS is focused on
conceptual work and not implementation. The model comprehends three roles:
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The producer of data, the consumer and the management. These three parties
have to negotiate on preservation planning, administration and data manage-
ment. Procedures for data ingest and access have to be defined and archival
storage must be planned as a reliable, long-term storage. As a framework, OAIS
proposes concepts and it is always up to the specific use case in which the archive
is used. Emerging from the field of record preservation in the cloud, Askhoj et
al. [2] propose to map OAIS to a layered architecture and bring the archive to
the cloud in order to combine a well-established concept for archiving with the
flexibility and scalability of cloud systems. A PaaS-layer, handling objects as
binary strings and ensuring bitstream preservation. The SaaS layer handles digi-
tal objects that emerge as objects when they are packaged at the next layer, the
packaging layer. A fourth layer called Archives and Records Management layer
incorporates all management capabilities and a user interface. In contrast to the
OAIS specification, Askhoj et al. argue that it is more beneficial to split data and
metadata. They introduce persistent identifiers to reference the data. iCurate is
a data management system that is not based on OAIS but has a strong focus on
the management layer and metadata [17]: Annotation, retrieval, and validation
of metadata should be possible. The system is adapted to the HPC workflow,
that means users can specify already in the Portable Batch System (PBS) file
some metadata which is added to the output files when the job is complete. The
iCurate system can then also harvest the output files for technical metadata to
be automatically added. The main contribution of iCurate is the automating of
workflows for the annotation of metadata.

Metadata. It is specific to OAIS, that data and metadata is bonded together
to a data object. According to the OAIS reference model, there are three major
metadata categories. Content Information or structural metadata refers to the
data object itself with associated, necessary representation information, such as
information on the format of the data. Without this representation information,
data would not be machine-readable any more and hence become worthless.
Preservation Description Information or administrative metadata consists of
five subcategories. First, Reference Information in general is a unique identifier
to locate the data. Second, Provenance Information holds information about
the origin of data as well as the history of changes. Third, Context Informa-
tion describes the relations between digital objects. Fourth, Fixity Information
protects the content from unauthorized alteration and may be realized by a
checksum. Lastly, Access Rights are access policies. Descriptive Information can
consist of a whole set of attributes describing properties of the object that emerge
to a higher level description of the data. Other existing schemes like DataCite
[4] introduce general elements such as identifier or format to tag and identify
data and can be used as a framework to add more specific metadata attributes.
The Climate and Environmental Retrieval and Archive system (CERA) data
model is a domain-specific metadata model developed for earth sciences at the
DKRZ [16].
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4 Conclusion

The paper presented the challenges of research data management for HPC. In
HPC, simulation data is big in volume and variety. Data reproducibility to dimin-
ish the problem of volume is not given for HPC since machines and compilers are
renewed every 3 to 5 years. Data management becomes a burden since current
solutions disrespect HPC characteristics such as having millions to billions of
huge files. Moreover, organizational challenges such as Open Access policies get
critical in HPC: Besides legal issues for example, publishing Petabytes of data
is not a trivial task. Nowadays, the data life cycle produces a lot of dark data
becoming worthless.

Derived from these challenges, requirements for a feasible research data man-
agement have been outlined: On the side of technical management, those were
metadata, persistent identifiers, data security and workflow integration. To cope
with Open Access, research data management has to incorporate the idea and
include an appropriate user interface. Scalability requirements aim for providing
technologies that can deal with the huge data volume and variety of files. This
can be accomplished by a three-layered architecture, separating data storage
and metadata storage due to performance considerations. Since research data
management is not only a technical task, organizational requirements have been
defined, such as qualification and planning documents. Moreover, the role of the
SDO has been introduced as one contribution of this paper: Only with a skilled
person taking stewardship of research data activities in an institution, research
data management can be successful in the interplay of human and machine. In
the end, the requirements lead to a data life cycle for HPC where research data
management affects all the stages where data is involved and does not end when
the project is over.
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Abstract. The discovery of useful data for a given problem is of primary
importance since data scientists usually spend a lot of time for discover-
ing, collecting and preparing data before using them for various reasons,
e.g., for applying or testing machine learning algorithms. In this paper we
propose a general method for discovering, creating and selecting, in an
easy way, valuable features describing a set of entities for leveraging them
in a machine learning context. We demonstrate the feasibility of this app-
roach by introducing a tool (research prototype), called LODsyndesisML,
which is based on Linked Data technologies, that (a) discovers automat-
ically datasets where the entities of interest occur, (b) shows to the user
a big number of useful features for these entities, and (c) creates auto-
matically the selected features by sending SPARQL queries. We evaluate
this approach by exploiting data from several sources, including British
National Library, for creating datasets in order to predict whether a book
or a movie is popular or non-popular. Our evaluation contains a 5-fold
cross validation and we introduce comparative results for a number of
different features and models. The evaluation showed that the additional
features did improve the accuracy of prediction.

Keywords: Linked Data · Machine Learning · Feature Discovery &
Selection · Automatic classification · Prediction

1 Introduction

It has been written that “Data scientists spend 50%–80% of their time in col-
lecting and preparing unruly digital data, before it can be explored for useful
nuggets”1, thereby, it is beneficial to investigate novel methods for reducing
the aforementioned cost. The objective of this paper is to propose a method,
that is based on Linked Data, for discovering, creating and selecting, in an easy
way, valuable features describing a set of entities for being used in any Machine
Learning (ML) problem.

1 http://www.nytimes.com/2014/08/18/technology/for-big-data-scientists-hurdle-to-
insights-is-janitor-work.html.
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Linked Data [4] refers to a method of publishing structured data while its
ultimate objective is linking and integration. It is based on Semantic Web tech-
nologies, such as HTTP, URI and RDF, which enables the information to be
read automatically by computers and data from different sources to be connected
and queried. It differs from other traditional data formats predominantly due to
the following reasons: Firstly, data linking facilitates the discovery of datasets
containing information about a specific entity (or a set of entities). Secondly,
datasets can be integrated more easily through the existence of common entities
and common schema elements, which is desirable for exploiting the complemen-
tarity of information. For instance, one dataset can contain information about
the authors of a book and another about user reviews for that book, thereby, the
integration of such datasets offer more features for the entities. Thirdly, complex
features can be derived by exploiting SPARQL [17] queries (e.g., “number of
awards for each book”) and graph metrics (e.g., average degree of an entity).

Fig. 1. Running example
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A lot of datasets are published in RDF format, i.e., LODStats [6] provides sta-
tistics about approximately ten thousand discovered linked datasets.

In this work we show how the wealth of Linked Data and the ML machinery can
be jointly exploited for improving the quality of automated methods for various
time consuming and/or tedious tasks, which are important also in the area of dig-
ital libraries, like automatic semantic annotation or classification, completion of
missing values, clustering, or computing recommendations. Specifically, we focus
on exploiting Linked Data for discovering and creating features for a set of enti-
ties. We introduce a process where (i) we discover datasets and URIs containing
information for a set of entities by exploiting LODsyndesis [12], (ii) we provide the
user with a large number of possible features that can be created for these entities
(including features for direct and indirect related entities of any path) and (iii)
we produce automatically a dataset for the features selected by the user. For test-
ing whether this enriched dataset can improve ML tasks, we report experimental
results over two datasets (from [19]) for predicting the popularity of a set of movies
and books. Figure 1 illustrates the running example, where we create features for
classifying whether a book is Popular or Non-Popular, containing data discovered
from DBpedia [10] and British National Library [16]. We evaluate this approach
by performing a 5-fold cross validation for estimating the performance of differ-
ent models for the produced datasets. The evaluation showed that the additional
features did improve the accuracy of prediction.

The rest of this paper is organized as follows: Sect. 2 discusses background and
related approaches, Sect. 3 states the problem and describes the functionality of
the proposed tool (research prototype), Sect. 4 discusses the steps of the process,
Sect. 5 reports the results of the evaluation and discusses the effectiveness of the
proposed features, and finally, Sect. 6 concludes the paper.

2 Background and Related Work

Background. The Resource Description Framework (RDF) [2] is a graph-based
data model. RDF uses Triples in order to relate Uniform Resource Identifiers
(URIs) or anonymous resources (blank nodes) where both of them denote a
Resource, with other URIs, blank nodes or constants (Literals). Let U be
the set of all URIs, B the set of all blank nodes, and L the set of all Literals. In
Linked Data each statement (or triple) is of the form subject-predicate-object
where a subject corresponds to an entity (e.g., a book, a person, etc.), a predicate
(or property) to a characteristic of an entity (e.g., genre of a book) and an object
to the value of the predicate for a specific subject, e.g., in the following triple
〈The Green Mile, hasAuthor, Stephen King〉, The Green Mile is the subject,
hasAuthor the predicate and Stephen King the object. Let S be the set of all
subjects, P the set of all properties, and O the set of all objects. Formally,
a triple is any element of T = S × P × O, where S = U ∪ B, P = U and
O = U ∪ L ∪ B, while an RDF graph (or dataset) is any finite subset of T .
The linking of datasets is realized by the existence of common URIs, referring
to schema elements (defined through RDF Schema and OWL [2]), instances, as
well as by equivalence relationships expressed via the owl:sameAs predicate.
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Fig. 2. Lattice of four digital library datasets (common real world objects)

LODsyndesis provides query services and measurements that are useful for
several important tasks like (a) object co-reference, (b) dataset discovery, (c)
visualization, and (d) connectivity assessment and monitoring [12]. Its public
website also provides measurements that concern the commonalities of Linked
Datasets, i.e., it provides the number of common real world objects between
any set of datasets, that is the number of classes of equivalence of URIs after
having computed the symmetric and transitive closure of the set of owl:sameAs
relationships from all datasets. Such measurements can be visualized as lattices
and Fig. 2 shows a lattice for four digital libraries datasets (i.e., British National
Library, German National Library, French National Library and VIAF). It is
evident that these four datasets share 151,052 real world objects. All these equiv-
alent URIs (e.g., among these four datasets) can be found by using the object
co-reference service offered by LODsyndesis. For instance, one can find all the
equivalent URIs among any set of sources, e.g., give me all the equivalent URIs
among British, German and French National Libraries, or all the equivalent URIs
for Jules Verne (e.g. http://bnb.data.bl.uk/id/person/VerneJules1828-1905).

http://bnb.data.bl.uk/id/person/VerneJules1828-1905
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Related Work. There are several proposals for using Linked Data for generat-
ing features. LiDDM [14] is a tool that retrieves data from Linked Data cloud by
sending queries. For finding possible features the users can either construct their
own queries or use an automatic SPARQL query builder that shows to the users
all the possible predicates that can be used (from a specific SPARQL endpoint).
It offers also operators for integrating and filtering data from two or more sources.
The authors in [5] presented a modular framework for constructing semantic fea-
tures from Linked Data, where the user specifies the SPARQL queries that should
be used for generating the features. Another work that uses SPARQL queries is
described in [13], where the user can submit queries which are combined with
SPARQL aggregates (e.g., count). Comparing to our approach, the previous tools
presuppose that the user is familiar with SPARQL, and they do not assist the user
in discovering automatically datasets containing information for the same entities.
The closest tool to our approach is FeGeLOD [15] which combines data from sev-
eral datasets by traversing owl:sameAs paths and generates automatically six dif-
ferent categories of features.RapidMiner SemanticWeb Extension tool [18] (which
is the extension of FeGeLOD) supports the same features while it integrates the
data that are derived from multiple sources. Instead we show the provenance of the
data without integrating them, i.e., if a feature is provided by two or more sources,
the user can decide which source to select for creating this feature. Moreover, we
also discover datasets containing the same entities by exploitingLODsyndesis [12],
where the class of equivalence for each entity has already been pre-computed for
more than 300 datasets, whereas the aforementioned tool finds relevant data by
traversing links on-the-fly. Finally, we also provide other kinds of features, such as
degree of an entity, boolean features for each value of a predicate, as well as fea-
tures for “sub-entities”, i.e., entities correlated with the entities that one wants to
classify (e.g., actors of a movie).

3 Linked Data-Based Feature Creation Operators

Let E be the set of entities for which we want to generate features. Below we will
show how we can derive a set of features (f1, ..., fk) where each fi is a feature
and fi(e) denotes the value of that feature for an entity e ∈ E. Each fi(e) is
actually derived by the data that are related to e. Specifically we have identified
the following nine (9) frequently occurring Linked Data-based Feature Creation
Operators, for short FCOs. In their definition, shown in Table 1, P denotes the
set of properties, p, p1 and p2 are properties and hereafter T denotes the triples
for the entities that are indexed by LODsyndesis.

In our running example of Fig. 1, FCO1 can be used for representing whether
a book has been nominated for winning an award or not. FCO2 suits to properties
that are functional (one-to-one), e.g. person’s birth country, number of pages of
the book, and its value can be numerical or categorical. FCO3 counts the values
of a property, e.g. the number of genres of a book. FCO4 measures the number
of distinct triples that involve e, in our running example the degree of the author
of “The Green Mile” book is 3, while the degree of the author of “An episode of
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Table 1. Feature creation operators

id Operator defining fi Type fi(e)

1 p.exists boolean fi(e) = 1 if (e, p, o) or (o, p, e) ∈ T , otherwise
fi(e) = 0

2 p.value num/categ fi(e) = { v | (e, p, v) ∈ T }
3 p.valuesCard int fi(e) = |{ v | (e, p, v) ∈ T }|
4 degree double fi(e) = |{(s, p, o) ∈ T | s = e or o = e}|
5 p1.p2.exists boolean fi(e) = 1 if ∃ o2 s.t. {(e, p1, o1), (o1, p2, o2)} ⊆ T
6 p1.p2.count int fi(e) = |{ o2 | (e, p1, o1), (o1, p2, o2) ∈ T }|
7 p1.p2.value.maxFreq num/categ fi(e) = most frequent o2 in

{ o2 | (e, p1, o1), (o1, p2, o2) ∈ T }
8 average degree double fi(e) =

|triples(C)|
|C| s.t. C = { c | (e, p, c) ∈ T } and

triples(C) = {(s, p, o) ∈ T | s ∈ C or o ∈ C}
9 p.values.AsFeatures boolean for each v ∈ { v | (e, p, v) ∈ T } we get the feature

fiv(e) = 1 if (e, p, v) or (v, p, e) ∈ T , otherwise
fiv(e) = 0

Sparrows” is 2. FCO5-FCO9 correspond to features related to “sub-entities” or
“related” entities to e. Specifically, FCO5 corresponds to one characteristic of a
“sub(related)-entity” of e, e.g. whether at least one actor of a movie has won an
award in the past or not. FCO6 counts the distinct values of one characteristic
of the “sub-entities”, e.g. the total number of movies where the actors of a movie
have played. FCO7 finds the most frequently occurring characteristic of these
entities, e.g. the country where most of the actors of a movie were born. FCO8
measures the average number of distinct triples for a set of “sub-entities”, e.g.,
the average number of triples for the actors of a movie. The last one, FCO9, does
not create one feature but a set of features, e.g. one boolean feature for each genre
that a book can possibly belong to. In our running example, we take all genres of
both books and for each genre (e.g., novel) we create a distinct boolean feature
(both books belong to the genre Novel, but only “The Green Mile” book belongs
to the genre Crime). Generally, the operators FCO1-FCO4 and FCO9 concern a
single entity (e.g., a book, a person, a country, etc.) while operators FCO5-FCO8
a set of entities (e.g., all actors of a movie). Consequently, for the “sub-entities”
that are connected through a functional property (one-to-one) with the entities
that we want to classify, operators FCO1-FCO4 and FCO9 are used instead of
operators FCO5-FCO8. The user can explore direct or indirect “sub-entities”,
e.g., authors of a book, countries of authors of a book and so forth, for any
formulated path, while the list of operators can be easily extended by adding
more operators.

Additional Functionality of LODsyndesisML.
Here we introduce some useful (for the user) metadata and restrictions for

feature selection.
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“Completeness” of a Property for a given set of entities. We compute the
percentage of instances for which a given property exists, e.g., the percentage
of books for which we have information about the number of their pages. If
E′

p is the set of entities being subject or object of triples with predicate p, i.e.

E′
p = {e ∈ E | (e p o) or (o p e) ∈ T }, then the percentage is given by |E′

p|
|E| .

Multiplicity and Range of a Property. Here we find the multiplicity of a spe-
cific property, i.e., whether it is a one-to-one or one-to-many relation. We define
the set of one-to-one properties as P1−1 = {p | (e p oi) ∈ T and � (e p oii) ∈
T , oi �= oii,∀ e ∈ E}. The rest properties, i.e., one-to-many, are defined as
PMany = P \ P1−1, while we denote as range(p) ∈ {String,Numeric,U} a
property’s range, i.e., whether it is a set of Strings, Numeric Values or URIs.

Restrictions derived from metadata. Table 2 shows the restrictions which
are derived by taking into account the “completeness”, the multiplicity and the
range of a property. It is worth mentioning that the “completeness” of a property
can also be exploited for discovering missing values for the entities. In addition,
the users can define their own restrictions, e.g., they can exclude properties that
belong to popular ontologies such as rdf , rdfs, foaf and owl.

Table 2. Restrictions of features with respect to the characteristics of a property

Feature operators Can be applied for

Boolean (FCO1, FCO5) All properties having
|E′

p|
|E| < 1

Boolean for each Value (FCO9) All properties p ∈ PMany , range(p) �= Numeric

One-to-one Relationship (FCO2) All properties p ∈ P1−1

Count (FCO3, FCO6) All properties p ∈ PMany

Degree (FCO4, FCO8) All properties having range(p) =U

4 The Steps of the Proposed Approach

Here we describe the tool (research prototype) LODsyndesisML that we have
designed and implemented. It is worth noting that LODsyndesisML discovers
and creates features by exploiting Linked Data for any domain. Even a user
that is not familiar with Semantic Web technologies and SPARQL can use it
for creating features for feeding a Machine Learning problem. The process is
shown in Fig. 3 and is described in brief below. First, it takes as input a file
containing a set of URIs that refer to particular entities, i.e., movies, books and
so forth. In case of knowing the entities but not their URIs, one can exploit an
entity identification tool like DBpedia Spotlight [11] and XLink [7] for detecting
automatically a URI for a specific entity. Then, it connects to LODsyndesis for
discovering automatically datasets containing information for the same entities
and shows to the user the available datasets. Afterwards, it discovers and shows
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Fig. 3. Process of LODsyndesisML

to the user possible features that can characterize the entities (or related “sub-
entities”) of the dataset and the user selects which features to create. The next
step is to create the features and to produce the output dataset to be used in
any ML problem. Below, we describe in more detail the whole process, while
additional information and a demo can be found in http://www.ics.forth.gr/isl/
LODsyndesis.

1. Input: The input of LODsyndesisML is a file in tab separated value (tsv)
format containing URIs describing entities and possibly their class, e.g., URIs
for a book and if each book is Popular or Non-Popular.

2. Discover Data by using LODsyndesis: LODsyndesisML reads the tsv
file and connects to LODsyndesis [12] in order to discover (a) datasets containing
information for the same entities and (b) the URIs for these entities for each
dataset (the indexes of LODsyndesis have already pre-computed the closure of
owl:sameAs relationships for 300 datasets). Then, the user selects the desired
datasets. Concerning the running example of Fig. 1, we observe that we found
two different datasets containing information for the books of that example .

3. Discover Possible Features: LODsyndesisML sends SPARQL [17]
queries for a sample of the aforementioned entities to the SPARQL endpoints
of the selected datasets. Afterwards, a number of possible features and their
provenance are discovered and returned to the user. Therefore, in this step we
do not create any feature, we just discover possible features and we apply the
restrictions described in Sect. 3. The result is a table where each row corresponds
to a possible feature derived from a specific source while each column consists
of a checkbox for a specific feature category. The order that the features appear
in the rows is descending with respect to the “completeness” of each property.
Particularly, when a property occurs for all the entities, it is placed first in the
list, while those with the smallest number of occurrences are placed at the end
of the list. Moreover, the user can view the metadata described in Sect. 3. After-
wards, the user can select the desired features (by taking into account their

http://www.ics.forth.gr/isl/LODsyndesis
http://www.ics.forth.gr/isl/LODsyndesis
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provenance) and can also explore features for (direct or indirect) “sub-entities”
of any formulated path and create more features.

4. Feature Selection and 5. Feature Creation: The user selects the
desired features and clicks on a button for initiating the dataset creation. Then,
the tool sends SPARQL queries for creating the features. For each feature oper-
ators category, it sends |E| in number SPARQL queries (one query per entity e
for each operator). It is worth noting that for values that are neither numeric
nor boolean, it performs a mapping for converting them to numeric. Concern-
ing missing values, we just put a unique constant value. However, for improving
datasets’ quality, several transformations could be applied after this step, like
those proposed in [3] for removing erroneous and inconsistent data or filling
missing values. In this paper we do not focus on this task and the data used in
the experiments have not been transformed or cleaned by using such techniques.

6. Production of Features’ Dataset and 7. Exploitation of the Pro-
duced Dataset in a ML problem: The user is informed that the process is
completed and that two csv files have been produced: one for the categorical and
one for the continuous features. Then, the produced datasets can be given as an
input for a ML problem (e.g., classification of books).

5 Evaluation

The datasets, which are used in our experiments (derived from [19]), contain
the URIs of movies and books from DBpedia [10] and the corresponding clas-
sification value, i.e., Popular or Non-Popular according to the number of Face-
book users’ likes. We use 1,570 entities for Movies Dataset and 1,076 entities for
Books Dataset. The initial datasets are loaded and then more data are discovered
by using LODsyndesisML from the following sources: British National Library
[16], Wikidata [20] and DBpedia[10]. In particular, we exploit LODsyndesisML
for discovering, selecting and creating a number of different features for pre-
dicting the class of these entities. Afterwards, MATLAB [1] is used for per-
forming (a) a 5-fold cross validation for model selection and (b) a compari-
son of a number of different models for measuring accuracy, which is defined
as: accuracy = True Positive+True Negative

True Positive+True Negative+False Positive+False Negative [21]. For
each dataset, we repeat the 5-fold cross validation process 15 times for different
sizes of the test set, i.e. 10%, 20%, & 30%. Each time a chi-square test of inde-
pendence [23] is performed (for excluding variables that are independent of the
class variable) for 4 different values of significance level (or threshold) a: 0.01,
0.05, 0.1, 1. For each value of threshold a we test 10 different models: (a) 2 Naive
Bayes models (Empirical & Uniform), (b) 3 Random Forest models with 50 trees
and different min leaf sizes: 1, 3 & 5, (c) 3 K-Nearest Neighbours models with K:
3, 5 &15, (d) a linear SVM model and (e) the trivial model. In each iteration the
best model is obtained for the training set (by using cross validation). Finally,
the accuracy of the best model is estimated on the test set.

Creation of Features. In Fig. 4 we can observe how the number of possi-
ble features increases when (a) more datasets are added and (b) features of
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Fig. 4. Features number per dataset
for books & movies

Fig. 5. Generation time for each feature
operators category and dataset

“sub-entities” are created, i.e., approximately the possible features are doubled
when we explore a “sub-entity” (e.g. the authors of a book). Moreover, Fig. 5
shows the time for generating a feature for each different category (and each
dataset) for 1,076 books. As we can see, the generation time depends highly on
the dataset to which we send SPARQL queries, e.g., DBpedia’s response time is
much shorter than Wikidata’s. Concerning the generation time of a specific fea-
ture operators category, the degree operators (FCO4, FCO8) and the boolean
for each value of a predicate (FCO9) need more time to be generated while
the remaining ones need approximately the same time on average for being
generated. Finally, the execution time for retrieving the similar entities from
LODsyndesis was 105 s.

Results for Movies Dataset. Figure 6 shows the selected features (and their
category) for the dataset of movies (features belonging in the additional cate-
gories that we propose in this paper are underlined). In total we sent 39,250
queries and we created 159 features (147 categorical and 12 continuous). In
Fig. 7 we can see a plot with the accuracy of each test size (using the best model
selected by the cross validation process) and we can observe that the accuracy
is much higher comparing to a trivial case while the highest variation occurred
for test size equal to 0.1. In all iterations, the best model was a Random Forest

Fig. 6. Selected features for books & movies with their provenance
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Table 3. Accuracy for each feature operators category (Movies & Books test size 0.2)

Feature Operators Category Average
(Movies)

Max
(Movies)

Average
(Books)

Max
(Books)

All Features (FCO1-FCO9) 0.871 0.906 0.730 0.762

Continuous Features 0.861 0.896 0.709 0.739

New Features (FCO4-FCO9) 0.835 0.865 0.650 0.675

Existing Features (FCO1-FCO3) 0.827 0.855 0.694 0.716

Count (FCO3,FCO6) 0.830 0.862 0.706 0.709

1-1 Relationship (FCO2) 0.791 0.808 0.570 0.607

Categorical Features 0.760 0.818 0.673 0.694

Boolean (FCO1, FCO5, FCO9) 0.750 0.774 0.634 0.656

Degree (FCO4,FCO8) 0.741 0.780 0.608 0.627

Most Frequent Value (FCO7) 0.698 0.758 0.560 0.595

Trivial Case 0.495 0.532 0.508 0.551

(with different parameters in many cases). Figure 8 shows the average accuracy
for each model (and each threshold a) in the cross validation process for test size
0.2. We observe that Random Forest models achieved higher accuracy (mainly
when min leaf size equals 1, i.e., Random Forest 1) comparing to the other mod-
els. The next ones with the highest accuracy is the linear SVM, followed by the
two Naive Bayes models and finally the K-NN ones. However, all these models
are better comparing to the trivial one whose accuracy is approximately 0.5.
Table 3 shows the average and maximum accuracy for each different features’
category in descending order with respect to their average accuracy. The contin-
uous ones (mainly the count features, i.e., FCO3 and FCO6) seem to be the most
predictive while all the categories achieved high accuracy comparing to a triv-
ial case. Moreover, the average accuracy of features that other approaches also
support (i.e., FCO1-FCO3) was 0.827 while for the additional features that we

Fig. 7. Accuracy in each iteration &
Test size for dataset books and movies

Fig. 8. Average accuracy of models in
cross validation for movies with test size
0.2
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propose (e, FCO4-FCO9 in Table 3) the average accuracy was 0.835. By combin-
ing all the categories of features, the average accuracy was 0.871, which means
that the additional features improved the accuracy in this particular problem.

Results for Books Dataset. Figure 6 shows the selected features (and their
categories) for the books dataset. In total we sent 21,520 queries and we created
190 features (180 categorical and 10 continuous). In Fig. 7 we can see a plot
with the accuracy of each test size and we observe that the accuracy is much
higher comparing to the trivial case while the highest variation occurred for test
size equal to 0.1. In 42 iterations, the best model was a Random Forest (with
different parameters in many cases) while in 3 cases the best model was a linear
SVM while the variations of K-NN algorithms were more effective than the Naive
Bayes ones. As we can observe in Table 3, the combination of all features gave
the maximum accuracy, while the continuous features, and especially the count
features (FCO3, FCO6), were more predictive comparing to the remaining ones.
Moreover, for the feature operators FCO1-FCO3 the average accuracy was 0.694
while for the feature operators FCO4-FCO9 was 0.65. However, by combining
both types of features the average accuracy improved, i.e., 0.73, therefore the
additional features improved the accuracy for books’ dataset, too.

6 Concluding Remarks

We have shown how we can exploit the wealth of Linked Data and the ML
machinery for improving the quality of automatic classification. We presented a
tool, called LODsyndesisML, which exploits Linked Data (and the related tech-
nologies) for discovering automatically features for any set of entities. We catego-
rized the features and we detailed the process for producing them. For evaluating
the benefits of our approach, we used two datasets and the results showed that
the additional features did improve the accuracy of predictions, while the most
effective model for both datasets was a Random Forest one. As future work, we
plan to extend our tool for supporting more operators and transformations for
improving the quality of the produced dataset. Furthermore, we plan to evalu-
ate our tool in other tasks, e.g., completion of missing values, to support users’
SPARQL endpoints and to connect our tool with SPARQL-LD [8] for incorpo-
rating also data stored in files (i.e. not hosted by SPARQL endpoints). Finally,
it would be interesting to investigate techniques for automatic feature selection
[22], such as those described in [9], where a novel machine learning-based feature
selection method is used for predicting candidates features usefulness.
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Abstract. Presented herein is a novel approach to support high quality content
in Digital Libraries by introducing the notion of Plausibility of new scientific
papers when contrasted with prior knowledge. In particular, our work proposes a
novel assessment of scientific papers to support the workload of reviewers. The
proposed approach focus on a core component of a scientific paper: its claim.
Our methodology exploits state of the art neural embedding representation of
text and topic modeling on a Digital Library of scientific papers crawled from
PubMed. As a proof of concept of the potential usefulness of the notion of
Plausibility, we study and report experiments on documents with claims
expressed as statistical associations. This type of claims is very often found in
medicine, chemistry, biology, nutrition, etc. where the consumption of a drug,
substance, product, etc., has an effect on some other type of entity such as a
disease, another drug, substance, etc.

Keywords: Plausibility � Information discovery � Quality assessment

1 Introduction

For years, digital libraries have been a valuable and trustworthy source of information
due to the carefully curated quality of their content. Since collections are continuously
growing with increasing publication numbers, the main challenge to preserve content
quality lies in the inclusion of new articles in a collection. Today, peer review is the key
to assess new articles and thus help digital libraries preserve high quality content.
However, with increasing numbers of publications reviewers are facing the problem of
workload scalability: there is less and less time to do this valuable and necessary task.
This has also been recognized by the community [1] and while nobody has a perfect
solution there are many approaches to at least aid the process, such as expertise pro-
filing, matching submissions with possible reviewers, or resolving paper biddings. In
this work, we aim at supporting peer review not at the process level, but with a clear
focus on document level. We aim at assessing a new scientific paper’s Plausibility in
the light of prior knowledge represented by some digital library collection. With this
novel assessment, the question of how many reviewers a new paper needs can be
adjusted by its respective degree of Plausibility: the less plausible it is (i.e. the more its
inclusion would hurt the collections consistency), the more reviewers might be needed
to come to a clear decision.
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The notion of Plausibility in our work is based on the knowledge-fit theory from
cognitive sciences [11]. Basically, it states that human plausibility judgements consist
of two steps: firstly, a mental representation of current knowledge is built and secondly,
an assessment examines how a new piece of information fits all prior knowledge. Of
course, this is very hard to decide in general settings. Thus, we will focus our work on a
particular type of documents to provide first insights on the general feasibility of the
idea: in particular, we focus on documents containing empirical claims in the sense of
statistical associations between entities. Empirical claims thus are given by sentences
that express some kind of association between two entities and in what way one affects
the other. Actually, our research shows that this simple type of claims can be found in
many scientific papers: consider for instance medicine, chemistry, biology, nutrition,
etc. where the consumption of a drug, substance, product, etc., has an effect on some
other type of entity such as a disease, another drug, substance, etc.

What makes exactly this type of claims so interesting are findings like those
reported by nutritional researchers in [2]. Basically, for 50 common basic foods the
researchers performed literature searches using PubMed to obtain articles investigating
the association between each ingredient and the respective cancer risk. To their sur-
prise, 80% of the ingredients were indeed related to cancer risk. But what was even
more surprising: out of 264 single-study assessments 191 (72%) concluded that the
tested food was associated with an increased (n = 103) or a decreased (n = 88) risk at
the same time [2]. What does that say about the concept of Plausibility? How can we
account for this type of situations and still provide a consistent instantiation of Plau-
sibility over digital libraries? And how many of this type of claims are there anyway?

As opposed to the first two questions, the last one is easy to answer. To estimate
this number, we used a similar linguistic query pattern as in [3]: (help AND prevent)
OR (lower AND risk) OR (increase OR increment AND risk) OR (decrease OR
diminish AND risk) OR (factor AND risk) OR (associated AND risk). Even with this
simple filter there are currently almost 1 million articles in PubMed with empirical
claims in the form of statistical associations. Figure 1 provides the cumulative number
of articles per year. We can even observe a clear increase of the number of articles
dealing with empirical claims every year.

Fig. 1. Accumulated number of articles containing empirical claims in PubMed per year.
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To tackle the challenge of the first two questions, in this paper we develop a data
driven approach relying on a novel integration of state of the art neural embedding
representation of text and generative topic models to operationalize the concept of
Plausibility. Our goal is to provide a way to assess the consistency of each new
document with respect to the current knowledge (i.e. the state of the art) so that we can
answer questions such as: is a new document consistent with current knowledge? Do
we have documents in our collection supporting or contradicting a new document? And
can we represent our collection in a way such that we can derive a decision to reflect
the consistency of new knowledge in the light of current knowledge?

To accomplish this, we first need to operationalize the concept of Plausibility. As a
proof of concept, we then implement a new architecture integrating these ideas and
providing first insights by analyzing empirical claims. In summary, our contributions are:

1. Firstly, a representation of document collections that combines topic modeling with
a neural embedding to exploit two relevant metadata elements: conclusions and
abstracts.

2. Secondly, a query facility to find semantically similar claims that may support or
contradict a new document’s claim.

3. And thirdly, a mechanism to finally assess the total Plausibility of a new document,
e.g. to verify its consistency with respect to a collection’s representation.

Our paper is organized as follows: in Sect. 2 we provide relevant related work. We
then propose a general architecture with the formalization of Plausibility in Sect. 3. In
Sect. 4 we present the experimental setting to evaluate our proposed solution with a
discussion of our findings. Afterwards, we present concluding remarks and outline
future work in Sect. 5.

2 Related Work

Many attempts to model arguments for different purposes exist in literature. Particularly
relevant for our work is the body of research dealing with the semantic annotation of
claims of scientific articles in the biomedical domain. For instance, in [3], a model is
developed for the annotation of scientific hypotheses and claims in natural language
using as a case study Alzheimer Disease. Nanopublications [4–6], promoted by the
Concept Web Alliance, models core scientific statements with associated context and it
is used for data integration across chemical and biological databases [7]. A more detailed
model of scientific papers in the biomedical domain is Micropublications [8]. The model
specified as an OWL 2 Vocabulary (the ontology language for the Semantic Web1) is
developed around the idea that scientific claims are defeasible arguments [9, 10].
Thus, they support natural language statements, data, methods, materials specifications,
discussion, challenge, and disagreement. In our work, we built on these ideas and
represent one core component of scientific papers: claims. Moreover, we attempt to
operationalize the notion of Plausibility from Cognitive Sciences. In particular,

1 https://www.w3.org/TR/owl-overview/.
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a Plausibility theory that has been empirically proven to be strongly correlated with
human judgements [11].

3 Methodology

In this section, we formalize the concept of plausibility and the problem we aim to
solve. Plausibility in this work builds on the knowledge-fit theory from Cognitive
Sciences. The theory states that human judgements consist of two steps: firstly, a
mental representation of prior knowledge that allow us to comprehend and make sense
of the world; secondly, assess how new knowledge fits this prior knowledge. There-
fore, to operationalize Plausibility we need to formally define (a) how to represent our
current knowledge of a Digital Library and (b) how to determine Plausibility of a new
document given (a).

Let’s revisit the findings of [2] to better explain the rationale behind our proposed
methodology. In [2] it was found that for some substances, there were papers that
concluded that a given substance was a factor that increases the risk of cancer, while
some other papers studying the same substance concluded the opposite. Our proposed
decision process that accounts for this type of situations is as follows: if a new doc-
ument agrees with our current view it is considered “plausible”, otherwise “not plau-
sible”. Let’s explain the difficult situation: if in our Digital Library, we have documents
with claims that at the same time contradict as well as support the new claim, we
decided to label the case as “controversial”. At this point, we can stop and deliver a
weighted claim measure based on the semantic similarity of the claims that support
versus those that contradict the new claim. However, our hypothesis is that we can still
do better: try to identify if the context of the documents in our Digital Library exhibit
some characteristics that makes them belong to different groups e.g. “possible worlds”.
If we can find a possible world where the new document will fit and in this world the
claims agree e.g. the world is consistent, then we can proceed to assess the plausibility
of the new document as before. Otherwise, if the possible world is inconsistent, then we
again have the “controversial” situation.

To operationalize this process, we hypothesized that we need to provide our
Plausibility data driven approach with a representation capable of capturing two rele-
vant and related components: (a) the semantics of the relationship of the entities in the
collection and (b) how each claim context exhibit certain characteristics that makes it
part of a possible world within the collection. Thus, towards this goal, we turn our
attention to two aspects to assess the Plausibility of a new article:

1. Claim of the paper: the statement(s) of the contribution(s) of the paper. In a curated
Digital Library, this is usually found in the conclusion metadata.

2. Context of the claim of the paper: the surrounding text of the claim that provides the
“explanation” of how the authors of the paper reached the claim(s) stated in the
paper.
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Formally, we can define our Plausibility problem as:

Definition 1. Document Plausibility Problem: Given a document collection with
empirical claims D ¼ fd1. . .dng, and a new claim in document dnew, we aim at finding
how consistent is the claim in dnew with respect to D.

We approach this problem by breaking it down into three tasks:

1. Representation of the collection of documents D.
2. Finding documents in the representation of D with semantic similar claims that

support or contradict a new claim in document dnew.
3. Calculate the Plausibility of the claim of dnew.

In Fig. 2, we show the components of our proposed methodology that we further
explain in this section.

3.1 Representation

Let’s begin with how we model a document collection in our work. We consider a
collection of documents D ¼ fd1. . .dng, where each document di in D is a tuple
ðClaim;BagOfContextÞ.

Where:

• Claim is a sentence that represents an empirical claim. In other words, a sentence
that contains an association between two entities and in particular, how one of them
affects the other. In this work, we use the conclusion metadata of each paper to find
such sentences.

• BagOfContext is a vector space model representation of the context of the claim.
The context in this work is the abstract of the paper.

Empirical Claim Embedding Space. Because of the relevance in our work of the
empirical claims, we use Neural Network language models to compute an embedding
representation of them [12–15]. Embedding language models have shown interesting
semantic properties to be able to find related concepts, related paragraphs, analogies,

Fig. 2. Architecture of plausibility.
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etc. [14, 16]. In this work, we rely on such representations to capture claim specific
semantics. Moreover, we use this representation to find not only semantically similar
claims but also to distinguish between claims that express supporting or contradicting
positions with respect to the claim of the document we want to assess. In our exper-
iments, we use the embedding implementation of [14]. It is relevant to mention that we
decided to use the embedding space because it benefits our approach to find highly
related claims. The idea is that entities used in similar contexts with respect to the effect
on another entity are related and might help in the absence of explicit knowledge. In
our experiments, we first train the word embedding in the entire collection of docu-
ments over the abstracts. Then, every claim is represented as a weighted point of
embedded words. It is this representation that is used to query the embedding space
over other claims to assess the Plausibility of a new document.

Topic Context Model. We use a generative probabilistic model to represent the
BagOfContext of each di 2 D. In particular, the Latent Dirichlet Allocation (LDA).
This model is an instance of a general family of mixed membership models for
decomposing a collection into multiple latent components (topics). In LDA it is
assumed that words of each document arise from a mixture of topics, where each topic
is a multinomial over a fixed vocabulary. The topics are shared by all documents in the
collection, but the topic proportions vary stochastically across documents, as they are
randomly drawn from a Dirichlet distribution [17, 18]. In this work, we employ this
powerful representation to operationalize the idea of possible worlds to account for
cases where we find claims that support and contradict each other in our collection. In
particular, our hypothesis is that by the instantiation of the possible world idea, we can
provide additional insights to understand what we have called “controversies”. Thus,
we operationalize the idea of possible worlds, with a representation of the context of a
claim given by its latent mixture of topics.

3.2 Finding Semantic Similar Claims

Finding similar claims in our work is a crucial step given the embedding space rep-
resentation. Moreover, given the claim of a document we would like to assess, we also
need to distinguish between claims that support or contradict it. For this task, we
proceed as follows: given the embedding space of claims, we first find similar claims
by computing distance similarities as in [19, 20]. Because this distance is highly
efficient in using the embedding space against some other alternatives [19], we rely on
it in our first step. In Fig. 3 we show an illustrative example of the semantics captured
in the claim embedding space as given by the distance computation named Word
Mover’s Distance (WMD) of [19]. Please observe how entities such as “tomato sauce”
and “lycopene” end up close to each other in the embedding space because of the
semantics captured by the WMD. Thus, instead of endless list of synonyms, we rely on
this type of representation to find similar entities used in similar contexts. Next, we
distinguish between supporting or contradicting claims. As a proof of concept, we
focus on claims expressing “increase” vs “decrease” associations that express clearly
contradictory positions. Thus, for the claims that we investigate in our experiments we
distinguish these two positions. A simple textual pattern mechanism with synonyms to
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the words “increase” and “decrease” were used to distinguish between the two.
Synonyms in this work are words related to “increase” and “decrease” as captured in
the embedding space.

3.3 Computing Plausibility

In this section, we formally define how we determine the Plausibility of a new doc-
ument. Plausibility in our work is the consistency of a new claim with current body of
knowledge in terms of its agreement at the claim level or at the context level when a
possible world consistency holds. Let dnew be a document that is currently not in our
collection and we would like to know how plausible it is, given our current knowledge.
Let ClaimOf dnewð Þ be the claim of document dnew. Let DocSimClaimðdnewÞ be the set
of documents dealing with semantic similar claims to ClaimOf dnewð Þ: Moreover, let
DocsContradict and DocsSuppport be the documents that contradict and support
respectively the ClaimOf dnewð Þ. The distinction between these two sets of documents is
given by finding first if the claim is in an “increase” or “decrease” association.
Afterwards, we just map every claim found to one of the two groups. To be able to
determine the Plausibility of the new document, we proceed as follows:

1. If DocsContradict is empty and DocsSuppport is not, then ClaimOf dnewð Þ is
plausible.

2. If DocsContradict is not empty and DocsSuppport is empty, then ClaimOf dnewð Þ is
not plausible.

3. If both DocsContradict and DocsSuppport are not empty, we initiate our quest for a
possible world consistency:
a. First, we need to find how document dnew would fit in our Topic Model rep-

resentation of the collection. Let topicOf ðdnewÞ be that topic. This is found by
posterior inference and selecting the topic with the highest probability value.

b. Second, if in topicOf ðdnewÞ the claims agree, we call the world consistent and
proceed to verify the consistency of ClaimOf dnewð Þ. If the possible world is not
consistent, we declare a “controversial” situation regarding the claim of the new
document.

4. If DocsContradict and DocsSuppport are both empty, then ClaimOf dnewð Þ calls for
a special assignment of resources to manually assess its value.

Fig. 3. Illustrative example of the power of the embedding space using WMD distance.
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4 Experiments and Findings

To demonstrate and evaluate our proposed Plausibility measure, we performed exper-
iments with two primary goals. Firstly, we wanted to gather valuable insight into the
notion offinding similar semantic claims in our corpus that either support or contradict a
new document’s claim. Because we do not have a ground truth, we manually observed
the claims and set a threshold that to the best of our understanding can lead to highly
related claims that may or may not support each other with respect to a disease. After this
experimentation, we set a threshold of 0.50 for the experiments that we report here.
Secondly, as a proof of concept, we needed to compare our approach to experts work. In
particular, we chose the results reported in [2] that we mentioned in the Introduction.
Thus, we first retrieved all the documents related to two of the ingredients reported in [2]
salt and lycopene. To retrieve the documents, we used the query pattern mentioned in
our Introduction. We chose these two cases to acknowledge the scope of our tool since
they represent different situations: salt was found to be one of the few exceptions of the
analysis regarding its risk effect that was not subject of “controversy” due to contra-
dicting findings. On the other hand, lycopene represent a situation that cannot be
plausible from our perspective: the increase/decrease effect at the same time. Thus, the
goal of studying these two cases was to see if we could find a suitable explanation. For
every document, we extracted the empirical claims contained in the conclusions section
when available. Unfortunately, not all the documents contained this valuable metadata.
We just ignored them and put it aside the task of metadata generation that is necessary to
improve the knowledge representation of our work.

Thus, the collection of documents used for these experiments consist of 87 k
documents. We used this collection to train our embedding representation using default
parameters as given by open source project Gensim [21]. For every experiment, we first
selected one document at random and considered it as the new document and pro-
ceeded to assess its Plausibility.

The first case that we report here is the association of “salt” and “cancer”. The
document to evaluate was “Salt intake and gastric cancer risk according to heli-
cobacter pylori infection, smoking, tumour site and histological type” [22]. The claim
of the paper that we used to query our semantic embedding space is a very simple one:
“our results support the view that salt intake is an important dietary risk factor for
gastric cancer, and confirms the evidence of no differences in risk according to h.
pylori infection and virulence, smoking, tumour site and histological type.” After
querying our semantic embedding space, we retrieved some related claims in other
papers. Some examples are:

• “Dietary salt intake was directly associated with risk of gastric cancer in prospective
population studies, with progressively increasing risk across consumption levels.”

• “Improved dietary habits, reducing salt consumption and eradication of h. pylori
infection may provide protection against gastric cancer in Turkey.”

• “These data suggest that high intake of salt and smoked and pickled food may be
associated with a high risk of gastric cancer, and this association could be due to
intragastric formation of nitrosamines”
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In this particular case, the “new” claim finds support in our current knowledge and
our approach states a “plausible” situation. This is an example of how our approach
could help a reviewer to assess if the new document is consistent with current body of
knowledge. Basically, it could allow the reviewer to find similar studies dealing with
the specified entities probably in similar ways.

Next, we report on a second experiment. In this second experiment we take “ly-
copene” as one of the ingredients where there was evidence of being in a situation that
we call “controversial”. Remember that “controversial” means that “lycopene” was
found in an increased and decreased risk association in different research papers. In this
particular case, we found 197 documents related to the association within our collec-
tion. We selected a document with the following claim: “this study does not support a
role for lycopene in prostate cancer prevention” [23].

We found in our collection claims that both support and contradict the new doc-
ument’s claims. This leads to a controversial situation as defined in our methodology
section. However, we can take our second step to make a final decision. In this case, the
new document fits better in a possible world that is not consistent. Thus, we conclude
that this is a controversial situation in need of human experts to carefully look into the
new document. One should notice the level of complexity of this case. For instance, in
the community curated archive Wikipedia entrance of lycopene2, one can find the
following: The FDA (US Food and Drug Administration), in rejecting manufacturers’
requests in 2005 to allow “qualified labeling” for lycopene and the reduction of various
cancer risks, stated:

“…no studies provided information about whether lycopene intake may reduce the
risk of any of the specific forms of cancer. Based on the above, FDA concludes that
there is no credible evidence supporting a relationship between lycopene consumption,
either as a food ingredient, a component of food, or as a dietary supplement, and any of
these cancers.” Furthermore, two more experts of medical panels cited in the entrance
of the Wikipedia page also confirmed this situation.

To get a better assessment of the potential of our approach, we performed simulated
experiments with a selection of the 80 most recent meta-analyses found in our col-
lection with respect to three other diseases: hypertension, diabetes and asthma in
addition to cancer. A “meta-analysis” is a systematic review that uses statistics analysis
to be able to combine several research papers on a particular topic. One characteristic of
meta-analyses is that it may never be possible to include all the papers that deal with a
particular phenomenon. Usually, researchers query a digital library using keywords to
get a candidate set of papers and after that, they manually decide which candidates can
be included in the analysis. Depending on the methodology chosen by the researchers,
the final number of articles vary. In this set of experiments, we proceeded as follows:
we took out of our collection the meta-analysis, and then we queried our representation
using the claim of the meta-analysis. If we could agree with the claim of the
meta-analysis in at least one possible world, then we consider that as a positive out-
come. After our experimentations, our best result was a kappa of 0.7746 with a 95%
confidence interval (0.7875, 0.9549). Notice that because the criteria that the experts

2 https://en.wikipedia.org/wiki/Lycopene.
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use to include and/or exclude some papers in a meta-analysis are beyond our current
text mining processing, we included all papers as given by our query pattern. However,
one caveat of this type of experiments is the training time of the embedding and the
LDA hyper parameters. In this particular setting, we trained the word embeddings with
100 dimensions and LDA with 8,000 iterations with a fixed 300 topics in a collection
of 315 k documents.

To provide insights of our results, let’s look at one of the cases where our approach
failed. Consider the findings of [24], where the study of alcohol regarding prostate
cancer was analyzed. As stated in the paper, a total of 340 studies were found in the
exploratory search, but only 27 satisfied the inclusion criteria of the researchers
(manual assessment). For this case, we found a “controversial” situation. In other
words, our proposed approach did not agree with the meta-analysis in any possible
world. More specifically, all the possible worlds were inconsistent and our tool stated a
“controversial” situation. Moreover, the researchers reported “Our study finds, for the
first time, a significant dose–response relationship between level of alcohol intake and
risk of prostate cancer starting with low volume consumption” [24]. Of course, this is
an expert assessment and our tool is not aiming at replacing a decision but instead
helping to detect situations that may require a better administration of reviewers,
especially in cases of “controversy” where clearly major care should be taken.

Discussion. Our results look promising and there are some issues that we noticed
during our experiments. Firstly, the assessment of the degree of association between the
claims is something that only domain experts can properly adjust. For instance, the idea
that “tomato sauce” and “lycopene” can be considered similar enough to retrieve claims
that associated both of them with “cancer” depends on what the experts would consider
“related”. Moreover, the idea of considering or not considering related types of a
disease, such as “prostate cancer”, “lung cancer”, “gastric cancer”, etc., in the retrieval
of “related” claims is again questionable. In our experiments, we did notice a difference
when we filtered the results to restrict the retrieval to the specified entities. Never-
theless, we envision an application where the reviewer can actually experiment with
this feature of our approach. Secondly, the final decision of “controversial” with the
idea of the possible world explanation did help to some extend but stayed below
expectations in the experiments. One possible explanation is the criteria of
inclusion/exclusion of articles in a meta-analysis and the methodology used to assess its
conclusion. These two aspects are of course beyond our approach capacities and not in
the scope of what we want to achieve. And third, our approach could accurately find
controversial situations as confirmed by the meta-analysis experiments. However, this
was only possible when we did not restrict the entities to exact matches but instead
expand them to the most related ones as motivated in the work of [19].

5 Conclusions

We introduced a novel approach to assess the Plausibility of a new document to support
peer review not at the process level, but with a clear focus at the document level. Our
results look promising towards the goal of novel management of resources in peer review.
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In particular, the question of howmany reviewers a new paper needs can be adjusted by its
respective degree of Plausibility. Of course, our experiments also reveal future work that
is needed to crystalize our vision. For instance, assuming that “tomato sauce” and “ly-
copene” can be considered similar enough to retrieve papers that associate both of them
with “cancer” depends on the goal of the analysis. And this is something that domain
experts can properly adjust. Thus, in future experiments we will provide an online
application to allow users of our system to personalize the degree of associations between
the claims. Hopefully, wewill learn some patterns to adapt to newusers and new domains.
The idea of “possible worlds” proved itself to be useful but in some domains one might
consider amore restricted view and instead of proportions of topics as latent descriptors of
documents, one might be interested in a hard clustering approach. We will also incor-
porate this notion into our system in the future.

Finally, the model of claims that we currently have must be extended to cope with
other domains. To do that, we will need to account for more advanced model’s rep-
resentation of arguments in scientific papers. We are aware that the incipient field of
Argumentation Mining in the last few years has shown tremendous potential to envi-
sion more powerful applications. We will also explore that line of research in future
work.
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Abstract. In this paper, we address the problem of classifying docu-
ments available from the global network of (open access) repositories
according to their type. We show that the metadata provided by repos-
itories enabling us to distinguish research papers, thesis and slides are
missing in over 60% of cases. While these metadata describing document
types are useful in a variety of scenarios ranging from research analyt-
ics to improving search and recommender (SR) systems, this problem
has not yet been sufficiently addressed in the context of the repositories
infrastructure. We have developed a new approach for classifying docu-
ment types using supervised machine learning based exclusively on text
specific features. We achieve 0.96 F1-score using the random forest and
Adaboost classifiers, which are the best performing models on our data.
By analysing the SR system logs of the CORE [1] digital library aggre-
gator, we show that users are an order of magnitude more likely to click
on research papers and thesis than on slides. This suggests that using
document types as a feature for ranking/filtering SR results in digital
libraries has the potential to improve user experience.

Keywords: Document classification · Academic search · Recommender
systems for research · Text mining · Metadata quality · Document
aggregation

1 Introduction

Over the last 15 years, there has been a significant growth in the number of
institutional and subject repositories storing research content. However, each
repository on its own is of limited use, as the key value of repositories comes
from being able to search, recommend and analyse content across this distrib-
uted network. While these repositories have been established to store primarily
research papers, they contain, in fact, a variety of document types, including
theses and slides. Services operating on the content from across this repository
network should be able to distinguish between document types based on the
supplied metadata.

However, metadata inconsistencies are making this very difficult. As we show
later in the study, ˜62% of documents in repositories do not have associated
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metadata describing the document type. Moreover, when document type is spec-
ified, it is typically not done using an interoperable vocabulary.

Consequently, digital library aggregators like CORE [1], OpenAIRE [2] and
BASE [3] face the challenge of offering seamless SR systems over poor quality
metadata supplied by thousands of providers. We hypothesise that by under-
standing the document type, we can increase user engagement in these services,
for example, by means of filtering or re-ranking SR systems results.

In this paper, we develop a novel and highly scalable system for automatic
identification of research papers, slides and theses. By applying this identification
system, we analyse the logs of CORE’ SR systems to see if we can find evidence
of users preferring specific document type(s) over others.

The contributions of the paper are:

• Presenting a lightweight, supervised classification approach for detecting
Research, Slides and Thesis, based on a small yet highly predictive set of
features extracted from textual descriptors of (scientific) articles, reaching an
F1-score of 96.2% with the random forest classifier.

• A publicly exposed and annotated dataset [4] of approximately 11.5 k of doc-
uments for the sake of comparison and reproducibility.

• Proposing a modified CTR metric, balanced QTCTR, to analyse historical SR
systems’ logs to evaluate user engagement with the proposed content types in
digital library systems, showing our users’ inclination towards research and
theses over slides.

The rest of the paper is organised as follows. Firstly, we discuss related work,
followed by the presentation of our current data state. Secondly, we outline our
approach and present results of the classification approach and the analysis of
current user engagement using our modified CTR metrics. Finally, we end with
a discussion before concluding the paper.

2 Related Work

The library community holds traditionally metadata records as a key enabler for
resource discovery. Systems, such as BASE and WorldCat1, have been almost
solely relying on metadata in their search services until today. But as such app-
roach, as opposed to services indexing the content, cannot guarantee metadata
validity, completeness and quality, nor can achieve acceptable recall [1], some
have started to believe that aggregative digital libraries have failed due to the
interoperability issues facing OAI-PMH data providers. In fact, [5] specifically
argues that the fact that BASE and OpenAIRE do not (or cannot) distinguish
between document types of the records they harvest makes them “not as effective
as users might assume”.

While automatic document categorisation using structural and content fea-
tures has been previously widely studied [6–8], little work has been done on the

1 https://www.worldcat.org/.

https://www.worldcat.org/
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issue of document type categorisation in the context of digital libraries until
the recent study Caragea et al. [9]. They experimented with (1) bag-of-words,
(2) document URL tokens and (3) document structural features to classify acad-
emic documents into several types. Their set of 43 manually engineered structural
features have shown significant performance gain over conventional bag-of-words
models in these highly diverse data collections.

Unlike previous work in standard approaches to text categorisation, sum-
marised in [10], we use a subset of file and text specific characteristics, selectively
gathered from [9]. The reduced dimensionality, as a result of the subset’s mini-
mal size, allows for scalable integration in ingestion pipelines of SR systems. In
addition to the previous work, our study is to our knowledge the first to under-
stand whether the integration of these document type classification systems can
lead to more effective user engagement in SR systems.

3 Data - Current State

CORE is a global service that provides access to millions of (open access) research
articles aggregated from thousands of OA repositories and journals at a full text
level. CORE offers several services including a search engine, a recommendation
system, an API for text-miners and developers as well as some analytical services.
As of April 2017, CORE provides access to over 70 million metadata records and
6 million full texts aggregated from 2, 461 data providers. From the available
metadata descriptors, a directly available field to categorise records, at a certain
extent, is the dc:subjects field. While mostly available, currently 92% of cases,
only a small minority contain clear descriptions of the document type. More
specifically, ˜30.0 of records are marked as article, ˜7.3% are marked as thesis
and 0% as slides. This means that we do not have any type document type
indication for ˜62% of our data.

Table 1 lists the top re-occurring terms that are most indicative of the three
document types we are interested in. This provides empirical evidence of the
poor adoption of interoperable document type descriptors across data providers.
Finally, from the ˜6 million full text entries that CORE contains, 8.5 million

Table 1. Most popular terms found in the dc:subjects field with >1% occurrence

Term name Term frequency

Article 0.1366

info:eu-repo/semantics/article 0.0866

Journal articles 0.0385

Thesis 0.0205

info:ulb-repo/semantics/openurl/article 0.0017

info:eu-repo/semantics/doctoralthesis 0.0106

info:eu-repo/semantics/bachelorthesis 0.0101
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unique dc:subjects field terms are currently recorded (one record can contain
multiple subjects fields).

4 Approach

While one approach to address the problem of poor or missing document type
descriptors can be to create guidelines for data providers, we believe this app-
roach is slow, unnecessarily complex and does not scale. Instead, we aim to
develop an automated system that infers the document type from the full text.

The assumptions we make for this study follow several observations on the
textual features of documents stored in CORE:

• F1: Number of authors: The more authors involved in a study, the more
likely a document is a research paper as opposed to slides or thesis.

• F2: Total words: These were tokenised from the parsed text content using
the nltk [11] package. Intuitively, the lengthier a document is, in terms of total
written words and amount of pages, the more likely it is a thesis.

• F3: Number of pages: Research papers tend to have a fewer number of
pages compared to theses and slides.

• F4: Average words per page: Calculated as #total words
#total pages . The fewer words

written per page on average, the more likely the document type is slides.

We extract F2-F4 from their respective pdf files with pdfMiner [12]. F1 is
extracted from the supplied metadata. We then apply one of the classifiers,
described later in Sect. 5.2, to predict the document type given these features.

5 Experiments

5.1 Data Sample

Our first goal was to create a sufficiently large ground truth dataset. Data
labelling took place with a rule-based method applied to the CORE dataset.
More specifically, we used a set of regular expressions on the dc:subjects field
and the document’s title as follows:

• Subjects fields for which entries include the keyword “thesis” or “dissertation”
were labelled as Thesis.

• Subjects fields for which entries do not include the keyword “thesis” or “dis-
sertation” and their title does not include the keyword “slides” or “presen-
tation” were labelled as Research.

• Subject fields for which entries do not include the keyword “thesis” or “dis-
sertation” and their title includes the keyword “slides” or “presentation” were
labelled as Slides.
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While this rule-based labelling process produced a sufficiently large number
of samples for the Research and Thesis classes, it has not yielded a satisfactory
sample size for the Slides class. To address this issue, we have mined pdfs and
metadata from SlideShare2 using their openly accessible API.

We wanted the total size of the sample to satisfy two criteria, a confidence
level of 95% at a confidence interval of 1%. The equation to calculate the neces-
sary size of the data sample is:

n =
Z2p̂(1 − p̂)

c2
(1)

where, Z is the Z score, p̂ is the percentage probability of picking a sample
and c is the desired confidence interval. Given a Z score of 1.96 for a 95%
confidence level, a confidence interval of 0.01 and a sample proportion p of 0.5
(used as it is the most conservative and will give us the largest sample size
calculation), this equation yields ˜9.6 k samples.

We have gathered these 9.6k samples and additionally extended the dataset
by 20% to form a validation set, resulting in 11.5k samples. To produce a sample
with a representative balance of classes, we limited slides to take up to 10% of
the final dataset, 55% for research and the remaining 35% for theses entries. We
also ensured that all the pdfs in the data sample are parsable by pdfminer.

Finally, we addressed the issue of missing values for feature F1, which
SlideShare did not provide in over 97% of cases, by applying multivariate imputa-
tions [13]. To improve our knowledge of the feature distributions prior to applying
the imputations for the Slides class, we relied on extra data from Figshare3.

To visualise the dimensionality and data variance in the resulting dataset,
we have produced two and three dimensional projections of our data, using
techniques introduced by [14]. On small datasets (< 100k data points) these do
not require much tuning of hyper-parameters and, out of manual inspection from
a limited range of hyper-parameters, we decided to use perplexity of 30 and a
theta of 0.5. As Fig. 1 suggests, there is sufficient evidence of data sparsity.

5.2 Feature Analysis and Model Selection

We have experimented with: Random Forest (RF), Gaussian Naive Bayes
(GNB), k Nearest Neighbours (kNN), Adaboost with Decision trees (Adaboost)
and linear kernel Support Vector Machines (SVM).

We followed a standard 10-fold cross-validation approach to evaluate the
models with an extra 20% of the data left aside for model validation. The class
balance discussed was preserved in each fold evaluation by applying stratified
splits on both test and validation sets, simulating a representative distribution of
categories in the CORE dataset. All features used were compared against their
normalised and log-scaled counterparts to check for any possible performance
improvements. We have also optimised for a small range of hyper-parameters
2 https://www.slideshare.net/.
3 https://figshare.com/.

https://www.slideshare.net/
https://figshare.com/
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(a) (b)

Fig. 1. Data variance visualisation using (a) two and (b) three dimensional projections
on the corresponding principal components.

for each machine learning algorithm using parameter sweeps, recording the best
achieved performance for each algorithm class. The evaluation results are pre-
sented in Table 3.

Two baseline models have been used to assess the improvement brought by
the machine learning classifiers. The approaches used are:

• Baseline 1: Random class assignment with probability weights correspond-
ing to the dataset’s class balance.

• Baseline 2: A rule-based approach based on statistically drawn thresholds
for each feature and class respectively, using the upper 0.975 and lower 0.025
quantiles.

An analysis was carried out on the assembled dataset to form Baseline 2,
based on feature distributions’ percentiles. Distributions from the sample dataset
largely followed a right skewed normal distribution (Fig. 2), proving such a model
should be a suitable candidate to evaluate against. To avoid overfitting, outliers
were removed using Tukey’s method [15], which was preferred due to its inde-
pendence on the data distribution, omitting values outside of the range:

(Q1 − 1.5 ∗ IQR) > Y > (Q3 + 1.5 ∗ IQR) (2)

where, Y is the set of acceptable data points, Q1 is the lower quartile, Q3 is the
upper quartile and IQR = Q3 - Q1 is the interquartile range.

The acquired thresholds for Baseline 2 are listed in Table 2. To assign a partic-
ular example a document type t, all its features must fall within the boundaries
specified. When this method fails, we assign the majority class (Research).
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Table 2. Percentile thresholds (upper 0.975 and lower 0.025 quantiles) for Baseline 2,
following outlier removal.

Feature Research Document type

Slides Thesis

F1 1 ≤ x ≤ 5 1 ≤ x ≤ 8 ==1

F2 1227 ≤ x ≤ 19, 151 94 ≤ x ≤ 7340 15, 184 ≤ x ≤ 210, 720

F3 3 ≤ x ≤ 41 1 ≤ x ≤ 75 47 ≤ x ≤ 478

F4 208 ≤ x ≤ 927 8 ≤ x ≤ 723 198 ≤ x ≤ 530

Fig. 2. Normal Q-Q Plots split by document type and feature.

5.3 Results

The evaluation results, presented in Table 3, show that all our models outperform
the baselines by a large margin. However, baseline 2 demonstrates a perhaps sur-
prisingly good performance on this task. Random forest and Adaboost are the
top performers achieving about 0.96 in F1-score on both the test and validation
sets. While we cannot distinguish which model is better at the 95% confidence
level and 1% confidence interval, see Sect. 5.1, we decided to productionise ran-
dom forest due to the model’s simplicity.
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Table 3. Test and validation set results on weighted evaluation metrics across all
algorithms.

Measure Algorithm

RF GNB kNN Adaboost SVM Baseline 1 Baseline 2

Test results Precision 0.962 0.9431 0.949 0.9580 0.8968 0.4926 0.5688

Recall 0.9623 0.9414 0.9497 0.9569 0.8933 0.3270 0.4762

F1-score 0.9623 0.9416 0.9496 0.9573 0.8695 0.3270 0.5154

Validation results Precision 0.9567 0.9356 0.9453 0.9607 0.8435 0.5572 0.6362

Recall 0.9553 0.9338 0.9454 0.9605 0.8741 0.4570 0.6565

F1-score 0.9558 0.9337 0.9453 0.9606 0.8311 0.4570 0.5945

Fig. 3. Precision versus Recall for all algorithms on the test set split by class.

Figure 3 shows a breakdown of the final precision/recall performances accord-
ing to the assigned document type. This indicates that a particularly significant
improvement of the machine learning models over the baselines is achieved on
the Slides class. However, as only about 10% of documents in the dataset are
slides, the baselines are not so much penalised for these errors in the overall
results.

To evaluate the importance of individual features, a post-hoc analysis was
carried out. We fitted the models of our selected algorithms with a single feature
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Table 4. Classifiers’ performance with individual feature groups across all algorithms
on the test set in descending order, based on their contribution.

Features Average weighted F1-score

RF GNB kNN Adaboost SVM

Only: F2 0.8825 0.7661 0.8702 0.8839 0.1868

Only: F3 0.8436 0.8412 0.8414 0.8424 0.8441

Only: F1 0.8007 0.6819 0.8007 0.8007 0.6441

Only: F4 0.7036 0.4745 0.6919 0.7018 0.3506

All features (RF) 0.9623 0.9416 0.9496 0.9573 0.8695

group at a time. In this scenario, we have recorded high precision performances.
Individual feature contributions do not vary widely, except in the case of F4
and the overall performance of the SVM classifier. F1-3 are the most predictive
features. We list our findings in Table 4.

6 Can the Model Help Improve User Engagement in SR
Systems?

We applied the random forest model to classify existing content in CORE. Join-
ing the document type information with CORE’s SR systems’ user logs, enabled
us to analyse document type user preferences in CORE’s SR systems.4 We fol-
lowed the intuition that if we can find that users prefer clicking in SR results
on one document type over another, this will provide the argument for using
document type information in SR systems to better serve the needs of these
users.

A traditional metric to measure the popularity of a link is the Click-Through
Rate (CTR), measured as:

CTRT =
|Clicks|

|Impressions| (3)

However, we cannot use CTR directly to assess whether people are more
likely to click on certain document types than others in the SR system results.
This is because we serve, on average, 66.7% Research, 27.2% Thesis and 6.1%
Slides impressions across our SR engines. Consequently, the CTR metric would
be biased towards the Slides class. This is due to the fact that when an action
is made on an impression set, the class most represented in the set will benefit
from this action on average the least. Put differently, this is accounted to the
class imbalance.

To address this problem, we extend CTR to put impression equality into
perspective with the following process. We group impressed items in sets Q,
4 It should be noted that as CORE provides thumbnails on its SR results pages, users

get an idea of the document type prior to accessing it.
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Table 5. Modified click-through rate metrics performance on CORE’s SR systems.

Metric Engine Impression set positions

Any position Top position

Research Slides Thesis Research Slides Thesis

QTCTR Search 0.13685 0.01878 0.32358 0.03818 0.00389 0.01829

Recommender 0.00675 0.00074 0.00361 0.00482 0.00046 0.00204

RQTCTR Search 0.08186 0.00142 0.10061 0.02284 0.00029 0.00569

Recommender 0.00488 0.00003 0.00079 0.00348 0.00002 0.00045

reflecting the documents served following a query submission (in case of the
recommender, the query is a document with respect to which we recommend)5.
We assign to each impression set a type qt based on the types of document(s)
clicked in the results list. In case multiple clicks to distinct document types are
made in response to a query, we generate multiple impression sets derived from
it, each assigned to one of them.

We then calculate the Query Type Click-Through Rate (QTCTR) as a frac-
tion of the number of queries which resulted in a click to a given document type
over the number of all queries:

QTCTR =
|QT |
|Q| (4)

QTCTR tells us the absolute proportion of queries that result in clicking
on a particular document type. We can regularise/normalise QTCTR to reflect
the imbalance of impression types, forming the Regularised Query Type Click-
Through Rate (RQTCTR). We include impression sets with no interaction in
this calculation.

RQTCTR =
|QT |
|Q| ∗ |ImpressionsT |

|Impressions| (5)

The QTCTR and RQTCTR values from the CORE’s SR systems, for the
three different document types, are presented in Table 5. The shows that there
is noteworthy difference in preference for Research type documents and Thesis
over Slides by an order of one magnitude. This is true for clicks generated on
any document in an impression set and when the click was on top positioned
document. The QTCTR results also reveal that many people in CORE are
looking for theses. We believe this is due to the fact that CORE is one of the
few systems (in not the only one) that aggregates theses from thousands of
repositories at a full-text level.

5 The number of impressions generated in response to a query can vary across queries.
In our case, it can be from zero to ten for search and from zero to five for the
recommender.
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7 Scalability Analysis

There exists a linear relationship between the number of features (N) and pre-
diction latency [16], expressed with the complexity of O(N ∗M), where M are the
number of instances. The low number of features and model complexity, with our
deployed model having < 10 trees and < 5 maximum nodes for each, the latency
amounts to slightly over 0.0001 seconds per prediction6. Due to CORE’s contin-
uously ongoing repository harvesting processes, the minimal feature extraction
requirements will allow for new additions to be streamlined immediately after
their processing, in comparison with the latency associated with the feature
extraction process expected from [9]. This indicates the high scalability of our
approach and applicability across millions of documents.

8 Future Work

In promoting the current solution within CORE’s systems, and making it acces-
sible to users worldwide, we aim to:

• Expose document type classification models as a service, with online model
updating, through CORE’s public API.

• Boost Research documents in our SR engines and negatively boost Slides to
aid faster retrieval of preferred content.

• Evaluate the shift of user engagement as a direct effect of such changes in our
services and adjusting our search/recommendation strategies accordingly.

• Enhance user engagement analysis by cross-validation of our observations
here metrics such as the dwell time, a metric proven to be less unaffected by
position, caption or other form of bias in SR results [17].

• Extend the model in further iterations to also discern between sub-types
of the Research and Slides classes, such as theoretical, surveys, use case or
seminal research papers as well as slides corresponding to conference papers
and lecture/course slides respectively.

9 Conclusions

We have presented a new scalable method for detecting document types in dig-
ital libraries storing scholarly literature achieving 0.96 F1-score. We have inte-
grated this classification system with the CORE digital library aggregator. This
enabled us to analyse the SR system logs of to assess whether users prefer cer-
tain document types. Using a our Regularised Query Type Click-Through Rate
(RQTCTR) metric, we have confirmed our hypothesis that the document type
can contribute in finding a viable solution to improving user engagement.

Acknowledgements. This work has been partly funded by the EU OpenMinTeD
project under the H2020-EINFRA-2014-2 call, Project ID: 654021. We would also like
to acknowledge the support of Jisc for the CORE project.

6 This excludes network overhead from the API call and the feature extraction process.
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Abstract. Many applications in the natural language processing
domain require the tuning of machine learning algorithms, which involves
adaptation of hyperparameters. We perform experiments by systemati-
cally varying hyperparameter settings of text embedding algorithms to
obtain insights about the influence and interrelation of hyperparameters
on the model performance on a text classification task using text embed-
ding features. For some parameters (e.g., size of the context window) we
could not find an influence on the accuracy while others (e.g., dimen-
sionality of the embeddings) strongly influence the results, but have a
range where the results are nearly optimal. These insights are beneficial
to researchers and practitioners in order to find sensible hyperparame-
ter configurations for research projects based on text embeddings. This
reduces the parameter search space and the amount of (manual and
automatic) optimization time.

Keywords: Document embeddings · Hyperparameter optimization ·
Natural language processing

1 Introduction

Many applications in the natural language processing domain require the tuning
of machine learning algorithms. Since there is no superior algorithm or model per
se [19], machine learning models have to be carefully chosen and tuned. This tun-
ing involves adaptation of learning parameters and model hyperparameters. A
common approach to hyperparameter tuning is manual search: algorithm devel-
opers select sensible parameter choices from their experience and then repeat-
edly evaluate the models and adapt parameters. While manual search is the
most time-consuming approach, it has the advantage that algorithm designers
get some insights into parameter influences. But since humans are unable to
reason in multi-dimensional spaces, they hardly achieve globally optimal results.
A brute-force approach is grid search, where all (exponential many) parameter
configurations from a pre-defined set are tested on a high-dimensional grid. For
c© Springer International Publishing AG 2017
J. Kamps et al. (Eds.): TPDL 2017, LNCS 10450, pp. 193–204, 2017.
DOI: 10.1007/978-3-319-67008-9 16
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cases where some parameters are less important than others random search [1]
has been shown to outperform grid search. Both, random search and grid search
are easy to implement, easily parallelizable and generally provide better results
than manual search [1]. The Gaussian Process Optimizaton (GPO) approach
aims to predict the next promising parameter configuration based on the pre-
viously observed performance w.r.t. a loss function and therefore searches the
parameter space efficiently [18]. Despite its superior performance, the disadvan-
tages of GPO is that another set of hyperparameters must be tuned (e.g., the
choice of the acquisition function and covariance functions) and less insight about
the parameter influence to a machine learning model is generated.

As in every machine learning problem, the performance of text classification
applications strongly depends on the representation of the features. The most
common representation is the bag of words representation in the vector-space
model for texts [11]. More recently, distributed representations have been pro-
posed, most prominently, word2vec [12] and GloVe [14] for representing terms
and doc2vec for representing documents [9]. Text embedding-based techniques
have outperformed the state-of-the-art in several tasks. Among these are docu-
ment classification [5] and word sense disambiguation [4]. But again, the train-
ing of such models requires hyperparameter tuning, for instance, the size of the
embedding vector, the learning rate and the number of negative samples.

In this paper, we show that the doc2vec model is very sensitive to settings
of hyperparameters in classification tasks and analyze their influence. The goal
of this paper is to provide insights into sensible parameter configurations for
researchers and practitioners. More specifically, our research questions are the
following:

RQ1-: What is the overall variance in accuracy for different hyperparameter
settings? (Sect. 5.1)

RQ-2: Are optimal hyperparameters found on small datasets predictive for opti-
mal hyperparameter settings on larger training sets? (Sect. 5.2)

RQ-3: How significant is the influence of the hyperparameters on the accuracy?
(Sect. 5.3)

RQ-4: Are there interrelation between hyperparameters? That is, are there
parameters that depend on each other and thus need to be considered
jointly? (Sect. 5.4)

2 Related Work

As our work focuses on hyperparameter optimization of document embeddings
we review work from these research areas.

Text Embeddings. The representation of words as dense vectors (word embed-
dings) has become popular for many natural language processing tasks.
The popularity roots in the ability of these embeddings to encode semantic lin-
earities such as king - man + woman = queen and the resulting state-of-the-art
performance in several natural language processing tasks. The first approach to
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word embeddings is word2vec [12], which has been successfully used in applica-
tions like document classification [5] and zero-shot learning [16]. Word2vec can
be trained using two different architectures, cbow and skip-gram. In cbow the
vector of the input word is predicted by the vectors of the surrounding context
words. The skip-gram architecture predicts the context word vectors by the
input word vector. In both cases the number of context words is a hyperparame-
ter of this model, such that vectors of words which appear in the same context
will become similar whereas vectors from randomly sampled words (i.e., negative
sampling) will become dissimilar [13]. Doc2vec is an extension of word2vec that
learns embeddings for word sequences like paragraphs or entire documents [9]. In
doc2vec, each document is treated as a word. Similar to word2vec, doc2vec can
be trained using two different architectures dbow (distributed bag of words, sim-
ilar to skip-gram) and dmpv (distributed memory model of paragraph vectors,
similar to cbow). Dbow predicts the document words based on the document vec-
tor. Dmpv concatenates the document vector and the vectors of words in a window
to predict a document word. Model hyperparameters of doc2vec are the choice
of the architecture, the size of the context windows, the size of the embeddings,
the number of negative samples and whether hierarchical sampling of words is
used. We base our evaluation of hyperparamaters on document representations
of doc2vec and embed the evaluation in a text classification task.

Hyperparameter Optimization. The majority of machine learning algorithms
exposes hyperparameters which must be tuned carefully. Traditionally, the opti-
mization is carried out by humans, which likely leads to suboptimal results
because of inferior human intuition about multi-dimensional functions. In set-
tings with sufficient computing resources, grid search approaches evaluate all
combinations of hyperparameter values and are easily parallelizable. But, with
an increasing number of parameters and values the computation becomes
intractable. Bergstra and Bengio have found that randomly choosing values finds
better models and requires less time than exhaustive grid-search [1] because less
time is spent exploring parameters that have little influence. Bergstra et al.
presented two hyperparameter optimzation algorithms and compared them to
human experts and random search [2]. Their tree-structured Parzen approach
showed superior performance over the Gaussian process (GP) [15] approach,
while both outperformed manual and random search (in some cases with notable
margins). Further advances were made by Snoek et al., who used Bayesian Opti-
mization (BO) with GP priors to enhance the state of the art on the CIFAR-10
dataset by over 3% [18]. Despite its superior performance, the disadvantages of
BO is that another set of hyperparameters have to be tuned (e.g., the choice of
the kernel and the scopes for the hyperparameters) and – because of the missing
manual parameter setting, test, evaluation cycle – less insight about the para-
meter influence to the machine learning model is generated. Thus, in order to
understand hyperparameter influence, we apply grid search in our evaluation.
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Fig. 1. Overview of the approach. Grid search is executed on the hyperparameter
vector θ, the model is evaluated using cross-validation.

3 Approach

Our goal to investigate the influence of hyperparameters on the model perfor-
mance, lead to questions about (i) overall performance variation, (ii) influence
of single variables, the (iii) interrelation between variables and (iv) how the size
of the training set influences optimal hyperparameters. To assess model perfor-
mance, we choose the task of text classification, as text classification has been
extensively studied [17] and comparative baselines are available. Also, this is a
task for which doc2vec embeddings are especially suited, as doc2vec tends to
build clusters of similar documents. The overall approach is depicted in Fig. 1.
First, for each dataset feature representations are calculated using doc2vec. This
step is governed by model hyperparameters of doc2vec θm (e.g., the size of the
embeddings) and learning parameters θl (e.g., the learning rate). Then, a classi-
fication model is trained, whereas the classifier is governed by the hyperparame-
ters of θa (such as k when using the k-Nearest neighbor classifier), composing
the complete vector of hyperparameters θ. The grid search is employed on the
hyperparameter vector θ. We use 5-fold cross-validation and report the results
in terms of (macro-averaged) accuracy – the most common evaluation measure
for text classification.

Because exhaustive search, even on a moderate number of parameters1

requires considerable computational and memory resources, we use a two-stage
strategy. In the first stage, we exhaustively search the hyperparameter space on
a limited number of training samples. The initial parameters are derived from
the literature [8,12]. In the second stage we train models on a larger training
set but on a restricted grid using the best performing hyperparameter com-
binations. This allows us to compare the performance against state-of-the-art
approaches using a similar amount of training data. Subsequently we also carry
out a Bayesian optimization to find an optimal hyperparameter configuration
and contrast the corresponding results to the results obtained using grid search.

4 Experimental Settings

We perform the experiments on well-known datasets for text classification and
evaluate the overall accuracy, the influence of single parameters, their interrelation
1 For example, 6 parameters with 3 values each results in 36 = 729 combinations. Even

worse, with 5-fold cross validation this results in 5 · 36 = 3645 models
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Table 1. Overview of the hyperparameter space θ in the stages S1, S2.

θ Description Type Values (S1) Values (S2)

θarch doc2vec architecture nominal dbow, dm dbow

θhs hierarchical sampling (off/on) boolean 0, 1 1

θns number of negative samples integer 1, 5, 20 5, 20

θd embedding size integer 2, 3, 8, 24, 64 24, 64, 256

θwin context window size integer 5, 20, 50 5, 30, 100

θts number of training documents integer 103, 104 104, 105

θα learning rate (log scale) real 0.001, 0.01, 0.1 0.01, 0.1, 1

θepoch number of training iterations integer 5, 30, 50 30, 100, 250

θk number of nearest neighbors integer 1, 5, 25 10, 50

Number of models 4860 324

and the stability of optimal parameters with varying sizes of the training set. The
source code of the experiments as well as additional material is available online2.

Parameter Configuration. Table 1 provides an overview of the parameter settings
for the two stages of the experiments. Stage 1 trains more models than Stage 2
but with fewer training examples, thus satisfying memory and time constraints.
The values for the first stage were chosen to cover a wide range from extremely
low to extremely high values also including values used in related work. The
values for the second stage are refinements over the first stage, while the most
promising configurations were chosen and their range was narrowed. Some values
were omitted (e.g. θarch = 1) whereas others were added (θd = 256 because
larger embeddings sizes seem to be promising). Generally, the accuracy of this
model increases with the size of the training data [3]. Hence, θts is considered an
external constraint rather than a value to be optimized. For the classifier we used
k-nearest neighbor approach, thus the hyperparameters set for the classification
model θa only consists of the number of neighbors.

Datasets. For the experiments, we chose two datasets from the domain of text
classification, that exhibit different characteristics, i.e., the order of magnitude
of contained documents and number of classes ,and are well-studied (e.g. [5–7]),
The amazon3 dataset, which was also used in [5] contains 12.8M user reviews
for products assigned to four different categories (Home and Kitchen, Elec-
tronics, Books and Movies and TV ). The dataset is strongly imbalanced with
8.9M Books, 1.69M Electronics, 1.7M Movies and TV and 0.55M Home and
Kitchen reviews. This implies that a trivial categorizer can achieve 69% accuracy.
The average length of the reviews is 796 tokens (i.e. sequences of characters

2 http://doi.org/10.5281/zenodo.495086
3 http://jmcauley.ucsd.edu/data/amazon/

http://doi.org/10.5281/zenodo.495086
http://jmcauley.ucsd.edu/data/amazon/
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surrounded by whitespaces). The 20newsgroups4 dataset consists of 18.846 news-
group articles categorized into 20 groups with an average length of 1902 tokens
per article. The same preprocessing was carried out for both datasets. In order to
reduce the noise in the text, short tokens (with less than 3 characters), quotation
marks, punctuation marks, whitespaces (except for space characters) etc. were
omitted5. Also, tokens that appeared less than three times where ignored. We
did not use the available train/test splits but randomly generated the splits dur-
ing the 5-fold cross validation runs. Further, we generated subsets with 1k, 10k
(20newsgroups, amazon) and 100k documents (amazon) by random sampling.

5 Results

In this section we first describe the results of the experiments w.r.t. the overall
performance, the influence of single parameters and the interrelation of para-
meters. We report these results on the training dataset with 10k documents.
Further, we assess the stability of optimal parameters across varying sizes of the
training dataset (1k, 10k and 100k documents).

5.1 Overall Performance

In terms of overall accuracy, results vary greatly across different parameter set-
tings. Table 2 provides an overview of the results obtained on the 20newsgroup
dataset with 10k training examples sorted by the rank of the model, where rank
1 is assigned to the best performing model. Table 2 also shows that the influence
of single parameters on the model accuracy is not obvious, e.g., while worst per-
forming models tend to have larger values for the number of negative samples
θns, some of the best performing models also have a value of θns = 20. The
variation of accuracy across models is equally prominent on the amazon dataset
(best performing model accuracy 0.9244, worst 0.1540) when trained on 10k
documents, confirming that model hyperparameter settings are crucial for suc-
cessful application of the learning algorithm. While the accuracy varies greatly
across hyperparameter settings, the behavior depends on the dataset. As shown
in Fig. 2 for some settings (e.g., 20newgroups, 10k training documents θd = 64)
accuracy decreases slowly from 73% and then drops rapidly (at approximately
rank 230). This means that most of the models are quite similar in accuracy, i.e.,
most parameter configurations are “good”, but some yield very low accuracy. In
comparison, other settings (e.g., 20newsgroups, 1k training documents θd = 64)
show a steady decrease of accuracy, meaning that there are only some very good
models, but many average- and bad-performing models.

We also observed that a well tuned doc2vec model achieves performance
comparable to approaches using more complex features and the same classi-
fier (k-NN). On the amazon dataset doc2vec achieves an accuracy of 0.924

4 http://qwone.com/∼jason/20Newsgroups/20news-bydate.tar.gz
5 Details available in ipython notebooks https://doi.org/10.5281/zenodo.809860

http://qwone.com/~jason/20Newsgroups/20news-bydate.tar.gz
https://doi.org/10.5281/zenodo.809860
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(a) Varying embedding size θd

θarch = dbow

θarch = dm

(b) Varying model architecture θarch

Fig. 2. Classifier rankings for (a) different embedding sizes (θd) and (b) model archi-
tectures θarch. Accuracy obtained with 5-fold cross validation. Similar plots for other
variable combinations are available via http://doi.org/10.5281/zenodo.495086

(with 10k training examples) comparable to 0.926 in [5]. On the 20newsgroups
doc2vec achieves an accuracy of 0.73 with grid-search and 0.74 with Bayesian
optimization, which is comparable to 0.73 in [5].

http://doi.org/10.5281/zenodo.495086
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Table 2. Excerpt of the classifier results for the 20newsgroups dataset with 10k training
examples ordered by model performance, showing accuracy a and standard deviation
(averaged over cross-validation folds) of best and worst performing models for grid
search (GS) and results from the Bayesian optimization (BO).

Meth. Rank θk θα θarch θhs θepoch θns θd θwin a (stdev)

GS 1 5 .10 dbow 1 30 20 64 5 .7335 (.006)

GS 2 5 .01 dbow 1 50 20 64 5 .7296 (.007)

GS 3 5 .01 dbow 1 50 5 64 20 .7294 (.005)

GS 4 5 .01 dbow 1 50 5 64 50 .7292 (.006)

GS 5 5 .10 dbow 1 30 20 64 20 .7280 (.006)

GS 4856 25 .001 dbow 0 5 20 8 5 .0449 (.004)

GS 4857 5 .001 dbow 0 5 5 24 20 .0446 (.002)

GS 4858 25 .001 dbow 0 5 20 24 5 .0445 (.006)

GS 4859 5 .001 dbow 0 5 5 8 20 .0440 (.000)

GS 4860 25 .001 dm 0 5 5 8 20 .0424 (.001)

BO 1 10 .0396 dbow 1 14 11 245 40 .7415 (.003)

BO 2 8 .0893 dbow 1 15 15 58 48 .7389 (.002)

BO 3 15 .0223 dbow 1 28 17 96 13 .7341 (.004)

Table 3. Best classifications accuracy w.r.t the training set size using grid search. 18.8k
is the size of the 20newsgroups dataset. Order of elements of optimal θ as in Table 2.

10k 100k/18,8k

amazon .9244 .9516

θ∗ = (25, 0.1, cbow, 1, 50, 5, 24, 20) θ∗ = (10, 0.1, cbow, 1, 30, 5, 256, 5)

20newsgroups .7335 .8034

θ∗ = (5, 0.1, cbow, 1, 30, 20, 64, 5) θ∗ = (10, 0.1, cbow, 1, 30, 5, 256, 5)

5.2 Varying Training Data Set Size

The experiments confirm, that machine learning models benefit from more train-
ing data [3] (see Table 3). The accuracy gain of 7% on the 20newsgroups dataset
when the training size is raised from 10k to 18.8k indicates that the accuracy
could be enhanced even further, if more training data were available. The scal-
ing on the amazon dataset is different: 10k training examples are sufficient to
obtain good results. A tenfold increase in training samples only leads to a 2.7%
accuracy gain. As the amount of training data increases, the ideal value for the
learning rate also changes. Using 100k training documents, configurations using
θα = 0.01 outplay those with θα = 0.1. But correspondingly, more iterations are
necessary (100 or more compared to 30). Altogether, the learning rate is crucial;
Fig. 3b (right) depicts that models with θα = 1 fall back to the performance of
trivial classifiers. θd changes only slightly with respect to the training size, as
shown by Fig. 3b (left) and Fig. 3a (left). With 100k training models using 64
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dimensions perform marginally better than 24 dimensions, whereas the situation
with 10k training examples is vice versa. A similar relation can be observed on
the 20newsgroups dataset but with θd = 64 and θd = 256, respectively. In Fig. 3b
(left) we also see that models using θd = 256 overfit the data on the amazon
dataset, which leads to a declining performance.

5.3 Parameter Influence

We plotted the model accuracy for different hyperparameter values as exempli-
fied in Fig. 2 for the model architecture θarch and the embedding size θd. The
plots were created by collecting the results of all models where one parame-
ter was set to a specific value (e.g. the solid black line in Fig. 2a depicts the
accuracy of all models that used two dimensional embeddings). These models
were then ordered by accuracy. In terms of the model architecture, the distrib-
uted bag of words (θarch = dbow) models outperformed the distributed memory
(θarch = dm) models in every scenario as depicted in Fig. 2b. Similar behaviour
was observed for parameter θhs, models using hierarchical sampling which gen-
erally outperformed models not using hierarchical sampling. Very small embed-
ding sizes (θd ∈ {2, 3, 8}) have a strong negative impact on the accuracy. Larger
embeddings sizes (θd ∈ {24, 64}) yield more accurate classifiers as depicted in
Figs. 2a and 3. Interestingly, the best results with comparatively small embedding
sizes (e.g. 24 dimensions) are similar to those achieved with higher embedding
sizes. Further, we found little to no effect of window size θwin, the number of
negative samples θns and the number of nearest neighbors θk on the accuracy.
Finally, we found a strong influence and interrelation on the accuracy when vary-
ing the learning rate θα and the number of epochs θepoch. Thus, when choosing
these parameters they must be considered jointly as discussed subsequently.

5.4 Interrelation of Parameters

The experiments show a interrelation of the learning rate (θα) and the number
of epochs (θepoch) (see Fig. 4 (left)). Good accuracy is achieved when a high
learning rate is combined with few epochs. Likewise, a small learning rate in
combination with many epochs gains similar results (see Fig. 4 at 50 epochs).
It must be pointed out though that the training time mainly depends on the
epochs, which makes a setting with a high learning rate and few epochs favorable
when training time is crucial, since models with high learning rates are prone to
overfitting. But in scenarios where accuracy is the top priority and the training
time is negligible, a smaller learning rate with more epochs is favorable. Apart
from the interrelation between the learning rate and the epochs our experiments
found no additional interrelations (as exemplified by Fig. 4 (right)).
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P (a|θd = 2)
P (a|θd = 3)
P (a|θd = 8)
P (a|θd = 24)
P (a|θd = 64)

P (a|θns = 1)
P (a|θns = 5)
P (a|θns = 20)

(a) 10k training samples, left: varying θd, right: varying θns

P (a|θd = 24)
P (a|θd = 64)
P (a|θd = 256)

P (a|θα = 0.01)
P (a|θα = 0.1)
P (a|θα = 1)

(b) 100k training samples, left: varying θd, right: varying θα

Fig. 3. Approximation of classifier accuracy a on amazon dataset as probability density
estimated using Gaussian Kernel Density Estimation. Similar plots for other parame-
ters are available via http://doi.org/10.5281/zenodo.495086

Fig. 4. Parameter interrelations on amazon dataset with 10k training samples. Left:
To achieve optimal results θα and θepoch must be considered jointly, the parameters
depend on each other. Right: To achieve optimal results θd is tuned without considering
θepoch, the parameters are independent of each other.

6 Discussion

The experiments showed that, in general, hyperparameter settings have a
huge impact on the accuracy (Sect. 5.1). Further, we found four categories

http://doi.org/10.5281/zenodo.495086
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of hyperparameters: those with no influence on the accuracy, those with a clear
optimal value, those with many near-optimal values and those with a strong inter-
relation among them. Hyperparameters of the first category are the windows size
θwin and the number of negative samples θns. The missing effect of θwin indi-
cates that for this application a larger context is not predictive. Lau and Bald-
win report θns = 5 being the best choice for the task of duplicate detection and
determining semantic textual similarity [8], but performance for other values is
not reported. The second category, hyperparameters with a clear optimal value,
were found to be the type of architecture and whether hierarchical sampling was
used. In our experiments the dbow architecture outperformed the dm architecture
in every scenario (see Fig. 2), which accords with the literature [8–10]. Similarly,
classifiers with hierarchical sampling performed better than those without. Thus,
these parameters do not require much consideration, as they are binary and one
configuration always outperforms the other. The size of the embeddings belongs
to the third category, hyperparameters with many reasonable values. Very small
embedding sizes (θd = {2, 3, 8}) have a strong negative impact on the accuracy.
But beyond that magnitude, there is a broad range of reasonable values (24 to
256) that can yield good classifiers (Sect. 5.1). The best results are achieved when
θd is tuned according to the difficulty of the task at hand. On the relatively simple
amazon dataset (four classes) an embedding size of 24 to 64 was optimal whereas
the 20newsgroups dataset (20 classes) required 64 to 256 dimensions. All the learn-
ing hyperparameters fall in the fourth category. The individual parameters from
the parameter subset θl (i.e., θts, θα and θepoch) must be considered jointly and in
connection with the desired scenario.

7 Summary

We presented a study on hyperparameters for document classification tasks using
document embeddings, concretely doc2vec. Experiments on a text classification
task showed that the window size and the number of negative samples have
negligible influence, while the dbow and hierarchical sampling yield the best per-
formance. For the size of the embeddings vectors there is a range of reasonable
values (24–256). Model parameters and learning parameters showed no interrela-
tion and can be tuned separately, while all learning parameters (θts, θα, θepoch)
must be considered jointly. Those insights can be used in further research or
by practitioners to sensibly select initial hyperparameter configurations manu-
ally or restrict grid-search or Bayesian optimization approaches, which reduces
optimization time substantially.

References

1. Bergstra, J., Bengio, Y.: Random search for hyper-parameter optimization. J.
Mach. Learn. Res. 13, 281–305 (2012)

2. Bergstra, J.S., Bardenet, R., Bengio, Y., Kégl, B.: Algorithms for hyper-parameter
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Abstract. People use digital cultural heritage sites in different ways
and for various purposes. In this paper we explore what information peo-
ple search for and why when using Europeana, one of the world’s largest
aggregators of cultural heritage. We gathered a probability sample of 240
search requests from users via an online survey and used qualitative con-
tent analysis complemented with Shatford-Panofsky’s mode/facet analy-
sis for analysing requests to visual archives to investigate the following:
(i) the broad type of search task; (ii) the subject content of searches;
and (iii) motives for searching and uses of the information found. Results
highlight the rich diversity of searches conducted using Europeana. Con-
tributions include: collection and analysis of a comprehensive sample of
Europeana search requests, a scheme for categorising information use,
and deeper insights into the users and uses of Europeana.

Keywords: Search tasks · Digital cultural heritage · Europeana

1 Introduction

Users from diverse backgrounds are coming to cultural heritage websites and
information services with increasingly varied goals, tasks and information needs
[19]. There is a need to provide systems that go beyond keyword-based search and
support wider information seeking behaviours, such as browsing and exploration
[11,22]. Users’ individual differences (e.g., age, gender, domain knowledge and
learning style), search task and context (e.g., location and time), are known to
affect the ways in which people search for information. Typically people search
such sites not as an end in itself, but rather as part of their broader work (and
leisure) tasks and informational goals: “Searching is merely a means to an end -
a way to satisfy some underlying goal ... ‘why are you performing that search?”’
[16, p. 13]. Having a better understanding of users, their goals and tasks can
therefore help with the design of more effective information systems.

Task-based information retrieval is a popular area of study. Byström and
Hansen [4] characterise tasks at three levels: (i) information intensive work
tasks; (ii) information seeking tasks; and (iii) information search (or information
retrieval) tasks. The work task is often a trigger for someone’s interaction with
c© Springer International Publishing AG 2017
J. Kamps et al. (Eds.): TPDL 2017, LNCS 10450, pp. 207–219, 2017.
DOI: 10.1007/978-3-319-67008-9 17
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a search system. However, focus has increasingly turned to non-work settings,
e.g., casual-leisure, where other factors such as curiosity or free time can trigger
people’s information seeking activity [7]. For cultural heritage information ser-
vices, such as Europeana, users carrying out both work and casual-leisure tasks
will initiate their interactions and therefore should be studied [18]. In this paper
we provide an in-depth study of tasks for Europeana, mainly at the level of
the search task, which has previously not been conducted. In particular we con-
sider the following research questions: [RQ1]: What information do users search
for using Europeana? and [RQ2]: What do users use this information for? The
paper is structured as follows: Sect. 2 describes related work; Sect. 3 describes
the methodology used in this study; Sect. 4 describes the categorisation of search
tasks; Sect. 5 provides the results and Sect. 6 concludes the paper and provides
avenues for future work.

2 Related Work

2.1 Goals, Tasks and Activities

The terms ‘task’, ‘goal’ and ‘activity’ are often used interchangeably when
describing users’ seeking behaviours. More formally a task is “what someone
does to achieve a goal” [9, p. 56]. In the context of information seeking, a task
is defined as “the manifestation of an information seeker’s problem and ... what
drives information seeking actions” [14, p. 36]. Tasks are driven by underlying
goals (the purpose or intent of the activity) and can be differentiated based
on the specificity of the goal, the quantity of information to be searched and
the expected time to complete the task. The lowest level of task (search task)
involves a user searching using a specific application (e.g., search engine). White
[21] defines a search task as an “atomic information need resulting in one or more
queries.” Ingwersen and Jarvelin [10, p. 20] define a search task as “... a means to
obtaining information to fulfil a work task, and include information need gener-
ation, information interaction and search task solving.” Tasks invoke activities,
which can occur at multiple levels [4]. For example, at the level of information
seeking this could include query formulation, results examination, etc. Studies
have been carried out to investigate the broad range of information-related activ-
ities people undertake, particularly on the web. For example, Sellen et al. [17]
describe six types of activity carried out on the web: finding, information gather-
ing, browsing, transacting, communicating and housekeeping. Similarly, Kellar et
al. [12] use the following categories (and sub-categories): (i) information seeking
(fact-finding, information gathering, browsing); (ii) information exchange (trans-
action and communication); and (iii) information maintenance. In this paper we
consider search task level as people search using Europeana.

2.2 Search Tasks and Goals in Cultural Heritage

Amin et al. [1] investigated the information seeking behaviours of cultural her-
itage experts as they carry out their daily search activities. This included identi-
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fying their search motivations, types, sources and tools, and categories of infor-
mation task (based on [12]). For experts, a majority of search tasks involved
complex information gathering (e.g., finding information to compare similarities
and differences between objects). Contrasting with experts, Skov [18] carried
out a study of online museum visitors in an everyday life information-seeking
context. Based on results from a web-based questionnaire and follow-up inter-
views with 24 participants, the information needs of enthusiasts were identified
and generally were found to be for well-defined known items and not for more
exploratory information needs, e.g. “Seek information on King Christian the
Tenth’s hunting weapons (writing a journal article).” In this study we specif-
ically consider types of information seeking and searching tasks from multiple
user groups (e.g., professionals and casual users).

A number of prior studies have also been conducted to understand
Europeana’s users. For example, Europeana’s 2014 survey [8] showed that the
majority of users were in the 25–54 age group and many (27%) were first-time users
with 72% visiting the site a few times a month or less. The most common reason for
visiting the site was exploration within a topic (32%) with finding out more about
Europeana a close second (30%). Most respondents came to Europeana through
a link from another website. Results and further data collected from user studies
and transactions logs has served to inform a series of Europeana personas: “each
persona represents many users and a set of personas represents a spectrum of the
target user groups” [15, p. 106]. In addition, user studies lead to the specification of
two distinct types of Europeana user (see D3.1): (i) ‘culture vultures’ and (ii) ‘cul-
ture snackers’. The former group are dedicated enthusiasts and professionals: they
have domain expertise and likely lifelong enthusiasts of cultural heritage (likely to
be returning users and mainly wanting to use Europeana to find resources to use
in their own work, gain knowledge, expertise or inspiration). The latter group are
more representative of the novice or general user who come with lower levels of
technical/domain expertise and typically engage for general interest. Our work
complements these existing studies.

3 Methodology

Various approaches have been employed to investigate search tasks, including
diary studies and interviews [1], analysing samples from query logs [2,3] and
pop-up web surveys [3]. In this study we made use of a web-based pop-up survey
from which we could gather responses from actual users of Europeana as they
carried out their searching activities. Such approaches are commonly employed
in web surveys (e.g., usability testing and gathering feedback) and in the future
we plan to aggregate this with other methods of data collection to provide richer
insights of users’ information searching behaviour.

3.1 Pop-up Web Survey

The pop-up web survey is a form of intercept survey where systematic sampling
is used to intercept visitors of a website. Creating the pop-up survey involved
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Table 1. Questions (first 6 out of 10) used in the pop-up survey.

No. Question Response

1 How often do you visit
Europeana?

[Everyday, At least once a week, At least once a
month, Less than once a month, This is my first visit]

2 How would you identify
yourself

[Cultural heritage enthusiast, Student, Academic,
Teacher, Cultural heritage professional, Other]

3 How did you get to
Europeana today?

[Via a link from a search engine, Via a link from
social media, I knew about the site already so came
directly here, Via a link from teaching resources,
Other]

4 What information are
you looking for right
now?

[Open]

5 Why are you looking
for this information?

[Open]

6 After finding this
information, you will:

[Look for more information on the same topic using
Europeana, Look for more information using other
resources, Browse Europeana (e.g., look for other
interesting things), Have completed everything you
need to do, Other]

multiple iterations (including pilot testing), particularly in relation to question
design. We attempted to balance participant time and effort against the need to
capture sufficient detail about users’ current search activities in a fairly uncon-
strained manner. We therefore devised a set of 10 questions (the first 6 shown in
Table 1, the remainder asking participants’ level of subject knowledge and sug-
gestions for further improvements to Europeana) that could be shown to users
at any point during their interaction with Europeana.

The design of Q4 and Q5, the main focus of this paper, were modelled
on Broder’s pop-up survey [3] to investigate users’ search goals. The wording
of other questions was based on prior literature and surveys, including past
Europeana studies. To aid users’ interpretation of questions we provided addi-
tional text. For example, in the response options for Q2: “Cultural heritage
enthusiast (e.g., hobbyist, genealogist, amateur historian)”. Also, in Q4 and Q5
we provided example text to ensure sufficient input. For example, in Q4 we pro-
vided the following examples: “‘I want to find an image of the Mona Lisa’, ‘I’m
trying to explore what’s available in Europeana on World War I’, ‘I am looking
for photographs of Sheffield in the 1980s’, ‘I am looking for artwork by Leonardo
Da Vinci’, or ‘Don’t know/nothing specific’ ”.

The survey was administered using the Hotjar service Europeana routinely
employs for user surveys. The survey was administered in English and was shown
to 30% of users (later increased to 66% to increase response rates) who visited
Europeana using desktop or tablet devices. The survey was triggered when users
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scrolled halfway down either a search results page, or a Europeana item page.
Users who completed the survey were given the opportunity to enter a prize
draw to win a e50 Amazon voucher. In addition to the questions posed in the
pop-up survey, Hotjar also captured the date and time of submission and the
respondent’s country of origin. The study was approved by the University of
Sheffield’s Ethics Committee.

3.2 Data Analysis

The majority of analysis effort required for this paper related to the free-text
responses for Q4 and Q5. These were used, along with responses from other
questions, to investigate the following aspects of users’ search tasks: (i) the broad
type of search activity; (ii) the subject content of the search request; and (iii)
the motive for conducting the search and use of the information found. The
general approach adopted in analysing the data was qualitative content analysis
based on Zhang and Wildemuth [24]. This was mainly an inductive approach,
but informed by existing frameworks where applicable. For example, we utilised
an approach for analysing requests to archives and libraries serving audiovisual
content [2]. Following the development of various categorisation schemes (see
Sect. 4) we involved a further researcher to validate the scheme (a sample of 50
responses, achieving around 76% agreement) after which we discussed differences
and refined the scheme (and amended our coding) where necessary. For statistical
analysis IBM’s SPSS (version 22.0.01) was used.

3.3 Participants

The pop-up survey ran for 2 weeks (21 March – 4 April 2017) and elicited
responses from 240 users of Europeana from 48 different countries (Spain 12.9%,
US 8.9%, Italy 8.9%, France 7.1%, Germany 6.7%, UK 6.3%, Netherlands 4.2%,
Sweden 3.3%, Hungary 3.3%, Brazil 2.9%). The majority of users were first time
visitors to Europeana (27.1%); with 26.3% visiting at least once a month, 22.9%
visiting less than a month, 20% visiting at least once a week and 3.8% visiting
every day. Participants mainly came to Europeana having already known about
the site (48.8%); with 34.2% arriving via a link from a search engine; 5.8% via a
link from teaching resources; and 5% from a link via social media. The majority of
respondents (30.4%) described themselves as academic. This group was followed
by cultural heritage enthusiasts (24.6%); cultural heritage professionals (18.3%);
students (13.3%); school teachers (4.6%); and others (8.8%).

4 Analysis of the Search Requests

One of the major challenges was analysing the rich data provided by the free-
text responses describing users’ search requests: Q4 (mean = 10.1 words, min = 1,
max = 49) and Q5 (mean = 8.3 words, min = 1, max = 72). In the end we made
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use of the categorisation scheme by Armitage and Enser [2] for analysing the sub-
ject content of user requests for still and moving visual images. This approach has
been applied in various previous studies [5,6] and proved to be readily applica-
ble to Europeana’s search requests (Q4), which commonly refer to audiovisual
content. In this approach to subject analysis search requests are represented
in a 2× 2 matrix of unique/non-unique, refined/unrefined queries. Unique (or
specific) subjects are “those concerned with named individuals, one-off events,
singular objects or location” [2] (p. 288) - for example, ‘images of Stuttgart’, ‘rare
old images or texts about constantinople’. Non-unique (or general) subjects con-
cern more generic subjects, kinds of people, events and places. For example: ‘I
am looking for images that convey the scope of humanitarian aid today’ and ‘I
want to find informations about caricatures’.

In situations where the request contains both unique and non-unique aspects
(e.g., ‘Rio carnivals’) then refinements can be used (e.g., a non-unique subject
‘carnivals’ refined by location ‘Rio’). Although conceptually this offers a simple
approach to analysing requests there are a number of difficulties faced when
applying this in practice, especially in determining between the main subject of
the request and its refiners [2]. For example, ‘maps of Dublin’ - is the request
a general subject (maps) refined by location or vice-versa? Also, in the simple
categorisation details of the subject content of the request are lost; therefore,
Armitage and Enser [2] make use of Shatford-Panofsky’s modes of image analysis
in the form of mode/facet analysis. In this approach each subject element of the
query is categorised as specific or general capturing aspects of ‘who’, ‘what’,
‘where’ and ‘when’ (see Sect. 4.2).

4.1 Categorisation of Search Task

Search tasks can be categorised in various ways, such as by goal or intent, com-
plexity, search tactics and moves, timeframe and specificity [13,23]. Many of the
prior schemes, however, are specific to web search and less suited to cultural her-
itage. In addition, there are a multitude of definitions1 categorising information
seeking and searching tasks. Toms [20] distils search tasks into two main cate-
gories: (i) specific item or information object (finding specific pieces of informa-
tion, e.g. known-item, fact-finding, closed, transactional and navigational, name
of person/organisation, etc.); and (ii) general topical search (finding information
about a topic, e.g. informational, open, etc.). In this study we coded the search
requests (mainly Q4) based mainly on the specificity of subjects expressed in the
search request and search goal. The preliminary analysis of requests as unique
or non-unique was useful in identifying whether people may be searching for
specific subjects (unique) versus more general topic searches (non-unique). We
used the following categories:

1 For example, see the database of search tasks developed by Wildemuth et al.: https://
ils.unc.edu/searchtasks/ (site visited: 20 June 2017).

https://ils.unc.edu/searchtasks/
https://ils.unc.edu/searchtasks/
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Specific-item search: Search for specific item (i.e., known-item) typically
expressed precisely (e.g., using title of book), e.g., “Bolet́ın Oficial de Instrucción
Pública”, “I am looking for the 1919 film ‘Les fetes de la victoire.’ ”

By named author: Search for information by a specific named author (or
provider), e.g., “to look at paintings by Henriette Ronner”, “I am searching
for images of artifacts from the Regional Archaeological Museum Plovdiv.” If
referring to a known-item, however, we treat this as a specific-item.

Specific-subject search: Find information for specified (or named) subject
(i.e., person, place, location, etc.) forming the main subject of the request, e.g.,
“I am looking for pictures of Stuttgart”, “I’m looking for plans and images of
Clermont-Ferrand.”

General topical search: Find information for general subject, e.g., “Italian
medieval illuminations”, “Looking at examples of art made by women.”

Browsing/Exploring: Used to identify searches where the user has no spe-
cific goal, e.g., “I am trying to explore the world through what is available in
Europeana”, “I’m just browsing your collections.”

Ambiguous or unclear: Examples where the search request is unclear or dif-
ficult to determine category, e.g., “I’m an Opera lover”, “book.”

4.2 Categorisation Based on Mode/Facet Analysis

Analysis of the subject of the search request was based on the approach described
in Armitage and Enser [2]. Components of the search request were categorised
using the following codes:

– General object/thing (e.g., ‘paintings’, ‘explorers accounts’)
– Specific object/thing (e.g., ‘Prelude, Op. 28, No. 7, by Frédéric Chopin’)
– General person/group (e.g., ‘working women’, ‘historical figures’)
– Specific person/group (e.g., ‘Saint Francis of Assisi’)
– General location (e.g., ‘public places’, ‘where my ancestors lived’)
– Specific location (e.g., ‘Spain’, ‘Norfolk’)
– General event/action (e.g., ‘working’, ‘privatization of school system’)
– Specific event/action (e.g., ‘Great War’, ‘black death’)
– General time (e.g., ‘medieval’, ‘today’)
– Specific time (e.g., ‘1940’, ‘XIX century’)

We also introduced additional codes we felt useful for analysing the search
requests and adding further detail:

– General subject (e.g., ‘art’, ‘history’)
– Creator or Provider (e.g., “paintings by Van Gogh”, “items from Vienna

National Museum”)
– Nationality (e.g. ‘Icelandic art works’)
– Language (e.g., ‘books written in Italian’)
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– Availability (e.g., ‘free open-source 3d models’, ‘public domain’)
– Response (e.g., ‘looking for a nice painting)

The categories were then used to identify the subject components of a search
request. For example, “Great War photographs taken on exactly 100 years ago”
would be coded as ‘Specific event/action (Great War) + Specific time (100 years
ago)’. The following example “I want to find information about old routes/-
path in the South West of Spain” would be coded as ‘General object/thing (old
routes/path) + Specific location (Spain)’. During the coding, each type of sub-
ject category is applied just once (e.g., if multiple specific people are mentioned
this is recorded as just one occurrence of ‘Specific person/group’). In practice
the requests are typically short enough that multiple occurrences of the same
type do not occur. Finally, analysis is also performed to identify the Medium
category, i.e. terms in the request where the user specifically refers to a media
type (e.g., image, video, text, etc.).

4.3 Categorisation of Motives and Use

A final part of the analysis considered why people were searching for information
during their current activity. This typically elicited from users a specific purpose
for searching Europeana (e.g., work task or personal interest) and often the
use to which the information gathered would be put. No prior suitable scheme
could be found to categorise information use for our data, therefore we create a
taxonomy for the various motives given by users for their search:

To create a new work: In this category, the purpose of the user is ultimately to
create some new cultural artefact of some kind. The most common examples of
this kind of task in the responses are monographs, articles, and visual art-pieces.
This category can be subdivided in terms of:

– task closure: works can be considered ‘open-ended’ if the user is the person
who chiefly decides upon the form and content of the artefact produced (e.g.,
academic research). Works for which the form and subject are assigned by
others can be considered ‘closed’ (e.g., school/university assignment). In cases
where this is not apparent, the task closure were coded as ‘not specified ’.

– modification: this sub-category describes the extent to which the found con-
tent will be transformed by the user in production of the new work. At one
end are ‘remediated’ cases in which the user is looking for ‘inspiration’: here,
the contribution of the found content to the end product may be completely
unrecognisable to anyone except the artist who created it. At the other end
(‘unmediated’ ) are tasks in which the user is simply looking for an image
to illustrate, e.g. a presentation or pamphlet, where the found content is
essentially cut-and-pasted into position. While judgements of degree of reme-
diation are necessarily to some extent subjective, where the user does not
specify guidance can be found in the kind of output envisaged – monographs
and articles will typically involve significant remediation; presentations, flyers
and Tweets will normally demand less. The user’s anticipated next steps are
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also indicative: if the user considers that the task will be essentially complete
once the content is found, they presumably envisage little modification being
required.

– type of output: this sub-category defines the kind of output produced, e.g.
textual.

For example, “a work of Edmund Husserl” (Q4) and “to write a paper” (Q5)
would result in ‘Create new work - Open-ended - Remediated - Textual’.

Professional activity: This category is intended to capture the activity of
(chiefly) academics and cultural heritage professionals where the focus is purely
research- or monitoring-oriented, and no precise output from the search is antic-
ipated. For instance, a researcher may simply be attempting to keep abreast of
current developments in their field, or a curator may be checking up on how their
institution’s content is displayed on the Europeana platform itself. Note that this
category does not cover casual users who are simply ‘checking out the site’; the
search task must be specifically focused upon some job- or learning-oriented task.

Personal interest: The information will be used for personal or general interest.
This interest may be of one of two types: ‘transient’ or ‘sustained’. Transient
interest is a focus that lasts for the length only of a single session: although the
user’s interest is piqued, they have little prior knowledge of or investment in the
topic or object being searched for. Users who enter the site via social media links
will often be of this type. Sustained interest lasts over the course of more than
one session. Users will often speak of having a ‘collection’ of items related to
their search, or describe antecedent searches that have led them to this point.
Genealogical research can also be considered a sustained interest.

Teaching: The user is a person in a teaching role, and using the site to produce
teaching resources - e.g., lesson plans and assignments.

Other: This category includes any other activities not included above.

5 Results and Discussion

5.1 RQ1: What Information Are Users Searching For?

Results show that the largest single search category (47.1%) of tasks is general
topical search. This is followed by specific-subject searches (24.6%); specific-item
searches (11.3%); searches by named author (7.1%) and browse/explore (7.1%).
Broken down by group, we observe that the highest proportion of specific-item
searches (63%) come from academics, while the highest proportion of browse/ex-
plore searches (29.4%) come from cultural heritage enthusiasts. We also note dif-
ferences based upon referrer: the greatest proportion of general topical searches
(51.3%) come from people who already knew about the site and so came directly
to it; whereas the greatest proportion of specific-item searches (48.1%) come from
people coming to Europeana via a search engine link.
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Fig. 1. Frequency of occurrence for each mode/facet in search requests.

The mode/facet analysis helps to provide insights into the subject content
of search requests. First, we calculate the frequency of occurrence of each type
of mode/facet (not including Medium). As shown in Fig. 1, the most frequent
mode/facet is general object/thing (71 occurrences), followed by specific loca-
tion (42 occurrences). Search requests comprise an average of 1.53 modes/facets
(min = 1, max = 5). The most common combinations are “Creator + Specific
object/thing”, such as “I want to find some information about a painting of
Willem van de Velde, ‘Het kanonschot”’ (9 occurrences), and “Creator + Gen-
eral object/thing” (8 occurrences), e.g., “I am looking for artworks by Leonardo
da Vinci”. We find that the Medium mode/facet is commonly used to refine
the search (81 occurrences), e.g., ‘images of Stuttgart’ and ‘I am looking for
photographs of The Trachian tomb near to village of Mezek, Bulgaria.’

5.2 RQ2: Why Are Users Searching for the Information?

The results of analysing the search requests based on users’ motives for con-
ducting their search activities and the potential uses of the information once
found also provide interesting insights into how users search Europeana. Table 2
shows the breakdown of search requests based on the analysis of motives and
use carried out in Sect. 4.3 and cross-tabulated by search task.

The majority of users (37.1%) were searching Europeana with the intention
of using the information found to create a new work, e.g. “to write a book”,
“to prepare an exhibition”, “to use images for a presentation”, and “to find
additional material for my PhD-thesis.” Inspecting this category more closely
through the use of the sub-categories, we find that in 83.9% of cases the users
were involved in ‘open-ended’ tasks (e.g., scholarly research), 14.9% in ‘closed’
tasks (e.g., school assignment), and 1.1% unspecified. Furthermore, in the modi-
fication sub-category, we found that 36.8% of users represent ‘unmediated’ cases,
i.e. they would be making use of the information found (typically images) with-
out modification (e.g., to illustrate an article or presentation), whilst 57.5% are
‘remediated’ cases. Our results also show that 64.4% of the newly created works
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would be textual in form (e.g., academic article); with 6.9% in a visual form;
and 3.4% in audiovisual form.

Under the category of personal interest (27.5% of search tasks) we find that
users are typically cultural heritage enthusiasts (e.g., family historians), with
Europeana serving as one of their genealogical resources. We categorised 57.6% of
cases of personal interest as ‘sustained’, i.e. the users are likely to have an interest
in the topic beyond their current search activity on Europeana; 13.6% were
categorised as ‘transient’. Examples of responses for personal interest include
“to enrich my personal archive” and “inspiration and general interest.”

We categorised 20.8% of search tasks as professional activities, with examples
including “it’s my job”, “fits in with my research project” and “to check whether
the information was correct.” Finally, 7.9% of search tasks were categorised
under the teaching category, e.g., “to illustrate a university lecture.” Breaking
down motivation by search task (Table 2), in the case of specific-item searches
information from 48.1% of searches is used to create a new work, commonly
reflecting the greater search for specific-items by academics. In contrast, for
specific-subject searches the majority of search tasks are split between personal
interest (44.1%) and creating a new work (42.4%). The results highlight, again,
the differences obtained based on the user’s search task. (Dataset available for
download from: http://bit.ly/europeanaSearchTasks)

Table 2. Cross-tabulation of users’ motivation for searching vs. search task.

Browse/
explore

By
named
author

General
topical
search

Specific-
item
search

Subject-
specific
search

Total

Create new work 17.6% 23.5% 37.2% 48.1% 42.4% 37.1%

Personal interest 35.3% 29.4% 22.1% 11.1% 44.1% 27.5%

Professional activity 11.8% 41.2% 26.5% 22.2% 5.1% 20.8%

Teaching 17.6% 5.9% 5.3% 14.8% 8.5% 7.9%

Other 0.9% 0.4%

Ambiguous/unclear 17.6% 8% 3.7% 6.3%

Total 100% 100% 100% 100% 100% 100%

6 Conclusions and Future Work

Digital cultural heritage sites, such as Europeana, are being used by increasingly
diverse groups of users with varying needs and goals. In this paper we have inves-
tigated, through gathering a sample of users’ search requests from a web-based
survey, the types of searches conducted on Europeana, users’ typical motives
for searching and common uses of the information found. Existing methods for

http://bit.ly/europeanaSearchTasks
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analysing the subject content of search requests to audiovisual archives were used
to better understand the searches. A new scheme was designed for categorising
users’ search motives and subsequent uses of information found. As well as pro-
viding insights into search behaviour for Europeana, the results also help better
understand search tasks more generally in cultural heritage across a wider range
of users types than previously studied. We recognise there are limitations in our
study (e.g., subjectivity in the coding, use of online survey only to elicit search
requests) and therefore aim to pursue a number of avenues for further work.
This includes validating and developing a more refined categorisation scheme,
conducting deeper analysis of the current dataset, and combining the data from
this study with data derived from other sources, such as search logs and diary
studies, to gain deeper insights into aspects of users’ search activity.

Acknowledgements. This study was funded by the European Commission under
‘Europeana DSI-2’. We thank users of Europeana for participating in the online survey.
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Abstract. In the World Wide Web, a very large number of resources is made
available through digital libraries. The existence of many individual digital
libraries, maintained by different organizations, brings challenges to the dis-
coverability and usage of the resources. A widely-used approach is metadata
aggregation, where centralized efforts like Europeana facilitate the discover-
ability and use of the resources by collecting their associated metadata. This
paper focuses on metadata aggregation in the domain of cultural heritage, where
OAI-PMH has been the adopted solution. However, the technological landscape
around us has changed. With recent technological accomplishments, the moti-
vation for adopting OAI-PMH is not as clear as it used to be. In this paper, we
present the first results in attempting to rethink Europeana’s technological
approach for metadata aggregation, to make the operation of the aggregation
network more efficient and lower the technical barriers for data providers. We
(Europeana and data providers) report on case studies that trialled the applica-
tion of some of the most promising technologies, exploring several solutions
based on the International Image Interoperability Framework (IIIF) and Site-
maps. The solutions were trialled successfully and leveraged on existing tech-
nology and knowledge in cultural heritage, with low implementation barriers.
The future challenges lie in choosing among the several possibilities and stan-
dardize solution(s). Europeana will proceed with recommendations for its net-
work and is actively working within the IIIF community to achieve this goal.
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1 Introduction

In the World Wide Web, a very large number of resources are made available through
digital libraries. The existence of many individual digital libraries, maintained by
different organizations, brings challenges to the discoverability and usage of the
resources by potentially interested users.

An often-used approach is metadata aggregation, where a central organization takes
the role of facilitating the discovery and use of the resources by collecting their
associated metadata. Based on these aggregated datasets of metadata, the central
organization (often called aggregator) is in a position to further promote the usage of
the resources by means that cannot be efficiently undertaken by each digital library in
isolation. This scenario is widely applied in the domain of cultural heritage (CH),
where the number of organizations with their own digital libraries is very large. In
Europe, Europeana has the role of facilitating the usage of CH resources from and
about Europe, and although many European CH institutions do not yet have a presence
in Europeana, it already holds metadata from over 3,500 providers1.

In this paper, we present the first results of our work on rethinking Europeana’s
technological approach for metadata aggregation. Our goal is to make the operation of
the aggregation network more efficient and lower the technical barriers for data pro-
viders to contribute to Europeana. Our approach was to undertake case studies with real
CH collections and systems from data providers of the Europeana network. The case
studies were based on promising technologies, which have been identified in our
previous work. The results achieved make the following contribution to digital library
research:

• A functional analysis for innovative use of state of the art technologies, based on a
large network of data providers – the Europeana Network.

• A real-world application experience of open standards, thus contributing for their
future improvement.

The paper will describe the technological approach to metadata aggregation most
prevalent in CH in Sect. 2. Further details regarding metadata aggregation in CH are
presented in Sect. 3. The series of case studies that were performed are presented in
Sect. 4, along with their analysis. Section 5 summarizes the outcomes.

2 State of the Art: Metadata Aggregation in Cultural
Heritage

In the CH domain, the technological approach to metadata aggregation has been mostly
based on the OAI-PMH protocol, a technology initially designed in 1999 [1].
OAI-PMH was originally meant to address shortcomings in scholarly communication
by providing a technical interoperability solution for discovery of e-prints, via metadata
aggregation.

1 Source: http://statistics.europeana.eu/europeana [consulted on 27th of April 2017].

Metadata Aggregation: Assessing the Application of IIIF and Sitemaps 221

http://statistics.europeana.eu/europeana


The CH domain embraced OAI-PMH, since discovery of resources was only
feasible if based on metadata instead of full-text [2]. In Europe, OAI-PMH was the
technological solution adopted by Europeana since its start, to aggregate metadata from
its network of data providers and intermediary aggregators.

However, the technological landscape around our domain has changed. Nowadays,
with the technological improvements accomplished by network communications,
computational capacity, and Internet search engines, the discovery of e-prints is largely
based on full-text processing, thus the newer technical advances, such as ResourceSync
[7], are less focused on metadata. Within the CH domain metadata-based discovery
remains the most widely adopted approach since a lot of material is not available as
full-text. The adoption of OAI-PMH for this purpose is not as clear as it used to be,
however. OAI-PMH was designed before the key founding concepts of the Web of
Data [3]. By being centered on the concept of repository, instead of focusing on
resources, the protocol is often misunderstood and its implementations fail, or are
deployed with flaws that undermine its reliability [2]. Another important factor is that
OAI-PMH predates REST [4]. Thus, it does not follow the REST principles, further
bringing resistance and difficulties in its comprehension and implementation by
developers in CH institutions.

An additional aspect relevant for our work, is that CH institutions are increasingly
applying technologies designed for wider interoperability on the World Wide Web.
Particularly relevant are those related with Internet search engine optimization and the
IIIF (International Image Interoperability Framework2). Regardless of the metadata
aggregation process for Europeana, CH institutions are already interested in developing
their systems’ capabilities in these areas. By exploring these technologies, the partic-
ipation in Europeana may become much less demanding for these institutions.

3 Characterization of Metadata Aggregation in Cultural
Heritage

The CH domain has specific characteristics that influence how metadata aggregation is
done. We consider the following to be the most influential:

• Several sub domains compose the CH domain: Libraries, Archives, and Museums.
• Each sub-domain applies its specific resource description practices and data models.
• All sub-domains embrace the adoption and definition of standards based solutions

addressing description of resources, but to different extents. A long-time stan-
dardization tradition has existed in libraries, while it is more recent in archives and
museums.

• Interoperability of systems and data is scarce across sub-domains, but it is common
within each sub-domain, both at the national and the international level.

• Adopted standards tend to use XML-based data models, while models based on
relational data are rare.

2 International Image Interoperability Framework - http://iiif.io/#international-image-interoperability-
framework.
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• Organizations typically have limited budgets to devote to information and com-
munication technologies, thus the speed and extent of innovation and adoption of
new technologies is slow.

In this context, a common practice has been to aggregate metadata using an agreed
data model that allows the data heterogeneity between organizations and countries to be
dealt with in a sustainable way. The models typically seek to meet two main
requirements: (a) retaining the semantics of the original data from the source providers;
(b) supporting the information needs of the services provided by the aggregator.

These two requirements are typically addressed in a way that keeps the model
complexity low, with the intention of simplifying the understanding of the model by all
kinds of providers and to keep a relatively low barrier for both providers and aggre-
gators to implement data conversion solutions,

Another relevant aspect of metadata aggregation is the sharing of the sets of
metadata from the providing organizations to the aggregator. The metadata is trans-
ferred to the aggregator, but it continues to evolve at the data provider side, thus the
aggregator needs to periodically update its copy of the data. In this case, the needs for
data sharing can be described as a data synchronization problem across organizations.

In the CH domain, OAI-PMH is also the most well-established solution to address
the data synchronization problem. Since OAI-PMH is not restrictive in terms of the
data model to be used, it enables sharing of metadata for aggregation according to the
data model adopted for each aggregation case. The only restriction imposed by
OAI-PMH is that the data must be represented in XML.

In the case of Europeana, the technological solutions around the Europeana Data
Model (EDM) (Europeana, 2016) have always been under continuous improvement.
However, the solution for data synchronization based on OAI-PMH has not been
reassessed since its adoption. In the case studies presented in the following sections we
address mainly the data synchronization problem. Since the aggregation solution of
Europeana is based on EDM, the data synchronization can be addressed with a wide
variety of technologies because EDM follows the principles of the Web of Data, and
can be serialized in XML and in RDF formats.

4 Case Studies

Our earlier work addressed the data synchronization problem by reviewing the state of
the art and emerging Web technologies [5]. In the continuation of this work, we
identified two key technologies, on which we based the case studies presented in this
paper: IIIF (International Image Interoperability Framework) and Sitemaps3.

IIIF is a family of specifications that were conceived to facilitate systematic reuse of
image resources in digital repositories maintained by CH institutions. It specifies several
HTTP based web services [6] covering access to images, the presentation and structure
of complex digital objects composed of one or more images, and searching within their
content. IIIF’s strength resides in the presentation possibilities it provides for end-users.

3 Sitemaps XML format: https://www.sitemaps.org/protocol.html.
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From the perspective of data acquisition, however, none of the IIIF APIs was specifi-
cally designed to support metadata aggregation. Nevertheless, within the output given
by the IIIF APIs, there may exist enough information to allow HTTP robots to crawl IIIF
endpoints and harvest the links to the digital resources and associated metadata.

Sitemaps allow webmasters to inform search engines about pages on their sites that
are available for crawling by search engine’s robots. A Sitemap is an XML file that lists
URLs of the pages within a website along with additional metadata about each URL
(i.e. when it was last updated, how often it usually changes, and how important it is in
comparison to other URLs within the same site) so that search engines can more
efficiently crawl the site. Sitemaps is a widely-adopted technology, supported by all
major search engines. Many content management systems support Sitemaps
out-of-the-box and Sitemaps are simple enough to be manually built by webmasters
when necessary. Moreover, there are Sitemaps extensions, like Google’s Image Site-
maps4 and Video Sitemaps5, which have potential usage in metadata aggregation.

We have identified other promising Web technologies (for example, technologies
related with the social web or the web of data [5]). We have chosen IIIF because it is
getting increasingly traction in CH. Moreover, it is a community developed, open
framework. Our requirements and suggestions for metadata aggregation may thus be
incorporated into future versions. The choice for Sitemaps was motivated by its wide
usage within the Europeana data providers. In addition, Sitemaps also provides a very
simple technological solution, with a very low implementations barrier.

We have undertaken several case studies to investigate the feasibility of performing
metadata aggregation via IIIF and/or Sitemaps. These studies were conducted in
cooperation with data providers of the Europeana Network6, which were actively
deploying these two technologies within their own information systems.

IIIF played a double role in our work. It was used as the data source from where the
source metadata was aggregated from providers, and as a technology that can be used
with other suitable web-based technologies to facilitate aggregation processes. We have
specifically studied how the functionality available in the IIIF Presentation API could
be used to provide similar aggregation functionality as OAI-PMH and Sitemaps.

The following subsections will describe the case studies and how the two tech-
nologies were used for metadata aggregation.

4.1 Crawling IIIF Services from IIIF Inventories Using the Presentation
API

The first case study was exploratory and targeted at IIIF in general. It was performed
solely by Europeana with the objective of evaluating the functional capabilities of IIIF,
the amount of data sources available, the maturity and compliance of the IIIF

4 https://www.google.com/schemas/sitemap-image/1.1/.
5 https://developers.google.com/webmasters/videosearch/sitemaps.
6 The source code of the prototypes developed in the case studies is openly available at https://github.
com/nfreire/Open-Data-Acquisition-Framework.
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implementations and the quality of the available metadata. For this purpose, a IIIF
aware Web Crawler was prototyped and the results of crawling several IIIF services
were evaluated. All source code, collected samples and results of this case study may
be consulted online7.

To find available IIIF services to crawl, we have identified two crowdsourced
listings of existing IIIF services, both provided in machine readable ways: IIIF Top
Level Collections8 and the iiif-universe9. From these listings, we have chosen 13
collections containing CH resources. The crawler was pointed to these IIIF collections
and attempted to fully harvest them.

Alongside the full harvest, the crawler extracted a sample of IIIF Manifests10 from
each service, for later analysis. The extracted samples were manually inspected for the
availability of (references to) descriptive metadata, the semantic granularity of the
model in which they are available, and the availability of machine readable licensing
information for re-use.

This early exploration revealed that IIIF contains all the necessary elements for
automatic metadata aggregation. Some of these elements are, however, not mandatory
for implementation, thus they will not be available in every IIIF service. The following
optional elements of IIIF APIs must be provided by data providers, to enable metadata
harvesting for Europeana:

• Structured metadata: the metadata available in the output of IIIF (manifests) is
intended for end-user presentation, thus it cannot fulfill Europeana’s ingestion
requirements. But this can be overcome by using the optional links to structured
metadata as specified in IIIF (using a seeAlso property11). When these are correctly
populated (which our study confirmed to be not always the case), they enable
crawlers to obtain structured metadata, such as EDM, Dublin Core, etc.

• IIIF Collection indicating the objects for Europeana: In IIIF, it is not required that
the endpoint implements a mechanism to make publicly known all the digital
objects that it makes available.

The implications for data providers in the provision of these two aspects for
Europeana was addressed in the case studies that follow.

4.2 Crawling IIIF Services via IIIF Presentation API Collections Made
Available by Europeana Providers

The IIIF Presentation API offers a Collection construct to represent groups of objects12.
Although not all IIIF services make Collections available, they are often provided.

7 https://github.com/nfreire/IIIF-Manifest-Metadata-Harvesting.
8 https://docs.google.com/spreadsheets/d/1apQKFkfBV89BvycaBPN6v-
LjeaKaVVMaMUsY6L4KRJo/edit#gid=0.

9 https://github.com/ryanfb/iiif-universe.
10 http://iiif.io/api/presentation/2.1/#manifest.
11 http://iiif.io/api/presentation/2.1/#seealso.
12 http://iiif.io/api/presentation/2.1/#collection.
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Even when Collections are not available, the implementation effort would be very low
for the provider. By making a IIIF collection known to Europeana, all the resources it
references can be crawled and their metadata harvested by Europeana.

In this case study, Europeana worked with two data providers from the Europeana
Network: The National Library of Wales and University College Dublin. At the starting
point of the cases studies, both organizations had IIIF services available, but neither of
them had EDM metadata available through IIIF and neither had IIIF Collections
available for Europeana.

Implementation of a IIIF Collection was easily achieved in both cases.
Regarding the implementation of EDM metadata, it was a straightforward task for

the National Library of Wales, since the library had recently deployed an EDM con-
version of their MODS13 metadata for other purposes. University College Dublin was
also successful in implementing an EDM conversion and including it in their IIIF
endpoint output. However, in the case of University College Dublin, the support of the
Europeana ingestion team was required for implementing the EDM conversion and
obtaining valid EDM metadata.

We identified an additional issue for metadata aggregation from IIIF services - IIIF
collections do not provide the modification timestamp of resources. This aspect has an
impact in the efficiency of the harvesting process. It becomes relevant in very large
collections with hundreds of thousands of resources, where re-harvesting of resources
that have not changed should be avoided. Given the importance of efficiency for the
aggregation of large datasets, this problem still needs to be addressed by Europeana
(and the IIIF community in general). To overcome it, other technologies may be used in
conjunction with IIIF. Examples are Sitemaps and HTTP headers, which we have
evaluated in the use cases described in the remainder of this section.

4.3 Crawling IIIF Services Referenced by Sitemaps

The issue of harvesting efficiency identified in the previous case study has been brought
to the attention of the IIIF community. Discussions have been started for achieving a
standard mechanism or recommendations to address it within the IIIF framework, in the
context of a new IIIF Discovery Technical Specification Group14. The general opinion
among the IIIF community was that IIIF Collections were designed for different pur-
poses, i.e., to support use cases of end-users interacting with the IIIF viewers. The use
of Collections for metadata harvesting purposes is therefore not an optimal solution
from the point of view of the design of the IIIF framework.

In this context of these discussions, we conducted a supporting case study, where
we experimented with Sitemaps-based solutions – both standard Sitemaps and Site-
maps with extensions.

13 Metadata Object Descriptive Schema (MODS) is a schema for a bibliographic element set: http://
www.loc.gov/standards/mods/.

14 http://iiif.io/community/groups/discovery/.
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4.3.1 Standard Sitemaps
The providers have created Sitemaps listing the specific resources that should be
aggregated by Europeana. Europeana implemented a prototype for a IIIF harvester
based on these Sitemaps, and the solutions were deployed and tested successfully with
real datasets.

When using standard Sitemaps, the identifiers of the IIIF Manifests are present in
the Sitemap as would any other URL pointing to a web page. That is, the Sitemap XML
directly references the IIIF Manifest in the <loc> element, as shown in Fig. 1.

This solution presents some shortcomings, however. The critical issue is that such
Sitemap cannot be used for efficiently representing web pages and IIIF Manifests at the
same time. The crawler would need to fetch the content of every URL in order to verify
when it refers to a IIIF resource or to a webpage. We thus carried out further experi-
ments with two alternative solutions based on extensions of Sitemaps: one with ele-
ments from the IIIF namespace and another with elements from the ResourceSync
namespace [7].

4.3.2 Sitemaps Extended with Elements from the IIIF Namespace
Our goal is to extend Sitemaps to better contextualize and relate the IIIF resource with
the end-user access webpages of the digital library.

In our first extension, we make explicit the availability of the resource via IIIF, in
the Sitemap, and make it possible to relate the resource with IIIF Collections and
end-user webpages. The example in Fig. 2 contains the end-user access location from
the digital library in the <loc> element. The link to the IIIF Manifest is made via a

<url> 
<loc>https://data.ucd.ie/api/img/collection/ivrla:3573</loc> 
<lastmod>2014-08-24T04:09:09.716Z</lastmod> 

</url> 

Fig. 1. Example of URL data in a Sitemap from University College Dublin. The loc element
references a IIIF Manifest.

<url> 
<loc>http://newspapers.library.wales/view/3679651</loc> 
<iiif:Manifest 

xmlns:iiif="http://iiif.io/api/presentation/2/">http://dams.llgc.org.uk/iiif/newspaper/issue/36796
51/manifest.json</iiif:Manifest>

<dcterms:isPartOf>http://dams.llgc.org.uk/iiif/newspapers/3679650.json<dcterms:isPartOf> 
<lastmod>2014-11-08</lastmod>    

</url> 

Fig. 2. Example of URL data in a Sitemap from the National Library of Wales, with references
to the webpage of the resource, the IIIF Manifest and its IIIF Collection.
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<iiif:Manifest> element15 and a link to a IIIF collection which the resource belongs to)
is made via a <dcterms:isPartOf> element.

As shown by the ResourceSync related research [8], these extended Sitemaps
remain compatible with Internet search engines.

4.3.3 Sitemaps Extended with Elements from the ResourceSync
Namespace
Our last case study uses extensions from the ResourceSync namespace [7]. The
end-user access location from the digital library in still referenced in the <loc> element.
The link to the IIIF Manifest is made by a <rs:ln> element with the attribute ‘rel’ set to
‘alternate’, and a link to a IIIF collection made by a <rs:ln> element with the attribute
‘rel’ set to ‘collection’. The values of the ‘rel’ attribute is defined in the ResourceSync
specification. To explicitly state that these links lead to IIIF resources, the attribute
‘conformsTo’ from Dublin Core is also included in the <rs:ln> elements.

This extension provides the same expressive capabilities of the extension based on
IIIF elements for relating all the relevant resources. Its main motivation is that by using
elements from ResourceSync, we expect that the Sitemap can be better interpreted
when used beyond the context of IIIF (Fig. 3).

4.4 Crawling IIIF Services via the IIIF Presentation API and HTTP
Cache Headers

Another option to solve the issue of harvesting efficiency was experimented between
Europeana and the National Library of Wales. The idea is to extend the solution based
on IIIF Collections by using HTTP cache control [9]. Here, the IIIF service is required
to have the implementation of some HTTP cache headers for the URLs that provide
access to the IIIF resources.

In this solution, the Europeana IIIF crawler must include, in all the requests for IIIF
manifests, the HTTP header If-Modified-Since, which will contain the timestamp of the
last time the resource was harvested. The IIIF service then only needs to send the IIIF

<url> 
<loc>https://digital.ucd.ie/view/ucdlib:38491</loc> 
<rs:ln rel="alternate" href="https://data.ucd.ie/api/img/manifests/ucdlib:38491"                

type="application/json" dcterms:conformsTo="http://iiif.io/api/presentation/2.1/"/> 
<rs:ln rel="collection href="https://digital.ucd.ie/view/ucdlib:38488” 

type="application/json"  dcterms:conformsTo="http://iiif.io/api/presentation/2.1/"/> 
<lastmod>2014-08-24T04:09:09.716Z</lastmod> 

</url> 

Fig. 3. Example of URL data in a Sitemap from University College Dublin, with references to
the webpage of the resource, the IIIF Manifest and its IIIF Collection, and the indication of the
IIIF API version in use.

15 IIIF Presentation Ontology: http://iiif.io/api/presentation/2.
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manifest if an update has happened since that time in the manifest, the metadata or the
resource itself. In case of deletion of the resource, the IIIF service returns a response
with the HTTP Status code 404 Not Found. The assumption behind this solution is that
the IIIF service can efficiently query the timestamp of the resources it serves and, in this
way, save time and processing resources by not having to assemble and transmit the
IIIF manifest back to the IIIF crawler.

We measured the performance of the crawling process for a collection of 500
resources in National Library of Wales’s IIIF implementation. The outcome was a
reduction around of 50% in the total time for crawling the 500 resources when they
were not modified. The measurements were made at several points in time, different
time of the week and the day, to prevent strong measurement bias due to variations in
the user load of the IIIF service (our experiment was in vivo in the sense that it used the
production service of the National Library of Wales and thus had to share bandwidth
with “real” users).

4.5 Crawling (Non-IIIF) Resources Referenced by Sitemaps Extensions:
Video and Image

An additional case study was performed with Sitemaps extensions used for better
retrieval of image16 and video17 content within the Internet search engines that focus on

<url>. 
<loc>https://digital.ucd.ie/view/ucdlib:38509</loc> 
<rs:ln rel="describedby"            href="https://data.ucd.ie/api/edm/v1/ucdlib:38509"      

dcterms:conformsTo="http://www.europeana.eu/schemas/edm/"/> 
<rs:ln rel="collection" href="https://data.ucd.ie/api/img/collection/ucdlib:38488"/>
<video:video>

          <video:thumbnail_loc>https://digital.ucd.ie/get/ucdlib:38509/thumbnail 
          </video:thumbnail_loc>
            <video:description>Irish poet Catherine Ann Cullen reads her poem 'Meeting at the 
Chester Beatty' in UCD Library's Special Collections.</video:description> 
            <video:player_loc allow_embed="yes">                     
https://player.vimeo.com/video/111413587</video:player_loc> 
           <video:duration>00:02:51.04</video:duration> 
           <video:family_friendly>yes</video:family_friendly> 
           <video:live>no</video:live> 

</video:video> 
<lastmod>2015-09-10T17:14:26.523Z</lastmod> 

</url> 

Fig. 4. Example of URL data using the Sitemaps Video extension from University College
Dublin. The Sitemap was extended to allow the association of EDM metadata.

16 https://www.google.com/schemas/sitemap-image/1.1/.
17 https://developers.google.com/webmasters/videosearch/sitemaps.
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these kinds of media. Just like search engines, metadata aggregators may also use the
media specific metadata for their purposes.

Although we do not have much information about the usage of these types of
Sitemaps in CH institutions, some cases are known to exist. One of them is the
University College Dublin, which uses both extensions for images and videos.

Table 1. Summary of the main conclusions taken from the case studies

Method Summary

Crawling IIIF Universe services No contact or intervention required from the data
provider. Only a very limited number of registered
IIIF services provide the components of the
IIIF API required for the metadata harvesting
process

Crawling IIIF services based on IIIF
Collections

Very simple to implement by data providers. No
resource modification timestamp available in IIIF,
thus it is applicable only to small and medium
sized datasets. IIIF Collections are intended for
usage by IIIF viewers, thus it’s use for harvesting
may appear to be a deviation from its purpose

Standard Sitemaps Simple to implement for data providers. (and
simpler if resource modification timestamps are
not implemented).
Reuse of Sitemaps originally created for search
engines may be impractical, since there is no
information available to distinguish Web pages
from IIIF resources

Sitemaps extended with elements from
the IIIF namespace

Simple to implement for data providers. Better
contextualization of the IIIF resources, webpages,
and their relations

Sitemaps extended with elements from
the ResourceSync namespace

Simple to implement for data providers. Better
contextualization of the IIIF resources, webpages
and their relations
ResourceSync elements provide semantics
associated with harvesting purposes

Crawling IIIF services based on IIIF
Collections and HTTP cache headers

Enables a more efficient harvesting process,
applicable to large datasets, but the IIIF
specifications do not cover the use of HTTP
headers. Implementation may not be possible for
providers that are unable to modify their IIIF
service

Crawling by Sitemaps Image and Video
extensions

Enables reuse of the image and video Sitemaps
made by data providers for Internet search
engines. However, the metadata available may not
fulfil the minimum requirements for making
resources available in Europeana. For our case, an
extension is required for linking to EDM metadata
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Since images were being addressed in the context of IIIF metadata aggregation, we
focused this case study on the analysis of the video extension.

From our metadata aggregation perspective, the main issue is that the metadata
available through these extensions does not fulfil the minimum data requirements for
making the resources available into Europeana. The solution adopted with University
College Dublin was to further extend the Video Sitemaps with elements from
ResourceSync that allow for the association of the EDM metadata, as shown in Fig. 4.

5 Future Work and Conclusion

In this paper, we presented the first results of our work on innovating Europeana’s
technological approach for CH metadata aggregation. Our primary goal is to find a
solution that will make the continuous operation of the aggregation network more
efficient and lower the technical barriers for data providers to contribute to Europeana.
We conducted successful case studies with several technological options using
deployed technologies and existing knowledge in CH institutions. A summary of the
main conclusions from the case studies, is shown in Table 1.

Now, the challenge is to choose one of the several possibilities and work on
establishing a best practice within the community. To achieve this, Europeana is
working with the IIIF community in the context of the IIIF Discovery Technical
Specification group and will proceed with recommendations targeted at its own partner
network.
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Abstract. This meta-analysis of 41 evaluation studies of the Europeana
Digital Library categorizes them by their constructs, contexts, criteria,
and methodologies using Saracevic’s digital library evaluation frame-
work. The analysis shows that system-centered evaluations prevail over
user-centered evaluations and evaluations from a societal or institutional
perspective are missing. The study reveals, which Europeana components
have received focused attention in the last decade (e.g. the metadata) and
can serve as a reference for identifying gaps, selecting methodologies and
re-using data for future evaluations.
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1 Introduction

Almost a decade ago, Europeana, the European digital library, museum and
archive was launched [43]. It was certainly not the first digital library (DL) in
existence; by that time, the DL field had been well established1. Today, however,
Europeana belongs to an elite group of DLs that has not only managed to go
beyond the prototype stage of a research project, but has achieved exemplary
status for other DLs. Europeana maintains a trailblazer role in metadata mod-
elling, licensing, aggregating large and heterogeneous volumes of content and
providing multilingual access to its collections - at least in its domain of cultural
heritage information.

Europeana is an ecosystem of different stakeholders, collections, usage sce-
narios and services with the web-based portal as its primary access point to
cultural heritage material. Having been part of its development from its first
steps as the European Digital Library Network (EDLnet), we reflect on what
progress has been achieved in this almost decade of development. Our particular
lens of analysis in this paper is evaluation. Through the evaluation of a DL, we
identify its important components, its strengths and its weaknesses. By applying

1 Already twenty years ago, the first European Conference on Research and Advanced
Technology for Digital Libraries (ECDL, now TPDL) was held in Pisa, Italy [39].

c© Springer International Publishing AG 2017
J. Kamps et al. (Eds.): TPDL 2017, LNCS 10450, pp. 233–245, 2017.
DOI: 10.1007/978-3-319-67008-9 19



234 V. Petras and J. Stiller

Tefko Saracevic’s framework of DL evaluation [44], we use its structure-giving
dimensions to inform a discussion on future developments in Europeana. Our
study reviews 41 different evaluations of Europeana, from general surveys of
user motivations and usability evaluations of the portal to specific evaluations
of system components or the content.

The paper is structured as follows: Sect. 2 briefly reviews some of the frame-
works for DL evaluation that were considered for this meta-analysis and then
describes Saracevic’s framework in more detail. Section 3 describes Europeana
and some of the challenges for its development. Section 4 presents the analysis of
Europeana evaluations with focus points that have been identified as neglected
in previous evaluations. In Sect. 5, we conclude with more recommendations for
future development.

2 Digital Library Evaluation Frameworks

From the mid-1990s to the early 2000s, the large NSF-funded DL initiatives
dominated DL research in the US. Large evaluation initiatives were developed:
the one described by Marchionini for Perseus is a quintessential example [33].
Researchers at Rutgers university, led by Saracevic [44], summarized and aggre-
gated evaluation aspects in their evaluation frameworks [29,59,60,63]. The 5S
research team at the University of Virginia [17,23] also developed models for the
evaluation of DLs [24] and presented an automatic approach for the assessment
of DL components [34].

Concurrently, the EU-funded DELOS Network of Excellence on Digital
Libraries developed not only its reference model for DLs [6], but created an
evaluation framework for it as well. A first categorization lists the three major
parameters of DLs that need to be considered in evaluation: the data/collection,
the technology and the users and uses [18]. The Interaction Triptych Evalua-
tion Model developed by DELOS [19] refines and renames these components
to content, system and users. It defines three axes of evaluation between these
components: usability refers to the quality of interactions between the system
and the users, usefulness to the relationship between content and users and
performance to the relationship between system and content. It also describes
criteria and methodologies to evaluate the relationships between the components
of a DL. The Digital Library Evaluation Ontology DiLEO [57] formally models
the strategic and procedural elements of evaluation efforts, integrating different
frameworks.

The most recent evaluation framework was developed in the Multifaceted
Evaluation of Digital Libraries (MEDaL) study [61], which reviewed 85 papers
and 5 project websites and performed a two-round Delphi study to identify ten
dimensions for DL evaluation, also describing evaluation objectives, criteria and
measures.

Saracevic’s Digital Library Evaluation Framework
Many evaluation frameworks, including DELOS and MEDaL, base their concepts
on the dimensions provided by Tefko Saracevic’s DL evaluation framework [44],
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which is also used in this study. In the framework, five elements, which are
needed to describe a DL evaluation, are defined:

1. Construct: What is evaluated? Describes the aspect, which is the focus of
the evaluation, for example the metadata or the search functionality.

2. Context: Which perspective is used for the evaluation? Saracevic distin-
guishes the user-centered perspective (with social, institutional or individual
levels), the interface perspective and the system-centered perspective (with
engineering, process and content levels).

3. Criteria: Which objective is evaluated? Saracevic names library criteria such
as information accuracy, information retrieval criteria such as relevance, and
HCI and interface criteria such as usability.

4. Measures: How are the criteria evaluated? Defines the operationalization of
a criterion, e.g. precision for the evaluation of relevance.

5. Methodology: Which approach, instrument or tool is used for data collec-
tion and analysis for the evaluation?

Saracevic applied his framework to review 80 evaluation studies of DLs [45]. He
finds that the system-centered approach is used more often than the human-
or usability-centered approach as the context and that the most often evalu-
ated criteria were usability, system performance and usage. Surveys were the
methodology most often used in the evaluations, followed by structured inter-
views, focus groups, observations and task accomplishment. Saracevic does not
discuss measures, which we will also not analyze here, because they are usually
very specific to a particular evaluation.

Using their DiLEO ontology, Tsakonas et al. analyzed ca. 220 evaluation
studies published between 2001–2011 in the JCDL and ECDL/TPDL conferences
[56]. They found that system-centered contexts are employed most often with
effectiveness, performance measurement and technical excellence as the main
criteria. The most frequently used methodologies were laboratory experiments
and surveys.

This paper is probably closest to these analyses, but focuses on evaluation
studies of just one DL - Europeana. Zooming in on a particular DL should allow
to compare evaluation results, but this is not as simple, as is discussed in the
conclusion to this paper.

3 A Meta-Analysis of Europeana Evaluations

3.1 Europeana

Europeana2 is the DL for accessing Europe’s cultural and scientific heritage.
Originally developed as an answer to the Google Books project [43], it has
evolved into a DL, which aggregates and organizes European digital heritage
in its many manifestations. Europeana’s slogan “we transform the world with

2 http://www.europeana.eu.

http://www.europeana.eu
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culture”3 encompasses the vision of a network of all stakeholders in the cultural
heritage sector.

The development of Europeana started in 2007 with the conceptualizing work
of the European Digital Library network EDLnet, which culminated in the public
launch of the Europeana portal in November of 2008 [43]. The Europeana portal
now provides a single access point to over 53 million cultural heritage objects
from over 3200 institutions across Europe. While Europeana also makes its data
available via API access points, the portal is its most visible representation.

Europeana’s challenges derive from the heterogeneity and multilinguality of
its content, its providers and its audiences [27,42], making data quality, data
openness and value creation its biggest priorities3. In almost a decade, Euro-
peana has undergone several large-scale developmental steps - from changes in
the layout and design of the portal to the modelling of the content and its func-
tionalities. The following analysis describes the evaluation efforts accompanying
these changes.

3.2 Methodology

To accumulate relevant studies, we started with a list of publications created
by the Europeana Task Force for Enrichment and Evaluation that aggregates
evaluations in the Europeana community [28, Appendix B]. Additionally, we
searched for documents in Google Scholar and Web of Science4, which focused
solely on Europeana or used Europeana in comparison for an evaluation. The
date range for the selected studies is between the launch in November 2008
until early 2017. The collected sample includes some deliverables from various
Europeana satellite projects named in the Task Force document. However, we
did not review all 50 projects listed on Europeana websites5 systematically to
capture evaluation efforts that were not published in a journal or conference
venue, assuming that the most important ones were included in the Task Force
list. Based on the abstracts of the result sets, we extracted 55 papers, which we
then reviewed in detail. The criteria for extraction was that the paper focused
on a evaluation of Europeana. We found three different types of evaluations:

– 38 evaluations with Europeana as the object,
– 3 evaluations using Europeana data, and
– 14 meta-studies, which named Europeana as a use case.

For the detailed analysis, we looked at 41 publications, dating from 2010–2016,
which conducted an evaluation with Europeana itself or the data from Euro-
peana. In the sample, there are several publications, which use data from the
same study, but describe different aspects or different results. For methodological
reasons, we counted these separately in order to reflect their different Constructs
or Contexts of evaluation.

3 http://strategy2020.europeana.eu/.
4 Search terms: Europeana and (user* or evaluat* or study*) and variations.
5 http://pro.europeana.eu/get-involved/projects/project-list.

http://strategy2020.europeana.eu/
http://pro.europeana.eu/get-involved/projects/project-list
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For each of the 41 publications, we extracted information related to Sarace-
vic’s five elements of DL evaluation: Construct, Context, Criteria, Measures,
Methodology. The extraction was done as close to the source as possible. Next,
we followed a grounded theory approach [22] and discussed the extractions for
each element to cluster the information into groups and determine categories.
For example, different evaluation objects within Europeana such as metadata,
enrichments or multilingual features were subsumed under the Construct cate-
gory “Europeana component”. For the Context, Saracevic’s suggested perspec-
tives were applied, dividing this element into a user-centered, system-centered
and interface perspective and their subcategories (cf. Table 2).

4 Framing Europeana Evaluations

4.1 Constructs and Contexts of the Evaluations

We identified five different Constructs of Europeana that were evaluated (see
Table 1). Most studies concentrate on the Europeana portal in general or one of
its components (particularly various data quality aspects such as metadata com-
pleteness or the effectiveness of automatic vocabulary enrichments). Due to the
previous Europeana funding structure based on satellite projects that deliver
components, a number of studies describe services, which were planned to be
integrated with Europeana, but were evaluated separately from the main por-
tal. Because they base their assumptions and criteria on Europeana’s objectives,
they were also included. Similarly, information retrieval evaluations on Euro-
peana data also utilized Europeana’s assumptions on user objectives and their
information needs.

Table 1. Constructs used in the evaluations

Construct Description Number

Europeana DL Evaluations of the portal or services overall 17

Europeana
component

Studies focusing on an aspect of Europeana, e.g.
metadata quality

7

External
service

Evaluations of services developed for Europeana, often
as part of a project, e.g. PATHSa

9

Algorithms Studies using Europeana data to conduct evaluations of
(search) algorithms

3

Europeana in
comparison

Evaluations on DL, which compared Europeana to
similar services and DLs

5

ahttp://www.paths-project.eu/.

Figure 1 shows the number of studies and their evaluation perspective, i.e.
Context. The Venn diagram shows which Contexts studies have in common: 17
studies are purely system-centered, 5 purely user-centered, whereas 7 encompass
all Contexts in the same study.

http://www.paths-project.eu/
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Fig. 1. Overlap of Contexts in different studies

Table 2 associates the five identified Constructs with their respective Con-
texts. The bold figures represent the overall number of studies for the particular
Construct and Context, namely user-centered, interface or system-centered. The
numbers in brackets indicate the reference. Note that the same publication can
contain results that evaluate from a user-centered and a system-centered per-
spective, consequently, studies appear more than once in the matrix.

Equivalent to other comparative studies [45,56], system-centered evaluations
are more often attempted than user-centered or interface-focused studies. It is
logical that the interface is mainly evaluated when looking at the Construct of the
portal as a whole, not when evaluating external services or components, which
may not even be visible in the interface. The few algorithm studies are all system-
centered, which is to be expected. Zooming in on the levels within the individual
perspectives, a lack of user-centered evaluations on the social or institutional
levels is apparent. Since many institutions both contribute and use Europeana,
it is puzzling that we found no studies that evaluate the use of Europeana in an
institutional setting. We hypothesize that the value of Europeana on a social,
i.e. societal, level is “determined” through non-publication channels, for example
the continued political and financial support by the EU. It is not surprising that
many evaluations in our sample deal with data quality (categorized under the
content Context) as this is an ongoing issue for Europeana. While processes are
also in the focus of evaluations, we could not find any evaluations of engineering
aspects. This is also not surprising as they are usually not published.

External services and Europeana components are evaluated much more from
the system-centered perspective than a user-centered perspective. This may
point to a lack in user-centered quality assessments for these Constructs. How-
ever, another explanation may be that components and services can only show
their value to a user if they are integrated with other functionalities and thus
cannot be evaluated individually from the user-centered perspective.



A Decade of Evaluating Europeana 239

Table 2. Contexts used in the evaluations (categorized by construct)

Europeana DL External service Europeana

component

Algorithms Europeana in

comparison

# of Studies 17 9 7 3 5

User-centered: 15 4 1 0 4

Social 2 [58,62] 0 0 0 0

Institutional 0 0 0 0 0

Individual 14 [7–9,13,15,

16,20,21,35–

37,48,55,58]

4 [5,26,46,47] 1 [49] 0 4 [2,14,50,53]

Interface 6 2 1 0 0

[13,15,16,35,48,

55]

[26,47] [49]

System-centered: 11 8 7 3 5

Engineering 0 0 0 0 0

Process 7 [8,9,11,20,25,

36,37]

8 [3,4,10,26,28,

32,46,47]

5 [12,38,51,

52,54]

3 [1,40,41] 0

Content 10 [8,9,11,13,15,

20,35–37,48]

4 [26,28,32,46] 7 [12,31,38,

49,51,52,54]

0 5 [2,14,30,50,53]

4.2 Criteria and Methodologies of the Evaluations

We found that almost every reported evaluation defined its own different Crite-
ria (objectives of analysis). Following, we list broad Criteria from each Context
whereas for each criteria example studies are given. Usability and the effective-
ness of the interaction design, user behavior and algorithm performance were
used as objectives more often than others, but many Criteria are employed in
Europeana evaluations.

User-Centered Context

– impact of Europeana on society and education [58,62]
– value of Europeana services wrt. mutuality6, usability & reliability [35]
– value of multilingual services [20,21,49]
– usability & effectiveness of interaction design [5,13,15,26,46,47]
– effectiveness of search functionalities [7]
– usage patterns and criteria of Human Computer Interactions [8,9,20,36,37],

such as task completion and time performance
– behaviour of particular user groups [16]
– value of engagement and access features [50,53].

6 The study defines this term as a criteria to act as multiplier for member institutions.
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System-Centered Context

– metadata quality [12,30,31]
– impact of semantic enrichments [38,52,54] and components of workflow [51]
– performance of item similarity algorithms [3,4,10,25,26]
– content characteristics compared to other DLs [2,14]
– usage of particular content [8,9,36,37]
– accessibility of content [2]
– information retrieval criteria, e.g. precision of search results [1,11,40,41,46]
– performance of enrichment tools [32].

Interface Context

– user foci in interface [13,55] and look and feel [48].

Table 3 categorizes the Methodologies used in the different evaluations. Most
studies first defined their own Criteria and then assessed the quality of a compo-
nent or service based on these Criteria. These are usually expert assessments that
are performed on quantitative or qualitative data. A gold standard is commonly
used for algorithm testing or the quality of a service where a particular outcome
can be expected, for example, automatic enrichment of keywords in the meta-
data. Criteria-based, gold standard-based evaluations often assess the DL from
the system-centered perspective. Logfile analyses are used for both system- and
user-centered evaluations. User-centered methodologies such as usability studies
usually take more effort and occur not as often.

Table 3. Methodologies used in the evaluations (multiple possible)

Method Description Number

Criteria-based Certain criteria were determined to assess a service
or algorithm

16

Gold standard-based Use of a manually created gold standard to assess
performance

9

Logfile analysis Uses an automatically created logfile of user
interactions

8

Usability study Several methods to assess usability of a service, e.g.
user studies, interviews, surveys

7

Impact study Expert assessment of the overall value of a service 2

While it may be challenging to identify Criteria that have not been evaluated
for Europeana, we argue that Criteria and Methodologies to rate the overall
impact and added value of Europeana are still missing. Europeana has recognized
this gap and is about to implement an Impact Framework.7 Evaluations targeting
aspects such as user satisfaction or performance of algorithms refer to established
methods and criteria. Defining success criteria specifically for cultural heritage
DLs seems to be a gap that should receive more attention in future evaluations.
7 More information can be found here: https://impkt.tools/.

https://impkt.tools/
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5 Conclusions

The meta-analysis showed that Europeana has been evaluated from many per-
spectives with a vast number of Criteria and many different Methodologies. The
categorization of evaluation Constructs and Contexts showed that societal and
institutional perspectives appear less often than system-centered quantitative
approaches and that only a marginal number of studies tried to assess the impact
of Europeana on different stakeholders. Concluding, we argue for more standard-
ization with regard to evaluations of large-scale DLs and how the evaluation
process can be improved.

Establish an Evaluation Archive
Our analysis showed that evaluations usually evolve individually and rarely refer
to previous results or to similar efforts in the Europeana ecosystem. Logging
data and other evaluation outcomes are rarely re-used, except within the same
research groups. The lack of published documentation and coordination between
evaluations calls for a more concerted effort. Europeana has been the target of
over 50 satellite projects, which probably included more unpublished evaluation
efforts. Europeana as an ecosystem needs an evaluation archive, which helps to
build a common memory in the community and promotes learning from past
results.

Track Improvements Over Time
We found that Europeana development has progressed due to evaluations,
although implementations cannot be traced back to certain evaluation results.
In general, more coordination and documentation is needed to learn from pre-
vious experiences and also track improvements over time. Europeana has recog-
nized the importance of evaluation by integrating permanent activities into their
ecosystem, for example by integrating a logging framework in the portal to under-
stand user interactions better. The Europeana Statistics Dashboard8 provides
current interaction log- and content-based statistics for providers and users, while
the Europeana Data Quality Committee9 develops standards to continuously
improve the data quality. System development should be traced alongside eval-
uation efforts.

Standardize Evaluations
The heterogeneity of methodologies and criteria used makes it hard to draw con-
crete solutions for Europeana development in general and aggravates the reuse of
the data. Here, a more standardized format is desirable that allows to compare
results over time. However, it is important to note that the evaluations, which
created gold standards from Europeana data (for example [40]) or developed
framework or experimental set-ups for evaluation (for example [32,52]) can be
re-used in other evaluation efforts. This means that Europeana evaluations have
pushed the envelope further and also contributed to DL evaluation research in
general.
8 http://statistics.europeana.eu/.
9 http://pro.europeana.eu/page/data-quality-committee.
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With evaluation as an integral part of development in Europeana, these
efforts can hopefully be better organized so that new services and partners can
learn from the large experience that has already been accumulated.
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des prototypen der Europäischen digitalen bibliothek beurteilen. Inf. Wissenschaft
und Praxis 61(5), 277–284 (2010)
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Abstract. With advances in technology and culture, our language
changes. We invent new words, add or change meanings of existing
words and change names of existing things. Unfortunately, our language
does not carry a memory; words, expressions and meanings used in the
past are forgotten over time. When searching and interpreting content
from archives, language changes pose a great challenge. In this paper,
we present results of automatic word sense change detection and show
the utility for archive users as well as digital humanities’ research. Our
method is able to capture changes that relate to the usage and culture of
a word that cannot easily be found using dictionaries or other resources.

1 Introduction

When interpreting the content of historical documents, knowledge of changed
word senses play an important role. Without knowing that the meaning of a
word has changed we might falsely place a more current meaning on the word
and thus interpret the text wrongly. As an example, the phrase an awesome
concert should be interpreted as a positive phrase today. However, an awesome
leader in a text written some hundred years ago, should be interpreted as a
negative phrase, i.e., one to fear. The interpretation depends on the time of
writing and not on the context terms and is thus not a pure disambiguation
problem. Instead, we consider this as manifestation of word sense change.

The emergence of large digital and historical archives gives us a chance to
learn these changes and to utilize them for research, both in linguistic research
and in the digital humanities. It also gives us the possibility to feed our results
back to the archives for better search and interpretation of results, thus opening
them up for the public. Researchers can follow a word over time, query for specific
kinds of change or mine for events that co-occur with language changes.

In this paper, we present and discuss results of automatic word sense change
detection utilizing induced word senses. In Tahmasebi et al. [20] the induced word
senses were evaluated on historical data and shown to provide good quality sense
approximation. In Tahmasebi [21] we present the details of the word sense change
detection algorithm. In this paper, we focus on analyzing and interpreting the
results of word sense change.
c© Springer International Publishing AG 2017
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We measure the time between an expected change in word sense and the
corresponding found change to investigate not only if but when changes can be
found and with which time delay. The delay aspect is of particular interest for
linguists and concept historians. Why is there a time delay and how does it differ
between regions, media and time? There is evidence that our language changes
quicker in social media [8], can we see this also in modern traditional media?
We believe that by capturing cultural changes in addition to sense changes, our
results can be of importance for the digital humanities and social sciences.

2 State of the Art

The first methods for automatic word sense change detection were based on
context vectors; they investigated semantic density (Sagi et al. [19]) and uti-
lized mutual information scores (Gulordava and Baroni [7]) to identify semantic
change over time. Both methods detect signals of change but neither aligns senses
over time or determines what changed.

Topic-based models (where topics are interpreted as senses) have been used
to detect novel senses in one collection compared to another by identifying new
topics in the later corpus (Cook et al. [2]; Lau et al. [12]), or to cluster top-
ics over time (Wijaya and Yeniterzi [25]). A dynamic topic model that builds
topics with respect to information from the previous time point is proposed by
Frermann and Lapata [6] and again sense novelty is evaluated. Topics are not a
1-1 correspondence to word senses (Wang and McCallum [24]) and hence new
induction methods aim at inferring sense and topic information jointly (Wang et
al. [23]). With the exception of Wijaya et al. that partition topics, no alignment
is made between topics to allow following diachronic progression of a sense.

Graph-based models are utilized by Mitra et al. [14,15] and Tahmasebi [21]
and aim to reveal complex relations between a word’s senses by (a) modeling
senses per se using WSI; and (b) aligning senses over time. The models allow
us to identify individual senses at different periods in time and Tahmasebi also
groups senses into linguistically related concepts.

The largest body of work is done using word embeddings of different kind in
the last years (Basile et al. [1]; Kim et al. [10]; Zhang et al. [26]). Embeddings
are trained on different time-sliced corpora and compared over time. Kulkarni
et al. [11] project words onto their frequency, POS and word embeddings and
propose a model for detecting statistically significant changes between time peri-
ods on those projections. Hamilton et al. [9] investigate both similarity between
a priori known pairs of words, and between a word’s own vectors over time to
detect change. [1,9,11] all propose different methods for projecting vectors from
different time periods onto the same space to allow comparison.

Methods for detecting change based on word embeddings do not allow us to
recover the senses that have changed and therefore, no way of detecting what
changed. Most methods show the most similar terms to the changing word as a
method to illustrate what happens. However, the most similar terms will only
represent the dominant sense and not reflect changes among the other senses
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or capture stable parts of a word. The advantage of word embeddings over e.g.
graph-based models is the inherent semantic similarity measure where otherwise
often resources like WordNet [13] are used. In addition, compositionality methods
can be used to find labels to help users better understand the results.

Due to a lack of proper evaluation methods and datasets, all presented papers
have performed different, non-comparable evaluations. Most previous work have
opted to pre-determine a set of words for further evaluation, both positive and
negative examples of word sense change, rather than to evaluate the top terms
outputted by the system thus needing evaluation for each new set of parameters.

3 Methodology

As a basis for our analysis we consider automatically induced word sense clusters.
Each cluster represents a distinct time period and consists of a set of nouns and
noun phrases of length two, i.e., terms. These clusters are approximations of
word senses and to some extent capture also contexts. Throughout the paper we
use word senses and clusters interchangeably. A concept consists of senses
that are related (i.e., polysemous) following Cooper [3].

To model word sense change, we should allow each sense to change individ-
ually; worst case, this results in a graph where, for each time period t ∈ T and
a maximum number of sense S, we have in the order of ST edges representing
sense similarity. Even for a small number of time periods, this graph becomes
infeasible to evaluate and investigate. Therefore, we reduce this complexity by
first considering coherent senses over time (units) and then following the units
over time. Units that are related are placed in a path. A unit can contain an
arbitrary number of clusters, so to get a good representation of a unit, we create
a centroid called a unit representative. We measure similarity between units
as similarity between the unit representatives.

Individual senses sw for a word w at one point in time are captured by clus-
ters. A unit u(w) captures a coherent sense sw over a period of time and allows
some change within sw, e.g., broadening and narrowing. A path corresponds to
a concept by grouping all units that are related (polysemous).

Our methodology consists of three steps. Firstly, deriving word sense clusters.
Secondly, finding coherent senses by merging clusters into units and represent-
ing these with their unit representatives. Thirdly, relating units into paths by
comparing unit representatives.

We find the word senses using an unsupervised word sense induction algo-
rithm called curvature clustering (Dorow et al. [5]). The algorithm calculates
clustering coefficient in a co-occurrence graph built with nouns and noun phrases
that appear in the text separated with and, or and commas. Nodes with low
clustering coefficient are removed and the graph falls apart into clusters that
represent word senses. These clusters were shown to have 85% precision [20]. To
the best of our knowledge, the curvature clustering method is the only induction
method that has been properly evaluated on historical texts.
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An Example For the details of the algorithm, we refer to Tahmasebi [21] and
instead give an example to illustrate the workings. We start with three time
points t1, t2, t3 and unit sets Ut1(w) = {u1}, Ut2(w) = {u2, u3} and Ut3(w) =
{u4, u5} for the target word tape. In this first iteration, each unit represents one
cluster.
u1 = {stereo, cassette, tape, record, radio},
u2 = {pin, thread, tape, silk, chair, cotton},
u3 = {video, cassette, tape, record},
u4 = {tape, sparkplug cable, wire, clip},
u5 = {television, record, tape, video, book, film, magazine, video industry}.

In the first step, similarity between pairs (u1,u2) and (u1,u3) is measured.
Pairs are ranked according to the highest similarity and the pair with the highest
similarity is merged. In this case, u1 and u3 are merged into u′ = {u1, u3}
because u3 is an almost subset of u1. The unit representative consists of the
terms {cassette, tape, record}. The pair (u1,u2) is removed because u1 is already
merged with one unit from Ut2(w).

The resulting merged set is U[t1,t2](w) = {{u1, u3} = u′, u2}. At time t3,
unit u4 and u5 are compared to the two units in U[t1,t2](w). u5 is merged with u′

resulting in u′′ = {u1, u3, u5}. u4 remains a single unit and is placed in U[t1,t3](w)
without being merged. When we merge two units, we add up all their clusters
and build a new representative. When unit u5 is merged with u′ = {u1, u3}
we consider this to be a broadening because the single unit u5 has a broader
sense than the merged unit u′. The resulting unit set consists of U[t1,t3](w) =
{{u1, u3, u5} = u′′, u2, u4}.

As a final step, to create paths, we measure similarity between the pairs
(u′′,u2) and (u′′,u4). In this example, no units are related into paths which tells
us that there are three different concepts for tape, one regarding sewing tape, one
regarding scotch tape and one regarding musical tape which later includes also
the video tape, matching well the main senses of tape but also capturing sewing
tape, a sense less common today (OED [17]).

4 Experiments

The aim of our experiments is to find the quality and degree (i.e., recall) to
which word sense change can be found using our word sense change detection
and to investigate the utility of the results for research communities outside of
linguistics. There exist no standard datasets or automatic evaluation metrics for
word sense change. In addition, evaluation is a hard task because the outcome is
specific to the collection and inherent location in mind; when was a term used for
the first time in the collection with the correct corresponding sense? Therefore,
in our experiments, we opt for a simplified, manual evaluation. We evaluate the
found change for each term against the main changes of the term according to
a set of knowledge sources and do not take completeness into account, e.g. by
ignoring fine-grained sense differentiations.

We use The Times Archive, a large sample of modern English spanning 1785–
1985. The collection is OCRed and corrected for OCR errors using the OCR Key



250 N. Tahmasebi and T. Risse

method (Tahmasebi et al. [20]). We append the New York Times Annotated
Corpus, a modern collection spanning 1987–2007, and disregard the annotations
to treat both corpora the same. In total, the corpora span 222 years.

4.1 Testset

As a testset, we manually chose a set of 23 terms which we know have experi-
enced word sense change during the past centuries. The main changes for each
term were found using Wikipedia, dictionary.com and the Oxford English Dic-
tionary, see extract in Table 1, and the automatically found changes were com-
pared against the manually found counterpart. In addition, we considered the
words automobile, bitch, camera, car, cinema, computer, internet, mail, mem-
ory, phone, racism, record, train, travel. We consider major changes in usage as
well as changes to sense. In cases where multiple (fine-grained) senses were avail-
able, we opted to accept the widest sense. E.g. for the term rock we consider
a music sense without any distinction between different types of rock music,
because our dataset is unlikely to have fine-grained sense differentiations. If a
clear time point cannot be pinpointed, we choose the earliest possible. For com-
parison purposes we also chose a set of 11 terms (deer, export, mirror, symptom,
horse, ship, paper, newspaper, bank, founder, music) that have experienced min-
imal change during the investigated period, i.e., stable terms. The full testset
can be found in [16].

We consider individual senses and their changes as separate events, e.g. an
added sense and later a changed sense are two separate events. We have 35
change events and 26 non-change events. The change category consist of
evolved senses (e.g. broadening and narrowing) and novel senses (related, i.e.,
polysemous senses and unrelated, i.e., homonymic sense).

The existing senses are also split into two categories, existing -stable (senses
that belong to words that do not change over the entire dataset) and existing
-evo (stable senses of words that have changes to their other senses).

4.2 Evaluation

For each experiment, we measure recall as the proportion of expected change
events that were found; and average time delay as the difference in time
between the expected, according to our ground truth, and the found events.

Recall is straightforward and measures the portion of expected change found,
according to our ground truth. The expected time of change is trickier; true
expected time of change for a given term is the first time that it was used in the
collection with the correct corresponding sense. We do not know this time and
therefore we approximate it using two different time points. The first expected
time point is the time of definition or time of invention of a term w, tDI(w), in
a given dictionary or knowledge resource. However, that an invention has been
made does not necessarily correspond to newspapers reporting on it frequently.
E.g. the computer was invented in its modern form in the 1940s, but was not
mentioned in newspapers often in the early 40’s, most likely due to WWII.
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Table 1. Description of change for some terms used in the evaluation. WWI occurred
during 1914–1918, WWII occurred during 1939–1945.

Term Year Description

tape 1960–1965 Common household use

aeroplane 1908 First modern aircraft design

aeroplane WWI First test as weapon

aeroplane WWII Large scale war weapon

rock 1950–1960 Birth of rock-and-roll music

gay 1985–1990 Recommended instead of homosexual

tank 1916 First tank in battle

cool 1964 Slang used for self-control

flight WWI-WWII First commercial flights non-war related

flight after WWI Commercial aviation grows rapidly

mouse 1965 The computer mouse was introduced

mouse 1980–1985 Common usage with computers like Macintosh 128K

telephone 1839 First commercial use in Great Western Railway

telephone 1893 28k subscribers in Sweden, highest density in the world.a

telephone 1914 USA twice the phone density than any other country
a This can be found in [18] and corresponds to usage change rather than lexical change.

Therefore, as a second expected time point, we consider the first cluster evidence,
tCE(w), indicating the first time the term appears in a cluster and hence can
be used for tracking. If the term is present with the corresponding sense in the
collection before the time of the first cluster evidence, it means that it has either
been mentioned very few times, or that the clustering algorithm could not find
it. This time point represents the first possible time point for the tracking, given
the curvature clustering algorithm for extracting word sense clusters. The true
expected time lies in the interval [tDI , tCE ]. Finally, we have the time point when
our method detects the change event, tfound(w).

The time delay is TDI(w) = tfound(w) − tDI(w) and TCE(w) = tfound(w) −
tCE(w). The average time delay is summed over all words, ATDI =

∑
∀w TDI(w)

|w|
and ATCE =

∑
∀w TCE(w)

|w| .

Experimental Set-Up. We differentiate between change events, stable senses
of changing words and stable senses of stable words. We provide an upper limit to
our change detection (Upper) by considering only if the change event is present
in our units, disregarding the relation to other senses. This provides a measure
of how much can be found in our clusters and implicitly measures the quality
of the induction algorithm for change detection. For our change detection, we
expect the evolved senses to appear inside a unit, the polysemic senses should be
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found within an existing path to illustrate the relatedness to other senses, and
the homonym senses should be in their own path to show the lack of relatedness.

5 Experimental Results

We will present the experimental results on recall followed by average time delay.

5.1 Recall

Table 2 shows the recall of our experiment. Our upper bound shows that we are
able to find 95% of all changes and stable senses among our clusters, giving us
an upper bound on the recall of 95%. The only senses that are not found are
the first senses for Internet and computer, and bitch in its offensive sense, most
likely because of few mentions in the dataset.

Table 2. Recall and time delay for all terms in the testset, where BC is the best case
and All is the all class experiments. The value in bold represents delay time from first
cluster evidence ATCE and the second represents time of definition ATDI .

Recall Avg. time delay

Upper All Upper All

Evolved sense 0.91 0.71 4.9–17.4 12.0–21.2

Existing – evo 1.00 1.00 11.7–59.0 11.7–59.0

Existing – stable 1.00 1.00 2.7–20.5 2.7–20.5

Average excl. stable 0.94 0.80 7.1–30.7 11.9–35.4

Total average 0.95 0.84 6.3–28.7 9.9–32.1

For the change events, we are able to find 71% of them in the way we expect in
relation to the other senses. The ones that are missing are the polysemous novel
senses. By looking at examples from this class, it is obvious that the linguistic
definition is very hard to detect automatically. E.g. the term memory in a digital
sense is related to human memory, but rarely used in similar context. mouse
used in a computer mouse sense has no words in common with the animal sense,
train as a mechanic train with a locomotive differs largely from a train of people
or vehicles (e.g. funeral train) and the musical tape is related to the sewing
tape because of the shape but share no common words. Therefore, our method
cannot place them in the correct path but chooses to place them in their own
path. Excluding the polysemic senses, our recall is 92% for the change events.

Table 3 shows units for the term rock corresponding to three paths. The first
unit represents the stone senses and the last unit the Rock, paper, scissors game
both in their own path. The remaining three units are placed in a path for the
music sense, u2 → u3 → u4. A future direction of investigation is to find why
the first music sense appears first in 1979.
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Table 3. Extract of units for rock. Units display some internal clusters and terms.

Year Cluster terms

Unit u1: 1951–2003 (Stone)

1951 rock, sand, mud, clay, rain, ward, stone

1987 gravel, rock, sand, asphalt

1998 gravel, rock, sand

2003 dirt, calcined, clay, rock, stone, sand, gravel, moy sand

Unit u2: 1979–2006 (First music cluster)

1979 rock, jazz, marriage, advice bureau

1987 classical, soul, drug, rockabilly, sex, folk, funk, gospel

1995 jazz, reggae, rock, funk, rap, hard rock, punk

2006 chamber music, bluegrass, soul, blue, funk

Unit u3: 1987–2003 (Modern music)

1987 rap, opera, calypso, drug, sex, drama

1995 grunge, punk, alternative rock, hiphop, blue, rock

2003 irish music, mexican, mixing rock, appalachian song, rock, hiphop

Unit u4: 1988–2007 (Rock & Roll lifestyle)

1988 rock, roll, sex, african, drug

2001 fantasy of sex, sex, rock, drug, roll, capture

2006 guitarist, songwriter, freeassociates about religion, rock,

Unit u5: 2000–20075 (Game)

2000 rock, paper, scissors

False Positives. Precision is not well understood w.r.t. word sense change
detection when units can consist of 70–80 clusters and paths can contain hun-
dreds of units. Instead, we analyze false positives by looking at the average
number of change events per word. On average there are 3 paths per word and
5.3 units per path for change words and 13.3 for stable words. Among the chang-
ing words, we have an average of 2.2 change events and thus we would expect
around 2 false positives (5.3 units mean 4 change events on average out of which
we expect 2 to be correct). Among the stable words, all change events and thus
different units are per definition wrong, that means on average 13.3 false posi-
tives. However, there are some words that stand out, horse, bank and music are
very common words and have, in average, 47.5, 21.4 and 24.9 units per path
when we would expect only one. For these we observe very long spanning units
with 206, 197 and 204 years. Excluding these words, the average number of unit
per path drops to 6.6 and represents 5 change events.

Though this is an approximation of the false positive rate, it does tell us
that the number of elements to manually filter is limited and thus the results
can be of great use for researchers and digital archive users. The true utility of
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the paths will be determined in future work with researchers from the digital
humanities as well as normal users of digital archives.

5.2 Average Time Delay

Table 2 shows the average time delays for our experiments. Values marked in
bold are delay times with respect to first cluster evidence, ATCE and the second
values are with respect to time of definition ATDI . At best, we can find evidence
in our units 7.1 years after the time the changes appear in our clusters and 30.7
years after being invented or defined in a dictionary. We consider the true time
delay to be between 7.1–30.7 years. To appear in the paths as we expect, the time
delay is slightly longer, between 11.9–35.4 years. If we split the time delays into
the change categories, we have 16.1–20.9 year for the evolved senses, 5.8–27.8
for the polysemous senses and 1.6–19.8 years for the homonymic senses.

For existing senses we see something interesting; the existing senses for
words that later have a change event have significantly longer average time delays
compared to existing senses of stable terms, 11.7 compared to 2.7. One possible
explanation is that words are less likely to change their meanings, if they are
commonly used. The long time delays compared to definition is likely due to
the choice of words in the stable category. The papers might not often discuss
the bitch as a female dog, train as a train of people or the car as a wheeled,
usually horse-drawn conveyance and hence we cannot detect these senses with
our induction method, thus the longer time delays for stable senses of evolving
words. On average, we find that excluding the existing senses of stable terms
we have an average time delay of 7.1–30.7 years for any evidence to appear in a
unit, 11.9–35.4 for our method to find the change in its expected form. Including
existing senses, delay times decrease to 6.3–28.7 and 9.9–32.1 respectively.

6 Discussions

Our experiments show that we are able to find much of the expected word sense
changes as well as the stable senses. We depend on automatically induced word
senses that are grouped into units to capture individual senses over time. Units
are then grouped into paths that capture concepts for a term.

The utility of using a method that differentiates between senses of a word are
plentiful. For example, the word rock has a stable sense of stone in our dataset
and then, in the 20th century, adds a sense of music style. The music sense
evolves with different kinds of music and adds a rock-and-roll lifestyle sense in
the same path as the music sense, clearly showing that these senses are related.

Also among words that are considered the same meaning over time, we can
find changes that reflect usage and culture. For example, the telephone was firstly
mentioned in contexts that related to the entire community or to houses in gen-
eral, 1882, hydraulic lift, electric light, telephone, lift. Then, slowly, it became
something that belonged inside each apartment, 1977, television set, freezer,
telephone, refrigerator, cooker, washing machine and then a tool for (mass)
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communication 1997, telephone, television, radio, newspaper. The word aero-
plane is firstly defined as a flying machine, 1908 airship, aeroplane, balloon,
aeroplane construction, then as a means of transportation 1914 plane, aeroplane,
motor bicycle, motor lorry, car and finally as a weapon of war 1917 piping, gun,
aeroplane, shafting, tank, infantry. The word travel had only senses related to a
literature genre 1803 literature, science, art, travel, voyage before we could see
evidence in the early 20th century of actual travel 1906 full board, travel, best
hotel. It is important to note that our datasets represent different dialects, British
(The Times) and American (New York Times) which could lead to changes that
are due to dialectal differences rather than sense changes. Among our test set,
we have only three words (gay, phone and telephone) where the expected change
lies in the period up to 1985 (The Times) and the found changes is in the period
after and hence bridges this dialectal gap. In addition, for the All experiment, the
computer sense of mouse was found in 1995, the expected was in the 1960s and
the first cluster evidence in 1985. For the remainder of the words, the expected
and found changes lie in the same dataset and hence they do not suffer from risk
of dialectal interference.

The results of word sense change can be used to help users of a digital archive
to understand the content in the archive when the language has changed over
time. Senses that have changed can be marked and examples can be presented
to help interpret the older sense. Language changes will be an increasing prob-
lem as we store more social media content in our archives [8]. The advantages
of automatically detecting sense changes from the archive directly rather than
relying on an outside reference, e.g. a dictionary are also obvious; dictionaries
are meant as references and do not model how people use the language. But the
results of word sense change detection can also be useful for exploring an archive
and the culture represented there; E.g. what was the updake of the telegraph?1.
They can also be used for language teaching and learning [4].

There is a need for temporal sentiment analysis which can only be made
reliably after having detected word sense change, to be able to differentiate
between awesome leaders of different times but also to answer research questions
like what the attitude towards rhetoric has been over time [22].

7 Conclusions and Future Work

In this paper we presented results for a word sense change detection method
that relies on induced word senses as a basis for detecting word sense change.
We present analysis of the results and show that these can have an impact for
research also in the digital humanities, where the when, how and why of language
change are important. We show that our method, in addition to finding word
sense change, also finds cultural and usage change. Our method detects change
in the correct form 11.9 years after the first cluster evidence and is the first work
to report such time analysis. Given the 222 year timespan, we consider this delay
1 https://sweclarin.se/sites/sweclarin.se/files/videos/invigning 2016/

Johan-Jarlbrink.mp4.

https://sweclarin.se/sites/sweclarin.se/files/videos/invigning_2016/Johan-Jarlbrink.mp4
https://sweclarin.se/sites/sweclarin.se/files/videos/invigning_2016/Johan-Jarlbrink.mp4


256 N. Tahmasebi and T. Risse

to be a good starting point for future work and for analysis regarding differences
between data sources, place of publication and time periods.

It remains future work to find the best way to preserve and utilize found
change. Temporal indexing structures, information retrieval and presentation
techniques as well as scalability issues are future directions for research in the
field of automatic detection of word sense change. Preferably, digital archives
should be stored with existing concurrent dictionaries and resources, and be
word senses disambiguated to ensure long-term semantic access.

Acknowledgments. This work has been funded in parts by the project “Towards
a knowledge-based culturomics” supported by a framework grant from the Swedish
Research Council (2012–2016; dnr 2012-5738). This work is also in parts funded by
the European Research Council under Alexandria (ERC 339233) and the European
Community’s H2020 Program under SoBigData (RIA 654024). We would like to thank
Times Newspapers Limited for providing the archive of The Times for our research.

References

1. Basile, P., Caputo, A., Luisi, R., Semeraro, G.: Diachronic analysis of the italian
language exploiting google Ngram. In: Proceedings of Third Italian Conference on
Computational Linguistics (CLiC-it 2016) (2016)

2. Cook, P., Lau, J.H., McCarthy, D., Baldwin, T.: Novel word-sense identification.
In: Proceedings of COLING 2014, Dublin, Ireland, pp. 1624–1635, August 2014.
http://www.aclweb.org/anthology/C14-1154

3. Cooper, M.C.: A mathematical model of historical semantics and the grouping of
word meanings into concepts. Comput. Linguist. 32(2), 227–248 (2005)

4. Dejica, D., Hansen, G., Sandrini, P., Para, I.: Language in the Digital Era. Chal-
lenges and Perspectives. De Gruyter, Berlin (2016)

5. Dorow, B., Eckmann, J.P., Sergi, D.: Using curvature and markov clustering in
graphs for lexical acquisition and word sense discrimination. In: Proceedings of the
Workshop MEANING-2005 (2005)

6. Frermann, L., Lapata, M.: A bayesian model of diachronic meaning change. TACL
4, 31–45 (2016)

7. Gulordava, K., Baroni, M.: A distributional similarity approach to the detection of
semantic change in the Google Books Ngram corpus. In: Proceedings of the GEMS
2011 Workshop on GEometrical Models of Natural Language Semantics, GEMS
2011, pp. 67–71. Association for Computational Linguistics (2011)

8. Hamilton, W.L., Leskovec, J., Jurafsky, D.: Cultural shift or linguistic drift? com-
paring two computational measures of semantic change. In: Proceedings of the
Conference on Empirical Methods in Natural Language Processing (2016)

9. Hamilton, W.L., Leskovec, J., Jurafsky, D.: Diachronic word embeddings reveal
statistical laws of semantic change. CoRR abs/1605.09096 (2016)

10. Kim, Y., Chiu, Y.I., Hanaki, K., Hegde, D., Petrov, S.: Temporal analysis of lan-
guage through neural language models. In: Workshop on Language Technologies
and Computational Social Science (2014)

11. Kulkarni, V., Al-Rfou, R., Perozzi, B., Skiena, S.: Statistically significant detection
of linguistic change. In: Proceedings of the 24th International Conference on World
Wide Web, pp. 625–635. ACM (2015)

http://www.aclweb.org/anthology/C14-1154


On the Uses of Word Sense Change for Research in the Digital Humanities 257

12. Lau, J.H., Cook, P., McCarthy, D., Newman, D., Baldwin, T.: Word sense induc-
tion for novel sense detection. In: EACL 2012, 13th Conference of the European
Chapter of the Association for Computational Linguistics, pp. 591–601 (2012).
http://aclweb.org/anthology-new/E/E12/E12-1060.pdf

13. Miller, G.A.: WordNet: a lexical database for english. Commun. ACM 38, 39–41
(1995)

14. Mitra, S., Mitra, R., Maity, S.K., Riedl, M., Biemann, C., Goyal, P., Mukherjee,
A.: An automatic approach to identify word sense changes in text media across
timescales. Nat. Lang. Eng. 21(05), 773–798 (2015)

15. Mitra, S., Mitra, R., Riedl, M., Biemann, C., Mukherjee, A., Goyal, P.: That’s sick
dude!: automatic identification of word sense change across different timescales.
In: Proceedings of the 52nd Annual Meeting of the Association for Computational
Linguistics, ACL 2014 USA, pp. 1020–1029 (2014). http://aclweb.org/anthology/
P/P14/P14-1096.pdf

16. Tahmasebi, N., Risse, T.: Word Sense Change Test Set (2017). https://doi.org/10.
5281/zenodo.495572

17. OED, O.E.D. (2017). http://www.oed.com/view/Entry/197656?rskey=8IY6gT$&
$result=1$&$isAdvanced=false#eid. Accessed 02 May 2016

18. Roslin Bennett, A.: The Telephone Systems of the Conti-
nent of Europe. Longmans Green and CO., London (1895).
http://archive.org/stream/telephonesystems00bennrich#page/332/

19. Sagi, E., Kaufmann, S., Clark, B.: Semantic density analysis: comparing word
meaning across time and phonetic space. In: Proceedings of the Workshop on
Geometrical Models of Natural Language Semantics, GEMS 2009, pp. 104–111.
ACL (2009). http://dl.acm.org/citation.cfm?id=1705415.1705429

20. Tahmasebi, N., Niklas, K., Zenz, G., Risse, T.: On the applicability of word sense
discrimination on 201 years of modern english. Int. J. Dig. Libr. 13(3–4), 135–153
(2013). doi:10.1007/s00799-013-0105-8

21. Tahmasebi, N.N.: Models and algorithms for automatic detection of language
evolution. Ph.D. thesis, Gottfried Wilhelm Leibniz Universitt Hannover (2013).
http://edok01.tib.uni-hannover.de/edoks/e01dh13/771705034.pdf

22. Viklund, J., Borin, L.: How can big data help us study rhetorical history? In: Clarin
Annual Conference (2016)

23. Wang, J., Bansal, M., Gimpel, K., Ziebart, B.D., Clement, T.Y.: A sense-topic
model for word sense induction with unsupervised data enrichment. TACL 3, 59–
71 (2015)

24. Wang, X., McCallum, A.: Topics over time: a non-markov continuous-time model of
topical trends. In: Proceedings of the 12th ACM SIGKDD International Conference
on Knowledge Discovery and Data Mining, KDD 2006, USA, pp. 424–433. ACM
(2006)

25. Wijaya, D.T., Yeniterzi, R.: Understanding semantic change of words over cen-
turies. In: Proceedings of the 2011 International Workshop on DETecting and
Exploiting Cultural diversiTy on the Social Web, DETECT 2011, pp. 35–40. ACM,
New York (2011)

26. Zhang, Y., Jatowt, A., Tanaka, K.: Detecting evolution of concepts based on cause-
effect relationships in online reviews. In: Proceedings of the 25th International
Conference on World Wide Web, pp. 649–660. ACM (2016)

http://aclweb.org/anthology-new/E/E12/E12-1060.pdf
http://aclweb.org/anthology/P/P14/P14-1096.pdf
http://aclweb.org/anthology/P/P14/P14-1096.pdf
https://doi.org/10.5281/zenodo.495572
https://doi.org/10.5281/zenodo.495572
http://www.oed.com/view/Entry/197656?rskey=8IY6gT$&$result=1$&$isAdvanced=false#eid
http://www.oed.com/view/Entry/197656?rskey=8IY6gT$&$result=1$&$isAdvanced=false#eid
http://archive.org/stream/telephonesystems00bennrich#page/332/
http://dl.acm.org/citation.cfm?id=1705415.1705429
http://dx.doi.org/10.1007/s00799-013-0105-8
http://edok01.tib.uni-hannover.de/edoks/e01dh13/771705034.pdf


Entities



Multi-aspect Entity-Centric Analysis of Big
Social Media Archives

Pavlos Fafalios1, Vasileios Iosifidis1(B), Kostas Stefanidis2, and Eirini Ntoutsi1

1 L3S Research Center, University of Hannover, Hanover, Germany
{fafalios,iosifidis,ntoutsi}@l3s.de

2 Faculty of Natural Sciences, University of Tampere, Tampere, Finland
kostas.stefanidis@uta.fi

Abstract. Social media archives serve as important historical informa-
tion sources, and thus meaningful analysis and exploration methods are
of immense value for historians, sociologists and other interested parties.
In this paper, we propose an entity-centric approach to analyze social
media archives and we define measures that allow studying how entities
are reflected in social media in different time periods and under differ-
ent aspects (like popularity, attitude, controversiality, and connectedness
with other entities). A case study using a large Twitter archive of 4 years
illustrates the insights that can be gained by such an entity-centric multi-
aspect analysis.

1 Introduction

Social networking services have now emerged as central media to discuss and
comment on breaking news and noteworthy events that are happening around
the world. In Twitter, for example, every second around 6,000 tweets are posted,
which corresponds to over 350,000 tweets per minute, 500 million tweets per day
and around 200 billion tweets per year1.

Such user-generated content can be seen as a comprehensive documentation
of society and is therefore of immense historical value for future generations
[7]. Although there are initiatives and works that aim to collect and preserve
social media archives (e.g., the Twitter Archive at the Library of Congress [25]),
the absence of meaningful access and analysis methods still remains a major
hurdle in the way of turning such archives into useful sources of information for
historians, journalists and other interested parties [7]. Besides, when exploring
archived data, analysts are not interested in the documents per se, but instead
they want to see, compare, and understand the behavior of (and trends about)
entities, like companies, products, politicians, music bands, songs and movies,
thus calling for entity-level analytics over the archived data [22].

In this paper, we propose an entity-centric multi-aspect approach to analyze
social media archives. Our approach allows tracking of how entities are reflected

1 http://www.internetlivestats.com/twitter-statistics/ (June 21, 2017).

c© Springer International Publishing AG 2017
J. Kamps et al. (Eds.): TPDL 2017, LNCS 10450, pp. 261–273, 2017.
DOI: 10.1007/978-3-319-67008-9 21

http://www.internetlivestats.com/twitter-statistics/


262 P. Fafalios et al.

in a collection of user-generated content (e.g., tweets) and how such informa-
tion evolves over time and also with respect to other entities. Specifically, we
define measures for the temporal analysis of an entity in terms of its: popular-
ity, attitude (predominant sentiment), sentimentality (magnitude of sentiment),
controversiality, and connectedness to other entities. A distinctive characteristic
of our approach is that it does not rely on service-specific labels (like #hashtags
and @mentions), but it exploits entity linking and thus can be applied over any
type of time-annotated texts.

We examine the insights gained by the proposed measures by analyzing a
large collection of billions of tweets spanning a period of 4 years. Such analytics
enable to answer questions like:

– How did the popularity of Greek Prime Minister, Alexis Tsipras, evolve in
2015? Were there any “outlier” periods, i.e., periods of extremely high or low
popularity? What were the entities discussed in social media together with
Alexis Tsipras during these periods?

– How did the predominant sentiment about Donald Trump and Hillary Clinton
vary during 2016? Were there any controversial time periods related to these
two politicians, i.e., time periods in which there were many positive and nega-
tive tweets? How did the “connectedness” of Trump with the entity ‘Abortion’
evolve during 2016?

In a nutshell, we make the following contributions:

– We introduce a multi-aspect entity modeling and propose a set of measures for
capturing important entity features in a given time period. A sequence of such
captures comprises a multi-variate time series in which each point is a multi-
aspect description of the entity at a certain time period. We demonstrate the
usefulness of our approach through illustrative examples.

– We provide an open source distributed library for computing the proposed
measures efficiently.

– We analyze a large Twitter archive (spanning 4 years and containing billions
of tweets) and make publicly available the entity- and sentiment- annotations
of this archive. This dataset can foster further research in related topics (like
event detection, topic evolution, entity recommendation, concept drift).

The rest of this paper is organized as follows: Sect. 2 provides some background
and related works. Section 3 details the multi-aspect entity description and the
proposed measures. Section 4 presents a library for the distributed computation
of the measures. Section 5 presents the results of a case study. Finally, Sect. 6
concludes the paper and identifies interesting directions for future research.

2 Background and Related Work

We first discuss the required background and then we describe related works and
how they differ from our approach.
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2.1 Entity Linking and Sentiment Analysis

Our analysis is based on two different types of annotations applied in the short
texts of a social media archive (like a Twitter archive): entity linking and seman-
tic analysis.

Entity Linking. In our problem, an entity is anything with a distinct, sepa-
rate and meaningful existence that also has a “web identity” expressed through
a unique URI (e.g., a Wikipedia/DBpedia URI). This does not only include
persons, locations, organizations, etc., but also events (e.g., US 2016 presiden-
tial election) and concepts (e.g., Democracy). Each entity is associated with a
unique URI, while several labels/names can be used to refer to this entity. For
example, for the entity Barack Obama (https://en.wikipedia.org/wiki/Barack
Obama), possible names are “Barack Obama”, “Obama” and “former President
Obama”. There is a plethora of tools that automatically extract entities from
plain text and link them to knowledge bases like Wikipedia/DBpedia [5,10,14]
(for a survey on entity linking and resolution, see [9]). In our experiments, we
use Yahoo FEL [5] which has been specially designed for linking entities from
short texts to Wikipedia.

Sentiment Analysis. Sentiment analysis refers to the problem of assigning a
sentiment label (e.g., positive, negative) or sentiment score to a document [15].
We opt for the latest and we use SentiStrength, a robust tool for sentiment
strength detection on social web data [21]. SentiStrength assigns both a positive
and a negative score (since both types of sentiment can occur simultaneously).
The score of a positive sentiment strength score ranges from +1 (not positive)
to +5 (extremely positive). Similarly, negative sentiment strength scores range
from −1 (not negative) to −5 (extremely negative).

2.2 Related Work

The availability of web-based application programming interfaces (APIs) pro-
vided by social media services (like Twitter and Facebook) has led to an “explo-
sion” of techniques, tools and platforms for social media analytics. The work
in [4] surveys analytics tools for social media as well as tools for scraping, data
cleaning and sentiment analysis on social media data. There is also a plethora of
works on exploiting social media for a variety of tasks, like opinion summariza-
tion [13], event and rumor detection [3,16], topic popularity and summarization
[2,23], information diffusion [11], popularity prediction [18], and reputation mon-
itoring [1]. Below, we discuss works related to temporal analysis of topics and
entities in social media.

[20] proposes a query-answering framework to allow entity search in social
networks by exploiting the underlying social graph and temporal information.
[24] studies how to incorporate social attention in the generation of timeline
summaries. It proposes capturing social attention for a given topic by learn-
ing users’ collective interests in the form of word distributions from Twitter.
A more recent work on the same topic focuses on how to select a small set of

https://en.wikipedia.org/wiki/Barack_Obama
https://en.wikipedia.org/wiki/Barack_Obama
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representative tweets to generate a meaningful timeline, which provides enough
coverage for a given topical query [23]. [2] performs a spatiotemporal analysis
of tweets, investigating the time-evolving properties of the subgraphs formed by
the users discussing each topic. The focus is on the network topology formed by
follower-following links on Twitter and the geospatial location of the users. [6]
introduces a catalogue of metrics for analyzing hashtag-based communication on
Twitter, while [18] tackles the problem of predicting entity popularity on Twitter
based on the news cycle. [8] investigates whether semantic relationships between
entities can be learned by analyzing microblog posts published on Twitter. The
evaluation results showed that co-occurrence based strategies allow for high pre-
cision and perform particularly well for relations between persons and events.
Our entity-to-entity connectedness scores are also based on entity co-occurrences
(more in Sect. 3).

To our knowledge, our work is the first that models multi-aspect entity-centric
analytics for social media archives. The proposed measures capture the multi-
aspect behavior of an entity in different time periods and can be exploited in a
variety of tasks, like entity evolution, event detection, and entity recommendation.

3 Multi-aspect Entity Measures

We propose a multi-aspect description of an entity in terms of its: popularity
(how much discussion it generates), attitude (predominant sentiment), sentimen-
tality (magnitude of sentiment), controversiality (whether there is a consensus
about the sentiment of the entity), connectedness to another entity, and network
(strongly connected entities). All these measures are computed for a given time
period (e.g., July 2014, 10–20 June 2013, June-August 2015). Below, we for-
mally introduce these measures by classifying them into: single-entity measures
and entity-relation measures.

First, let C be a collection of short texts (e.g., tweets) covering the time
period T = [ts, te] (where ts, te are two different time points with ts < te), and
let U be the total set of users who posted these texts. Let also E denote a finite
set of entities, e.g., all Wikipedia entities.

3.1 Single-Entity Measures

Popularity. Let e ∈ E be a given entity and Ti ⊆ T a given time period. Let
also Ci ⊆ C be the collection of short texts posted during Ti. The popularity of
e during Ti equals to the percentage of texts mentioning e during that period.
Formally:

popularityc(e, Ti) =
|Ce,i|
|Ci| (1)

where Ce,i ⊆ Ci denotes the set of texts mentioning e during Ti.
Using the above measure, an entity can be very popular even if it is discussed

by a few users but in a large number of texts. A more fine-grained indication
of popularity is given by the number of different users discussing the entity.
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In that case, if uc ∈ U denotes the user who posted the text c, the popularity
of an entity e ∈ E during Ti can be defined as the percentage of different users
discussing e during that period, i.e.:

popularityu(e, Ti) =
| ∪c∈Ce,i

uc|
| ∪c∈Ci

uc| (2)

We can now combine both aspects (percentage of texts and users) in one popu-
larity score using the following formula:

popularityc,u(e, Ti) = popularityc(e, Ti) · popularityu(e, Ti) (3)

An entity has now a high popularity score if it is discussed in many tweets and
by many different users.

Attitude and Sentimentality. We use two measures (proposed in [12] for
the case of questions and answers) for capturing a text’s attitude (predominant
sentiment) and sentimentality (magnitude of sentiment). First, for a text c ∈ C,
let s+c ∈ [1, 5] be the text’s positive sentiment score and s−

c ∈ [−5,−1] be
the text’s negative sentiment score (according to SentiStrength, c.f. Sect. 2.1).
The attitude of a text c is given by φc = s+c + s−

c (i.e., φc ∈ [−4, 4]) and its
sentimentality by ψc = s+c − s−

c − 2 (i.e., ψc ∈ [0, 8]).
We now define the attitude of an entity e in a time period Ti as the average

attitude of texts mentioning e during Ti. Formally:

attitude(e, Ti) =

∑
c∈Ce,i

φc

|Ce,i| (4)

Likewise, the sentimentality of an entity e in a time period Ti is defined as
the average sentimentality of texts mentioning e during Ti:

sentimentality(e, Ti) =

∑
c∈Ce,i

ψc

|Ce,i| (5)

Controversiality. An entity e can be considered controversial in a time period
Ti if it is mentioned in both many positive and many negative texts. First, let
C+

e,i be the set of texts mentioning e during Ti with strong positive attitude,
i.e., C+

e,i = {c ∈ Ce,i | φc ≥ δ}, where δ ∈ [0, 4] is a strong attitude threshold
(e.g., δ = 2.0). Likewise, let C−

e,i be those with strong negative attitude, i.e.,
C−

e,i = {c ∈ Ce,i | φc ≤ −δ}. We now consider the following formula for entity
controversiality:

controversiality(e, Ti) =
|C+

e,i| + |C−
e,i|

|Ce,i| · min(|C+
e,i|, |C−

e,i|)
max(|C+

e,i|, |C−
e,i|)

(6)

Intuitively, a value close to 1 means that the probability of the entity being
“controversial” is high since there is a big percentage of texts with strong atti-
tude (first part of the formula) and also there are both many texts with strong
positive attitude and many texts with strong negative attitude (second part of
the formula).
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3.2 Entity-Relation Measures

Entity-to-Entity Connectedness. We define a direct-connectedness score
between an entity e ∈ E and another entity e′ ∈ E in a time period Ti, as
the number of texts in which e and e′ co-occur within Ti. Formally:

direct-connectedness(e, e′, Ti) =
|Ce,i ∩ Ce′,i|

|Ce,i| (7)

Notice that the relation is not symmetric. We consider that if an entity e1 is
strongly connected with an entity e2, this does not mean that e2 is also strongly
connected with e1. For example, consider that e1 is mentioned in only 100 texts,
e2 in 1M texts, while 90 texts mention both entities. We notice that e2 seems to
be very important for e1, since it exists in 90/100 of e1’s texts. On the contrary,
e1 seems not to be important for e2, since it exists in only 90/1M of its texts.

Two entities may not co-occur in texts, but they may share many common
co-occurred entities. For example, both Barack Obama and Donald Trump may
co-occur with entities like White House, US Election and Hillary Clinton. For an
input entity e ∈ E and another entity e′ ∈ E, we define an indirect-connectedness
score which considers the number of common entities with which e and e′ co-
occur in a time period Ti:

indirect-connectedness(e, e′, Ti) =
|(∪c∈Ce,i

Ec) ∩ (∪c∈Ce′,iEc)|
|(∪c∈Ce,i

Ec)| (8)

where Ec ⊆ E is the entities mentioned in text c. Also in this case, the relation
between the two entities is not symmetric.

Entity k-Network. This measure targets at finding a list of entities strongly
connected to the query entity in a given time period Ti. First, we define a con-
nectedness score between an entity e ∈ E and a set of entities E′ ⊆ E within Ti,
as the average direct-connectedness score of the entities in E′. Formally:

connectedness(e,E′, Ti) =
∑

e′∈E′ direct-connectedness(e, e′, Ti)
|E′| (9)

The k-Network of an entity e during Ti is the set of k entities E′ ⊆ E with
the highest average connectedness score. Namely:

k-Network(e, Ti) = argmax
E′⊆E, |E′|=k

connectedness(e,E′, Ti) (10)

In simple terms, the k-Network of an entity e consists of the k entities with
the highest direct-connectedness scores.

3.3 Discussion

The above presented measures capture the multi-aspect behavior of a given
entity at a certain time period. In the long run, a multi-variate time series is
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formed where each point represents the multi-aspect description of the entity at
a certain period in time.

An important characteristic of our approach is that we can support both
entity-specific queries referring to a single entity and cross-entity queries involv-
ing more than one entities (e.g., a category of entities). This is achieved through
the entity linking process in which entities are extracted from the texts and are
linked to knowledge bases like Wikipedia/DBpedia. In that way, we can collect a
variety of properties for the entities extracted from our archive. This enables us
to aggregate information and capture the behavior of sets of entities. For exam-
ple, by accessing DBpedia, we can collect a list of German politicians, derive
their popularity and then compare it with that of another set of entities.

Although the proposed analysis approach is generic and can be applied over
different types of social media archives, it is clear that the quality of the gen-
erated data depends on the quality of the input data. Twitter, for example,
provides 1% random sample, which though is subject to bias, fake news and pos-
sibly other adversarial attacks. In our case study (detailed in Sect. 5), although
we remove spam, we do not take similar actions to deal with bias and other
data peculiarities. This also means that high profile entities might occupy a big
volume in the archive, whereas long-tail entities might be underrepresented or
not represented at all. Except for the quality of the original data, the different
preprocessing steps (spam removal, entity linking, sentiment analysis) are also
prone to errors. This means that, especially for small archives, the data produced
by the proposed measures are also prone to errors. For instance, regarding the
entity linking task, selecting a very low threshold for the confidence score of the
extracted entities can result in many false annotations, which in turn can affect
the quality and reliability of the produced time-series.

4 Library for Computing the Measures

For computing the measures, we provide an Apache Spark library. Apache Spark2

is a cluster-computing framework for large-scale data processing. The library
contains functions for computing the proposed measures for a given entity and
over a specific time period. It operates over an annotated (with entities and
sentiments) dataset split per year-month (the dataset should be in a simple
CSV format). The library is available as open source3.

The time for computing the measures highly depends on the dataset volume,
the used computing infrastructure as well as the available resources and the load
of the cluster at the analysis time. The Hadoop cluster used in our experiments
for analyzing a large Twitter archive of more than 1 billion tweets consisted of
25 computer nodes with a total of 268 CPU cores and 2,688 GB RAM (more
about the dataset in the next section). Indicatively, the time for computing each
of the measures was on average less than a minute (without using any index,
apart from the monthly-wise split of the dataset).
2 http://spark.apache.org/.
3 https://github.com/iosifidisvasileios/Large-Scale-Entity-Analysis.

http://spark.apache.org/
https://github.com/iosifidisvasileios/Large-Scale-Entity-Analysis
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5 Case Study: Entity Analytics on a Twitter Archive

In this section, we first describe the results of the analysis and annotation of a
large Twitter archive. Then, we present examples of case studies illustrating the
insights gained from the proposed measures.

5.1 Annotating a Large Twitter Archive

We analyzed a large Twitter archive spanning 4 years (January 2014 -
January 2017) and containing more than 6 billion tweets. The tweets were
collected through the Twitter streaming API. Our analysis comprised the fol-
lowing steps: (i) filtering (filtering out re-tweets, keeping only English tweets),
(ii) spam removal, (iii) entity linking, and (iv) sentiment analysis. The filter-
ing step reduced the number of tweets to about 1.5 billion tweets (specifically,
to 1,486,473,038 tweets). For removing the spam tweets, we trained a Multino-
mial Naive Bayes (MNB) classifier over the HSpam dataset [19]. This removed
about 150 million tweets. The final dataset consists of 1,335,324,321 tweets from
110,548,539 users. Figure 1 shows the number of tweets per month on the final
dataset.

Fig. 1. Number of tweets per month.

For the entity linking task, we used Yahoo FEL [5] with a confidence thresh-
old score of -3. Totally, 1,390,286 distinct entities were extracted from the tweets
collection. On average, each tweet contains about 1 entity (specifically, 0.95),
while FEL returned no entity for about 550 million tweets. For each extracted
entit y, we also store the confidence score provided by FEL. Thereby, data con-
sumers can select suitable confidence ranges to consider, depending on the spe-
cific requirements with respect to precision and recall. For sentiment analysis,
we used SentiStrength [21]. The average sentimentality of all tweets is 0.92, the
average attitude 0.2, while 622,230,607 tweets have no sentiment (-1 negative
sentiment and 1 positive sentiment). Table 1 shows the number of tweets per
attitude value.
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Table 1. Number of tweets per attitude value.

Attitude: -4 -3 -2 -1 0

Number of tweets: 2,234,887 34,666,708 68,812,370 104,628,022 670,484,267

Attitude: 1 2 3 4

Number of tweets: 301,635,430 138,197,637 13,610,492 1,054,508

The annotated dataset is publicly available in CSV format4. We make the
dataset available so anyone interested can use it together with the library
(described in Sect. 4) to extract the measures for any entity at the desired level
of temporal granularity.

5.2 Case Studies

Entity Popularity. Figure 2 (left) shows the popularity of Alexis Tsipras
(Greek prime minister) within 2015. We notice that his popularity highly
increased in July. Indeed, in July 2015 the Greek bailout referendum was held
following the bank holiday and capital controls of June 2015. This event highly
increased the popularity of the Greek prime minister. Moreover, by comparing
the trend of the two different popularity scores (Formulas 1 and 2), we notice
that, during June and July 2015, the percentage of different users discussing
about Alexis Tsipras increased in bigger degree compared to the percentage of
tweets, implying that more people were engaged in the discussion.

Fig. 2. Popularity of “Alexis Tsipras” in 2015 (left); Popularity of “Donald Trump”,
“Hillary Clinton” and “Barack Obama” in 2016 (right).

Likewise, we can compare the popularity of multiple entities within the same
time period. For example, Fig. 2 (right) shows the popularity of Donald Trump,
Hillary Clinton and Barack Obama within 2016 (according to Formula 3). We
notice that Donald Trump is much more popular in all months. We also notice
that, in October 2016 the popularity of Donald Trump and Hillary Clinton highly
4 http://l3s.de/∼iosifidis/tpdl2017/. For each tweet the dataset includes the following

information: ID, user (encrypted), post date, extracted entities, positive and negative
sentiment values. The text of the tweets is not provided for copyright purposes.

http://l3s.de/~iosifidis/tpdl2017/
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increased compared to the other months. This is an indicator of possible impor-
tant events related to these two entities in October 2016 (indeed, two presidential
general election debates took place in that period).

Entity Attitude and Sentimentality. Figure 3 (left and middle) depicts the
attitude and sentimentality of Donald Trump and Hillary Clinton within 2016.
We notice that both entities had constantly a negative attitude, however that of
Hillary Clinton was worse in almost all months. Moreover, we notice that Hillary
Clinton’s attitude highly decreased in May 2016 (possibly, for example, due to
a report issued by the State Department related to Clinton’s use of private
email). Regarding sentimentality, we notice that for the majority of months
the tweets mentioning Donald Trump are a bit more sentimental than those
mentioning Hillary Clinton. In general, we notice that the values of both attitude
and sentimentality are relatively small and close to zero. This is due to the very
big number of tweets with no sentiment (almost half of the tweets).

Fig. 3. Attitude (left), sentimentality (middle) and controversiality (right) of “Donald
Trump” and “Hillary Clinton” in 2016.

Entity Controversiality. Figure 3 (right) shows the controversiality of Donald
Trump and Hillary Clinton within 2016 (using δ = 2.0). We notice that Donald
Trump induces more controversial discussions in Twitter than Hillary Clinton,
while February was his most “controversial” month, probably because of his
references to some debatable topics (like abortion) during his campaign trail.
It is interesting also that Hillary Clinton’s controversiality has an exponential
increment from September to December 2016.

Entity-to-Entity Connectedness. Figure 4(a) depicts the connectedness of
Alexis Tsipras with the concept Greek withdrawal from the eurozone within 2015.
We notice that these two entities are highly connected in June and July, while
after August, their connectedness is very close to zero. Indeed, important events
related to Greece’s debt crisis took place in June and July 2015, including the
bank holiday, the capital controls and the Greek bailout referendum. Likewise,
Fig. 4(b) shows the connectedness of both Donald Trump and Hillary Clinton
with the concept Abortion in 2016. Here we notice that the connectedness is
almost constant for Hillary Clinton, while for Donald Trump, there is a very
large increment in March and April.
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(a) (b)

Fig. 4. (a) Connectedness of “Alexis Tsipras” with “Greek withdrawal from the euro-
zone” in 2015 (Formulas 7 and 8); (b) Connectedness of “Donald Trump” and “Hillary
Clinton” with “Abortion” in 2016 (Formula 7).

Entity k-Network. Figure 5 shows the 10-Network of Alexis Tsipras in three
different time periods (April, July and October, 2015). We notice that there are
three general entities that exist in all time periods (Greece, Athens, Reuters).
For April and July, we notice that the 10-Network contains 4 common entities
(Syriza, Referendum, Greek withdrawal from the eurozone, and Yanis Varoufakis),
while for July and October, Austerity is the only common entity (probably related
to the approval of strict measures required by the creditors). For April, the 10-
Network contains three entities related to Russia (due to Tsipra’s visit in Moscow
to meet Russian president Vladimir Putin), while for October, it contains two enti-
ties related to European migrant crisis (probably due to Tsipra’s visit in Lesvos
island).

Fig. 5. 10-Network of Alexis Tsipras in April, July and October 2015.

6 Conclusion

We have proposed an entity-centric and multi-aspect approach to analyze social
media archives, and we defined measures that allow studying how entities are
reflected in social media and how entity-related information evolves over time.
We believe that the proposed analysis approach is the first step towards more
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advanced and meaningful exploration of social media archives, while it can facil-
itate research in a variety of fields, such as information extraction, sociology, and
digital humanities.

As part of our future work, we plan to exploit the rich amount of generated
data for prediction of entity-related features. In particular, given an entity, our
focus will be on how we can predict future values of the proposed measures (e.g.,
popularity or attitude in a given horizon). We also intend to study approaches
on understanding and representing the dynamics of such evolving entity-related
information, for instance, as done in [17] for the case of RDF datasets.
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Abstract. We present a comparative study of language modeling to tra-
ditional instance-based methods for authorship attribution, using several
different basic units as features, such as characters, words, and other sim-
ple lexical measurements, as well as we propose the use of part-of-speech
(POS) tags as features for language modeling. In contrast to many other
studies which focus on small sets of documents written by major writ-
ers regarding several topics, we consider a relatively large corpus with
documents edited by non-professional writers regarding the same topic.
We find that language models based on either characters or POS tags
are the most effective, while the latter provide additional efficiency ben-
efits and robustness against data sparsity. Moreover, we experiment with
linearly combining several language models, as well as employing unions
of several different feature types in instance-based methods. We find
that both such combinations constitute viable strategies which gener-
ally improve effectiveness. By linearly combining three language models,
based respectively on character, word, and POS trigrams, we achieve the
best generalization accuracy of 96%.

Keywords: Authorship attribution · Text mining · Language models ·
Computational linguistics · Text categorization · Text classification ·
Machine learning

1 Introduction

Authorship attribution can be used in a broad range of applications. Apart from
literary research where a document of disputed authorship is assigned to one
candidate author, the plethora of anonymous electronic texts (e.g. emails, blogs,
electronic messages, forums, source code, etc.) has rendered authorship attribu-
tion analysis indispensable to diverse areas dealing with real-world texts. These
areas include civil law (e.g. in cases of disputed copyrights), criminal law (e.g.
in order to identify the author of a suicidal note or a terrorist’s proclamation),
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forensics (e.g. in order to determine the author of source code of malignant
software), and others.

The general approach to authorship attribution is based on the extraction
of features that have a high discriminatory potential between the candidate
authors, the so-called style markers, which is followed by a feature selection
method and the training of a classifier [13]. Specifically, there are three main
types of style markers reflecting a document’s representation: lexical, character,
and syntactic [18]. Current authorship attribution studies are dominated by
lexical and character feature types meaning that a document is considered as a
sequence of words or characters respectively.

There have been proposed many measures in an attempt to quantify the
diversity of an author’s vocabulary. Type token ratio (i.e. vocabulary size to
the total number of tokens), the hapax legomena (i.e. words occurring once in
a document), the hapax dislegomena (i.e. words occurring twice in a document)
are some typical examples. The frequency of occurrence of context-free words
(i.e. stop words) and the word or character n-gram approaches are some of the
most important and effective methods in the field of authorship attribution.

In this paper, we conduct a comparative study of language modeling to tra-
ditional instance-based approaches. Our general approach is that we build a
probabilistic language model for each author or train a classifier using as basic
units of representation either characters, words, or part-of-speech (POS) tags.
While POS tags have been used before in instance-based methods, e.g. [12],
we first introduce them in this study as features in statistical language mod-
eling for authorship attribution. We also experiment with linear combinations
of several language models, as well as feeding unions of different feature types
into instance-based methods. We are not aware of another study employing such
combinations in the problem of authorship attribution.

Our experiments are conducted in a corpus consisting of 62,000 movie reviews
written by 62 users. This corpus is selected because of its two interesting charac-
teristics. First, it was edited by non-professional authors, rendering the task of
authorship attribution more challenging and closer to the contemporary problem
of authorship attribution on the Internet. Second, the numbers of documents and
authors are both considered relatively large in comparison to traditional author-
ship attribution studies. Consequently, it would be interesting to see whether
past results extend also to such large collections which are homogeneous in the
sense that all authors treat the same topic.

2 Related Work

Previous work in authorship attribution studies focused mainly on the extrac-
tion of lexical features. Two are considered the state-of-the-art methodologies
regarding the lexical approach: the multivariate vocabulary richness analysis and
the frequency of occurrences of individual words [17].

Syntactic analysis has been less studied because of the limitations imposed
by the language and the availability of a parser, a tool able to perform syn-
tactic analysis of texts. However, in recent years there have been attempts to
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exploit syntactic information from texts. The idea behind this is that authors
tend to unconsciously use specific syntactic patterns and particular sentence
structures, which can be a reliable authorial fingerprint and facilitate author-
ship inference [18].

Baayen et al. [3] were the first to investigate the discriminatory potential
of syntactic features for authorship attribution purposes. Based on a syntacti-
cally annotated corpus, which comprised around 20,000 words from two English
books, they extracted rewrite rule frequencies. Their method outperformed the
traditional word-based ones.

Stamatatos et al. [17] used Sentence and Chunk Boundaries Detector
(SCBD), a robust and accurate NLP tool, to detect sentence and chunk bound-
aries in unrestricted Greek text. The text analysis was divided into three sty-
lometric levels: token-level, phrase-level, and analysis-level. The two first levels
consisted of measurements on sentence and phrase level respectively, such as
length of noun phrases, length of verb phrases, noun phrase counts, and so
on. The analysis level captured information omitted in the previous two levels
regarding the way in which the input text was analyzed by the SCBD tool.
Their method achieved 80% accuracy on 300 Greek texts written by 10 authors,
containing a total of 333,744 words.

Recently, Pokou et al. [12] suggested the use of part-of-speech (POS) skip-
grams in authorship attribution studies. Skip-grams are constructed like n-grams
but allow a distance gap between adjacent POS tags. First, a set of training
texts is pre-processed to become a sequence of POS tags, and a unique signature
representing each author’s style is extracted by using the most frequent part-of
speech skip-grams in the training texts. Then, these signatures are used as a
criterion to classify the test documents. In their experimentation, they used a
collection of 30 texts, consisting of 2,615,856 words, written by 10 authors. Their
method led to high classification accuracy.

Sidorov et al. in their recent work [16] introduced syntactic n-grams. Syntac-
tic n-grams differentiate from classic n-grams because they take into account the
position in which the elements are presented in the syntactic trees, not in the
original text. Thus, they manage to capture syntactic relations between words.
In the experiments conducted in a corpus of 39 documents written by 3 authors,
Sidorov’s method provided better results than the common n-gram approach for
various n-gram lengths and types.

In this paper, we further investigate the use of syntactic information by
building a separate language model for each author using part-of-speech tags as
features to train the models. Our proposed method uses as features all the part-
of-speech tags included in the training texts. No feature selection process to select
the optimal number of features is required due to the fact that language models
employ all features, and moreover, our set of features is already small consisting
only of a handful of part-of-speech tags. For comparison, we also include in
our experiments word and character level language models which were initially
introduced by Fuchun Peng [11].
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3 A Part-of-Speech Language Modeling Method

Our proposed method is based on the similarity-based paradigm. This approach
includes the concatenation of all documents written by a certain author in a
single profile, which is used for the extraction of the style-markers. For the eval-
uation process an attribution model is implemented to estimate the differences
between every profile and an unseen text and the most likely author is chosen
[18]. Specifically, we present a method for computer-assisted authorship attri-
bution based on language models. This approach is composed of three phases
described in the following subsections.

3.1 Preprocessing Phase

In this phase all the texts which are written by a certain author in the training
corpus are concatenated in large files to create author profiles; thus, an author’s
profile is a union of all his considered known, or training, documents.

Using the Stanford NLP tagger [19], each word in author profiles is replaced
by its corresponding part-of-speech tag from the Penn Treebank tagset [9].
Also, punctuation considered a useful literary style marker is preserved, because
reviews are edited by non-professional authors who made wide use of punctua-
tion. For example, consider the following text excerpt:

I bought Earthly Possessions because they filmed some scenes in New
Jersey’s Ocean Grove which is doubled as Perth, South Carolina. I really
liked the chemistry between Sarandon and Dorff to surprise me.

After the pre-processing step, it is transformed to a sequence of part-of-speech
tags and punctuation marks:

PRP VBD NNP NNP IN PRP VBD DT NNS IN NNP NNP POS NNP
NNP WDT VBZ VBN IN NNP, NNP NNP. PRP RB VBD DT NN IN
NNP CC NNP TO VB PRP.

In this step, every document of the test set is also pre-processed to obtain this form.

3.2 Language Modeling Phase

In this phase, every author profile created in the prepossessing phase is used
to build a separate language model for each author. Next, we present the basic
mathematical principles related to a statistical model of language.

Let us denote as wN
1 = (w1, w2, ...., wN ) a sequence of N words. The proba-

bility of observing this text fragment under a language model can be computed
as the conditional probability of every word in the fragment given the previous
ones, i.e.

P (wN
1 ) =

N∏

i=1

P (wi|wi−1
1 ) , (1)
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where wj
i = (wi, wi+1, .., wj−1, wj) is the sub-sequence from the i-th word to the

j-th word, and wi is the i-th word.
The above representation leads to a complex model because with a

vocabulary size of V words, there are V N possible sequences of the form
(w1, w2, ...., wN ). The above conditional probabilities constitute the free para-
meters of the model, which are learned from a training set. Obviously, even with
reasonable magnitudes of V and N , we will never have enough training data to
estimate V N probabilities.

The need for a more simplified and compact model leads to the n-gram
approach. In the n-gram model, without loss of generality, the probability of
observing a new word is computed by taking into account only the previous
n − 1 words [1]. This approximation implies that the joint probability of the
entire fragment can be calculated as

P (wN
1 ) ≈

N∏

i=1

P (wi|wi−1
i−(n−1)) , (2)

where wi−1
i−(n−1) = (wi−(n−1), . . . , wi−1), and n the selected n-gram. Using this

approximation, the number of the potential free parameters of a model with
vocabulary size V are limited to V n.

Let us define as count(wj
i ) the number of times the sub-sequence wj

i =
(wi, wi+1, . . . , wj) appears in the training corpus. Then, the conditional proba-
bilities of Eq. 2 can be estimated as

P (wi|wi−1
i−(n−1)) =

count(wi
i−(n−1))

count(wi−1
i−(n−1))

. (3)

In practice, however, the probabilities in an n-gram model do not derive
directly from the frequency counts, because it is likely for novel n-grams that
were never explicitly witnessed in the training set to occur in the test set. Hence,
a non-zero probability should be assigned to these unseen n-grams. There are
many smoothing techniques used to confront this problem, including Good Tur-
ing discounting and back-off models. In this work we use the Witten-Bell dis-
counting technique [6] because the size of the vocabulary is small containing 36
POS tags and 12 punctuation marks rendering smoothing not essential.

In this phase, every author profile created in the prepossessing phase, which
consists of a sequence of tokens, is used to create a separate language model for
each author by computing the aforementioned conditional probabilities (Eq. 3).

3.3 Authorship Attribution Phase

After the learning of models’ parameters on the training corpus, we can classify
unknown texts by how well each model predicts a text. For this purpose, we
employ the Perplexity measure.
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Given a test document D = tM1 = (t1, t2, ..., tM ), and considering an n-gram
model, the intrinsic perplexity of the model on the test document is defined as:

Perplexity(D) = M

√√√√
M∏

i=1

1
P (ti|ti−1

i−(n−1))
. (4)

The lower a model’s perplexity, the more likely the model is to predict the
document. Thus, in the last phase, every unknown document of the test set is
supplied to each language model, the perplexity of each model on the document
is estimated, and the most likely author is selected.

4 Experimental Evaluation

In this section, we present the experimental results of comparing our proposed
part-of-speech language model to traditional approaches. First, we describe the
corpus and evaluation measures used.

4.1 Corpus and Evaluation Measures

We have experimented with the IMDB62 dataset which consists of 62,000 movie
reviews written by 62 users, with exactly 1,000 reviews per user. The data were
crawled from www.imdb.com by downloading all the reviews by prolific reviewers
who submitted more than 500 reviews each. All downloaded texts belong to the
period of May 2009 in order to minimize the risk of change of authorial style
over time. We have chosen to use the IMDB62 dataset for the following three
reasons:

– The data collected are homogeneous, because all texts deal with the same
topic, making it more challenging to distinguish the stylistic idiosyncrasies of
each author.

– The texts are written by regular people, not professional authors. In the tradi-
tional authorship attribution approaches, the training instances belong mostly
to professional writers, whose style and language have been cultivated through
the years, and as a consequence are distinguishable among the authors [4].
However, this dataset is edited by non-professional writers and the question
that arises is whether authors with similar training and background are able
to imprint their texts with their own unique authorial fingerprint.

– The number of candidate authors is relatively large compared to the majority
of traditional authorship attribution studies.

Thus, this dataset is more challenging that others typically used in authorship
attribution studies. While it was used at least once before for authorship attri-
bution, e.g. [15], there is no extensive evaluation of different classifiers, feature
types, and language models on this corpus, before our study. Others, e.g. [14],
used this dataset for other tasks, such as sentiment classification.

www.imdb.com
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For our evaluation, the corpus was divided randomly into a training and a test
set. We selected 70% of the initial data set as a training set and the remaining
30% as a test set. We employed two evaluation metrics commonly used in text
classification tasks: generalization Accuracy and macro-averaged F1 measure.

4.2 Runs and Baselines

In order to set a baseline for the evaluation of the proposed method, we consider
four types of features previously employed successfully in authorship attribut-
ion studies [5], namely: simple lexical (SL), simple character trigrams (CTG),
content words (CW), and part-of-speech trigrams (POST).

The structure unit of the simple lexical features (SL) are the words. Based on
the words, there have been extracted simple measurements that can be useful. The
features extracted at token level include: the average and standard deviation of the
words per sentence in each text, the total number of sentences in each text, the
relative frequency of the tokens that are alphabetic units (calculated by dividing
the total number of alphabetic elements of a text by the total number of tokens of
every text), the relative frequency of the words longer that 15 letters, and the rela-
tive frequency of words shorter than 4 letters. Also, the features that represent the
diversity of the vocabulary belong in the same set of features. In order to quantify
the vocabulary’s diversity of each author, the type-token ratio V/N (vocabulary
size to the total number of words) was used. Two vocabulary functions count the
so-called hapax legomena and hapax dislgomena, i.e. the number of the words of
the text that appear only once or twice, respectively. We also implemented Yule’s
metric [21], Honore’s metric [2], and the entropy function.

All the aforementioned measurements constitute the simple lexical features
(SL) group. The second class of features consists of character trigrams (CTG).
Previous research has shown that trigrams perform better than other character
n-grams in an English corpus [8]. The third class of features includes words with
the highest appearance frequency, the so-called content words (CW). Apart from
features that rely on the words or n-grams of texts, the extraction of syntactic
information is a reliable literary footprint [18]; thus, the fourth class of features
includes part-of-speech trigrams (POST).

While SL features are arithmetic and small in number, CTG, CW, and POST,
are tens of thousands or more. In order to reduce the computational load, we
resort to feature selection. For the selection of features that carry significant
information for classification, we implemented a feature selection method known
to be among the best for text classification tasks [20], namely, the chi-square (χ2)
metric. Based on this metric, we selected the top-500 most informative features
among the 10,000 most common features in the training corpus, per CTG, CW,
and POST. The choice of the 500 cutoff comes from our preliminary experiments
and is also supported by previous research, see e.g. [5,7]. Using more features
did not seem to improve effectiveness, at an extra computational cost.

Each document of the training set is processed to produce a feature vector,
a numerical vector consisting of the frequency of each feature of the feature set
occurring in the document. Feature vectors are then used to train classifiers,
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via several algorithms, which are then applied to the test set to calculate gener-
alization accuracy and macro-averaged F1.

We paired each of the above four feature classes to four classification algo-
rithms commonly and successfully used in authorship attribution studies [22]:
Multinomial Naive Bayes (MNB), a Support Vector Machine (SVM), k Nearest
Neighbour (kNN), and Random Forest (RF). For each of those classifiers parame-
trization is needed, however, parameter optimization is beyond the scope of our
work. Hence, we used the default settings of scikit-learn1, i.e. the machine learn-
ing Python library we employed for our experiments. As a baseline, we will select
the best performing feature-class/classifier combination per evaluation measure;
this constitutes a rather strong baseline.

Regarding language modeling, we experimented with using as features
characters (C/LM), words (W/LM), and our proposed part-of-speech tags
(POS/LM). For building and applying statistical language models, we employed
the SRILM2 toolkit comprised of a set of C++ classes. Again, while SRILM
has some parameters, parameter optimization is beyond the scope of our work,
so we used the default values (i.e. the default setting of SRILM for n-grams
is 3). Note that, in contrast to instance-based methods where each text is rep-
resented as feature vector, as aforementioned, in language models there is no
feature selection step; all features are used.

Table 1. Feature types, machine learning methods, and language models

SL Lexical features based on simple measurements

CTG 500 most informative char 3-grams among the 104 most common 3-grams

CW 500 most informative words among the 10,000 most common words

POST 500 most informative POS 3-grams among the 104 most common 3-grams

MNB Multinomial Naive Bayes with default settings (scikitlearn)

SVM Support Vector Machines with linear kernel and default settings (scikitlearn)

kNN k nearest neighbour with default settings (scikitlearn)

RF Random Forest with default settings (scikitlearn)

C/LM Language model with default settings (SRILM) and characters as features

UW/LM Language model with context length 1 and words as features (SRILM)

W/LM Language model with default settings (SRILM) and words as features

POS/LM Language model with default settings (SRILM) and POS-tags as features

In summary, the feature types, machine learning methods, and language mod-
els we experimented with, are given in Table 1. Due to the settings described
above, CTG, CW, and POST, are directly comparable to C/LM, UW/LM, and
POS/LM, respectively, since they are using the same feature sets. These are
character 3-grams, word unigrams, and POS 3-grams, respectively. W/LM is an

1 www.scikit-learn.org.
2 www.speech.sri.com/projects/srilm/.

http://www.scikit-learn.org
www.speech.sri.com/projects/srilm/
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extra run using word 3-grams. The language model based on unigrams (UW/LM)
is not expected to perform since it is trivial.

Furthermore, we have tried combining feature types by (a) feeding unions of
them into the classifiers, and (b) taking linear combinations of several language
models with equal weights by simply adding their perplexities. A MinMax nor-
malization process preceded the linear combination of language models because
the ranges of perplexities produced by using different units seemed incomparable.
This achieved better effectiveness in preliminary experiments (not reported here).

4.3 Results

In this section we present a set of experiments we ran in order to assess the
performance of language modeling in comparison to the aforementioned baseline
methods.

Table 2. Accuracy and F1 on the test set of the IMDB62 corpus, for a variety of
feature types and learning algorithms. Best results per feature type and per measure
are in bold typeface; worst are with italics

Features/learner Accuracy % F1 %

MNB SVM kNN RF MNB SVM kNN RF

SL 14.3 37.8 12.4 31.5 12.8 37.5 11.7 30.8

CTG 82.7 85.6 57.6 57.6 82.9 86.0 58.2 56.8

CW 86.1 88.6 60.5 58.6 86.0 89.0 60.6 57.8

POST 53.5 58.7 34.0 25.5 52.4 58.1 33.4 24.5

Table 2 shows the generalization accuracy and macro-average F1-measure of
each combination of features and learning algorithms for the IMDB62 corpus. As
it can be seen, the k-nearest neighbour (kNN) and Random Forest (RF) classi-
fiers perform poorly on all feature sets for both evaluation metrics. Multinomial
Naive Bayes (MNB) proves to be an effective learning method for almost all fea-
ture types except SL features, but Support Vector Machines (SVM) are superior
to all other learning algorithms for all feature types.

Regarding the feature sets, simple lexical measures (SL) perform very poorly
in all classifiers, so they do not seem to provide information relevant to the recog-
nition of an author. While part-of-speech trigrams (POST) are better, character
trigrams (CTG) and content words (CW) constitute more effective and reason-
able choices of feature sets because they perform far better than the former
two. The use of the syntax frequency tags (POST) fails to adequately describe
the broader syntax structures and gather all the information about the syntax
profile of each author. In summary, the best-performing feature-class/classifier
combination is CW/SVM, in both evaluation measures, with CTG/SVM being
very competitive. We will use both these runs as baselines.



A Comparative Study of Language Modeling 283

Table 3. Accuracy and F1 on the test set of the IMDB62 corpus, for a variety of
combinations of feature types and learning algorithms. Best results per feature type
and per measure are in bold typeface; worst are with italics

Features/learner Accuracy % F1 %

MNB SVM kNN RF MNB SVM kNN RF

CTG+CW 86.6 91.2 61.5 61.6 86.5 91.2 62.0 60.9

CTG+POST 84.4 87.1 59.3 55.2 84.2 87.0 59.8 55.9

CW+POST 85.3 87.8 59.3 55.5 85.2 87.9 59.8 54.6

CTG+CW+POST 87.4 91.7 63.0 61.3 87.3 91.8 63.5 60.5

Table 3 shows the results for all feature unions, except SL which were proven
very weak above. Concerning the learning algorithms, we reach similar conclu-
sions as above, i.e. SVM performs best, MNB following, and kNN, RF are the
worst. Regarding feature combinations, we see that taking unions of features is
generally beneficial to effectiveness: all combinations show improved performance
than all the individual feature-types combined, except when CW combined with
POST. This means that POST provide additional useful information in most
cases. The union of all feature types (CTG+CW+POST) is the best run so
far, closely followed by CTG+CW, both when fed into SVM. We will also use
both these runs as baselines in order to compare the language models based on
different units.

Table 4. Accuracy and F1 on the test set of the IMDB62 corpus, for a variety of
combinations of feature types and learning algorithms or language models. Best results
per feature/learner class and per measure are in bold typeface

Features/learner Accuracy % F1 %

CW/SVM 88.6 89.0

CTG/SVM 85.6 86.0

CTG+CW+POST/SVM 91.7 91.8

CTG+CW/SVM 91.2 91.2

C/LM 92.3 92.7

UW/LM 13.6 18.7

W/LM 84.4 85.2

POS/LM 89.5 89.8

C/LM+W/LM 93.6 93.8

C/LM+POS/LM 94.9 95.0

W/LM+POS/LM 94.1 94.3

C/LM+W/LM+POS/LM 95.9 96.0
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Table 4 shows the language model runs (3rd batch of results) in comparison
to the previously chosen baselines (1st and 2nd batches), as well several language
model combinations. The trivial language model on unigrams (UW/LM) fails, as
expected. From the rest, the pretty standard language model on word 3-grams
(W/LM) is the weakest one, which performs slightly worse than the weakest
of two baselines (CTG/SVM). The proposed language model on part-of-speech
3-grams (POS/LM) comes slightly above (rather insignificantly) the strongest
baseline (CW/SVM), however, it has stronger efficiency benefits. The language
model based on characters (C/LM) achieves a much higher performance.

Regarding the linear combinations of language models, all of them achieve
better performance than the single-feature as well as the combined-feature base-
lines. Again here, we leave out of the combinations the very weak UW/LM. The
combination of all the rest three language models achieves the best accuracy and
F1 of around 96%.

5 Conclusions

Traditional methods for automated authorship attribution employ several fea-
ture types and learning algorithms for building author profiles. Most previous
research has dealt with small heterogeneous collections where each professional
author may have been strongly associated with a topic. Furthermore, the style
and language used by professional authors have been cultivated throughout
the years, consequently becoming distinguishable, making authorship attribu-
tion relatively an easier task. We considered larger collections, with many non-
professional authors, writing on a specific topic (homogeneous collection) such
as movies. Our contributions are the following.

First, we evaluated the performance of four different feature classes commonly
used in past literature, paired with four commonly used classifiers for the task.
We found that Support Vector Machines paired with words or character trigrams
as features are the most effective. This result is in-line with previous research,
e.g. [8], so past results with instance-based methods seem to extend to larger
homogeneous collections.

Second, we proposed a language model based on part-of-speech units and
evaluated its performance against the former methods and other language mod-
els based on standard units such as characters or words. Here, in contrast to
past literature, e.g. [10], where the word-level language model provides the best
results, our experiment demonstrates that character or POS level language mod-
els achieve better classification results.

Third, we investigated combinations of features in learning algorithms by
simply taking unions, as well as combining language models based on differ-
ent units by taking a linear combination of their individual perplexity scores.
Both combination methods seem to work well, achieving better results than the
individual feature classes or language models they combine.

While our proposed POS/LM method provides only a slight effectiveness bene-
fit over the best-performing standard methods, it has important efficiency benefits:
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(a) building a language model on a handful of POS tags is fast, much faster than
using characters or words as units, and (b) feature selection is not required in lan-
guage models. Also, the attribution method of POS/LM avoids data sparsity prob-
lems,making smoothing non-essential. The vocabulary used for thismodel consists
of 36 syntactic labels and 12 commonly used punctuation marks, eliminating the
possibility for an unseen trigram of syntactic labels to arise in the test phase. There
are no limitations imposed on the vocabulary, and every word in the English vocab-
ulary, as well as novel word n-grams that were never witnessed in the training set,
can appear in the test set.

Regarding the combination methods, while feeding unions of features into
some classifier has no extra parameters, taking linear combinations of language
models introduces some extra parameters: the coefficients of the linear com-
bination. We have so far simply assumed equal weights by adding MinMax-
normalized perplexities, nevertheless, this still achieved the best results in this
paper. In this respect, optimizing in the future these coefficients could lead to
even better effectiveness.
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Abstract. This work presents a new, scalable solution to the problem
of extracting citation contexts: the textual fragments surrounding cita-
tion references. These citation contexts can be used to navigate digital
libraries of research papers to help users in deciding what to read. We
have developed a prototype system which can retrieve, on-demand, cita-
tion contexts from the full text of over 15 million research articles in
the Mendeley catalog for a given reference research paper. The evalua-
tion results show that our citation extraction system provides additional
functionality over existing tools, has two orders of magnitude faster run-
time performance, while providing a 9% improvement in F-measure over
the current state-of-the-art.

Keywords: Information extraction · Citation extraction · Text-
mining · Digital libraries

1 Introduction

There are already over 114 million academic papers on the Web [1]. With over 1
million papers published each year [2] and an estimated 10% year on year increase
in the annual number of these outputs [3], researchers need tools to help them
decide what to read. While recommendation systems for academic papers, such
as those provided by Google Scholar, Mendeley Suggest [4] or CORE [5,6] have
been created to address the problem of discovering relevant literature, more can
be done to help users to effectively navigate through the network of scientific
papers. One traditional yet effective way of discovering new and relevant content
is by following the edges of the citation graph in the opposite direction, i.e. from
the cited to the citing articles. Unfortunately this activity is, even in the most
popular scholarly communication systems, not adequately supported. Although
users can discover articles that cite a particular work, Google Scholar and similar
services do not enable the user to quickly understand how important and relevant
to their interest that citation link is, prior to accessing that document.
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Similarly, users of academic digital libraries need to make choices about what
to read. When presented with a particular article landing page, they need to
decide if investing time in reading the article is worthwhile. Such decision is typi-
cally based on (a) the perceived relevance of the article to the current researcher’s
interest and (b) the importance or trust in the work.

While the former is typically assessed by scanning the abstract and title, the
latter is today often evidenced using the paper’s citation count, typically dis-
played on the article details page, the journal impact factor or other similar met-
ric. However, all approaches relying on an aggregate function of citation counts
to evidence the importance of an article face problems caused by the variety of
situations in which people cite work [7]. As described by Eugene Garfield [8],
the motivations for citing prior work include: paying homage to pioneers, giving
credit for related work (homage to peers), identifying methodology, equipment,
and the like, providing background reading, correcting one’s own work, correct-
ing the work of others, criticising previous work, substantiating claims, alerting
researchers to forthcoming work, authenticating data and classes of fact (such
as physical constants), identifying original publications in which an idea or con-
cept was discussed, identifying the original publications describing an eponymic
concept or terms, arguing against the work or ideas of others and disputing the
claims of others to have been first with their work.

As a result, we believe researchers can benefit from leveraging citations in
a qualitative rather than just quantitative way. Citation contexts, i.e. the text
surrounding a citation, explain how the cited paper is used in this particular
work. By extracting all these mentions from the full text of articles citing a
document of interest, we can help researchers to quickly explore the ways in
which a given paper was useful in other peoples’ work, hence we can help them
decide whether the work might be useful in their own work. Our assumption
is that by enabling researchers to quickly interrogate the contexts in which a
given paper is used, we can assist them in making a more informed choice about
whether or not to read it.

Consequently, we address the problem of automatically retrieving and
extracting citation contexts for a given research paper. The presented work
brings the following contributions:

– We present a new, scalable tool which uses machine learning techniques to
recognise and parse references from unstructured text and extracts the textual
content surrounding their mentions.

– We report on the results of an end-to-end evaluation of this tool and discuss
its advantages over existing solutions.

In addition to the above mentioned use cases, we believe this work could
also be applied in other situations, in particular, (a) to improve browsing in
digital libraries by enabling more focused navigation across resources (e.g. it
would be possible to (hyper-)link to a particular fragment rather than just to
a document), (b) as a tool to assist researchers/funders in understanding which
claims from a work have been discussed and/or built upon in further work and
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(c) as a supporting tool to understand the contribution of a researcher, a research
group, organisation, etc., at a finer granularity.

2 Citation Contexts Extraction Method

The citation contexts extraction process consists of four stages depicted in Fig. 1.
We first clean and pre-process the input text. We then process the text line by line
classifying each as either a reference line or not (Sect. 2.1). The lines classified
as a reference are then passed to a probabilistic parser based on Conditional
Random Fields (CRFs) [9] that splits each reference into its constituent fields
(Sect. 2.2), such as authors, title, year and venue. We subsequently use a set
of regular expressions to link each reference to all its citations in the processed
document extracting all the citation contexts (Sect. 2.3). Finally, we try to link
each of the citation reference strings to a unique ID of the cited document
(Sect. 2.4).

Fig. 1. The four stages of citation context extraction.

2.1 Reference Classification

The following features were used to train the classifier to distinguish the text of
references from non-references at the line level:

– (F1) Line length (float): Character line length as a ratio to the mean line
length in the document.

– (F2) Is within reference or numbered block (Bool) Follows a heading
that signifies the start of a references block, or within a block of at least n
consecutively numbered lines.

– (F3) Date presence (Bool)
– (F4) Contains URL or DOI (Bool)
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– (F5) Contains cue words (Bool): Contains words that likely appear in a
reference, such as “ibid”, “et al.” or “in press”

– (F6) Contains publication word stem (Bool): Contains a word from a
list (“journal, adv, bull, proc, stud, biochem, etc”)

– (F7) Contains a page range (Bool)
– (F8) Contains volume information (Bool) Contains words, such as “vol”,

or common “vol/issue/pages” stereotype pat- terns.
– (F9) Contains editor information (Bool): Words, such as (eds, ed. etc.)
– (F10) Punctuation ratio (float): Ratio of punctuation characters to the

total line characters.
– (F11) Capital letters ratio (float): Ratio of capital letters to total line

characters.
– (F12) Camel case bigrams ratio (float): Ratio of camel case bigrams to

the line bigrams.
– (F13) Starts with a numeric label (Bool)
– (F14) Surname/initials pair (Bool): Contains a surname or initials pairs.

Using the above features, we have trained SVM, Random Forest, Logistic
Regression, Decision Tree and CRF models. The first four models were created
using the WEKA [10] software workbench. We used the CRF++ toolkit [11]
implementation for the CRF model. This model uses, in addition to the above
mentioned features, sequence information consisting of feature values of each line
and the preceding and following 3 lines.

2.2 Reference Parsing

Given the plain text of a reference in any bibliographic format, the goal of
reference parsing is to fill in a template consisting of fields, such as author, title,
journal and year. To solve this problem we apply the AnyStyle parser1, which is
an open-source tool that uses CRFs to split a reference string into its constituent
fields and output the result as BibTeX. The parser ships with a default model
and training data that consist of 657 records of annotated data. To increase
the accuracy of the parsing, we have retrained the CRF model using additional
training data from Mendeley (see Sect. 4.2).

2.3 Context Extraction

Citation context extraction addresses the problem of locating all the links in the
body of a paper to each reference and extracting the text surrounding them.
There are three main approaches of connecting a citation to its reference we
support:

– The reference is preceded with a number which is used as citation marker in
the body of the document.

1 http://anystyle.io/.

http://anystyle.io/
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– The reference is preceded with an abbreviation created, for example, as a
name & year, which is used as a citation marker in the body of the document.

– The citation is linked to a reference using a footnote.

We approach the problem of linking the citation to a reference by using a
set of regular expressions. These regular expressions were manually curated and
fine-tuned on a test set. Using a naive baseline method, the citation context
snippet is then formed by a context window of 300 characters to the left and
right of the position of the citation.

2.4 Citation Matching

The final step is to link each of the references cited in a given research paper
to a unique document ID of the cited document. We use the catalog search
functionality of the Mendeley API for this purpose. For each parsed reference,
we compose a query using the following logic:

– If the reference string contains an identifier, such as a DOI, we use this iden-
tifier to look up the record.

– If we manage to extract the title from the reference string, the query contains
the title plus year and author information, provided this is available.

– If the reference does not contain (or we don’t manage to extract) an identifier
nor a title, such as in “J. A. Maruhn and W. Greiner, Z. Phys. 251, 431
(1972).”, we fall-back to a fuzzy lookup on author, source and year.

If the look up is successful for a reference, we record the document ID and
normalise the parsed metadata based on the information in the Mendeley cata-
log.

3 Collecting Information About What Others Say About
This Work

As our goal is to retrieve all the citation contexts for a given reference article,
we need a fast way of determining the set of articles citing the reference arti-
cle. We have considered two approaches of addressing this problem. In the first
approach, we would apply the citation extraction tool described in Sect. 2 to
create a catalogue of research articles and their citations. We would start by
deduplicating research articles and adding all of them into the catalogue with
their metadata. We would then process the full texts of all these papers. For
each paper, we would extract and parse its references and would try to match
each reference to this catalogue using a learnt similarity threshold for a metric,
such as Jaccard coefficient. We would then generate a pair of citing catalogue
ID and cited catalogue ID for each successfully matched tuple.

As this process contains many non-trivial steps where errors can occur,
we have decided to opt for an alternative approach which relies on already
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Fig. 2. The “What cites this work” browser bookmarklet allows the user to see how a
given research paper is cited in other peoples work. Instead of having to search for the
mentions of the paper, the citation context is automatically extracted and displayed
to the user in the form of a snippet.

existing databases. More specifically, we use the Mendeley Catalogue as an already
deduplicated database of research papers. The Mendeley Catalogue contains over
70 million unique research articles crowd-sourced from Mendeley users. As we host
the full text documents uploaded by users on our servers, we can process these
articles using the citation context extraction tool. In order to identify the articles
citing a given document from the Mendeley Catalogue, we rely on information
from Scopus. Scopus is one of the largest citation databases of peer-review liter-
ature. As the citation information in Scopus is automatically extracted and then
manually curated, it is of high quality. The dump of the Scopus citation dataset
we used in our experiments consisted of over 934 million citation pairs.

To enable a fast retrieval of document IDs citing a given paper, we first
match Scopus citing-cited article pairs to the Mendeley Catalogue. We then
group these pairs by the cited document aggregating all citing document IDs on
one line. Finally, we index this dataset using Elasticsearch.
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To retrieve the citation contexts for a given research paper, all we need to
do now is to:

1. Query the citations index to retrieve Mendeley IDs of all documents citing a
given reference document.

2. Download the full texts of the citing documents.
3. Process the documents using the citation context extraction tool retrieving

only the citation contexts referring to the reference document.
4. Retrieve canonical metadata for each of the citing references from the Mendeley

Catalogue to accompany the citation context with information about the
source it comes from.

5. Rank the citations according to some criterion and reorder.

We have built a demonstrator in the form of a “What cites this work” browser
bookmarklet that implements this method for articles in the Mendeley Cat-
alogue. As the user launches the bookmarklet, the title and the DOI of the
currently visited article is retrieved from the HTML page of the Mendeley Cat-
alogue. The system then follows steps 1–5, where steps 2–3 are done in parallel.
Our demonstrator ranks the retrieved citations according to the popularity of
the citing article, i.e. based on the number of Mendeley readers who have that
article in their library. An example of the result is shown in Fig. 2. While it has
recently become the de facto standard in scientific databases and search engines
to provide a link to a list of articles citing a given article, these systems typically
do not show the context in which the article is cited. For example, the ACM
Digital Library displays only the list of article titles that cite a given document
and Google Scholar displays the list of titles with their abstracts but not with
the citation contexts. We believe that using citation contexts as snippets is more
informative and useful to the user.

4 Evaluation

There is a number of components that form our pipeline. In order to get a good
understanding of the system’s performance, we have to evaluate all of them.

4.1 Reference Classification

To train the reference classification models described in Sect. 2.1, we have created
a training set of 1,000 randomly selected PDFs from the Mendeley Catalogue for
which we have canonical citation data from Scopus. These PDFs were converted
to a single text file consisting of about 300 k lines and all actual citations were
labeled 1 and non-citations 0. The validation set consisted of 1,000 PDFs (365 k
lines) randomly selected from PubMed labeled in the same way as the training
data.

The results (Table 1) show that SVM, CRF and J48 were the top performers.
However, the observed run-time performance of the CRF was much faster than
the other two methods, which is why we decided to use this model within our
tool.
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Table 1. Evaluation of line-level
citation classifiers.

Model Precision Recall F-measure

SVM 0.998 0.998 0.998

CRF 0.996 0.997 0.997

J48 0.997 0.997 0.997

Random Forest 0.993 0.993 0.993

Log Regression 0.990 0.990 0.990

Table 2. Parsing error rate for eval-
uation data set of 26,000 citation
records.

Model Parse error rate

Baseline 22%

Retrained model 5%

4.2 Reference Parsing

One of the difficulties with parsing a citation string is dealing with noisy data
that might be extracted from, for example, PDF files. There may be inconsis-
tencies in text encoding, punctuation and use of white space. In addition, many
different citation referencing styles need to be handled. We created training data
representative of a wide range of citation styles and included noisy data exactly
as extracted from the source document. The training set consisted of 600 man-
ually structured citations from open access papers in the Mendeley catalogue in
addition to the 657 training records supplied with the Anystyle parser2.

In order to see whether the CRF model trained on the additional data per-
forms better than the default model shipped with AnyStyle, we created an eval-
uation set of 26,000 structured citation records randomly selected from PubMed
research papers. The size of the data sample gives us at 99.9% significance level
a confidence interval of just below 0.1. The evaluation references were then com-
pared with the system generated references to calculate a raw error rate based
on character-level differences.

A comparison of the error rate between the system-generated references and
those from PubMed are shown in Table 2. By retraining this parser on a more
representative data sample that included an additional 600 records, we have
reduced the error rate of the baseline citation parser from 22% to 5% - more than
a four-fold error reduction. Our intuition behind the significant error reduction
is that the default AnyStyle model was trained on too little and too clean data.

4.3 End-to-end Citation Extraction

We ran two end-to-end evaluations against 26,000 research article PDFs ran-
domly selected from the Mendeley Catalogue and for which canonical cita-
tion data were available from the manually curated Scopus database. The gold
data comprises the raw string value and structured citation (author, title, year,
source), and the expected catalogue identifier for each reference cited.

This evaluation faced significant challenges, such as that the extracted cita-
tions might be in a different citation format than in the canonical record as well
as that the PDF may be locked by the creator or may be a scan.
2 http://anystyle.io/.

http://anystyle.io/
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For the first evaluation (Fig. 3), each extracted citation was parsed with the
CRF model described in Sect. 2.2 and the authors, title, year, and source and
DOI fields extracted were used in a query to the Mendeley Catalogue lookup
API. Results of this evaluation are shown in Table 3.

For the second evaluation, we attempted to match extracted citation strings
against the canonical citation strings for each article. We also ran the same end-
to-end evaluation with the state-of-the-art CERMINE [12] software on the same
hardware to compare performance both in terms of accuracy and processing
speed. Results of this evaluation are shown in Table 4.

Fig. 3. Evaluation pipeline compar-
ing retrieved identifiers with expected
identifiers in the gold data set.

Fig. 4. Evaluation pipeline with opti-
mal baseline data that uses the gold
data to generate queries.

Table 3. End-to-end citation extraction and linking via parsing and querying.

Canonical
citations

Extracted
references

Matched
references

False
matches

Precision Recall F-measure

731,119 731,119 453,750 127,469 0.776 0.621 0.690

Table 4. End-to-end citation extraction and matching via hashing, P= precision,
R = recall, F = F-measure, t = time in seconds.

Canonical
citations

Extracted
references

Matched
references

False
matches

Precision Recall F-measure time
(seconds)

Our system 887,191 657,277 238,696 0.734 0.741 0.737 5.5x103

CERMINE 887,191 524,248 187,331 0.789 0.591 0.676 3.46x105



296 P. Knoth et al.

Table 5. Optimal catalogue
matching performance given a
query string from the gold set.

Measure Score

Precision 0.78

Recall 0.72

F-measure 0.76

Table 6. System catalogue match-
ing performance given an automati-
cally generated query string.

Measure Score

Precision 0.78

Recall 0.63

F-measure 0.69

While the individual results for citation classification and citation parsing
show high performance, the end-to-end results for citation network indicates that
there is space for improvement. This may be because the matching of extracted
citations against their canonical form needs to be more sophisticated or that the
catalogue lookup is too imprecise. However, the end-to-end results still represent
an overall 9% F-measure improvement on the previous state-of-the-art using the
same evaluation set and using the same metrics, and our approach also runs
two orders of magnitude faster (103 vs 105 seconds to complete) on the same
hardware.

In order to distinguish catalogue lookup errors from errors in the citation
extraction pipeline, we decided to compare the system performance against an
optimal baseline. This optimal baseline helps us to answer the question of what
would be the maximum achievable performance for locating the correct catalogue
entry if perfect, structured citations could be extracted automatically from each
evaluation article. To do this, for each structured citation in the gold set we gen-
erated a catalogue query (in the same way as was done for the system generated
structured citation) and compared the identifier of the returned result with the
expected identifier in the gold set (Fig. 4).

A comparison of the end-to-end system evaluation with the optimal baseline
is shown in Tables 5 and 6. Table 5 shows the results of the optimal baseline
evaluation when comparing the retrieved catalogue identifier given a “perfect”
query string generated from the gold data, with the expected identifier in the gold
set, for each document in the evaluation set. The idea here is that a successful
lookup is not guaranteed even when the query is generated from the gold dataset.
We want to see how this optimal baseline performs to be able to compare it with
the citation extraction system performance.

Table 6 shows the end-to-end system results evaluated by comparing the
retrieved catalogue identifier given a query string generated from automated
extraction and parsing, with the expected identifier in the gold set, for each
document in the evaluation set.

The results show that the system performs at 0.69
0.76 = 91% of the optimum

that could be expected if a perfect query string could be generated for each
document in the evaluation set.
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5 Related Work and Discussion

Previous approaches such as ParsCit [13] use heuristics to identify the block of
references at the end of the article and regular expressions to split these into
individual references strings. In this work, we use CRFs to identify individual
reference strings anywhere within the document, which allows references in, for
example, footnotes to be extracted. Similar to ParsCit, our approach requires
only plain text as input.

Other approaches, such as SectLabel [14] and pdfextract use rich-text fea-
tures such as font size, position, and indentation to identify reference sections
in order to improve extraction performance. Although our approach leads on
our evaluation set excellent results without requiring such features, it may well
be improved with the addition of them. This assumption is consistent with the
findings of Kern & Kampfl [15] who enriched ParsCit with features, such as font
information, reporting a slight improvement in parsing performance. While we
have not yet performed a direct comparison with these approaches, one needs
to consider the trade-off between our lightweight approach that allows reference
extraction, parsing, context extraction and linking to be performed in real time,
and more complex approaches that may not allow such real-time processing.

Our work addresses the following limitations of some existing tools:
Poor runtime performance (CERMINE [14], CrossRef pdfextract [1]). We ran
CERMINE and pdfextract on our evaluation data set and hardware. CERMINE
took 4 days while pdfextract failed to complete. The evaluation shows our tool
runs two orders of magnitude faster than the state-of-the-art CERMINE tool.
Unrealistic reference formatting requirements. They require as input exactly one
reference string per line (e.g. ParsCit [4]). Extracting candidate citations with
exactly one citation per line is challenging, as many tools that extract text
from formats such as PDF either preserve hard line breaks, or attempt to wrap
the text, which works well for running paragraphs, but tends to glom multiple
citations together (e.g. pdftotext). In contrast, our tool can deal with situations
where a reference string is split across a number of consecutive lines which are
prior to reference parsing reconnected.
Reference position requirements. They require citations to appear in a block
towards the end of the document under a heading such as “References” or “Bib-
liography” and/or require the references to be formatted with hanging indents
(e.g. ParsCit, pdfextract). In contrast, our tool assumes that references can
appear anywhere in the document body, such as in footnotes. The lower reliance
on document structure makes the tool also applicable to non-academic docu-
ments.

6 Future Work

There is a number of ways in which we can improve and apply the tool in the
future. First we would like to implement more sophisticated logic for determining
the citation context boundaries. At the moment this is only based on a fixed
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size character window. One option is to detect semantically coherent segments
by applying the Text Tiling algorithm [16], using only the segment in which
the citation occurs as the citation context. However, as this might significantly
increase the runtime, we might want to opt for a more lightweight solution.

The second area of interest is the automatic classification of reasons for cita-
tion, for example, to the categories specified by Garfield [8] as listed at the
beginning of the paper or Teufel [17]. Such work would also be closely related to
the identification of influential citations [18]. This has the potential to improve
the browsing capabilities of digital libraries and to be used as a feature in the
development of new research evaluation metrics/scientometrics. Another strand
of work constitutes the application of the citation context extraction tool to
effectively construct a sentence/paragraph level co-citation matrix. As demon-
strated in [19], such co-citation information could be used as a valuable feature
in recommender systems.

7 Conclusions

We have successfully applied CRFs to address two problems: real-time extraction
of bibliographic reference strings, from anywhere within the text of an article,
and splitting those strings into structured queries to a large digital library of
research papers. This approach is article-format and domain agnostic and can
potentially be modified for any digital library. We have applied our method
to an existing citation network to extract citation contexts and links, so that
researchers can read more easily what others say about a given article.
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Abstract. We present a supervised machine learning AND system
which tackles semantic similarity between publication titles by means
of word embeddings. Word embeddings are integrated as external com-
ponents, which keeps the model small and efficient, while allowing for
easy extensibility and domain adaptation. Initial experiments show that
word embeddings can improve the Recall and F score of the binary clas-
sification sub-task of AND. Results for the clustering sub-task are less
clear, but also promising and overall show the feasibility of the approach.
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1 Introduction

Author name ambiguity can be observed in collections of (scientific) publica-
tions when several authors bear, or publish under, the same name. It is caused
by the natural limitation of available person names, and by the fact that some
names are much more frequent than others. It is further aggravated by the com-
mon publishing practice of initializing authors’ first names. Author name disam-
biguation (AND) is the task of deciding, for a given pair of publications with
the same author name, whether that name refers to the same author individual
[4,18]. AND is a multi-facetted task, which comprises (1) content similarity, (2)
co-author similarity, and (3) publication meta data similarity. In this paper, we
present a supervised machine learning system which handles these three facets in
a unified and extensible way. In particular, our system uses word embeddings
(WEs) to deal with the content similarity facet of AND. WEs are employed
to detect semantic content similarity or relatedness between pairs of publica-
tion titles, beyond surface-based string matching. To give just one illustrative
example which exhibits neither title string nor co-author overlap, consider the
following pair of publications from our data set.

A. Verma, A. Kumar (2004): Articulatory class based spectral envelope representation for
voice fonts.
A. Karmakar, A. Kumar, R. K. Patney (2006): A Multiresolution Model of Auditory Excita-
tion Pattern and Its Application to Objective Evaluation of Perceived Speech Quality.

c© Springer International Publishing AG 2017
J. Kamps et al. (Eds.): TPDL 2017, LNCS 10450, pp. 300–311, 2017.
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Here, the author name A. Kumar does refer to the same person, but the only
hint is in the semantic relatedness of the underlined tokens.

WEs have recently become popular in Deep Learning approaches to natural
language processing (NLP). Full-blown Deep Learning models can take long
to train and are technically demanding, often requiring specialized hardware.
These requirements limit their practical applicability for digital libraries or online
bibliographies. Our approach, in contrast, avoids these problems by (1) using
only a simple machine learning model, which is fast and easy to train, and (2)
keeping the WEs separate from the model. This way, the WEs are trained in a
one-off effort, and they can easily be re-used and combined, even as the model
architecture gets more complex. The rest of this paper is structured as follows:
Sect. 2 provides a brief definition of AND and outlines how we cast AND as
binary classification followed by clustering. Section 3 introduces the concept of
WEs for the computation of semantic similarity and then provides a detailed
description of our system. Section 4 describes and discusses our experiments,
and Sect. 5 briefly reviews some related work. The paper concludes in Sect. 6.

2 Definition of AND

AND deals with authorship records [3], which consist of an author name and some
representation of the publication content, co-authors, and other meta data. Pub-
lications with n authors yield as many authorship records, and for every author,
the n−1 other records provide important information about the publication co-
authors. Content and co-author similarity are two interrelated facets of AND,
none of which is sufficient in isolation. Content similarity between two author-
ship records with the same author name is not necessary to establish author
identity: The same author can produce publications on different topics, or even
in completely distinct fields, which will not be very similar. High co-author sim-
ilarity is normally a strong indicator for author identity [15,17], and is the sole
information source for some AND approaches. On the other hand, the absence
of common co-authors does not indicate non-identical authors, as one author
can collaborate with distinct groups of colleagues. Additional meta data like
publication year distance can have a mediating function here, as it can capture
changes in an author’s interests over time [6].

2.1 AND as Binary Classification Plus Clustering

We follow [6,14], and others in separating the AND task into binary classification
of pairs of authorship records and subsequent clustering. Commonly, the input
for an AND system is a list of so-called blocks, i.e. a list of sets of authorship
records with a shared identical, or highly similar, name, and the output is a
partitioning of each block into sub sets for the individual authors. In the binary
classification paradigm, a single data instance represents two authorship records
(from the same block, but from different publications) and a binary label which
is 1 if the publications are authored by the same person, and 0 otherwise. In our
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approach, each instance represents the following information for each of the two
authorship records: Content information subsumes various textual informa-
tion. We assume that minimally the publication title is available, but the same
representation is easily applied to other textual artifacts, like abstracts or full
texts. Title words of each of the two authorship records are lowercased, cleaned
of stop words, and represented as one list of complete and one list of stemmed
tokens (created using the PorterStemmer). Having these two lists at our disposal
allows us to use pre-trained WE resources that expect either format. Each title is
also split into one list each of character 3-, 4-, and 5-grams. In addition, we apply
a two-word window on the stemmed token list for each publication to obtain a
list of word bi-grams. Co-author information for each of the two authorship
records is represented as a list of normalized co-author names, excluding the
shared author name. Normalization includes initialization of the first name and
lowercasing of the entire string. A list of three co-authors could thus look like
“f.harary m.lim d.wunsch”. Meta data includes relational, first-order attributes
of the pair of authorship records: Publication year distance is the absolute dif-
ference between both publications’ year attributes. If the year is missing for one
or both publications, the value is −1. Publication venue match is 1 if the publi-
cation venues of the two publications match, 0 if they are available but do not
match, and −1 if one or both is unavailable.1 After obtaining binary classifica-
tion results for a given block, the individual decisions have to be combined into
clusters. This is commonly done as a graph partitioning task (cf. Sect. 5), where
binary classification confidence scores are used as edge weights in an undirected
graph, and the author partitions are obtained by some graph algorithm. Alter-
natively, we create the graph in such a way that its connected components can
directly be interpreted as clusters. We do this by employing different minimum
positive confidence thresholds during graph creation (cf. Sect. 4.2).

3 A Deep Learning Model for AND

3.1 Word Embeddings for Semantic Similarity

The basic idea behind WEs is that distributional (i.e. co-occurrence) informa-
tion derived from a large text corpus is represented in low-dimensional vector
space in such a way that proximity in this vector space can be interpreted as
similarity or relatedness. The vector representation for a single word is com-
monly given as a list of n real-valued numbers, where n is the dimensionality of
the embedding. Two popular algorithms for learning WEs from texts are GloVe
[13] and word2vec [10]. Apart from the desired dimensionality, both algorithms
accept, among others, one parameter for the window size, and one for the min-
imum vocabulary count. The first parameter controls the maximum distance
between words that are considered as co-occurrent, and the second parameter
controls how often a word has to occur in the corpus in order to be considered at

1 We only consider venue identity rather than similarity because our data set only
contains abstract, uninterpretable venue identifiers.
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all. Depending on the choice of parameters and the size of the corpus, training
WEs can be computationally expensive. However, since they are supposed to
capture universal, task-independent semantic relations, they can be utilized in
diverse settings without the need for re-training. Several studies have focussed
on the evaluation of WEs. [16] perform extensive experiments with diverse WEs,
and evaluate how well they reproduce human semantic relatedness judgements,
and how much they contribute to tasks like e.g. sentiment classification. [5], in
a similar vein, evaluate several WEs on what they call NLP (=extrinsic) and
linguistic (=intrinsic) tasks. While the level of granularity of WEs is the individ-
ual word, computing the semantic similarity of arbitrarily long word sequences
(e.g. sentences or publication titles) requires that those sequences are reduced
to single vectors that somehow capture the semantics of the whole sequence.
A common way to do this is to average over the embeddings for the individ-
ual words: Given a collection of n-dimensional WE vectors and a sequence of i
words, we retrieve the j vectors for those words that are covered in the collection
(with j <= i), sum over the j values for each of the n dimensions, and divide
each of the values by j. This yields one n-dimensional embedding vector for
each word sequence, which can be compared to similar representations of other
sequences, e.g. by means of computing the cosine similarity. This simple and
efficient method has been shown to work surprisingly well, and is often used as
a baseline in more complex, training-intensive systems, e.g. [9]2. We prefer this
simple heuristic over more powerful Deep Learning devices (like e.g. RNNs or
LSTM networks, which maintain a notion of ordering in the reduced sequence)
because (1) our preliminary experiments showed that they dramatically increase
the technical complexity and training time for our system, rendering it difficult
to use in a practical setting, and (2) we think that, for publication titles, the
subtle differences conveyed by word order are negligible.

3.2 System Architecture and Components

Figure 1 shows the architecture of the binary classifier employed in our system,
which is implemented as one multi-layer neural network with Keras [2] on top
of Theano [19], and which is trained using the Adam optimizer. Input to the
network is provided by the two authorship records (depicted as documents).
The network consists of three auxiliary models (horizontal boxes), each of which
focusses on a particular facet of the classification problem. Only the meta data
attributes, due to their simplicity, do not have their own model. Each auxil-
iary model is a multi-layer neural network (cf. below for details) with sigmoid
activation and a final softmax layer, which outputs the positive and negative
class probability for each instance. The simple co-author model contains only
two features, the cosine and the Jaccard similarity of the normalized co-author
names (without the shared name). The model consists of one two-node hidden
layer only. The simplicity of this model, which treats each name as one atomic

2 [7] report similar baseline results with summing instead of averaging over the embed-
dings of a sequence.
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Fig. 1. System architecture: Binary Classifier

token, is a result of the author name structure found in the KISTI data set (cf.
Sect. 4.1), which, like most standard AND data sets [12], does not require any
sophisticated string similarity measures due to the absence of name variability.
As the focus of this paper lies on the semantic title model, the co-author model
is intended as a high-precision baseline only. The surface title model covers
the string-matching aspect of content similarity in terms of cosine and Jaccard
similarity of stemmed tokens, character 3-, 4-, and 5-grams, and word bi-grams,
resulting in a total of ten features. The model consists of one hidden layer with
ten nodes. Here, stemmed tokens are used in order to increase the coverage. The
features used in this model are more or less standard features found in many NLP
and IR systems. Despite their simplicity, surface-based features can handle a lot
of cases, and display a very reasonable performance (cf. the baseline results in
Sect. 4.2). This can make it difficult to demonstrate the contribution of semantic
features, because their effect is easily covered up by the effect of the surface-based
features. The semantic title model (including its preprocessing) is the most
interesting component of the binary classifier. The system can be supplied with c
collections of WEs. For each collection, the preprocessing component computes
the cosine similarity of the (stemmed or unstemmed) title tokens from the two
authorship records, which are then passed to the semantic title model as input
features. The model consists of three hidden layers with one node for each of the
c input features. For reasons of clarity, Fig. 1 shows only two collections of WEs
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(c = 2), but the system can accept arbitrarily many, including none, in which
case the semantic title model remains inactive. One important feature of the
semantic title model is that tokens that appear in the publication titles of both
authorship records are completely removed from its input prior to generating
the averaged WEs. This is motivated by the idea that perfect string identity
can and should be handled in the surface title model, and that the semantic
title model should be allowed to ignore these cases in favor of cases that involve
actual vector space similarity rather than identity. Finally, the joint model
(vertical box) is also a multi-layer neural network with sigmoid activation and
a final softmax layer. It simply integrates the outputs of the softmax layers of
the auxiliary models, as well as the meta data attributes, and produces the final
classification. The joint model consists of two hidden layers with eight (with
semantic title model) or six (without semantic title model) nodes. At test time,
it outputs for each instance the positive and negative class probability, and the
higher of the two probabilities determines the final classification for the instance.
During training, each auxiliary model is presented with its respective sub set of
features, computed from the instance representation described in Sect. 2.1 above,
and with the binary label. Likewise, the joint model is presented with the out-
puts of the auxiliary models and the same binary label. Being part of a single
network, all four models are trained simultaneously. However, we decouple the
training of the models by computing a training error and corresponding loss for
each model individually. This allows the different parts of the system to train
at different speeds: the simple co-author model and the surface title model, e.g.,
converge quickly, while the semantic title model and the joint model, depending
on the parameters and the number of WE collections, converge more slowly.

In order to obtain author clusters, we then employ NetworkX3 to create an
undirected graph containing one node for every authorship record in the block,
and to add edges between all node pairs that were classified with a minimum
positive confidence above a given (variable) threshold.

4 Data, Experiments, and Results

4.1 Data Set and Word Embeddings

Our task-specific data set is KISTI [8], which is derived from dblp data and con-
sists of 41.674 authorship records from 37.613 publications, and 6.921 different
authors. The data is pre-structured into blocks which are identified by a first
name initial and a full last name. Each block contains authorship records from
1 to max. 71 different authors. DEV-TRAIN, DEV-TEST, and EVAL data was
generated from the KISTI data set as follows: We randomly distributed the indi-
vidual authors in each block (i.e. y.chen 1, y.chen 2, ... y.chen n) into three sets
of roughly the same size, ignoring blocks with less than six authors. Then, for
each of the three sets, we paired all authorship records in the same block with
each other, and created either a positive or a negative instance in the format

3 https://networkx.github.io/.

https://networkx.github.io/
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described above in Sect. 2.1. Note that, of the various possible methods of creat-
ing data instances from the KISTI data set, this method makes it rather difficult
for the system, because, at test time, all authors in DEV-TEST and EVAL are
unseen. This yielded 190.009 DEV-TRAIN instances (41.8% pos, 58.2% neg.),
226.546 DEV-TEST (47.66% pos., 52.34% neg.), and 163.000 EVAL (42.95%
pos., 57.05% neg.). Word level semantics is integrated into our system by means
of pre-trained GloVe embeddings [13] and custom-built WEs trained on various
text corpora. The GloVe embeddings4 (GloVe) were trained on huge corpora
(between 6 and 840 billion tokens) covering Wikipedia pages and other web data,
as well as news wire texts. A second set of WEs (dblp) was trained on a text
corpus of 3.5 million publication titles derived from a dblp XML dump5. We
made sure to remove from the corpus the titles of all publications that are also
contained in the KISTI data set. A third set of WEs (MSAc) was trained on a
corpus of 6.5 million publication titles extracted from the Microsoft Academic
Search dataset. Prior to training, for dblp and MSAc, special characters were
removed, and the publication titles were lowercased, cleaned from stopwords,
and stemmed with the PorterStemmer. A fourth set of WEs (dblp+MSAc) was
trained on the concatenation of the dblp and the MSAc text corpora. All WEs
were trained with the gensim6 implementation of word2vec, using the CBOW
variant. For all corpora, we employed several values for the parameters dimen-
sionality (d = 50, 100, 200, 300), minimum token count (mc = 5, 20), and window
size (w = 5, 10). There is one embedding file for each combination, resulting in
16 separate files per text corpus. Table 1 gives some statistics. Note that the
total number of text tokens used for calculating the coverage of the embeddings
is higher for the GloVe embeddings (10.734) because they contain unstemmed
tokens, while all other embeddings were trained on stemmed tokens. Also, the
glove.840B.300d embeddings are case-sensitive, which is why their coverage on
our lowercased data set is smaller.

Table 1. Word embedding statistics

Name # Tokens Coverage

glove.6B.{100,200,300}d 400.000 9.151/10.734 (85%)

glove.42B.300d 1.917.494 9.944/10.734 (92%)

glove.840B.300d 2.196.017 9.511/10.734 (88%)

dblp.cbow.{50,100,200,300}d.mc5.{w5,w10} 56.081 6.522/7.263 (89%)

dblp.cbow.{50,100,200,300}d.mc20.{w5,w10} 23.738 6.081/7.263 (83%)

msac.cbow.{50,100,200,300}d.mc5.{w5,w10} 198.383 6.411/7.263 (88%)

msac.cbow.{50,100,200,300}d.mc20.{w5,w10} 74.255 5.924/7.263 (81%)

dblp+msac.cbow.{50,100,200,300}d.mc5.{w5,w10} 224.599 6.680/7.263 (91%)

dblp+msac.cbow.{50,100,200,300}d.mc20.{w5,w10} 84.104 6.383/7.263 (87%)

4 https://nlp.stanford.edu/projects/glove/.
5 http://dblp.uni-trier.de/xml/.
6 https://radimrehurek.com/gensim/.

https://nlp.stanford.edu/projects/glove/
http://dblp.uni-trier.de/xml/
https://radimrehurek.com/gensim/


Semantic Author Name Disambiguation with Word Embeddings 307

4.2 Experiments and Discussion

As mentioned in Sect. 2.1, our system consists of two parts, which we evalu-
ate individually. The binary classifier is evaluated in terms of P, R, and F for
retrieving positive instances. We train one binary classifier with each set of WEs
individually, and with all sets of WEs (i.e. GloVe, dblp, and MSAc) at once.
Note that we use all five (GloVe) resp. 16 (dblp, MSAc) embedding files per set
simultaneously. Thus, the semantic title model has as many as 37 features when
using all WEs at once. We do this in order to exploit potential complementarity
of the WEs produced with different training parameters, and because our initial
experiments gave no clear indication as to which parameters are optimal. The
results for the binary classifier are given in Table 2, with the maximum P, R,
and F values in bold. Each classifier is trained for 40 epochs, and we report the
performance with the maximum F on DEV-TEST, along with the number of
epochs that were required to reach that result (E).

Table 2. Binary classification results (max. F score reached after E epochs)

ID WEs Files P R F E

0 - - 82.48 45.82 58.91 9

1 GloVe 5 81.21 47.22 59.72 9

2 dblp 16 76.96 67.18 71.74 20

3 MSAc 16 78.29 53.82 63.79 23

4 dblp+MSAc 16 76.38 65.29 70.40 23

5 GloVe, dblp, MSAc 37 75.67 69.01 72.19 13

As a baseline, we trained and tested the classifier with ID 0 without supply-
ing any WEs, so that the semantic title model remains inactive. As expected,
this classifier shows the worst performance (58.91 F), but not, however, by a
large margin. The baseline binary classifier is clearly biased towards P, with the
highest P and the lowest R of all binary classifiers. We see this as the result
of the classifier’s limitation to simple string matching, which prevents it from
retrieving instances which are semantically related, but where this relatedness
is not obvious on the surface. The worst non-baseline classifier is 1, only slightly
above baseline with 59.72 F. The other non-baseline classifiers are considerably
better, with F scores of 63.79 (3), 70.40 (4), and 71.74 (2). Note that classifier 2
uses the WEs trained on the dblp corpus, which is in-domain in the sense that it
bears the most similarity - although no publication overlap - to the KISTI data
set. It yields by far the best binary classification performance of all WEs trained
on individual corpora. Note also that classifier 4, which is trained on the con-
catenation of the dblp and MSAc corpora, fails to improve, or even reach, the F
score of the classifier trained on the dblp corpus alone (2). Thus, simply merging
both corpora prior to WE training did not yield an improvement. As mentioned
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earlier, another way of integrating different sources of word level semantics into
our system is by using several sets of WEs simultaneously, as in classifier 5. And
indeed, this configuration yields the best performance of all binary classifiers:
although P drops to the lowest value of all, the associated gain in R is sufficient
to also result in the best overall F of 72.19.

In the next step, we applied each classifier to the clustering task. Table 3
reports B3 [1] results on DEV-TEST calculated by the CONLL scorer7. For each
binary classifier from Table 2, we report one set of results for different minimum
positive confidence threshold values (mpc = 0.5, 0.75, 0.9, 0.95).8 The maximum
P, R, and F values for each of the four sets are given in bold. In addition,
the best F value for each classifier (i.e. for each row in Table 3) is underlined.
The intuition behind the mpc thresholds is to increase the precision (P) of the
clustering by only allowing high-confidence binary classifications to cause the
clustering together of two authorship records. At the same time, the recall (R)
will decrease, as fewer clusters are created, but we expect this tradeoff to be less
severe for ’better’, more discriminative binary classifiers.

Table 3. Clustering Results

ID mpc=0.5 mpc=0.75 mpc=0.9 mpc=0.95

P R F P R F P R F P R F

0 57.23 97.05 72.00 75.74 90.77 82.57 87.95 82.95 85.37 93.61 70.29 80.29

1 56.48 97.36 71.49 71.76 92.43 80.80 85.97 85.24 85.60 93.65 70.20 80.25

2 53.50 98.99 69.46 65.19 95.50 77.49 83.98 86.94 85.44 95.31 68.45 79.68

3 53.86 98.46 69.63 69.87 92.92 79.76 85.42 85.40 85.41 94.49 69.89 80.35

4 52.67 99.35 68.85 65.28 94.97 77.37 85.00 86.25 85.62 94.50 69.81 80.30

5 52.70 99.37 68.87 64.67 95.80 77.21 85.41 85.68 85.66 95.06 69.63 80.38

It can be seen that increasing the mpc threshold has the intended effect,
as the P values for all classifiers increase from left to right without exception.
Also as expected, the R values decrease from left to right. Up to and including
mpc = 0.9, this decrease is compensated for by the associated increase in P, such
that the F values do also increase. For mpc = 0.95, however, there is a sharp
decline in R for all classifiers, which also causes the F values to drop. Thus,
in our experiments, all binary classifiers reach their best F values for mpc = 0.9
(underlined). However, for all classifiers, including the baseline, these F values are
extremely similar at around 85. Although the best binary classifier (5) performs
also best in clustering with an F of 85.66, it does so by a negligible margin only.
So, the observed differences in binary classification do not translate to similar
differences in clustering, which is somewhat surprising. We also see, however,

7 http://conll.github.io/reference-coreference-scorers/.
8 mpc = 0.5 corresponds to no threshold, as 0.5 is the minimum confidence in a binary

classification.

http://conll.github.io/reference-coreference-scorers/
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that all non-baseline classifiers (i.e. those with an active semantic title model)
have a better R (at least 85.24 (1)) than the baseline classifier (82.95), which is
the intended effect of the semantic title model.

5 Related Work

As a computational task, AND has a long history in both computer science
and digital library science, and has been tackled with symbolic and heuristic
approaches, as well as with supervised and unsupervised machine learning [4].
To our knowledge, WEs have not previously been used for the task. However, a
similar approach for inventor disambiguation in patent data bases is described
in [11]. [20] is the only work so far in which Deep Learning methods have been
applied to AND. Their model consists of an ensemble of (an unreported num-
ber of) N multi-layer perceptrons (MLPs) with seven layers of 50 hidden units
each. As data, [20] use 30.537 binary labeled pairs of authorship records (12.93%
positive pairs, 87.07% negative) featuring a matching, or highly similar, Viet-
namese author name. In total, the data set includes names and name variants
of ten authors. Each data instance contains numerical scores representing the
similarity of the two records’ author names, co-author names, affiliations, paper
keywords, and author interest keywords, respectively. Note that paper titles are
apparently not used. The scores are calculated using the Jaccard, Levenshtein,
Jaro, Jaro-Winkler, Smith-Waterman, and Mogne-Elkan measures. The model
is trained by iteratively providing each of the N MLPs with a randomly selected
sample from the training data set. In contrast to our work, every MLP is exposed
to the full set of features of the selected instances during training, so that there
is no ’division of labour’ between the MLPs with respect to the individual facets
of the AND task. At test time, a classification is obtained by simply averaging
over the predictions of the individual MLPs, while we use a dedicated network
(the joint model) to integrate the outputs of the three individual models. [20]
report a binary classification accuracy of 99.31 on their 20% hold-out data set,
which the authors claim significantly outperforms their earlier systems based on
conventional machine learning. Given the strong negative bias in their data set
(almost 90%), we argue that it would have been more appropriate to evaluate
the binary classifier according to Precision, Recall, and F-measure for retriev-
ing positive instances (like in the present work). No clustering of the binary
decisions is performed, so a full comparison of [20] and our work is not possible.
Even more importantly, the system comprises (in our terminology) only the sim-
ple co-author model and the surface title model, and does not address semantic
similarity beyond the string level.

The NC system described in [15] marks the current state of the art on the
KISTI data set. It relies on manually encoded, domain-specific expert heuris-
tics, which operate on automatically extracted string-similarity scores (includ-
ing cosine similarity and tf*idf). The weights of these scores are manually tuned,
rendering the approach completely unsupervised. Supervised training can option-
ally be employed to further optimize parameters. The system uses (co-)author
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names as well as publication and venue titles but, like [20], does not go beyond
the string level. The output of the system are clusters, which are evaluated
with the K score, which is roughly equivalent to F. On the KISTI data set [15]
report a total K score of 94.00, which is obtained in a supervised setup by doing
ten runs of two-fold (50%–50%) cross-validation per block, averaging the results
per block, and again averaging the results for all blocks. Although the data set
and the evaluation measure are the same or similar, the results of [15] cannot
directly be compared with our results. One reason is that, in the block-wise
cross-validation of [15], authors in the test split have probably also been in the
training split, while in our approach, authors in test are always unseen.

6 Conclusion and Future Work

We presented the first AND system which tackles semantic similarity between
publication titles by means of WEs. The system, although using some Deep
Learning technology, aims at being practically usable and efficient. We found
that adding WE-based semantic similarity can make a significant contribution
to the binary classification part of the AND task, which is the most important
result of this paper, and that WEs trained on in-domain corpora perform better
than those trained on other, less similar corpora. Pre-trained general-purpose
WEs (GloVe), although of high quality, were not helpful. We also found that
complementarity of different WEs can best be exploited by using many indepen-
dent WEs simultaneously, while training single WEs on concatenated corpora
was not successful. Improvements observed in binary classification, however, did
not clearly translate to improvements in clustering. In future work, therefore,
we will improve the way our system exploits the individual binary, weighted
classifications, e.g. by employing more powerful, state-of-the-art graph cluster-
ing algorithms. In order to create a competitive AND system, we also plan to
extend the simple co-author model to be a more powerful component. All exten-
sions and improvements will be able, if required, to make use of state-of-the-art
methods in the Deep Learning ‘ecosystem’, which our system is already part of.
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Abstract. Despite significant advances in technology, the way how
research is done and especially communicated has not changed much.
We have the vision that ultimately researchers will work on a common
knowledge base comprising comprehensive descriptions of their research,
thus making research contributions transparent and comparable. The
current approach for structuring, systematizing and comparing research
results is via survey or review articles. In this article, we describe how
surveys for research fields can be represented in a semantic way, result-
ing in a knowledge graph that describes the individual research problems,
approaches, implementations and evaluations in a structured and compa-
rable way. We present a comprehensive ontology for capturing the content
of survey articles. We discuss possible applications and present an evalu-
ation of our approach with the retrospective, exemplary semantification
of a survey. We demonstrate the utility of the resulting knowledge graph
by using it to answer queries about the different research contributions
covered by the survey and evaluate how well the query answers serve
readers’ information needs, in comparison to having them extract the
same information from reading a survey paper.

Keywords: Semantic metadata enrichment · Quality assessment · Rec-
ommendation services · Scholarly communication · Semantic publishing

1 Introduction

Despite significant advances in technology in the last decades, the way
how research is done and especially communicated has not changed much.
Researchers still encode their findings in sequential text accompanied by illus-
trations and wrap these into articles, which are mostly published in printed
form or as semi-structured PDF documents online. We have the vision that
ultimately researchers will rather work on a common knowledge base comprising
c© Springer International Publishing AG 2017
J. Kamps et al. (Eds.): TPDL 2017, LNCS 10450, pp. 315–327, 2017.
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comprehensive descriptions of their research, thus making research contributions
transparent and directly comparable. The current approach for structuring, sys-
tematizing and comparing research results is via survey or review articles. Such
articles usually select a number of articles describing comparable research and (a)
develop a common organization scheme with feature classifications, (b) provide
a conceptualization of the research domain with mappings to the terminologies
used in the individual articles, (c) compare and possibly benchmark the research
approaches, implementations and evaluations described in the articles and (d)
identify directions for future research. As a result, survey and review articles
significantly contribute to structuring a research domain and make its progress
more transparent and accessible. However, such articles still share the same defi-
ciencies as their original research counterparts – the content is not represented
according to a formal knowledge representation and not machine comprehensi-
ble, which prevents systematic identification of conceptualization problems as
well as the building of intelligent search, exploration and browsing applications
on top.

In this article, we describe how surveys for research fields can be represented
in a semantic way resulting in a knowledge graph that describes the individual
research problems, approaches, implementations and evaluations in a structured
and comparable way. We present a comprehensive ontology for capturing the
content of survey articles. The ontology is structured around four core concepts:

– research problem – describing a challenge in a particular field, possibly hier-
archically decomposed into sub-problems,

– approach – describing attributes and features of particular research
approaches,

– implementation – describing the implementation of an approach in a concrete
technical environment,

– evaluation – describing the benchmarking of an implementation in a certain
formally defined evaluation scenario.

As a result of structuring and representing research advances according to
such a semantic scheme, they will become more comparable and accessible. For
example, research addressing a certain problem can be automatically retrieved,
approaches can be compared according to their features or w.r.t. evaluation
results in a certain defined setting. In particular, we discuss possible applica-
tions and present an evaluation of our approach with the retrospective, exem-
plary semantification of a survey resulting in a knowledge graph comprising a
comprehensive description of the respective research.

The ultimate aim of this work is to enable the provision of better and more
intelligent services for the discovery of scientific work.

We illustrate our methodology with the example of the following three survey
articles:

– Bringing Relational Databases into the Semantic Web: A Survey [12].
– A Survey of Current Link Discovery Frameworks [6].
– Querying over Federated SPARQL Endpoints —A State of the Art Survey [9].
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The remainder of the article is structured as follows: We present an overview
on related work in Sect. 2. The conceptualization of a knowledge graph of
research advances is described in Sect. 3. We present a methodology for semanti-
fying survey articles in Sect. 4. An evaluation describing typical usage scenarios
and queries for exploring the knowledge graph in these scenarios is presented in
Sect. 5. We conclude with an outlook on future work in Sect. 6.

2 Related Work

In the last decade, there has been a mass growth in scholarly communications due
to the impact of the ubiquitous availability of the Internet, email, and web-based
services on scholarly communication. The preparation of manuscripts as well as
the organization of conferences, from submission to peer review to publication,
have become considerably easier and efficient. Research is based on digital assets,
such as datasets, services, and produces its output in digital form.

Capadisli’s “linked research” approach starts with HTML and enriches it
semantically, encapsulating publication meta-data and content [3]. Researchers
are encouraged and enabled to announce their research so that they will be both
authors and publishers. Research Articles in Simplified HTML (or RASH) is
another Web-first format for writing HTML-based scholarly papers [8]. RASH
enables a formal representation of the structure an article, which is linked to
semantically related articles, thus supporting integration of data between papers.
Both approaches scale up to a semantic representation of the full details of a
research investigation, but hardly any author has made this effort manually.

Several efforts on developing ontologies as well as publishing reusable,
machine-comprehensible (meta)data (i.e. linked open data) related to scholarly
entities such as publications, scientific events, authors etc., have been carried out
so far [10]. For example, the Springer LOD dataset1 contains metadata about
conference proceedings from the Lecture Notes in Computer Science series and
aims at answering trust-related questions of different stakeholders. Bryl et al.
mention questions such as “Should I submit a paper to this conference?”, and
point out that the data that is required for answering such questions is not
easily available but, e.g., hidden in conference management systems [2]. The
Semantic Web Dog Food (SWDF) dataset2 and its successor ScholarlyData3

are among the pioneers of datasets of comprehensive scholarly communication
metadata. All these works support scholarly communication by giving end users
easy access just to metadata about research-related entities, not to the research
findings. However, none of them provides services to ease the process of gaining
an overview of a field, which is what we introduce in this work.

1 http://lod.springer.com/.
2 http://data.semanticweb.org/.
3 http://www.scholarlydata.org/dumps/.

http://lod.springer.com/
http://data.semanticweb.org/
http://www.scholarlydata.org/dumps/
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3 Conceptualization

In different research disciplines there is, depending on the culture of that domain,
a need for studying the literature on a specific topic to write a survey or review
article, which facilitates comprehension of the topic. Experts in the field com-
monly create such reviews ready for the community. The readers of such review
articles are often peer-researchers in the field, in particular also young researchers
aiming to get an overview. Due to the representation of review articles as unstruc-
tured text, it is impossible to automatically extract and analyze information
from them. In the remainder of this section, we introduce the concepts, terms
and vocabularies that we defined for representing the content of review articles.

3.1 SemSur Ontology

SemSur, the Semantic Survey Ontology, is a core ontology for describing individual
research problems, approaches, implementations and evaluations in a structured,
comparable way. We describe its structure and contents, which captures detailed
terminological knowledge about survey articles, e.g., evaluation method, hypothe-
sis, benchmark, and experiment. SemSur is represented in the Web Ontology Lan-
guage (OWL) and developed using Protégé 5.2.0 [5]. We defined new vocabularies
in the OpenResearch namespace4. Table 1 shows the ontology statistics.

Table 1. Overview of SemSur ontology statistics.

Metrics Count Metrics Count

Classes 197 Object properties 149

Data properties 78 Instances 220

Subclass relationships 234 Transitive properties 2

Inverse properties 14 Symmetric properties 2

3.2 Reuse of Ontological Knowledge

Technologies for efficient and effective reuse of ontological knowledge are one
of the key success factors for developing ontology-based systems [11]. There-
fore, the first step in building our knowledge graph is reusing vocabularies from
related existing ontologies on the Web, since reuse increases the value of seman-
tic data. We have selected the most closely related ontologies listed in the Linked
Open Vocabularies (LOV) directory5. Existing related vocabularies are shown
in Table 2.

4 http://openresearch.org; prefix (or).
5 Linked Open Vocabularies: http://lov.okfn.org/dataset/lov/vocabs.

http://openresearch.org
http://lov.okfn.org/dataset/lov/vocabs
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Table 2. Prefixes and namespace URIs of reused vocabularies.

Prefix Vocabulary URI

dcterms Dublin Core Metadata Initiative (DCMI) http://purl.org/dc/terms/

swrc Semantic Web for Research Communities http://swrc.ontoware.org/ontology#

foaf Friend of a Friend ontology http://xmlns.com/foaf/0.1/

mls Machine Learning Schema https://www.w3.org/ns/mls#

deo The Discourse Elements Ontology http://purl.org/spar/deo/

lsc Linked Science Core Vocabulary http://linkedscience.org/lsc/ns#

doap Description of a Project http://usefulinc.com/ns/doap#

For modeling the top level metadata of a scientific article as a whole, we
reuse the DC, SWRC and FOAF ontologies. The Dublin Core Metadata Initia-
tive (DCMI)6 provides a standard vocabulary for describing resources. SWRC
(Semantic Web for Research Communities) describes research communities and
relevant related concepts such as persons, organizations, bibliographic metadata
and relationships between them. The FOAF ontology describes persons and their
activities. For modeling the inner structure of a scientific article independently
of the field of research we use DEO (Discourse Elements Ontology) and LSC
(Linked Science Core). DEO is an ontology for describing the major elements
within journal articles such as Abstract, Introduction, Reference List and Fig-
ures. LSC is designed for describing scientific resources including Publication,
Researcher, Method, Hypothesis, and Conclusion. To model concepts of specific
fields of research we use MLS and DOAP and may in future use additional ontolo-
gies. MLS is a standard schema published by the W3C Machine Learning Schema
community group for machine learning algorithms, data mining, datasets, and
experiments. DOAP (Description of a Project) is a vocabulary that describes
software projects and related concepts.

Figure 1 gives an overview of a SemSur knowledge graph describing individ-
ual research problems, approaches, implementations and evaluations. For better
readability of the visualization some classes are omitted. Namespace prefixes are
used according to prefix.cc7.

3.3 SemSur Classes

The SemSur ontology imports classes from the ontologies introduced in Sect. 3.2
in addition to its owns classes. Some of these classes need more specializa-
tion so we created respective subclasses. For instance, we added three sub-
classes Mathematical Model, ArchitecturalModel and PipelineModel for the
Model class inherited from the MLS ontology. Another concern is the integra-
tion of imported ontologies. In other words, classes imported from an ontology

6 Dublin Core Metadata Initiative: http://dublincore.org/.
7 Namespace look-up tool for RDF developers: http://prefix.cc/.

http://purl.org/dc/terms/
http://swrc.ontoware.org/ontology
http://xmlns.com/foaf/0.1/
https://www.w3.org/ns/mls
http://purl.org/spar/deo/
http://linkedscience.org/lsc/ns
http://usefulinc.com/ns/doap
http://dublincore.org/
http://prefix.cc/


320 S. Fathalla et al.

Fig. 1. Overview of a SemSur knowledge graph

should have a suitable relation with related classes found in other ontologies.
For instance, the Article class (from SWRC) should have a relation with the
Conclusion class (from LSC) with the relation produces (from LSC). Some of
the reused classes are shown in Table 3.

3.4 SemSur Relations

SemSur provides a taxonomic class hierarchy. For instance, Article is a subclass
of Publication as shown in Fig. 1. There are some transitive relations such
usesFramework and isSubproblem. For instance, if X isSubproblem of Y and
Y isSubproblem of Z then it could be inferred that X isSubproblem of Z.
Also, there are some symmetric relations such as hasRelatedProblem and some

Table 3. Classes and relations reused by SemSur.

Ontology Reused classes Reused relations

SWRC Article year

foaf Person name

mls Model, Algorithm, Information Entity hasInput, hasOutput

lsc Conclusion Produces, timeAccepted

deo FutureWork, Evaluation, Motivation
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inverse relations such as proposesModel and proposedByApproach. In addition,
we borrow some relations from different ontologies as shown in Table 3.

3.5 SemSur Instances

Creating instances of classes is the last step of common knowledge engineering
methodologies [1]. The required steps for creating a knowledge graph are: (1)
identify the classes, (2) create instances of these classes, and (3) add values
for the associated properties [7]. For example, creating the instance ANAPSID-
framework, which is a specific adaptive query processing engine for SPARQL
endpoints, requires (1) identify the Framework class, (2) create the instance, and
(3) add values of properties such as hasGUI, platform and implementedIn. The
complete instance is shown in Fig. 2.

Fig. 2. SemSur ontology instance describing the ANAPSID framework.

SemSur contains a total of 220 instances for 14 classes. Our vision is that
researchers who own a piece of research result or know about it create such
instances as wiki pages where other researchers contribute to complete it. Provid-
ing semantic forms enable researchers of other domains easily create instances of
research results from their community. Overall, we have 29 instances for classes,
95 instances for person, and 29 frameworks. 13 problems are instantiates with
solutions and 7 without.

4 Methodology

The methodology of populating the SemSur knowledge graph is divided into
two main phases: (1) select a narrow research field with many comparable
approaches, problem and implementations, e.g. question answering, link discov-
ery, SPARQL query federation or relationship extraction (2) build the knowl-
edge graph comprising comprehensive descriptions of a specific research field and
instantiating individual research articles in that field. The overall workflow of
this study (see Fig. 3) comprises four steps: (1) Article selection, (2a) Formaliza-
tion, (2b) Ontology development, and (3) querying the ontology to demonstrate
its potential usage.
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Fig. 3. Overview of the workflow for the proposed research knowledge graph population
methodology.

Article selection: To demonstrate the feasibility of our approach, three sur-
vey articles for three different topics (mentioned in Sect. 1) have been selected
by domain experts. These articles are used as main references by researchers in
the domain to obtain an overview about frameworks, models, evaluation meth-
ods and research methodologies. From modeling these three survey articles, we
collected all the 29 individual research articles covered by these surveys. These
articles are addressed in the survey papers as references and we used them to
create instances of the SemSur ontology.

Formalization: This step contains ontology development and manual extrac-
tion of the instances. As mentioned in Sect. 3.2, after conceptualization of the
domain and interviewing experts, the SemSur ontology is instantiated. In the
development of SemSur, we reused already existing and relevant ontologies with
their proper suit and for the missing terms we developed our own. In paral-
lel, we studied the articles and interviewed domain experts to extract instances
describing the content of the 29 articles (done by the two first authors) based on
ontology classes. This helped us to develop the ontology and also ease instance
creation in the knowledge management system.

Ontology implementation: SemSur ontology was written in OWL using the
Protégé, the open source ontology editor and knowledge management system.
The extracted instances have been imported into Protégé, an example is shown
in Fig. 2.

Querying the ontology: Querying SemSur is performed using the Snap-
SPARQL query framework [4]. A list of 30 pre-defined queries (10 for each of the
three surveys) has been created for evaluating the approach, which will be pre-
sented in Sect. 5. The questions were developed with the help of domain experts;
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these are common questions or requirements on which new researchers in the
domain often need to spend months of research to obtain such an overview.

To provide collaboratively editable and queryable version of instances, we use
the semantic wiki-based platform [13] OpenResearch.org (OR). We now enhanced
its ontology by importing SemSur and asking the community to cover metadata
about research results, e.g., developed tools, frameworks, methodologies, etc.
Using the Semantic MediaWiki extension, we are able to represent the SemSur
knowledge graph, to provide an environment for its curation and for creating
overviews of the respective research domains (e.g., using the evaluation queries).
A sample wiki page8 of an instance is added to OpenResearch. In the right
hand side, the information box is shown in which semantic representation of the
instance and its properties based on SemSur is presented.

5 Evaluation

In this section we describe the method and the results of evaluating our approach.

5.1 Evaluation Method

We first succinctly introduce the evaluation setup and then discuss the result.
The evaluation started with the phase of letting researchers first read the given
overview questions and letting them try in their own way to find the respective
answer. We followed these steps:

– A set of 10 predefined natural language queries has been prepared for evalu-
ation Table 4. Then, asking participants to try to answer these queries using
their own tools and services. The queries were chosen in increasing order of
complexity.

– We implemented SPARQL queries corresponding to each of these queries
to enable non-expert participants, not familiar with SPARQL, to query the
knowledge graph.

– We asked researchers to review the answers of the pre-defined queries that we
formulated based on the SemSur ontology. We asked them to tell us whether
they consider the provided answers and the way queries are formulated com-
prehensive and reasonable.

– We finally asked the same researchers to fill in a satisfaction questionnaire
with 18 questions9.

As an example, the SPARQL implementation of Q5 is listed below. Figure 4
shows the results of this query using OR.

8 http://openresearch.org/ANAPSID: An Adaptive Query Processing Engine for
SPARQL Endpoints.

9 https://goo.gl/eZC4UL.

http://openresearch.org/ANAPSID:_An_Adaptive_Query_Processing_Engine_for_SPARQL_Endpoints
http://openresearch.org/ANAPSID:_An_Adaptive_Query_Processing_Engine_for_SPARQL_Endpoints
https://goo.gl/eZC4UL
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SELECT DISTINCT ?Framework ?Problem ?subProblem ?solution ?platform ?hasGUI ?t
WHERE {

?Framework or:addressProblem ?subProblem .
?subProblem or:isSubproblem ?Problem .
?Framework or:provideSolution ?solution .
?solution or:hasSolution ?subProblem .
?Framework or:hasGUI ?hasGUI .
?Framework or:supportTechnology ?t .
?t foaf:name "SPARQL�1.1"

OPTIONAL {
?Framework doap:platform ?platform

} }

Table 4 shows the 10 sample SemSur knowledge graph evaluation queries for
the three surveys. Note, that these are prototypical queries, which can be easily
adapted to obtain similar information in other fields (we did the same for the
other two surveys).

Fig. 4. Sample overview query run on OR to show list of frameworks in SPARQL
Federated Query

In the end, we asked participants to fill a questionnaire with 18 questions.
The result of this evaluation is discussed in the following section.

5.2 Evaluation Results

To obtain answers of queries, 5 out of the 9 researchers immediately started
with well-known standard Web search engines to explore the given topic. They
tried to use several variations of keywords from the questions, e.g., “Federated
Query Engines”, “SPARQL Federation”, etc. They also used digital libraries
and scientific metadata services, e.g., ACM DL or Microsoft Academic Search,
following the same approach and sometimes using advanced search options and
filters. However, the retrieved results were either out of scope for the question
but more related to the search keywords. All subjects unanimously agreed that
the current way would not help them unless they explored more and read some
survey articles on topic.
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Table 4. 10 SemSur knowledge graph evaluation queries

Query # Text

Q1 What are the possible strategies of “query execution” for DQE?

Q2 What are the programming languages used for implementing FQE over
SPARQL endpoints?

Q3 Which evaluation metrics, information assets, results and benchmarks are
used to evaluate LD frameworks?

Q4 What are the research problems related to database-ontology mapping?

Q5 What frameworks support SPARQL 1.1 or SPARQL 1.0 federation
extension along with the platform, addressed problems, OS in which they
can run, programming language used and have a GUI or not?

Q6 What are the frameworks that address the SPARQL query federation
problem along with the articles where they are described, the publication
year and authors names?

Q7 Which are the frameworks that solve the problem of query execution over
a federation of SPARQL endpoints and support SPARQL 1.0?

Q8 What are the scientific articles that tackle the problem of generating RDF
data from existing large quantities of data residing in relational
databases?

Q9 What experiment setups should be considered for evaluating a DQE
against SPARQL endpoints?

Q10 What are the motivations, the approaches and frameworks for current LD
frameworks?

Overall, 8 researchers found it difficult to collect information and reach a
conclusive overview of the research topics or related work using current meth-
ods. Six of the participants pointed out that for some of the overview questions,
search engines were as good as the proposed system particularly when the frame-
work name is part of the search keyword. They all agreed that for complicated
questions our SemSur approach outperformed any existing approach/tool. Seven
participants agreed that our system would be helpful for both new and experi-
enced researchers. Two-thirds of them strongly agreed that the time and effort
they spent to find such information using our system in comparison to other
traditional ways is relatively low. Finally, 100% of the participants would like to
use SemSur approach in their further research for studying the literature of a
research topic or writing a survey article. Since the results of queries were shown
to the participants in table view, the main feedback from all participants about
possible improvements was to provide a better way of data representation.

6 Conclusions

In this article we presented SemSur, a Semantic Survey Ontology, and an approach
for creating a comprehensive knowledge graph representing research findings.
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We see this work as an initial step of a long-term research agenda to create a par-
adigm shift from document-based to knowledge-based scholarly communication.
Our vision is to have this work deployed in an extended version of the existing
OpenResearch.org platform.

We have created instances of three selected surveys on different fields of
research using the SemSur ontology. We evaluated our approach involving nine
researchers. As we see in the evaluation results, SemSur enables successful
retrieval of relevant and accurate results without users having to spend much
time and effort compared to traditional ways. This ontology can have a signif-
icant influence on the scientific community especially for researchers who want
to create a survey article or write literature on a certain topic. The results of
our evaluation show that researchers agree that the traditional way of gathering
an overview on a particular research topic is cumbersome and time-consuming.
Much effort is needed and important information might be easily overlooked.
Collaborative integration of research metadata provided by the community sup-
ports researchers in this regard. Interviewed domain experts mentioned that it
might be necessary to read and understand 30 to 100 scientific articles to get a
proper level of understanding or an overview of a topic or sub-topics. A collab-
oration of researchers as owners of each particular research work to provide a
structured and semantic representation of their research achievements, can have
a huge impact in making their research more accessible. A similar effort is spent
on preparing survey and overview articles.

Integrating our methodology with the procedure of publishing survey articles
can help to create a paradigm shift. We plan to further extend the ontology to
cover other research methodologies and fields. For a more robust implementation
of the proposed approach, we are planning to use and significantly expand the
OpenResearch.org platform and a user-friendly SPARQL auto-generation ser-
vices for accessing metadata analysis for non-expert users. More comprehensive
evaluation of the services will be done after the implementation of the curation,
exploration and discovery services. In addition, our intention is to develop and
foster a living community around OpenResearch.org and SemSur, to extend the
ontology and to ingest metadata to cover other research fields.
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Abstract. Important questions about the scientific community, e.g.,
what authors are the experts in a certain field, or are actively engaged
in international collaborations, can be answered using publicly available
datasets. However, data required to answer such questions is often scat-
tered over multiple isolated datasets. Recently, the Knowledge Graph
(KG) concept has been identified as a means for interweaving heteroge-
neous datasets and enhancing answer completeness and soundness. We
present a pipeline for creating high quality knowledge graphs that com-
prise data collected from multiple isolated structured datasets. As proof
of concept, we illustrate the different steps in the construction of a knowl-
edge graph in the domain of scholarly communication metadata (SCM-
KG). Particularly, we demonstrate the benefits of exploiting semantic
web technology to reconcile data about authors, papers, and conferences.
We conducted an experimental study on an SCM-KG that merges sci-
entific research metadata from the DBLP bibliographic source and the
Microsoft Academic Graph. The observed results provide evidence that
queries are processed more effectively on top of the SCM-KG than over
the isolated datasets, while execution time is not negatively affected.

1 Introduction

Yearly thousands of research articles are published in journals and conference
proceedings around the world. To conduct research and take advantage of the
latest knowledge in an area, it is imperative for researchers to follow the work
of other scientists. Therefore, metadata describing articles, authors, journals,
calls and conferences can enable effective and efficient research communication.
A data source can be rich in one aspect and insubstantial in other aspects.
For example, the DBLP computer science bibliography database gathers ample
information about publications in specific conferences but has sparse data about
their keywords and no data about citations. Furthermore it lacks metadata on
c© Springer International Publishing AG 2017
J. Kamps et al. (Eds.): TPDL 2017, LNCS 10450, pp. 328–341, 2017.
DOI: 10.1007/978-3-319-67008-9 26
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publications in different fields of research. The Microsoft Academic Graph fills
these gaps but is less complete in every scientific field. We claim that collecting
research communication metadata from heterogeneous sources and integrating
them in a queryable environment not only leads to a more robust knowledge base
but also, thanks to increased completeness, enables more effective data analysis.

From the 2012 blog post in which Google used the term ‘Knowledge Graph’
for the first time [11], knowledge graphs have been an important subject of
research, but still there does not exist a single, widely accepted definition of this
term. Many authors refer to ‘knowledge graphs’ as a structured base of human
knowledge in the form of a graph, with an emphasis on comprehensiveness and
large scale [4,9]. Examples of famous knowledge graphs include DBpedia, YAGO,
and Freebase.

In this work, we created an integrated graph of scientific knowledge from
DBLP and the Microsoft Academic Graph and describe the challenges in match-
ing, linking and integrating the datasets and our approach to addressing these
challenges as a methodology that can be reused to build similar knowledge
graphs. We present the application of semantic structure based similarity mea-
sures in instance matching and show that traditional linking frameworks such
as Silk are capable of linking with high relative precision and recall, when they
consider data semantics during the linking process.

The remainder of this paper is as follows: Sect. 2 describes DBLP and the
Microsoft Academic Graph, and motivates the need for knowledge graph inte-
gration with concrete examples. Section 3 defines our concept of a knowledge
graph for scholarly communication metadata (SCM-KG). Section 4 shows how
the integrated knowledge graph is built. Section 5 reviews related work, and
Sect. 6 reports on the evaluation of our approach. Finally, Sect. 7 concludes and
provides an outlook to future work.

2 Motivating Example

In this example, we target the problemof data accuracy in DBLPand the Microsoft
Academic Graph and show how creating a high-quality integrated knowledge
graph from these heterogeneous sources helps to solve ambiguity problems.

DBLP1 is an up-to-date dataset of publications, authors and conferences
in the area of computer science. Information about an article includes the title
and the year of publication; information about authors includes their most recent
affiliation. DBLP rarely includes keywords of its publications and misses valuable
information such as abstracts and information on the citation of articles. DBLP
can be browsed online and is available for download as an XML dump; third
parties also provide RDF dumps.

The Microsoft Academic Graph (henceforth called “MAG”)2 covers pub-
lications, authors, and conferences in all scientific areas. It is neither updated as
1 http://dblp.l3s.de/dblp++.php, accessed on 10 April 2017.
2 https://academicgraphwe.blob.core.windows.net/graph-2016-02-05 accessed on 10

April 2017.

http://dblp.l3s.de/dblp++.php
https://academicgraphwe.blob.core.windows.net/graph-2016-02-05
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regularly nor as complete as DBLP in the computer science area, but it includes
abstracts, keywords, and citation relations. Further, for each publication, it cov-
ers the author affiliations at the time of publication. MAG is available as a
relational database dump in CSV format.

In the latest DBLP version of April 2017, there are four authors named
“Christoph Lange”, indexed 0001 to 0004. When one of these four persons pub-
lishes a new article, the maintainers of DBLP face the challenge of linking the
article to the right person using his affiliation but DBLP keeps only the cur-
rent affiliation. By matching authors’ publications and recent affiliations, we can
link DBLP authors to MAG authors. Now, an old, unindexed publication by a
researcher named “Christoph Lange” can be matched against the author and
affiliation information in the unified knowledge graph and linked to the correct
person entity – at least when no two different persons published at the same insti-
tution at different times. This example shows how combining multiple available
data sources can solve an ambiguity problem.

3 SCM Knowledge Graph Concept

In this section, we first define basic principles of knowledge graphs and then our
notion of a scholarly communication metadata knowledge graph (SCM-KG).

Identification. A key prerequisite for a knowledge graph is to uniquely iden-
tify things. All entities of interest should be uniquely identified by Univer-
sal/International Resource Identifiers (URI/IRI).

Representation. We need to ensure that information about these things can be
easily understood by different parties. The W3C Resource Description Frame-
work (RDF) has meanwhile evolved into the lingua franca of data integration.

Integration. For data exchange in a digitized domain to scale, organizations and
involved people need to develop a common understanding of the data. Vocab-
ularies define common concepts (classes) and their attributes (properties) and
assign unique identifiers to them.

Coherence. Scholarly meta-data frameworks use a large number of data models
and data exchange and serialization techniques including relational databases,
XML, and JSON. Meanwhile transformation techniques for the RDF data model
have been standardized by the W3C.

Access. Depending on the usage scenario, there are different requirements and
possibilities for data access, such as push vs. pull or individual vs. bulk access.
To support these scenarios, knowledge graphs should provide various methods
to access data.

Coverage. Knowledge graphs should cover a sizeable, extensible area of knowl-
edge stretching across several domains. Even though the field of scholarly publi-
cations is well defined with high-quality reference datasets, their incompleteness
justifies the need for an integrated knowledge graph.
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Knowledge Graph. Based on the principles introduced previously, a knowl-
edge graph is a fabric of concept, class, property, relationships, and entity
descriptions. It uses a knowledge representation formalism, typically RDF,
RDF Schema, or OWL. It aims at a holistic representation of knowledge cover-
ing multiple sources, multiple domains, and different granularity. It can be open
(e.g., DBpedia), private or closed. It includes schema data as well as instance
data. Publishing our knowledge graph as LOD allows clients to easily consume it
directly or by performing queries over an SPARQL endpoint. Additionally, it can
be integrated with other data quite easily. Third parties who want to perform
further integration would not have to install our pipeline but could also follow
alternative approaches.

Applying these principles to the domain of scholarly communication requires:

– Identification is provided by a scholarly schema such as ORCID for authors,
DOI for articles and books, or ISBN for books.

– Besides RDF-based representations, the XML schema of DBLP serves as a
well-known representation.

– Common RDF-based vocabularies for knowledge integration include those
from the SPAR family of ontologies3.

– Regarding coherence, it is necessary to map data from a variety of sources,
e.g., DBLP from XML and MAG from CSV.

There is not currently an integrated knowledge graph that satisfies all criteria
of the definition given above, but besides DBLP and MAG and non-free data
sources such as those of Google Scholar or ResearchGate, there are other open
datasets, and their schemas could serve as sources for a more comprehensive
integration. For example, Scholarly Data is a well-engineered RDF dataset on
papers of Semantic Web conferences4 and OpenCitations5 is an open repository
of scholarly citation data.

4 Building a Knowledge Graph

In this section, we step by step explore our general approach to build high quality
knowledge graphs. We use the scientific communication domain as an example,
although the methodology is domain-independent. Figure 1 shows the architec-
ture of the overall system, called SCM-KG-PIP (SCM-KG creation Pipeline).

As input of SCM-KG-PIP, heterogeneous data arrives in different formats,
such as CSV, RDF, web pages, or data returned by calling Web APIs. Our
approach results in a high-quality, queryable semantic knowledge graph, using a
unified schema.

The following subsections present the components of the SCM-KG-PIP archi-
tecture in detail and describe how we applied them to scholarly communication

3 http://www.sparontologies.net/.
4 http://www.scholarlydata.org.
5 http://opencitations.net/.

http://www.sparontologies.net/
http://www.scholarlydata.org
http://opencitations.net/
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Fig. 1. The pipeline to create a knowledge graph from heterogeneous resources.

metadata to build a knowledge graph for that domain. The pipeline steps in
order of execution are: (1) data acquisition, (2) ontology engineering, (3) map-
ping data to the ontology, (4) calculating similarity and instance matching, and
(5) producing the KG and querying it. Steps (1)–(2) are carried out manually,
steps (3)–(5) are executed automatically.

4.1 Data Acquisition

Data available in heterogeneous sources can be obtained in different ways.
When they are available as structured dumps, e.g., as CSV, SQL or RDF,
their structure may not match the target ontology. For example, the DBLP and
OpenAIRE6 datasets are available as RDF, and MAG is available as CSV. Data
from Web APIs, another source of structured data, can be collected by gradual
querying. Usually, the number of API calls in a specific time window is limited;
therefore, throttling has to be applied to requests.

When structured data is not provided through open interfaces, one may be
forced to resort to scraping data from web pages. Currently, Google Scholar and
ResearchGate, two highly relevant sources of data about authors’ current affilia-
tions and recent publications, do not provide ways to access metadata other than
by web scraping. Web scraping requires finding relevant pages, parsing them,
and extracting the desired metadata from their content. In the concrete case of
ResearchGate, we experimented with such a parser for author and publication
metadata, implemented using the Scrapy Python framework7, but found it hard
to maintain, as, after just half a year, the content structure of the ResearchGate
pages had changed significantly.

4.2 Ontology Engineering

Different structured data sources may use different schemas, e.g., DBLP
and MAG model the same concepts (e.g., affiliation) differently. Creating an
6 http://lod.openaire.eu.
7 https://scrapy.org, accessed on 5 April 2017.

http://lod.openaire.eu
https://scrapy.org
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integrated knowledge graph requires a mapping step to accommodate these dif-
ferences, e.g., that can model both an author’s current affiliation and earlier
ones.

In the SCM-KG pipeline, we reused subsets of existing vocabularies includ-
ing the SWRC ontology, Dublin Core and FOAF 8 to create a core vocabulary.
We created and matched classes for resources, i.e., nodes, in the source datasets
to the core vocabulary modeled initially and instantiated it with one of the data
sources.

When the initial vocabulary is missing a definition for a concept from a
joining data source we created a new class for it. Thereupon, we linked this new
concept to the existing classes by defining a new relation type in our ontology.
As a concrete example, DBLP is missing a notion of fields of study but MAG has
a distinct index of fields of study and also article keywords, and relates keywords
of articles to fields of study. We related the articles integrated from DBLP in
the SCM-KG to fields of study with a new RDF property given that we knew
their relation to fields of study by integrating MAG.

Challenges in integrating occur with structured datasets whose schemas model
the same concept in a way different from the ontology of the knowledge graph
existing so far. Nguyen [7] has classified these challenges. As Nguyen describes, a
conflict on the concept level occurs when classes with same name have different
structures in two merged ontologies. We encountered this issue when mapping the
affiliation property. We addressed it by keeping the more descriptive vocabulary in
our ontology model and pruning the other, conflicting vocabulary from the model.
The notion of an author’s affiliation has a temporal dimension that swrc:affiliation
used by DBLP does not cover, as it merely models the current affiliation, not the
affiliation at the time a certain article was published. We simplified a temporal
modeling approach proposed by Nuzzolese et al. [8] by following the reification
pattern of MAG’s paperAuthorAffiliations table, i.e., turning each ternary rela-
tion of a publication, its authors and their affiliations at the time of publication
into a resource. A conflict on the instance level occurs when descriptions of iden-
tical instances in different ontologies are different. To resolve it we either could
choose only one instance by fact checking their materialized instances against the
real word or if possible extend the class of the instance such that it holds both con-
flicting descriptions for later check. For example, publication dates of some articles
are different in MAG and DBLP and we had to find the correct year manually, e.g.,
via the homepages of their authors.

4.3 Mapping Data to an Ontology

Data acquired from different sources can follow a variety of data models (e.g.,
graph, relational, tree) or even be unstructured. Thus, having acquired the data,
and having modeled a common integration ontology, the next step of constructing
a knowledge graph is to convert all data into a common model. RDF is well
suited as a target data model for integration and thanks to the wide availability

8 SWRC: http://ontoware.org/swrc, FOAF: http://xmlns.com/foaf/spec/.

http://ontoware.org/swrc
http://xmlns.com/foaf/spec/


334 A. Sadeghi et al.

of mapping languages and tools for it, mapping data from different sources to
RDF is practically feasible (cf. Sect. 3).

In our concrete situation, an RDF version of DBLP is already available and
the CSV sources of MAG can be mapped to RDF. We developed a process
scheduler with a command line interface to execute this step of the pipeline in
general. For CSV sources such as MAG, the Sparqlify-CSV tool [5] maps the
source ontology to the integration ontology. To use Sparqlify-CSV we expressed
mapping rules in its intuitive Sparqlification Mapping Language [14].

In some cases direct mapping of CSV files is not possible. Therefore we
implemented an ETL component to shape the data in the format required for the
mapping by applying string manipulations. Using a process scheduler, we stream
results of the ETL component into Sparqlify-CSV. To improve the performance
of mapping, we run multiple parallel instances of the process scheduler. Each
row in a CSV file and each set of triples that the Sparqlify-CSV mapping engine
creates from it is semantically independent from the other rows. Based on this
understanding, the scheduler executes the conversion in parallel processes. After
breaking the big input files, e.g., from a size of 9 GB into 20 KB in-memory-
processable chunks it creates queues that convert and map the data chunks in
parallel and finally merges the respective mapping results. Section 6.3 presents
a performance evaluation of this module.

4.4 Calculating Similarity and Instance Matching

In Sect. 4.2 we addressed how we mapped semi relational data to a common ontol-
ogy but did not cover the level of mapping instances where multiple instances
refer to the same real world thing. We therefore added a data linking step to our
pipeline. First of all, we keep data integrated from different sources in separate
URI namespaces to avoid clashes in case different sources use same identifiers. We
then created “same as” links between different URIs referring to the same thing
by instance matching. Articles can be matched by common title, publication
year and, if provided, the name of the conference or journal. To increase linking
coverage, we considered the incidence of variations of title strings in punctuation
and letter cases that occurs in different datasets, and compared them using the
Jaccard similarity measure. We implemented these conversions and comparisons
and the linking of the articles using the Silk workbench [18]. A high-quality
instance-level linking of persons is a challenge for the Silk Workbench. A mere
triple based matching, as applied in Silk, fails to distinguish different persons
with similar or even same names.

We tackled this problem using the semantic relations of the persons with
their articles. In our data sources, persons only occur in the role of authors of
publications; additionally, we can rely on links between papers as identified in
the previous step. We leverage this semantics by embedding it into the author
molecules9. First we create a hash for each article. Provided that instance match-
ing of articles is performed in the last step and they are stored in the SCM-KG,
9 Here, a “molecule” refers to a set of one node in the knowledge graph and the

immediate links to its neighbors.
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Fig. 2. Matching instances of an author in two datasets

we find those articles of a person that have been matched to an article in other
datasets. We concatenate the IDs of these articles to a comma-separated string.
We then associate this string immediately to the author via a new property of
type authorLinkedPaperIds. We store these new links in the SCM-KG to use
them in Silk subsequently.

By applying a substring similarity metric defined by Stoilos et al. [15] on the
concatenated list of unique IDs of articles, we can discover if two instances of
Person have common publications. The more common publications, the higher
the value of this metric. Figure 2 depicts an example of this step of instance
matching in action.

4.5 Producing and Querying a KG

Our objective in the final pipeline step is to store all the data in a form that is
accessible via SPARQL queries. We employed the high-performance Apache Jena
TDB as our RDF store. After importing our data into TDB we configured Apache
Jena Fuseki 2 to make the data queryable using SPARQL 1.1, both from the
command line and, via HTTP, from a SPARQL endpoint. The latter SPARQL
endpoint enables the integration of Silk in the linking step and the resulting
links are added to the KG in the end. Fuseki also supported the evaluation (cf.
Sect. 6) by enabling us to query the dataset conveniently via a web frontend. To
further improve performance, we employed the Cassandra big data database to
cache query results of Fuseki. However, we did not consider Cassandra in the
evaluation of the query execution time to have a fair comparison.
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5 Related Work

Recent approaches toward constructing knowledge graphs, e.g., NOUS [2],
Knowledge Vault [3] or NELL [1] focus on materializing a knowledge graph by
inferring relations in the existing data. In comparison, our focus was to integrate
data from heterogeneous resources and to increase the quality of the integrated
knowledge graph. For that we evaluated the steps of the knowledge graph con-
struction pipeline and optimized our pipeline based on that.

In a similar work, Szekely et al. [16] created a knowledge graph of human
trafficking data; text and images from the Web were parsed and unstructured
data was mapped to a vocabulary. In contrast, we resolved the challenge of
structure variations of the data being integrated. As explained in Subsect. 4.3,
we mapped semi-structured metadata into triples using Sparqlify-CSV. This step
distinguishes our pipeline from the research of Szekely et al. They integrated data
by building up a new ontology model while we modified the existing ontology
model of the manually maintained DBLP and aggregated other vocabularies to
it. The vocabulary used in DBLP has already a combination of the common
vocabularies in describing the scientific metadata. Therefore, we accumulated
other terms and vocabularies or modified the current model when the vocabulary
of DBLP was not sufficiently describing the integrating data.

Another difference of the two works is the ETL component. From a technical
perspective, Szekely et al. used the Karma framework [6] for data mapping.
Their approach is limited as they apply ETL the Karma component used for
mapping. ETL rules in Karma are in Python, while we implemented an efficient
ETL component in C++. Furthermore, Szekely et al. enhanced their linking
with image similarly measures, whereas we used semantics of the incoming data
to increase the quality of instance matching.

Traverso et al. [17] suggested applying semantics in relation discovery in
existing knowledge graphs. Similarly, we apply the concept of semantic molecular
similarity, but we use the semantic relations in the network toward the linking
of instances during the creation of a knowledge graph.

In a recent research, Danh Le-Phuoc et al. [10] integrated data from variety
of resources including sensors, the Twitter social network and RSS resources
of famous news websites to create a knowledge graph of things. Their pipeline
similarly needs to process a holistic amount of data in batch and makes them
queryable via a SPARQL endpoint. In contrast to our work, they process stream-
ing data coming from resources that are much more loosely coupled in compar-
ison to the resources in our pipeline.

In our experiment one of the data sources is in CSV format, i.e., semi-
structured relational data. Many approaches have been investigated to map
relational data to RDF, e.g., heuristic and rule-based methods, graph analysis,
probabilistic approaches, reasoning, machine learning, etc. We chose a manual
rule-based mapping method. This allows for vocabulary reuse but requires users
to be familiar with popular Semantic Web vocabularies to choose the most suit-
able terms [13].
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6 Evaluation and Results

We conducted an empirical evaluation to study the effectiveness of the pro-
posed pipeline in creating a knowledge graph from different data sources in the
domain of scholarly communication metadata (SCM-KG). We assessed the fol-
lowing research questions:

RQ1) Can relative answer completeness be enhanced when queries are exe-
cuted against an SCM-KG instead of the original sources? Is the query execution
time affected when queries are executed against an SCM-KG? RQ2) How accu-
rate is the linking of the integrated dataset in terms of precision and relative
recall? RQ3) How much data can be processed per second in the mapping and
linking steps of the pipeline?

Datasets: For the evaluation, we chose a subset of authors and their papers from
both DBLP and MAG [12]. This subsection involves all the metadata relevant to
the WWW conference series in both datasets10. WWW has a long history, and
this fraction of data covers all the vocabulary and structure used in the whole
dataset. MAG was last updated on 5 February 2016, and we acquired the DBLP
dataset on 10 November 2016 from the DBLP++ website11. We chose Apache
Jena Fuseki as our triple store.

Fig. 3. Articles belonging to an
author in DBLP and MAG. Arrows
represent the matched instances.

We executed each query 15 times, each
time instantiated with a different author. We
selected these 15 authors among the most
publishing authors in WWW as found by
another SPARQL query over the SCM-KG.

Queries: In the next two experiments, we
defined queries and compared their results
over the integrated knowledge graph with
their evaluation on the isolated source
datasets.

Metrics: We evaluated how much the inte-
gration enhanced the accuracy and complete-
ness of the query results. Some authors do not have a Google Scholar profile or
any other “complete” publication list available, therefore the dataset complete-
ness is calculated in a relative way. In the second experiment, we tested the
quality of the linking in terms of relative precision and recall.12 The D4–M1

connection in Fig. 3 is an example of a true positive link. When the equivalence
of items is not discovered we consider that a false negative (FN). For example,
the lack of a D5–M2 connection is a FN. When two articles are linked that are

10 The integrated WWW dataset has 346,480 triples including the “same as” links
between matched instances.

11 http://dblp.l3s.de/d2r/sparql.
12 In the process of linking articles by an author, true positives (TP) are articles whose

metadata exist in both DBLP and MAG and their instances are correctly linked in
the matching step.

http://dblp.l3s.de/d2r/sparql
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not really equivalent we assume it as a false positive, such as the arrow connect-
ing D6 and M3. When the instance matching step correctly does not relate two
different articles, we consider this a true negative, depicted as a triangle in the
diagram.

We also evaluated the data integration process by comparing the execution
times of the queries provided above over the different datasets.

Implementation: Experiments 1 and 2 were run on a test platform with an
Intel i7-4710HQ 2.5 GHz CPU and 16 GB 1333 MHz DDR3 RAM; the operating
system was Mac OS 10.12. The test queries were executed on Jena Fuseki. In
Experiment 3, we used a machine with 32 GB RAM and an Intel(R) Xeon(R)
3.00 GHz CPU with 16 cores; the operating system was openSUSE Linux. We
implemented the process scheduler in C++ with a shell script frontend. SPARQL
queries were executed to create triples for the semantic based similarity mea-
surement. The process manager, Sparqlify-CSV mapping rules, ETL source code,
and the test datasets evaluated are publicly available.13

6.1 Experiment One: Relative Completeness

Publications and the number of hits in the different datasets were collected.
Queries were executed for each of the 15 selected authors over the three datasets
and compared them in terms of relative completeness of the result sets. Com-
paring the number of WWW publications in MAG, DBLP, and SCM-KG, we
observed that although DBLP contains more articles for the selected authors,
there exist articles that are only included in MAG. The mapping and linking
process allows for identifying common articles in both datasets; thus, the result-
ing dataset includes more articles for these authors.

Query response time for WWW publications in MAG, DBLP, and SCM-KG
indicated that these queries had an average response time of 8.8 ms on DBLP,
while equivalent queries on MAG had an average response time of 11.66 ms,
and 12.8 ms was the average response time of their equivalent on the integrated
graph. These values suggest that the integration did not affect query response
time significantly.

6.2 Experiment Two: Linking Accuracy and Relative Coverage

In this survey we ran a SPARQL query over MAG and SCM-KG and evaluated
how much the process of linking affected the integrity of the author entities in
MAG.

We first defined a query that finds an author entity and his/her articles.
It searches instances of authors by name. We observed that for cases like Ravi
Kumar the query yields several different author entities instead of one. Likewise,
his/her published articles were scattered between different author entities in
MAG.

13 http://afshn.com/re/scmkg.html, accessed on 5 April 2017.

http://afshn.com/re/scmkg.html
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By running the same query over SCM-KG, we observed that the instant
matching of author entities in MAG and DBLP had brought these pieces of
information together. To survey the indirect merging of authors in MAG, we
considered the scattering of an author’s articles into each extra instance of an
author as a false negative, i.e., author instances in MAG that were equal but
not found by the linking process; true positives correspond to merged instances
of authors.

This query was executed for 15 selected authors. The comparison of indirect
integrated duplicate author entries in MAG, due to instance matching between
MAG and DBLP, indicates a correct linking (TP) with a precision of 1 in all
cases, and an average recall value of 0.986. Secondly, we tested if, per author,
the linked articles belonging to each author are linked to correct equivalent items
between datasets. The linking performed in this experiment had a precision of
1 and an average recall of 0.982; these results show the positive effect of using
semantic molecular relations in linking.

6.3 Performance Evaluation of the Mapping Process Scheduler and
Linking

In the mapping step, the process scheduler generated 10 parallel processes that
occupied approx. 99.5 percent of the available 16 CPU cores and 3.6 GB RAM.
By the SCM-KG pipeline, we converted 96.88 GB of MAG and generated approx.
2.9 B triples from MAG and integrated them with 150 M triples from DBLP. The
process scheduler could generate approx. 250,000 triples per second, that thanks
to parallelization, is significantly faster than the original Sparqlify RDB2RDF
transformation engine [5]. The instance matching process could find approxi-
mately 500 matches per second when tested on the Mac OS system mentioned
in the introduction of Sect. 6.

7 Conclusions and Future Work

In this paper, we presented the concept of Scholarly Communication Meta-
data Knowledge Graph (SCM-KG), which integrates heterogeneous, distributed
schemas, data and metadata from a variety of scholarly communication data
sources. As a proof-of-concept, we developed an SCM-KG pipeline to create a
knowledge graph by integrating data collected from heterogeneous data sources.
We showed the capability of parallelization in rule-based data mappings, and we
also presented how semantic similarity measures are applied to determine the
relatedness of concepts in two resources in terms of the relatedness of their RDF
interlinking structure. Results of the empirical evaluation suggest that the inte-
gration approach pursued by the SCM-KG pipeline is able to effectively integrate
pieces of information spread across different data sources. The experiments sug-
gest that the rule based mapping together with semantic structure based instance
matching technique implemented in the SCM-KG pipeline integrates data in a
knowledge graph with high accuracy. Although our initial use case addresses the



340 A. Sadeghi et al.

scientific metadata domain, we generated billions of triples with high accuracy in
mapping and linking, and we regard it capable at an industrial scale and in use
cases demanding high precision. In the context of the OSCOSS project on Open-
ing Scholarly Communication in the Social Sciences14, the SCM-KG approach
will be used for providing authors with precise and complete lists of references
during the article writing process.

Acknowledgments. This work has been partially funded by the European Commis-
sion under grant agreements 643410 (OpenAIRE2020) and 644564 (BigDataEurope),
and the DFG under grant agreement AU 340/9-1 (OSCOSS).
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Abstract. Over the past 30 years we have observed the impact of the
ubiquitous availability of the Internet, email, and web-based services on
scholarly communication. The preparation of manuscripts as well as the
organisation of conferences, from submission to peer review to publica-
tion, have become considerably easier and efficient. A key question now
is what were the measurable effects on scholarly communication in com-
puter science? Of particular interest are the following questions: Did the
number of submissions to conferences increase? How did the selection
processes change? Is there a proliferation of publications? We shed light
on some of these questions by analysing comprehensive scholarly commu-
nication metadata from a large number of computer science conferences
of the last 30 years. Our transferable analysis methodology is based on
descriptive statistics analysis as well as exploratory data analysis and
uses crowd-sourced, semantically represented scholarly communication
metadata from OpenResearch.org.

Keywords: Scientific events · Scholarly communication · Semantic pub-
lishing · Metadata analysis

1 Introduction

The mega-trend of digitisation affects all areas of society, including business
and science. Digitisation is accelerated by ubiquitous access to the Internet,
the global, distributed information network. Data exchange and services are
becoming increasingly interconnected, semantics-aware and personalised. Fur-
ther trends are crowd-sourcing and collaboration, open data as well as big data
analytics. These developments have profound effects on scholarly communica-
tion in all areas of science. We particularly focus on computer science, where
conferences and workshops are of paramount importance and a major means of
scholarly communication. Online platforms and services such as EasyChair1 or
1 http://easychair.org.
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CEUR-WS.org2 automate and optimise scholarly communication workflows. A
key question now is: What were the measurable effects of digitisation on schol-
arly communication in computer science? Of particular interest are the following
questions: (a) Did the number of submissions increase? (b) Is there a proliferation
of publications? (c) Can we observe popularity drifts? (d) Which events are more
geographically diverse than others? We shed light on some of these questions by
analysing comprehensive scholarly communication metadata from computer sci-
ence conferences of the last 30 years. Large collections of such data are nowadays
publicly available on the Web. Research has recently been conducted to browse
and query such data [6,7], with a focus on authors, publications and research
topics [4].

We analysed the evolution of key characteristics of scientific events over time,
including frequency, geographic distribution, and submission and acceptance
numbers. We analysed 40 conference series in computer science with regard to
these indicators over a period of 30 years. Our analysis methodology is based on
descriptive statistics analysis, exploratory data analysis and confirmatory data
analysis. This article is organised as follows: Sect. 2 gives an overview on related
work. Section 3 presents the methodology we used. Section 5 discusses the results
of our evaluation. Section 6 concludes and outlines future work.

2 Related Work

Conference metadata and bibliography services. A lot of research has
been performed to reveal information about scholarly communication from bibli-
ographic metadata. DBLP and DBWorld3, the most widely known bibliographic
databases in computer science, provide information mainly about publications
and events but also consider related entities such as authors, editors, conference
proceedings and journals. WikiCFP4 is a popular service for publishing calls for
papers (CfPs). Springer LOD and ScholarlyData5 publish as Linked Open Data
metadata of conference related to computer science collected from Springer’s
traditional publishing process.

Conference series analysis. For various conference series, analyses similar to
ours were performed by steering committee members or other members of the
community. They often include the analysis of bibliographic data of each edition
and rarely comprise comparisons with other events or editions of the same event
series. A comprehensive analysis of the Principles of Database Systems (PODS)
conference series includes detailed author analyses such as the distribution of the
number of papers per author, which, for example, shows that two thirds of the
authors are only involved in a single PODS publication (e.g., PhD students) but
10% are involved in 5 or more (e.g. active supervisors) [1]. It includes a relatively

2 http://ceur-ws.org.
3 http://dblp.uni-trier.de/, https://research.cs.wisc.edu/dbworld/.
4 http://www.wikicfp.com/.
5 http://lod.springer.com/, http://www.scholarlydata.org/dumps/.

http://ceur-ws.org
http://dblp.uni-trier.de/
https://research.cs.wisc.edu/dbworld/
http://www.wikicfp.com/
http://lod.springer.com/
http://www.scholarlydata.org/dumps/
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Fig. 1. Overall workflow of this study

short analysis of submission and acceptance rates for 10 years (2002–2011) that
shows an increasing number of submissions in the beginning of the period, while
they reduced in the last four years.

LiteratureOverview.SeandLeeproposeda list of alternativemeasures for rank-
ing events [9]. The goodness of events (conferences and journals) is defined as the
goodness of the articles published in these events. Biryukov and Dong addressed
collaboration patterns among a research community using information of authors,
publications and conferences [3]. Similarly, Aumüller and Rahm analysed affilia-
tions of database publications using author information from DBLP [2]. A pilot
study with a different focus analysed submissions to top technical conferences in
computer science [5], while our analyses are about the quality of events considering
different metrics than only metadata about publication and authors.

3 Method

The overall workflow of this study (see Fig. 1) comprises four steps: (1) identi-
fication of relevant events, (2) data gathering, (3) ingestion into the OpenRe-
search.org semantic scholarly communication data curation platform, and (4)
data analysis.

Identification of Relevant Events. To identify a subset of high qualified
events to which we can apply our evaluation, we collected all the metrics which
are used by most of the well-known services. The analysis focuses only on confer-
ences because of the high impact to the research community. However, all these
metrics can be applied for more types of events. Depending on availability and
re-usability of the metrics, the following set of criteria is finalized to be used in
this study (see Table 1):

h-index Google Scholar Metrics (GSM)6 provides ranked lists of conferences
and journals by scientific field based on a 5-year impact analysis over the Google

6 https://scholar.google.com/intl/en/scholar/metrics.html.

https://scholar.google.com/intl/en/scholar/metrics.html
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Table 1. Identification of relevant event criteria

Ranking metric TPDL WWW PERCOM COLT EuroCrypt CHI CAV PLDI

CORE rank A* A* A* A* A* A* A* A*

H5 index 74 66 28 22 50 83 39 45

Qualis B1 A1 A2 A2 A1 A1 A1 A1

Scholar citation data. The ranking is based on the two metrics h5-index and
h5-median. Qualis7 uses the h-index as performance measure for conferences.
Based on the h-index percentiles, the conferences are grouped into performance
classes that range from A1 (best), A2, B1, . . . , B5 (worst).

Mix of indicators. The Computing Research and Education Association of Aus-
tralasia (CORE)8 provides a ranking method for major conferences in comput-
ing. The ranking is determined by a mix of indicators including citation rates,
paper submission, acceptance rates and the visibility and research track record of
the key people hosting and managing the conference. Based on these metrics an
event can be categorised into six classes A*, A, B, C, Australian, and unranked.
The portal shows international event series in the first four categories.

Data Gathering. Data gathering is the process of collecting data from a variety
of online sources in an objective and unbiased manner. We collected metadata
about 40 conference series in different computer science sub-fields from different
sources of metadata including title, series, sub-field, start date, end date, home-
page, country and Twitter account. This information is available as Linked Data
in the case of DBLP, and other structured forms, or semi-structured and unstruc-
tured in the case of WikiCFP, the ACM digital library9, or conference.city10. The
OpenResearch.org wiki11 serves us both as an additional source of semantically
structured data, and as a tool to support data analysis. At the time of writing,
OpenResearch contains crowd-sourced metadata about more than 5000 confer-
ences, 900 workshops and 350 event series. OpenResearch supports researchers
in collecting, organising, sharing and disseminating information about scientific
events, tools, projects, people and organisations in a structured way [8].

Data Preprocessing. In this step, we carried out several preprocessing tasks
including:

Data Integration/Transformation: This step starts with identifying inadequate,
incorrect, inaccurate or irrelevant data and then filling in missing data, deleting

7 http://www.conferenceranks.com/.
8 http://www.core.edu.au/.
9 http://dl.acm.org/.

10 http://www.conference.city/.
11 http://openresearch.org.

http://www.conferenceranks.com/
http://www.core.edu.au/
http://dl.acm.org/
http://www.conference.city/
http://openresearch.org
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the dirty data, and resolving inconsistencies. In the data integration process,
we combine data from multiple sources into meaningful and valuable informa-
tion. Transformation is the conversion of cleaned data values from unstructured
formats into a structured format.

Conference Name Unification: Looking into the collected data we found that
some events have changed their names once or more since they had been estab-
lished. This led us to perform a unification process before beginning to analyse
the data. The unification process integrates all events of a series with multiple
names under its most recent name because it is important for the researchers

Table 2. Conference title and acronym evolution for Some Conferences.

Unified acronym Acronym Full conference title Time span

IEEE VR IEEE VR IEEE Virtual Reality 1999–2017

VRAIS Virtual Reality Annual International
Symposium

1993–1998

ASE ASE Automated Software Engineering 1997–2017

KBSE Knowledge-Based Software
Engineering Conference

1990–1996

ISWC ISWC International Semantic Web
Conference

2002–2017

SWWS Semantic Web Working Symposium 2001

FOCS FOCS Annual Symposium on Foundations of
Computer Science

1975–2017

SWAT Annual Symposium on Switching and
Automata Theory

1966–1974

SWCT Annual Symposium on Switching
Circuit Theory and Logical Design

1960–1965

ISMAR ISMAR International Symposium on Mixed
and Augmented Reality

2002–2017

ISAR International Symposium on
Augmented Reality

2000–2001

IWAR International Workshop on
Augmented Reality

1999

ISSAC ISSAC International Symposium on Symbolic
and Algebraic Computation

1988–2017

SYMSAC Symposium on Symbolic and
Algebraic Manipulation

1966,1971,1976,1981
and 1986

EUROSAM International Symposium on Symbolic
and Algebraic Computation

1974, 1979, 1982 and
1984

SPLASH SPLASH Systems, Programming, Languages
and Applications: Software for
Humanity

2010–2017

OOPSLA Conference on Object-Oriented
Programming, Systems, Languages,
and Applications

1986–2009
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who want to submit their work to know the recent name rather than the name
that had been in use for the longest time, as shown in Table 2. For example,
SPLASH is the unified name of a Conference on Object-Oriented Programming,
Systems, Languages, and Applications which was named SPLASH from 2010 to
2017 and previously OOPSLA from 1986 to 2009, i.e., for 24 years.

Ingestion into OpenResearch. The collected data can be ingested into Open-
Research.org in several ways using either single or bulk import. For single import,
one should use semantic forms. The required steps for bulk import are: (a) Cre-
ate a spreadsheet with the important information, (b) Export the spreadsheet
to CSV, (c) import CSV file using OpenResearch’s ImportCSV service.

4 Data Analysis

The heart of our work is an explorative analysis of the metadata of selected
computer science conferences over the past 30 years.

Metrics and Analysis Tools. We first defined metrics, then chose suitable
tools for computing them and evaluating the results of the computation.

We defined statistical metrics over numeric values, as well as metrics having
other complex datatypes, focusing on conferences because of their high impact on
research communities. We chose spreadsheets as the main tool to compute sta-
tistical metrics over numeric values; the evaluation of the results is supported by
charts. OpenResearch provides further components for visual analytics, in par-
ticular for displaying non-numeric results (e.g., the conferences with the highest
number of submissions). Even though spreadsheets are, in principle, based on the
relational data model, they practically lack support for joins across sheets. Joins
may be required for connecting information about events to information about
related entities, such as persons participating in events. The SPARQL query
language for RDF, which is supported by OpenResearch, facilitates such join
computations. However, while SPARQL also supports basic statistical analysis
via aggregate functions, this type of analysis is better supported by spreadsheets.

Statistical Analysis. Acceptance rate is defined as the ratio between sub-
mitted and accepted articles.

Continuity refers to how continuously a conference has been held over its
history. We propose a formula C = min {100%, (E ∗ R)/A} to calculate the per-
centage of continuity for a specific conference where C stands for continuity, E
for the number of editions of the event, R for the regularity of the event edi-
tions (1 for ‘every year’, 2 for ‘every two years’), and A for the age, counting
the number of years since the first time the event was established. Year is the
granularity for this metric.

Geographical Distribution: Every event is held in a geographical Loca-
tion. We consider it as a triple of City, Country, Continent. From the extension
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of this metric to event series, one can derive the number of distinct locations
visited by an event. We map every distinct location to the number of times the
event has taken place there (by city, country or continent). We can thus classify
event series by their most frequent location, e.g., as a “German” or “European”
series. Geographical Distribution of an event series increases the awareness of
researchers about the existence of the event and its covered topics.

Time Distribution: Every event is held in a certain period of time each
year. It is important for a researcher interested in a particular conference to
know when this conference will be held in the year to know when to prepared
and present their work.

Sub-field Popularity: In the sub-field popularity metric, we divided con-
ferences into five groups, each of which is labelled with the sub-field of computer
science they belong to. We considered two time intervals: three 10-years periods
for accepted papers but three 5-years periods for submitted papers due to the
difficulty to obtain information about the number of submitted papers for many
conferences. Table 3 shows research communities and corresponding conferences
investigated.

Table 3. CS Sub-fields and top conferences

Acronym CS sub-field Conferences

GRA Computer Graphics ACMMM, EuroGraphics, IEEE VR, SIGGRAPH

SEC Computer Security CCS, CRYPTO, EuroCRYPT, ASIACRYPT

PROG ProgrammingLanguages ICFP, PLDI, POPL, SPLASH

SE Software Engineering ICSE, FSE, ASE, FASE

DB Database Systems PODS, SIGMOD, ICDT, VLDB

Field Productivity: Field Productivity reveals how much interest there is
in a computer science sub-field in a given year within the past 30 years. The Field
Productivity (FP) for a sub-field (f) in a year (y), where Cf

i,y is the number of
publications for a conference i in year y and n is the number of conferences
belonging to sub-field f, and m is the number of years in the time span of the

study, is defined as FP f
y =

n∑

i=1
Cf

i,y

m∑

k=1

n∑

i=1
Cf

i,yk

.

Entity-Centric Visual Analytics. In contrast to spreadsheets and their
charting facilities, OpenResearch makes it easy to generate visualisations that
focus on entities rather than numbers. Besides geographical maps and ranked
tables or lists, timelines are a prominent example of entity-centric visualisations.
The input for a timeline is provided by a query in the MediaWiki expression
language. The following code, for example, defines a timeline of events with
upcoming submission deadlines:
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{{#ask: [[Category:Event]]
[[submission deadline::>{{CURRENTYEAR}}...]]
[[Category:{{#urlget:field}}]]

| ?title = Name | ?abstract deadline
| ?submission deadline | ?notification
| ?Category:Conference = Conference
| ?Category:Workshop = Workshop
| format=timeline | sort=submission deadline}}

Similar types of queries that we have implemented in OpenResearch include:
– event series in a given field and their average acceptance rates, – countries
with a high number of events in a given field, – fields with decreasing num-
bers of accepted papers over years, In addition to querying the data inside the
OpenResearch wiki, queries to external SPARQL endpoints can be embedded
into wiki pages using the LinkedWiki12 extension for MediaWiki.

Joins Across Entity Types. OpenResearch currently focuses on semantic
representation of CfPs as one wiki page per event, but including semantic rela-
tions to related entities, e.g., to document the role that a person had in the
organisation of an event. A concrete use case for querying this data is support-
ing the research community in taking decisions on what conference to submit
one’s results to, or whether to accept invitations for assuming certain roles in
the organisation of a certain conference. Such queries often require joins across
multiple entity types. Simple queries of this kind can be implemented in the
MediaWiki expression language introduced in Sect. 4, more complex one require
SPARQL. The output of both kinds of queries can be a table, list, map, timeline,
etc.

Consider, for example, finding all roles that a person has ever had in events;
this requires joins between person and event entities:
SELECT ?event ?person ?hasRole WHERE {

?e rdfs:label ?event .
?e ?hasRole ?person .
?hasRole rdfs:subPropertyOf property:Has_person .
?person rdfs:label "PERSON NAME" .}

Geographical distribution and affiliation changes of persons in the role of
general chairs of events related to a certain field over last 10 years can be shown
on a map or graph by embedding a SPARQL query as follows into the wiki page
representing a certain field (i.e., in MediaWiki, a category page):
{{#sparql: SELECT ?event ?country ?person WHERE {

?e a category:Semantic_Web .
?p property:Has_location_country ?country .
?p property:Has_affiliation ?organization .
[...]
MINUS{ ?e property:Has_general_chair :person . }
FILTER (?startDate >= "2007-01-01"^^xsd:date && ?endDate < "2017-01-01"^^xsd:date )
} LIMIT 10 | format=maps}}

12 https://www.mediawiki.org/wiki/Extension:LinkedWiki.

https://www.mediawiki.org/wiki/Extension:LinkedWiki


350 S. Fathalla et al.

5 Observations

In this section we report detailed analysis results for 40 conference series over a
period of 30 years according to six statistical analysis dimensions. The complete
raw data is available at https://goo.gl/vnsXRe.

5.1 Statistical Analysis

Acceptance Rate. We have selected Fig. 3(a) shows the average acceptance
rate for a sample of 10 conferences from different CS sub-fields in five consecutive
5-year periods from 1992 to 2016.

In all three periods, the average acceptance rate for all series falls into the
range 17% to 26% in the time window of 25 years. The greatest acceptance rate
ever was the one of COLT in the second period (45%), but decreased it to
36% in 2016. The average acceptance rate of EuroCrypt had increased to 33%
by 2011 before decreasing to final 23%. The average acceptance rate of CCS
dramatically decreased. The number of submissions to this series increased over
time; however, the acceptance rate remained approximately the same. Only the
average acceptance rate of EuroCrypt significantly increased to 33% in 2007–
2011 and then decreased again to 20% in 2012–2016. A reason for decreasing
acceptance rate can be increasing submissions, with the number of presentation
slots at a conference being more or less constant over time.

Continuity. The continuity of conferences is calculated using the proposed
formula in Sect. 4. For example, the continuity of CCS (ACM Conference on
Computer and Communications Security) is 92% where it was held every year
from 1993 except for two years in 1995 and 2003. Moreover, the continuity TPDL
(The International Conference on Theory and Practice of Digital Libraries) is
100% where it is occurring every year since the first year of establishment. For
illustration, the continuity of five conferences are shown in Table 4; for the others,
the continuity is 100%. Overall we observed a very high continuity among the
renowned conferences.

Table 4. Continuity of five conference series

Conference Age Editions Regularity Continuity (C)

ACMMM 23 22 1 96%

CCS 24 22 1 92%

CHI 35 34 1 97%

FOGA 27 13 2 96%

TPDL 21 21 1 100%

https://goo.gl/vnsXRe


Analysing Scholarly Communication Metadata 351

Fig. 2. Geographical and time distribution of events.

Geographical Distribution. The EUROCRYPT conference series has been
held in a different country every year since 1987 but always in Europe. This is
mostly related to the organisation committee in this series since it is a European
committee. For the same reason, the SIGGRAPH series has been held every year
since 1974 in different North American countries (mostly in the US).

The FOCS series has been held 26 times in the US, every year since 1989 in
North America, and in Europe only for one edition in 2004. On the contrary,
ISSAC has been moving between different countries of different continents such
as Japan, Canada, Germany, etc., since its first edition. Figure 2(a) shows the
Geographical Distribution of a sample of ten conference series randomly selected.
The most geographically diverse conference series are EUROCRYPT (diversity
by country in Europe). The most static conference is FOCS series that has been
held 26 times only in the US for the past 25 years.

Time Distribution. Most editions of top conference series are held around the
same month of each year; see Fig. 2(b). Namely, the PERCOM conference (IEEE
International Conference on Pervasive Computing and Communications) has
been held every year since 2003 in March and POPL (ACM SIGACT Symposium
on Principles of Programming Languages) has been held every year since 1994 in
January. Furthermore, almost all conferences in the study have been established
around the same month. For example, EuroCrypt is always held in April or May
and SIGGRAPH always held in July or August.

Sub-field Popularity. There are five groups labelled: Computer Security
(SEC), Computer Graphics (GRA), Database Systems (DB), Programming lan-
guages (PROG) and Software Engineering(SE) each of which contains four top
conferences belonging to this sub-field. Table 5 compares five CS communities in
terms of the number of accepted and submitted papers. GRA communities made
the largest number of submission in the whole time span, even though GRA sub-
missions began to decrease since 2005 until they reached their minimum value in
the last period. The average number of accepted papers (Fig. 3(c)) in GRA dou-
bled in the first time frame and increased to almost 150% in the past 10 years,
similarly in SE. The average number of accepted papers in DB slightly increased
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Table 5. Accepted and submitted papers measures for five CS sub-fields over three
10-years and three 5-years intervals respectively

in the first period and then again increased in the last 10 years by 50%. Over all
three periods, the GRA community has attracted most, and PROG has attracted
the least submissions. Overall, there is an increasing number of submissions for
all CS sub-fields we considered (Fig. 3(d)

Field Productivity. We calculated the Field Productivity for the five sub-fields
in the study. The results are shown in Fig. 3(b).

We found that PROG and DB remained at the same FP with some ups and
downs from 1987 to 2010 and then saw a slight increase. At the end of the 1980s
and the early 1990s, GRA had the lowest FP with less than 1% until it began to
increase to around 3% by 1993 and continued increasing to around 10% before
decreasing to only 4% by the end of the period.

Fig. 3. Visualisation of observations
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Moreover, all fields had an FP around 3% from 1987 till 2006. For instance,
FP of SE varied between 1.13% and 2.97%. In addition, GRA reached the max-
imum FP in 2010 with 10% and DB reaches the maximum FP with 6.45% in
2016. Overall, GRA has the highest FP with 5,795 publications over the other
fields; the PROG community has the lowest FP with 3,707 publications. The DB
community ranks second with 5,383 publications, followed by SEC with 4,715
publications and then PROG with 3,847 publications.

6 Conclusions

We presented a method for analysing scholarly communication metadata of sci-
entific events. We combined descriptive and exploratory analysis with regard
to a broad set of metrics, supported by spreadsheets, charts and queries in the
OpenResearch semantic wiki. Up to our knowledge for the first time, we were
able to empirically validate the often raised concern of a proliferation of sub-
missions to major conferences. Also, we were able to calculate and demonstrate
with our method a number of other indicators, such as a new way to calculate
conference continuity, the popularity of different sub-fields, a new way to calcu-
late field productivity or the geographic distribution of conferences. In addition
to efficiency gains, the digitisation of scholarly communication also has negative
impacts, most significantly the proliferation of submissions, which significantly
increases the reviewing workload with an already noticeable knock-on effect on
reviewing quality (one of the core features of peer-review). We plan to system-
atically investigate review quality in future.

In summary, we made the following observations:

– With the number of submissions to the top conferences having tripled on
average in the last three decades, acceptance rates are going down slightly.

– Most of those conferences that are A- or A*-rated today have a long conti-
nuity.

– Geographical distribution is not generally relevant; some good conferences
take place in the same location; others cycle between continents.

– Good conferences always take place around the same time of the year. This
might mean that the community got used to them being important events.

– Some topics have attracted increasing interest recently e.g., database topics
thanks to the ‘big data’ trend. This might be confirmed by further investiga-
tions into more recent, emerging events in such fields.

In further research, we aim to expand the analysis to other fields of science
and to smaller events. Also, it is interesting to assess the impact of digitisation
with regard to further scholarly communication means, such as journals (which
are more important in fields other than computer science), workshops, funding
calls and proposal applications as well as awards. Although large parts of our
analysis methodology are already automated, we plan to further optimise the
process so that analysis can be almost instantly generated from the OpenRe-
search data basis.
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Abstract. Open publications are increasing at such a rapid pace that it
is almost impossible for researchers to keep up with them. Even in terms
of computational complexity, the data are becoming bigger and bigger,
so there is a great need to provide new and faster algorithms for min-
ing scientific articles. One such important mining task is finding citation
links between the literature, which can assist researchers looking into the
literature, finding dependencies between publications, and so on. In this
paper, we introduce a greedy citation matching algorithm, that works
with plain unstructured text and mines citations from papers regard-
less of the format in which the citations are presented. This research is
supported by the European Commission under projects OpenAIRE2020
(643410) and Human Brain Project (720270).

Keywords: Citation matching · High-pass filtering · Reference
extraction

1 Introduction

Scholarly communication is currently at a new phase where researcher’s pub-
lished results are more optimally shared, discovered, validated and re-used when
they are exposed in their full context. This means that they are best accom-
panied by all the relative information that provides an insight and capacity to
translate the research process and activities that have taken place. Such infor-
mation may be citations. If we are able to provide links between the literature,
then this can be used for multiple purposes including literature search, finding
similar publications, analysis of research trends, etc.

Most of the time, citation extraction and parsing is not enough; there is also
a need to match the citations to metadata databases in order to enrich them
with more useful information, such as the complete author list, scientific areas,
journal information and in some cases abstracts or even fulltexts. Such info is
not always included in the citation text, while abstracts and fulltexts are never
included. Even when some of this exists, there is no algorithm that assures 100%
recall rate in the parsing and extraction phase.

Due to these reasons, the matching of the citations with a metadata database is
an important task. Currently, a user is able to download publications’ metadata
c© Springer International Publishing AG 2017
J. Kamps et al. (Eds.): TPDL 2017, LNCS 10450, pp. 355–366, 2017.
DOI: 10.1007/978-3-319-67008-9 28
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from various sources including repositories and other systems which offer APIs
(e.g. PubMed API1, ArXiv API2, CrossRef Search API3, OpenAIRE4 API)

Figure 1 presents the most common workaround to extract citations links.
The first step is citation extraction and parsing. Citation extraction regards the
extraction of a citation and its metadata (title, author names, journals, dates).

Fig. 1. Citation extraction, parsing and matching workflow

Titles, author names and other metadata are typed in many different ways
and orders. An example of two citations that refer to the same paper, yet are
cited quite differently, follows:

Friston, K. J., Holmes, A. P.,Worsley, K. J., Poline, J. P., Frith, C. D., and Frackowiak,

R. S. J. (1995). Statistical parametric maps in functional imaging: a general linear

approach. Human Brain Mapping 2:189–210.

[Friston et al. 94] Statistical parametric maps in functional imaging: a general linear

approach, Karl J Friston, Andrew P Holmes, Keith J Worsley, J-P Poline, Chris D

Frith, Richard SJ Frackowiak. Human Brain Mapping Vol. 2(4), pp. 189–210.

For this reason, citation parsing is a difficult task and has already been
addressed many times by the community. Mainstream citation extraction
approaches use heuristics [5], machine learning techniques [6,7], knowledge-based
approaches [2,4], and other methods to overcome this issue. However, due to the
different ways that a document is formatted - and the different languages - this
process may be time consuming. In the Related Work section, we will present
more thoroughly the existing techniques.

The second step is citation matching. This phase regards the enrichment of
the extracted citation. The title, the authors and the other extracted fields are
matched against the repository of interest. Since the metadata of the repository
are also structured, this matching seems like a simple string match. However,
there are also several problems to tackle, like the different ways that author
names (or other metadata) are written, title misspellings, publications with the
same title and other issues.

In this work, we match the publications’ plain text with the repository meta-
data and produce directly the enriched matched citations. We are eliminating
1 https://europepmc.org/.
2 http://arxiv.org/.
3 http://www.crossref.org/.
4 https://www.openaire.eu/.

https://europepmc.org/
http://arxiv.org/
http://www.crossref.org/
https://www.openaire.eu/
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the citation parsing step, replacing it with a fast text filtering step whose pur-
pose it to keep only the sections in the text which contain references. Figure 2
presents the workaround of the proposed method.

Fig. 2. Citation matching workflow

The first step uses heuristics and high pass text filtering to extract the whole
reference section from the text and any other section that may contain references.

The next step is the final citation matching step. The structured repository
metadata are matched against the references sections from the text using data-
base and pattern matching techniques.

Our technique is able to extract references from anywhere in the text, includ-
ing footnotes, and not only from the references section. Moreover, since the full-
text is not parsed to produce a structured citations list, the algorithm does not
depend on the references or the publication’s format. Finally, as the experiments
have shown, the presented method is able to provide citation links between a
corpus consisting of publications’ plain text and a specific repository up to more
than an order of magnitude faster than the techniques that parse the citations
before the matching.

The rest of the paper is organized as follows. In Sect. 2, we present the related
work. In Sect. 3, we lay out our reference section extraction algorithm and in
Sect. 4, we introduce our citation matching algorithm, and the implementation
details. In Sect. 6, some experimental results are shown.

2 Related Work

While dealing with the citation matching problem, the first issue we need to
address is that of data representation. The data can be either structured (e.g.
XML) or unstructured (e.g. plain text). E.g., when a publication is in XML for-
mat it often has structured references, titles and authors, which can be easily
matched against an existing/given database of publications. On the other hand,
when provided with unstructured plain text it is important to consider that cita-
tions are presented in different formats according to each repository/publisher,
making it difficult to produce an algorithm that is able to extract references
from all possible repository formats.

To solve this problem: CITESEER [5] identifies the reference section and
then uses heuristics and machine learning techniques to find title, author, year
of publication, page numbers, and citation tags; CERMINE [12] uses some geo-
metrical, lexical values, the format and some heuristics like the uppercase etc.,
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to extract the references section and machine learning techniques to find refer-
ence strings; GROBID [8] and ParsCit [3] use Conditional Random Fields [9].
GROBID and CERMINE work with PDF files, whereas ParsCit works also with
plain text.

All these methods target the problem of extracting and parsing citations from
a paper. Having completed this step, if someone needs to match the citations
against a metadata database, he has to match the extracted titles, authors and
the other metadata. While this task seems simpler, it is also difficult since it
includes title and metadata matching. Title matching is difficult due to possible
typos. Moreover, when a title matches with another, it is a good hint that we
are talking about the same paper, but this is not always the case. Matching
metadata including authors, journal information etc. is very difficult due to the
different ways this information is presented. The existing tools target mainly
the extraction of structured citation lists, without matching them to metadata
databases.

3 Reference Sections Extraction Algorithm

As already mentioned, the main challenge is the different ways that citations are
presented. Thus in order to be able to locate them in a publication it is crucial to
use global heuristics. Ideally, we should find a globally common characteristic.
Such a characteristic is the appearance of years or URLs in the text: in all
publications, the references sections are dense in dates and URLs. Using this
feature, we split each publication text on its newlines, remove blank and small
lines that consist of less than ten characters, and we mark all lines where at
least one year (4 digit numbers, between 1900 and 20xx) or URL appears in
their context, producing a list of marked or unmarked items. By considering
this list as a signal in time, we can then run a high-pass filter process, keeping
regions with higher than average density of dates or URLs. In this way, we
are able to extract not only the references section but also text that contains
citations anywhere in the body of the publication.

An illustration of how the reference extraction algorithm works can be seen
in Fig. 3. In the first step, the lines containing URLs or dates are marked. The
next step calculates the density of such patterns per window. In this example,
a window consists of 5 lines, so the lines from 4th to 8th constitute a window.
The density for the lines of this window is 0.2, since a year appears in one line
(1/5). In the final step we mark the lines with density higher than average. The
unmarked lines are filtered out, and the sections from the text which may contain
references are extracted5.

This step’s main goal is to reduce, as fast as possible, the amount of text
that will be processed without missing any valid citations. We do not care about
false positives as these will be eliminated during the next steps.
5 Note that this is an unreal example where the references section covers almost half
of the complete text. When the main body is larger, the average density of dates
and URLs is lower and possible references in footnotes are not filtered out.
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Fig. 3. Reference extraction algorithm with window size = 5

4 Title and Metadata Matching

Citation matching is the next step of the presented algorithm. There are several
problems that we have to address. First, matching titles with plain text can
be very time-consuming, because title lengths vary. Moreover, the same title
does not always refer to the same paper. We also need to match with metadata.
Citations may be written in different formats, the order of publication metadata
varies, author names can be written in different ways (John Smith or J. Smith).
Our algorithm solves the title and metadata matching problem in the following
steps:

– Preprocessing phase (possibly offline)
• Normalization of structured metadata
• Creation of characteristic inverted index

– Matching phase
• Title matching
• Validation of results using metadata matching

4.1 Preprocessing

Normalization of Metadata. At first, we normalize the titles and other pub-
lication metadata by:

– Reducing spaces between words
– Replacing punctuation marks with underscores
– Converting text to lower case

For example if we have the title:
“The PageRank citation ranking: Bringing order to the web”
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we transform it as follows:
“the pagerank citation ranking bringing order to the web”

The preprocessing phase addresses misspelling issues related to number of
spaces, punctuation and case sensitivity. Exactly the same preprocessing proce-
dure has to be applied to the publications’ fulltext before the final matching.

Characteristic Inverted Index. As mentioned before, title matching is a very
demanding and time-consuming task. We produce an inverted index based on
all trigrams that appear in the titles. With the term trigram, we refer to any
sequence of three words in the titles. We execute a JOIN operator between the
text and title trigrams. When a trigram from the text matches with a trigram
from a title, we examine if the whole title matches in the text. If yes, we have
a matched title, if not we have a title miss. Using trigrams instead of bigrams
or single words, we reduce possible title misses. On the other hand, we do not
use larger N-grams, because many titles consist of just three terms. A typical
trigram-based inverted index for the above example title is shown in Table 1.

Table 1. Trigram-based inverted index

Trigram Title id

The pagerank citation 1

Pagerank citation ranking 1

Citation ranking bringing 1

Ranking bringing order 1

Bringing order to 1

Order to the 1

To the web 1

Obviously, since this index contains all trigrams appearing in all titles, it is
both memory and computationally expensive to be used in a relational JOIN
operation. Moreover, common trigrams that may co-exist in many titles could
lead to a huge number of matching trigrams, thus to a huge number of title
misses.

A way to reduce the size of the index and the title misses is to only use iden-
tifying trigrams in the index. An identifying trigram, is a trigram that appears
in only one title. So, an ideal inverted index would only contain one identifying
trigram per title. Because the ideal inverted index is unattainable most of the
time, we try to approximate it using a simple heuristic iterative method. First we
build the full trigram-based inverted index that contains all trigrams appearing
in all titles. From this index we “pick” the trigrams and titles that only appear
once, and remove them from the full inverted index. We repeat this procedure
iteratively, increasing the threshold of trigram appearance count, until we have
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fully covered the set of titles of the full index. This produces a characteristic
inverted index containing, for each title, a trigram that appears in as few other
titles as possible.

The characteristic inverted index is used in a relational EQUI-JOIN between
the trigrams appearing in the text and the index trigrams. Here follows an exam-
ple of the described algorithm. Let A,B,C,D,E,F,G,H be trigrams and consider
the example shown in Fig. 4.

Fig. 4. Characteristic inverted index creation

The goal is to select the minimum subset of trigrams that covers the full set
of titles, such that selected trigrams have minimum number of assigned titles.
Figure 4 presents the steps to produce the characteristic inverted index. In the
first iteration, we select D and H which appear uniquely in titles 1 and 2, and
we remove these trigrams and titles from the index. In the second iteration,
we are able to identify titles 3 and 4 with trigrams E,G and F. We may use E or
G to identify title 3. In this situation, we select the longer trigram according to
the number of characters it contains. After removing these trigrams (F,G) and
titles (3,4) from the index, it turns out that no titles remain, so our characteristic
inverted index is ready.

When the inverted index is complete, a query runs which scrolls a window
over the publication’s fulltext, extracts all the trigrams and matches them to our
inverted index. If a match happens then the full title from the inverted index is
matched with the context of the trigram in the publication’s text. This way we
ensure achieving a high recall rate since all trigrams from the text are joined.

4.2 Matching

Title Matching. A query extracts the references sections from the text, scrolls
a window over the extracted text, extracts all the trigrams and matches them to
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the characteristic inverted index. Experimentally, the size of the window is set
by default to 60 whitespace separated strings, in order to include at least the
title and the metadata. If a match happens then the full title from the inverted
index is matched with the corresponding window of text.

Validation of the Results. After matching a title we have to deal with the
difficult problem of disambiguating and filtering out false matches. We use the
following techniques:

– We create a bag of words that contains author names, publication dates,
publishers, journal names for each metadata record. We pattern match this
bag of words to our window of text. Each category weighs differently than
the others. So, the author matches weigh more than the other metadata, the
author surnames weigh more than their first names, the journal names and
the publishers more than the publication dates.

– Each match also weighs differently according to its distance (in number of
words with more than two characters) from the title. If a word matches, the
confidence value is increased by its weight and inversely proportional to its
distance from the title in words.

– The length of the title (number of words) is also considered, since a larger
matched title is more possibly a true match.

The following equation shows how the confidence value is calculated:

Conf =
10∗F (AS)+3∗F (AF )+3∗F (PY )+5∗F (JN)

MAXVAL + L(t)
L(C)

2
, (1)

AS, AF, PY, JN are author surnames, first names, publication years and
journal names respectively. Function F sums the distance weights for all the
occurrences of the input pattern. If a pattern is matched 3 words away from the
title, its distance weight is 1/3. L(t) is the length of the matched title, while
L(C) is the length of the window. MAXVAL is the maximum value, if all the
words in the window are matched with author surnames. It is used so that
the final confidence value is between 0 and 1. After experimenting with various
datasets, we have defined 0.1 as an appropriate threshold. If this value is above
the threshold, then the citation is marked as true positive, else as false.

The fallback of this technique is that the context used for calculating confi-
dence value has stable length for speed purposes, so it may contain strings from
previous or next citations. Nevertheless, manual curation of experimental results
indicates that less than 1% of matches are false positives because of metadata
that match with an adjacent reference.

4.3 Implementation Details

Our algorithm is implemented on top of madIS [11], a powerful extension of a
relational DBMS with user-defined data processing functionality. MadIS is built
on top of the SQLite API6.
6 https://www.sqlite.org/.

https://www.sqlite.org/
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MadIS allows the creation of user-defined functions (UDFs) in Python and
it uses them in the same way as its native SQL functions. Both Python and
SQLite are executed in the same process, greatly reducing the communication
cost between them. This is a critical architectural characteristic and has a posi-
tive impact on joint performance.

MadIS is highly scalable, easily handling 10 s of Gigabytes of data on a single
machine. This benefit transparently carries over to distributed systems (e.g.,
Hadoop [10], Exareme [1]) which can use madIS in each node.

In madIS, queries are expressed in madQL: an SQL-based declarative lan-
guage extended with additional syntax and user-defined functions (UDFs). One
of the goals of madIS is to eliminate the effort of creating and using UDFs by
making them first-class citizens in the query language itself.

The expressiveness and the performance of madIS along with its scalability
features were compelling reasons for choosing it to implement our algorithm.
Our citation matching software is open source and hosted by Github.7

5 Experiments

We ran three experiments to evaluate the proposed method. In the first two
experiments, we test some important features of our method, whereas in the third
experiment we compare our method to GROBID and ParsCit. Our experiments
ran on an Intel(R) Core(TM) i7-4790 CPU @ 3.60 GHz processor with a 500 GB
SSD disk and 16 GB RAM, running Ubuntu Server 14.04 LTS.

The aim of our first experiment was to prove the benefits of the reference
extraction algorithm. We ran the citation matching algorithm to the full publi-
cations’ text (without using the reference extraction algorithm) and compared
the results to those that are produced if the references are extracted. For this
experiment, we used 100 publications from both arXiv and PubMed reposito-
ries (50/50), matching citations with 9.6 millions publications from OpenAIRE.
ArXiv and PubMed were selected, as their deposited publications do not share
similar reference formats and cover many scientific areas including medicine,
physics, computer science and others. The results are shown in Table 2. The
precision and the recall rates are based on manual validation of the results.

In case 1, running citation matching on the fulltext, we find a total of 289
citations. The recall rate (97.40%) is high and notably the 5 citation misses are
all cases that the algorithm was able to match but are filtered out due to low
confidence value. In case 2, we only process 12.3% of the total text lines, so the
processing is about 8 times faster. Case 2, misses 12 more correct references that
were found by case 1. By increasing the window size from 5 to 7 in case 3, we
only increase by 0.3% the number of processed lines but we also find all the
references missed by case 2. Finally, it turns out that the use of the reference
extraction algorithm is very advantageous in terms of precision, since in case 1
the precision is very low (67.10%), whereas in cases 2 and 3 there are not any

7 https://github.com/madgik/recital.

https://github.com/madgik/recital
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Table 2. Evaluation of matched citations

Case 1. full pub text 2. ref extraction
window size = 5

3. ref extraction
window size = 7

High confidence matches 289 182 194

True citation misses 5 17 5

High confidence precision 67.10% 100% 100%

Recall 97.40% 91.50% 97.40%

% of total text lines 100% 12.30% 12.60%

false positives. However, while inspecting the false positives of case 1, it turned
out that the titles of the publications themselves that are placed on the top of
the PDF had matched. We can avoid this if we simply exclude the first lines
of the plaintexts in the pre-processing phase. Thus, the impact of the reference
extraction algorithm on the processing time is very important since the main
body of the algorithm is only applied on a small percentage of total text lines.

Our second experiment concerns the citation matching algorithm. We ran
our algorithm on about 450 K publications’ fulltexts retrieved from the ArXiv
repository. The purpose of our experiment was to find citation links to Ope-
nAIRE publications. The first step for doing this is building the characteristic
inverted index. OpenAIRE publication index, during the experiments, consisted
of 9,598,093 publications in which there were 8,168,090 distinct titles. While
creating the characteristic inverted index, we managed to extract identifying
trigrams for 7,430,948 titles whereas for the rest we increased the threshold of
trigram appearance count, until we covered the full set of titles. Then, we ran
the algorithm using the text references extraction algorithm with window size
set to 7. The results of our experiment are shown in Table 3.

Table 3. Citation matching in OpenAIRE

Publication
count

OpenAIRE
publication count

High confidence
Citation matches

High confidence
Precision

450.4K 9.6M 968,880 99%

In this experiment, after validating a sample of 200 citations, we found two
false positives. These two cases show one main disadvantage of our method.
Rarely, there are titles which are substrings of other titles. This is not a problem
when the other metadata differ, because the confidence value remains low. But
when the authors are also the same, then we may end up with false positives.
Consider the citations below:
Caire, Giuseppe, and Daniela Tuninetti. “The throughput of hybrid-ARQ protocols for

the Gaussian collision channel.” IEEE Transactions on Information Theory (2001).
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Caire, G., and D. Tuninetti. “ARQ protocols for the Gaussian collision channel.”

IEEE INTERNATIONAL SYMPOSIUM ON INFORMATION THEORY. 2000.

These refer to two different publications with the same authors, where the
second publications’ title is a substring of the first.

Our last experiment, compares our method to GROBID and ParsCit. Both
these tools extract and parse citations from publications. GROBID processes
PDF files while ParsCit processes plain text. These tools extract structured
citations and the matching to a given list of publications’ metadata can be done
as a next step. Our algorithm (and ParsCit) works with plain text, so we had
first to convert the PDFs. We did it using the Unix util pdftotext without any
parameters. We compare the methods on a dataset consisting of 15K PDFs, and a
metadata database consisting of about 375 K publications from ACM8. GROBID
ran in multi-threaded mode (8 threads), while ParsCit and our method ran in
single-thread. Table 4 shows the execution times, and the matched citations.

Table 4. Comparison with GROBID and ParsCit

Method PDF convertion
time (minutes)

Preprocessing
(minutes)

Extraction
(minutes)

Matching
(minutes)

Matched
citations

GROBID - - 101 0.9 32595

ParsCit 11 - 720 0.9 31989

Proposed 11 1.9 0.5 2.2 39027

As can be seen, the proposed method is much more efficient in terms of
speed. The preprocessing time regards the normalization of the metadata and
the creation of the characteristic inverted index. The proposed method does not
extract stuctured citations, but only sections from the text that may contain
references. In this step, GROBID extracts 129252 structured citations with titles
while ParsCit extracts 125328. In the next step, the titles are matched against the
metadata database. Grobid produces 33206 title matches while ParsCit produces
32686. The presented numbers regard the citation matches where not only the
titles, but also metadata like publication year and author names have matched.

Our method matches the metadata database with the plain text and produces
39027 high confidence matched citations. All three methods extract in common
31899 matched citations. Our method matches 7089 citations more than GRO-
BID and 7105 citations more than ParsCit. The validation of a sample of 200
citations showed that 97% of them were valid and the rest were false alarms.
GROBID also extracts 657 citations that are not extracted using the proposed
method. These citations were missed mainly due to the PDF conversion. Com-
paring our method with ParsCit, where the same PDF conversion tool was used,
it seems that our method misses just 67 citations. This supports our claim that
our method achieves high recall rates when processing plain text.

8 http://dl.acm.org.

http://dl.acm.org
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6 Conclusions

Given a known database of publications’ metadata, we propose a fast and accu-
rate citation matching method from a corpus of publications to the metadata
database. Our method does not use citation extraction but citation matching.
This means that we do not extract external citations but we target extracting
citations within a given dataset. That is why we can avoid using time-consuming
machine learning techniques to extract full citation metadata from the publica-
tions’ fulltext. Hence, the algorithm achieves the same accuracies and faster
processing times regardless of the format of the publication’s fulltext and in
most cases even its language. Moreover, by matching every trigram in the full-
text, we ensure that our method achieves higher recall rates than methods that
extract citations’ metadata from fulltext before applying the match.
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Abstract. Opinionated data streams are very popular data paradigms
nowadays as more and more users share their opinions online about
almost everything from products to persons, brands and ideas. One of
the key challenges for opinionated stream mining is dealing with con-
cept drifts in the underlying stream population by building learners that
adapt to such concept changes. Ageing is a typical way of adapting to
change in a stream environment as it potentially allows us to discard
outdated information from the learning models and focus on the most
recent information. Most of the existing approaches follow a fixed ageing
strategy which remains the same over the whole stream; for example,
a fixed window size in the sliding window model or a fixed ageing fac-
tor in the damped window model. This implies that we forget at the
same rate over the whole course of the stream, which is counterintuitive
given the volatile nature of the stream. What is more intuitive is to for-
get faster in times of change so as to adapt to new data and to forget
slower, or in other words, to remember more, in times of stability. In this
work, we propose an informative-adaptation-to-change approach where
we first detect changes in the underlying data stream and then we tune
the ageing factor of the ageing-based Multinomial Naive Bayes (MNB)
classifier based on the detected change. Except for the up-to-date classi-
fier our method also outputs the points of change in the stream, therefore
offering more insights to the final users.

1 Introduction

A huge amount of opinions is available nowadays, as a result of the widespread
usage of the social media and the Web. Opinions are valuable for consumers,
who benefit from the experiences of others, in order to make better buying
decisions [13] but also for vendors, who can get insights on what customers like
or dislike [16]. Such sort of data are freely available, however due to their amount
and complexity a proper analysis is required in order to gain insights.

Opinions are accumulated over time, building what we call opinionated
streams, i.e., streams of documents which convey sentiment. The accumulat-
ing opinionated documents are subject to different forms of drift: the topics
discussed in the stream change, the attitude of people towards certain topics
c© Springer International Publishing AG 2017
J. Kamps et al. (Eds.): TPDL 2017, LNCS 10450, pp. 369–381, 2017.
DOI: 10.1007/978-3-319-67008-9 29
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might change, words used to describe topics or sentiment might change and so
on and so forth.

In this work, we address the issue of polarity learning over opinionated
streams. That is, we want to build classifiers that can cope with the volatile
nature of the stream. There are two different directions for adaptation in a
stream environment [5]: blind adaptation methods that update the underlying
models constantly over the stream and informed adaptation methods that adapt
the model only if change has been detected. The later are computationally more
expensive methods as except for the adaptation step they typically include a
change detection step that looks explicitly for changes in the stream. Those
methods though are more informative as except for the up-to-date classification
model they provide additional information on the points of change, which com-
prises important knowledge for the end user and it allows the user to react to
changes. We propose informed adaptation over ageing-based Multinomial Naive
Bayes classifiers, which incorporate ageing through the damped window model,
and in particular, an approach for the online tuning of the ageing factor lambda
of the dumped window model based on the dynamics of the underlying stream.

The rest of the paper is organized as follows: Related work is discussed in
Sect. 2. The basic concepts and motivation are presented in Sect. 3. Our informed
adaptation approach is presented in Sect. 4. Experimental results are shown in
Sect. 5. Conclusions and open issues are discussed in Sect. 6.

2 Related Work

Change is a key concept in data streams and refers to the fact that the distrib-
ution that generates the stream is non-stationary, rather it changes with time,
causing the so-called concept drifts [18]. The ability to adapt to changes is a key
property of data stream mining algorithms. There are two ways of adaptation:
(i) by including new instances from the stream and updating accordingly the
learning model and (ii) by discarding outdated information from the model, also
known as forgetting. The forgetting mechanisms can be categorized into: abrupt
forgetting and gradual forgetting. The former ones take into consideration only
recent instances within a sliding window, whereas the latter ones assume that
all instances can potentially contribute to the model but with a weight that
is regulated by their age. The concept of drift adaptation and state-of-the-art
techniques and algorithms for dealing with drift in data stream mining is nicely
covered in [6], whereas forgetting has been the subject of many research works,
e.g., [4,9–12,15,17,22] just to mention a few.

Multinomial Naive Bayes (MNB) [14] is a popular classifier due to its simplic-
ity and good performance in practice, despite its naive assumption on the class-
conditional independence of the features [3,20]. Its simplicity and efficient online
maintenance makes it particularly suitable for streams. Bermingham et al. [1]
compared the performance of Support Vector Machines (SVM) and MNB classi-
fiers on microblog data and reviews (not streams) and showed that MNB performs
well on short-length, opinion-rich microblog messages (rather than on long texts).
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In [8], popular classification algorithms were studied such as MNBs, Random For-
est, Bayesian Logistic Regression and SVMs using sequential minimal optimiza-
tion for the classification in Twitter streams while building classifiers at differ-
ent samples. Across tested classifiers, MNBs showed the best performance for all
applied data sets. In [2], MNB has been compared to Stochastic Gradient Descend
(SGD) and Hoeffding Trees for polarity classification on streams. MNB approach
which was used in this study is incremental, i.e., it accumulates information on
class appearances and word-in-class appearances over the stream, however, it does
not forget anything. Their experiments showed that MNB had the largest diffi-
culty in dealing with drifts in the stream population, although its performance in
times of stability was very good. Regarding runtime, MNB was the fastest model
due to its simplicity in predictions but also due to the easy incorporation of new
instances in the model. The poor performance of MNB [2] motivated the ageing-
based MNB approach [21] which also considers the recency of the class and words-
in-classes observations and uses this information to regulate the class priors and
class-conditional word probabilities. Their approach though is a blind adaptation
approach, i.e., the model is constantly tuned based on a fixed ageing factor λ with-
out explicitly counting for change. In this work, we follow an informed adaptation
approach by tuning λ upon (data) change.

3 Basic Concepts

Before we proceed we introduce some notation:

– S: the (accumulated) stream up to current timepoint.
– V : the vocabulary of S.
– Ssl: the current sliding window of the most recent w instances.
– Vsl: the vocabulary of Ssl.

We observe a stream S of opinionated documents arriving at distinct time-
points t0, . . ., ti, . . .. An opinionated document d in S is a document associated
with a polarity label c ∈ C, where C is the class attribute for the polarity. In
the simplest case, the polarity class has two values, positive and negative. The
document d is represented through the bag-of-words model as a set of words,
d = {wi}.

Our goal is to build a polarity classifier for the prediction of the polarity of
new arriving documents. Our base model is the ageing-based Multinomial Naive
Bayes (ageingMNB) classifier [21], an MNB classifier that forgets based on the
damped window model with a constant ageing factor λ. Our goal is to tune the
ageing factor λ according to the dynamics of the underlying stream. That is, in
times of change, the ageing should be more drastic to allow for fast adaptation
to the new content received from the stream, whereas in times of stability the
ageing should be kept low in order to exploit the so far learned model.

MNB is one of the most popular classifiers due to its efficiency and modest
performance. The original MNB classifier works in a static setting (staticMNB),
where the whole dataset is provided as input to the algorithm. The MNB model
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consists of a set of class priors and class conditional word probabilities, which
are estimated from the training set. The straightforward extension of the static
MNB to streams is by extending the definition of the training set to the (theoret-
ically) never-ending stream case. In particular, the training set keeps growing by
including new documents that continuously arrive from the stream. Due to its
simplicity it is easy to maintain the MNB model in a stream setting; the prob-
abilities of classes and word-class combinations are updated based on the new
documents and their class labels. We refer to this model as accumulativeMNB [2].

The accumulativeMNB model includes new observations but does not forget.
Therefore, it is difficult to adapt to changes in the stream, a fact which has
been already observed in previous works [2,21]. The reason for poor adaptation
is that the historical data dominate the decisions of the classifier. To overcome
this issue, the ageingMNB model that forgets was proposed in [21].

The ageingMNB classifier extends the accumulativeMNB by including infor-
mation on the recency of the observations (classes and words-in-classes observa-
tions). The recency information is derived from the original documents, which
are associated with timestamps. Each class and word-class combination in the
model is associated with a timestamp, the most recent timestamp where the spe-
cific class or word-class entity was observed in the stream. The recency entries
are used during classification of new instances from the stream in order to down-
grade the contribution of outdated observations in the model, so as more recent
observations contribute more and incur model adaptation.

The (temporal) class prior for class c ∈ C at timepoint t is [21]:

P̂ t(c) =
N t

c ∗ e−λ·(t−tclo)

|St| (1)

where N t
c is the number of documents in the stream up to timepoint t belonging

to class c and |St| is the total number of document in the stream up to t. The
tclo is the most recent observation of class c in the stream and (t − tclo) denotes
the time lag between the last occurrence of the class label c in the stream and
the current timepoint t.

The (temporal) class conditional word probability for a word wi ∈ d at t is
given by [21]:

P̂ t(wi|c) =
N t

ic ∗ e−λ·(t−t
(wi,c)
lo )

|V t|∑

j=1

N t
jc ∗ e−λ·(t−t

(wj,c)
lo )

(2)

Again, the word-class counts Nic are weighted by the recency of the obser-
vations of the specific word wi in documents of class c. Old observations will be
downgraded so their effect during classification is limited.

The ageingMNB approach is a blind adaptation method [6] as it applies
a constant ageing factor λ in the MNB model over the whole course of the
stream without considering whether there is an actual change or not. In the next
section, we propose an adaptive ageing MNB model that tunes the ageing factor
λ and therefore, the MNB model, online based on changes in the underlying
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stream population. There are two advantages of such an approach over the blind
adaptation approach of ageingMNB [21]: first, it allows for ageing at different
rates, which as already mentioned is more intuitive in a stream setting and
second, except for the classification model, it provides additional information on
the points of change, which is valuable for decision making and allows the end
user to react to changes. For example, if a negative sentiment starts developing
for a brand as a result of bad customer experiences, the brand can quickly address
customer concerns and classify misconceptions thus transforming the negative
sentiment into a winning customer experience.

4 Informed Adaptation of Multinomial Naive Bayes
Classifiers over Data Streams

Our solution consists of two steps: (i) a change detection step that detects
changes in the underlying stream population (Sect. 4.1), and (ii) a tuning step
that adjusts the ageing factor λ, and therefore the classifier, upon detection of
change (Sect. 4.2).

4.1 Detecting Change

There are several approaches for change detection, which are presented in detail
in [5]. Since our focus in this work is on the adaptation of the ageing factor λ
and due to lack of space, we present here the detector we used in our exper-
iments, which showed the best performance among several methods we tried.
Our detector falls into the category of monitoring the distributions in two dif-
ferent time-windows: such detectors compare the decision model built upon a
reference window of past data to the decision model built over a current window
of the most recent data points. In this work, we monitor the distance between
the vocabularies of the most recent window Ssl and the reference window S, i.e.,
Vsl vs V , for both the negative and the positive class. For the comparison, we
employ precision, which equals to the fraction of the reference vocabulary words
that also appear in the current vocabulary.

precision =
Vsl ∩ V

|V | (3)

A high precision means that the current vocabulary comprises a large part
of the reference vocabulary. Intuitively, this implies that the reference model,
built over the reference vocabulary, could still be valid. Otherwise, the reference
model is not well reflecting the current developments in the stream.

Change points are detected by comparing current precision to the moving
average precision plus/minus α times the standard deviation, as follows:

precision < μ − α ∗ σ

precision > μ + α ∗ σ
(4)
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where σ is the standard deviation, μ is the average precision and α is a user
defined threshold that controls the trade-off between earlier detecting true alarms
by allowing some false alarms. Low values of α allow faster detection, at the cost
of increasing the number of false alarms.

Except for the final change points, often is also useful to detect warning
points when the monitored difference between the current precision and moving
average prediction exceeds some threshold β×σ, with β < α. Warning points are
more frequent comparing to change points. Moreover, once a warning is detected
a buffer of instances is maintained for model rebuild once the warning turns into
an actual change point. Otherwise, the buffer is emptied.

4.2 Adapting to Change

Once a change is detected, the classifier should be updated to reflect the chang-
ing population. The most abrupt way of reacting to change is by building a new
classifier over the recent data and demolishing the old one. Following a more con-
ventional approach, one can affect the statistics of the model over the stream by
tuning appropriately the ageing factor λ. We present hereafter different strategies
for model adaptation to change.

Let λ0 be an initial value of λ, set at the beginning of the stream. In the
simplest case, λ0 = 0, i.e., there is no-ageing. If λ0 > 0, there is a constant
ageing over the stream.

– SlowIncreaseUpToALimit - Gradually increase λ by a constant value c
up to a limit λmax:
When a change is detected, λ is increased by a constant value c, i.e., it is set to
λi +c, where λi is the value of λ before change. If there is still change, lambda
will be further increased by c. Increasing λ after change is beneficial as the
model will focus on more recent instances and the effect of old instances will
be downgraded. However, the constant increase of λ might lead to high values
and the total discard of historical data. To prevent this, we set an upper limit
λmax for the highest value of λ. If limit is reached, λmax ageing is applied
for the rest of the stream. Note that for efficiency issues we check for change
not after each instance but after a certain number of instances, denoted by
w. This implies that each λ value has an effect for at least w instances.

– SlowIncreaseFastReset - Gradually increase λ by a constant value c and
reset to λ0 after λmax is reached:
The constant increase of λ in the previous strategy implies more and more
data forgetting as more changes are detected in the stream. Typically though
in a stream periods of change are followed by periods of stability, therefore
such a forgetting is very harsh. To count for this effect, we reset λ to its initial
value λ0 when the max value λmax is reached and after a certain period at
this ageing level; this period is implemented in terms of a fixed number of
instances w (one could use timepoints alternatively).

– FastSetFastReset - Fast set to λmax upon change and fast reset to initial
λ0 after a certain period:
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When a change is detected, λ is instantly increased to an upper bound λmax,
i.e., λ = λmax. The λ is reset to its initial value λ0 after a certain period of w
instances. The intuition is to forget fast (with λmax) in times of change and
slow (with λ0) in times of “stability”.

– FastSetSlowDecrease - Fast set to λmax upon change and slow reset to
initial λ0 by δλ% decrease at each step:
When a change is detected, λ is instantly set λmax, i.e., λ = λmax. The λ is
reset to its initial value λ0 gradually with a δλ% step. That is, at each step,
lambda is decreased by δλ% until it reaches λ0. The duration of each step
is w instances. This offers a more gradual adaptation of λ comparing to the
previous strategy.

The above strategies aim at tuning the ageing factor λ and indirectly the MNB
classifier. There are other ways to affect the classifier, which do not involve direct
λ tuning though. We overview them below.

– Rebuild - Constant λ0 and model rebuild upon change:
A constant λ, λ = λ0, is applied over the whole stream but once a change is
detected the classifier is rebuilt upon the most recent w instances. The con-
stant ageing over the whole stream should, in times of relative stability, reduce
the effect of noise and in case of drastic changes, the rebuilding implies an
abrupt forgetting of old, outdated information. Rebuilding incurs the fastest
adaptation to change, however it completely ignores any old knowledge.

Depending on the value of λ0 we can, for all the above strategies, distinguish two
cases: (i) λ0 > 0 and (ii) λ0 = 0. The former applies a constant ageing λ0 in the
stream, whereas the later does not consider ageing. Moreover, we also include
the following strategies as baselines.

– fadingMNB - Constant ageing, no change detection: This is the blind adap-
tation approach (fadingMNB) [21]. There is a constant ageing, λ = λ0 > 0,
over the stream, but there is no change detection.

– accumulativeMNB - No-ageing, no change detection: This is the accumula-
tive MNB approach [2], discussed in Sect. 3. It does not forget, neither invokes
some change detection mechanism. The model is accumulative as it considers
all instances from the beginning of the stream.

5 Experiments

5.1 Dataset

We use the TwitterSentiment dataset [19], introduced in [7]. The dataset was
collected by querying the Twitter API for tweets between April 6, 2009 and June
25, 2009. The sentiment labels were derived by a Maximum Entropy classifier
that was trained on emoticons [7]. The final stream consists of 1,600,000 opin-
ionated tweets, 50% of which are positive and 50% negative. We aggregate the
tweets hourly, the class distribution is shown in Fig. 1(a). The class distribution
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is quite stable in the beginning of the stream with the positive class slightly
dominating the stream. The class distribution changes drastically towards the
end of the stream as only instances of the negative class are present. The change
point is instance number 1,326,000. We refer to this dataset as DS1.

To experiment with a more volatile stream setting, we introduced some more
changes to the original stream by removing certain fractions of instances. The
new dataset, denoted as DS2, is depicted in Fig. 1(b). The dataset is no longer
balanced: it contains 1,073,065 tweets with 378,288 positive and 694,777 negative
instances.

(a) DS1 (b) DS2

Fig. 1. Hourly aggregated class distribution for streams DS1, DS2.

For the evaluation, we used prequential evaluation, where each instance of
the stream is first used for testing and then for training the model. As quality
measures we used accuracy over an evaluation window, evalW . For the detection
of the change points, we used α = 1.8. We used β = 0.334 for the detection of
warning points.

5.2 Classifiers Performance

We report here on the performance of the different adaptation techniques listed
in Sect. 4, for both DS1 and DS21.

Overall performance. The overall results for DS1 are depicted in Fig. 2(left).
The accumulativeMNB that does not forget achieves the worse performance,
whereas SlowIncreaseUpToALimit with Init−λ2 achieves the best performance,
followed by SlowIncreaseFastReset with Init−λ. Also, for all different strategies,
a constant ageing over the stream (i.e., the Init − λ strategies where λ0 > 0), is
better than no-ageing (i.e., the Zero − λ strategies with λ0 = 0).

The overall results for DS2 are depicted in Fig. 2(right). Similarly to DS1,
accumulativeMNBachieves the worse performance, whereas Rebuild with Init-λ

1 Parameters for DS1, DS2 are listed in Table 1.
2 Init − λ is the case of λ0 > 0.
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Table 1. Best parameter setting per strategy.

Strategies λ0 instances

w (*1,000)

λmax decrease λ

ratio (δλ%)

increase λ

value (c)

DS1 DS2 DS1 DS2 DS1 DS2 DS1 DS2 DS1 DS2

fadingMNB 0.2 0.3 - - - - - - - -

Rebuild-Zero-λ - - - - - - - - - -

Rebuild-Init-λ 0.2 0.25 - - - - - - - -

FastSetFastReset-Zero-λ - - 100 100 0.5 0.4 - - - -

FastSetFastReset-Init-λ 0.1 0.15 24 22 0.5 0.5 - - - -

FastSetSlowDecrease-Zero-λ - - 100 100 0.5 0.4 5% 5% - -

FastSetSlowDecrease-Init-λ 0.1 0.15 24 22 0.5 0.5 5% 5% - -

SlowIncreaseUpToALimit-Zero-λ - - - - - - - - 0.6 0.1

SlowIncreaseUpToALimit-Init-λ 0.2 0.2 - - - - - - 0.1 0.1

SlowIncreaseFastReset-Zero-λ - - - - - - - - 0.4 0.2

SlowIncreaseFastReset-Init-λ 0.2 0.2 - - - - - - 0.4 0.2

achieves the best performance, followed by FastSetFastReset with Init-λ, FastSet-
SlowDecreasewith Init-λ and SlowIncreaseFastReset with Init-λ. Again, having
an init λ (i.e., λ0 > 0 is better than no-ageing (i.e., λ0 = 0), for all cases.

We should note that DS2 is a very volatile stream; this might explain why
rebuild ranks first for DS2.

Overtime performance. In Figs. 3(a), (b) we show the performance over time,
for the different strategies for DS1,DS2, respectively.

As expected, the different strategies have an effect only after change. Before
change, we can comment on the difference between approaches with an Init−λ,
i.e., with ageing, and approaches with Zero−λ, i.e., no-ageing. fadingMNB and
all the strategies with λ0 > 0 perform better than accumulativeMNB, during the
“stable” period. Upon change, the differences between the different methods are
better manifested: The accumulativeMNB has the lowest performance for both
datasets as it does not manage to recover after change. Methods that reset reach
the poor performance of accumulativeMNB after a while, i.e., when they reset

Fig. 2. Overall accuracy of different strategies DS1 (left), DS2 (right) (Init − λ cor-
responds to λ0). (Color figure online)
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(a) DS1 (b) DS2

Fig. 3. Accuracy over time for the different strategies for DS1 and DS2

to initial lambda. Again, the init − λ approaches perform better; this is clearly
depicted from the performance of the rebuild method after change (see zoom-in
figures) for both datasets (red for λ0 > 0 vs black for λ0 = 0).

5.3 Qualitative Evaluation

To qualitatively evaluate the change detector and the interplay with the classifier
adaptation, we also experimented with a third focused dataset, collected from
Twitter’s public streaming API3 for two specific entities, namely “Obama” and
“Adele”, during 2015. Our intention was to use very different entities, which will
probably generate different words. “Obama”’s vocabulary, for example, will be
related to politics, whereas “Adele”’ vocabulary will be related to music with no
much overlap between them. Out of the total 71,124 tweets, the majority (66,012)
refers to “Obama” and the remaining (5,112) to “Adele”. Figure 4 depicts the
class distribution for both entities.

In the beginning of the stream, only “Obama” is present, “Adele” is intro-
duced on instance 28,000 and remains up to instance 43,000, after that only
“Obama” is present again. The vocabulary-based change detector is sensing a
change at point 28,321 (recall “Adele” was introduced on instance 28,000) and
raises an alarm. At point 30,000 a real change is detected and the classifier adap-
tation strategies take effect. The change detector starts sensing a new change
at point 46,778 (recall “Adele” is removed after instance 43,000) and detects
the actual change on instance 48,000. The alarms, detected changes and perfor-
mance of the classifier are depicted in Fig. 5. In both cases, the change detector
managed to detect the changes in the underlying stream, though with delay. The
delay is due to the detector itself as even for different entities like “Adele” and
“Obama” coming from different areas, the vocabulary is not completely disjoint
rather common words are used in both cases.

What is interesting is that the performance of the classifier started dropping
before the first actual change point. A possible explanation is that even within
3 https://dev.twitter.com/streaming/overview.

https://dev.twitter.com/streaming/overview


Sentiment Classification over Opinionated Data Streams 379

Fig. 4. Class distribution for both entities

a single topic, like “Obama” there might be changes which affect the classifier
and therefore, we observe the drop. Those changes could not be detected by
our vocabulary-based detector, because for example the alarm threshold α was
too high or because the change itself cannot be captured by a vocabulary-based
detector. The same behavior is observed after the second change point. What
these incidents might indicate is that a single change detector type might not be
adequate to deal with all different types of change that can occur in a stream.
In practice, change might be due to different reasons like change in the class
distribution, different topics discussed in the stream, internal changes within a
topic etc. This calls for different types of change detectors that can be activated
under different conditions. We plan to undertake this challenge of building a
change detection framework of different detectors in our future work.
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6 Conclusions and Outlook

We presented an informed adaptation approach for ageing-based Multinomial
Naive Bayes classifiers in order to allow adaptation at different rates over the
stream based on the dynamics of the underlying stream population. Our motiva-
tion is that in times of change, ageing should be more harsh to allow for a faster
adaptation of the model, however in times of stability the ageing factor should
be lowered to allow for model exploitation. We proposed several adaptation tech-
niques for the ageing factor λ. The experimental results showed that different
strategies perform similarly but all of them outperform techniques that use no
ageing. The same holds for harsh forgetting techniques, like model rebuild. In
our experiments informed adaptation performed similarly to blind adaptation
approaches. However, we should stress that the informed adaptation methods,
expect for the adapted classification model, also provide the user with the points
of change, which is valuable for decision making and reactions to change.

Thus far, we tune the model indirectly through the ageing factor λ. In our
future work, we will also discard outdated parts of the model, i.e., outdated class
priors and class conditional word probabilities to allow for faster adaptation
to change and re-learning of outdated parts of the model. Moreover, as our
qualitative experiment revealed, a change detector can detect a single type of
change, although in practice, change might occur due to different reasons. We
plan to investigate the possibility of a framework of different detectors that can
be activated under different conditions and might call for different model update
strategies.
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6. Gama, J.A., Žliobaitė, I., Bifet, A., Pechenizkiy, M., Bouchachia, A.: A survey on
concept drift adaptation. ACM Comput. Surv. 46(4), 44:1–44:37 (2014)

7. Go, A., Bhayani, R., Huang, L.: Twitter sentiment classification using distant
supervision. Processing, 1–6 (2009)

8. Gokulakrishnan, B., Priyanthan, P., Ragavan, T., Prasath, N., Perera, A.S.: Opin-
ion mining and sentiment analysis on a Twitter data stream. In: Proceedings of
2012 International Conference on Advances in ICT for Emerging Regions (ICTer),
ICTer 2012, pp. 182–188. IEEE (2012)

9. Klinkenberg, R.: Learning drifting concepts: example selection vs. example weight-
ing. Intell. Data Anal. 8(3), 281–300 (2004)

10. Koren, Y.: Collaborative filtering with temporal dynamics. Commun. ACM 53(4),
89–97 (2010)

11. Koychev, I.: Gradual forgetting for adaptation to concept drift. In: Proceedings of
ECAI 2000 Workshop on Current Issues in Spatio-Temporal Reasoning (2000)

12. Koychev, I.: Tracking changing user interests through prior-learning of context. In:
Bra, P., Brusilovsky, P., Conejo, R. (eds.) AH 2002. LNCS, vol. 2347, pp. 223–232.
Springer, Heidelberg (2002). doi:10.1007/3-540-47952-X 24

13. Liu, Y., Yu, X., An, A., Huang, X.: Riding the tide of sentiment change: sentiment
analysis with evolving online reviews. World Wide Web 16(4), 477–496 (2013)

14. McCallum, A., Nigam, K.: A comparison of event models for Naive Bayes text
classification. In: AAAI-98 Workshop on Learning for Text Categorization, pp.
41–48. AAAI Press (1998)
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Abstract. A central challenge in building sentiment classifiers using machine
learning approach is the generation of discriminative features that allow sentiment
to be implied. Researchers have made significant progress with various features
such as n-grams, sentiment shifters, and lexicon features. However, the potential
of semantics-based features in sentiment classification has not been fully
explored. By integrating PropBank-based semantic parsing and class association
rule (CAR) mining, this study aims to mine patterns of semantic labels from
domain corpus for sentence-level sentiment analysis of product reviews. With the
features generated from the semantic patterns, the F-score of the sentiment clas‐
sifier was boosted to 82.31% at minimum confidence level of 0.75, which not only
indicated a statistically significant improvement over the baseline classifier with
unigram and negation features (F-score = 73.93%) but also surpassed the best
performance obtained with other classifiers trained on generic lexicon features
(F-score = 76.25%) and domain-specific lexicon features (F-score = 78.91%).

Keywords: Sentiment analysis · Semantic parsing · Pattern mining · Machine
learning · Sentiment classification

1 Introduction

The preferences and decisions of internet users are increasingly influenced by peer
opinions from online reviews, social networks, blogs, and other user-generated content
on the web [1–3]. This growing reliance on user-generated content has triggered wide
interest among stakeholders to capture these data and turn them into insightful infor‐
mation for various purposes including decision-making, target marketing, competitor
analysis, etc. To this end, sentiment analysis has been extensively studied for gathering,
extracting, and classifying users’ sentiment expressed in textual content as a means to
understand users’ attitudes towards the targets of analysis. In the field of digital library,
sentiment analysis can be employed in many ways—for example, as sentiment-based
recommender system or sentiment-based searching and browsing features—for
advanced retrieval of digital objects.

Sentiment analysis can be regarded as a subtask of natural language processing
(NLP) that attempts to build, in machines, the abilities to imitate some cognitive abilities
of human beings in interpreting human language for implying sentiment. Since a big
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part of the complexity of sentiment analysis lies in the processing of meanings in human
language, we posit that the problem should be addressed in light of semantically sound
approaches. As pointed out by researchers [4, 5], progress in sentiment analysis should
be made towards “(a) enriching shallow representations with linguistically motivated,
rich information, and (b) focusing different branches of research and combining
resources and work forces to join hands with related work in NLP” [4] (pg. 66).

In the interest of exploring the potential of semantically motivated approach for
sentiment classification, we propose the use of semantic parsing and pattern mining to
derive a set of semantic patterns as features for training sentiment classifiers. Given a
piece of text, the primary goal of semantic parsing is to detect the events described in
the text and to identify the participants and their roles in the events, as a means to answer
the question “Who did What to Whom, and How, When and Where?” [6] (pg. 1). Unlike
syntactic parsing that focuses on grammatical relations between the components of a
sentence, semantic parsing is an important step towards the understanding of meanings.
In this study, we used a PropBank-based semantic parser [7] to transform sentences from
word-level representations to their semantic representations. The semantically labelled
data were then fed into class association rule (CAR) mining algorithm [8] to extract the
semantic patterns that were regularly associated with the positive and negative senti‐
ment. For instance, a semantic pattern like ‘negation + buy.01 (predicate) + thing bought
(argument)’ could be an evidence of negative sentiment. Since expressions that convey
the similar meanings tend to share common semantic forms although they might differ
in the use of words, word orders, and syntactic forms, such patterns would provide more
generalizable features, resulting in a less sparse feature space for learning the classifi‐
cation model.

2 Related Work

Researchers have explored a wide range of features for sentiment classification. Word
n-grams, which were popularized by Pang et al. [9], are among the most commonly used
features that have produced acceptable performance on sentiment classification.
Different types of data have their own unique characteristics that might be useful for
inferring sentiment polarities. Tweets data, in particular, contain hashtags and emoticons
that have shown to be closely related to the emotions expressed in tweet messages,
making them well-suited as features for classifying sentiment in tweets [10, 11]. Other
popular features for classifying sentiment include punctuation marks, part-of-speech
tags, sentiment shifters like negators and other modifiers (e.g., very and barely), and
stylistic features such as words per document and words per sentence.

As far as sentiment classification features are concerned, our stance is that semantics-
based features are more likely to have a significant impact on classifiers because the inter‐
pretation of sentiment relies on the understanding of meanings. Generally speaking, any
approach that takes into consideration the denotations and connotations of words or
phrases falls into the category of semantics-based approach. One such approach that has
been proven superior is the sentiment lexicon approach because an important indicator of
sentiment in textual content is the use of sentiment terms that express likes and dislikes.
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It is well established that combining lexical knowledge tends to show promising improve‐
ment in sentiment classification (e.g., [12–14]). The study conducted by Mohammad et al.
[11] highlighted the importance of sentiment lexicons through their experiments that
compared the effects of various classification features by removing one feature set at a time
in the classification process. Among the feature sets compared in the experiments
(including n-grams, negations, part-of-speech tags, emoticons, punctuation marks, hash‐
tags, among others), sentiment lexicons were found to produce the most influential
features for sentiment classification, to the extent that the removal of such features dropped
the F-scores of the classification by more than 8.5%.

A considerable amount of literature has been published on the construction of senti‐
ment lexicons. Earlier studies in this line of research focused on building general-
purpose sentiment lexicons that only include terms of which the prior sentiment scores
can be assumed with minimal uncertainty based on denotations and connotations of the
terms (e.g., [15, 16]). Words like ‘generosity’ and ‘admirer’ can be considered as inher‐
ently positive whereas words like ‘betrayal’ and ‘nauseating’ can be considered as
inherently negative. Generic sentiment lexicons have substantial application and
research values because they are highly reusable. However, researchers have recognized
that domain-specific terms are extremely crucial for interpreting opinions that require
domain knowledge, especially in certain domains such as medical and chemical
domains. Therefore, a wide range of studies (e.g., [10, 13]) has devoted the efforts to
build domain-specific sentiment lexicons from domain corpora. One of the challenges
in this line of research is that the coverage of sentiment lexicons is always a concern
due to the richness of human language. Even when a corpus of enormous volume is used
to learn a sentiment lexicon, it is almost certain that there will be some terms in the
unseen data that the lexicon fails to cover. When no match exists for a term, the lexicon
fails to provide useful information for classification. With respect to the coverage issue
in lexicon-based features, the present study suggests that semantic patterns obtained
from mining semantically parsed data would constitute a more generalizable feature set,
in the sense that the semantic patterns are likely to match more cases in the unseen data.

Many NLP tasks that require semantic interpretation and processing could benefit
from semantic parsing. One of the earliest studies that exploited semantic parsing for
sentiment analysis is the work undertaken by Kim and Hovy [17]. They applied frame-
based semantic parsing to identify the opinion holders and topics expressed in online
news media text. The goal of their study was to find out which semantic roles could be
used to identify opinion holders and topics. Another study that also used frame-like
schemas for detection of opinion holders and topics was carried out by Gangemi et al.
[18]. Their study used VerbNet (https://verbs.colorado.edu/~mpalmer/projects/
verbnet.html) to find verb classes and thematic roles of verb arguments that indicated
the presence of opinion holders and topics. As far as we know, the integration of semantic
parsing and pattern mining for feature generation in sentiment analysis has not been
fully explored. It would seem, therefore, that further investigations are desirable to find
out whether semantic patterns mined from PropBank’s verb-oriented semantic labels
would have a positive impact on the performance of sentiment classifiers.
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3 Method

3.1 Semantic Parsing

The development of most semantic parsing tools relies on human-annotated resources
that provide annotations for verbs and their arguments. Recent years have seen increas‐
ingly rapid advances in semantic parsing due to the continuing efforts devoted to the
development and maintenance of high-quality resources like PropBank [19]. PropBank
has known to be an extremely influential resource in semantic parsing. It was created
by the Proposition Bank project to provide predicate-argument information on top of
Penn Treebank’s syntactic layer.

In the present study, Punyakanok et al.’s [7] PropBank-based semantic parser was
used for semantic processing. This semantic parser is able to identify the following
arguments of verb predicates:

• Core arguments (A0–A5 and AA) which are labelled based on the semantics of verb
predicates specified in PropBank. The numbers and types of arguments vary across
predicates. For instance, the arguments of predicate ‘break’ in PropBank are:
A0 - breaker, A1 - thing broken, A2 - instrument, A3 - pieces, and A4 - argument 1
broken away from what.

• Thirteen adjunct arguments which are labelled as AM-adj where adj is the type of
adjunct. The adjunct types are listed in Table 1.

Table 1. Thirteen adjunct types and their descriptions

Label Description Label Description
AM-ADV Adverbial modification AM-NEG Negation
AM-DIR Direction AM-PNC Proper noun component
AM-DIS Discourse marker AM-PRD Secondary predicate
AM-EXT Extent AM-PRP Purpose
AM-LOC Location AM-REC Reciprocal
AM-MNR Manner AM-TMP Temporal
AM-MOD General modification

• Continued arguments which extend other arguments (core or adjunct arguments).
This type of arguments is labelled as C-arg where arg is the label of the argument
for which the continuity needs to be indicated. For instance, C-A1 and C-AM-TMP
indicate that the current arguments are continued from core argument A1 and adjunct
argument AM-TMP respectively.

• Referential arguments which represent relative pronouns. Referential arguments are
labelled as R-arg where arg is the label of the core argument or adjunct argument to
which the relative pronoun refers.

Figure 1 shows the semantic labels generated by the semantic parser for the sentence
‘Also, pieces of this liner would break off very easily while using it.’. The semantic parser
has identified two predicates—‘break’ and ‘use’—in the sentence, with each predicate
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and its arguments forming a sequence of semantic labels that would become the inputs
to the association rule mining algorithm.

Fig. 1. Semantic labels generated by Punyakanok et al.’s [7] semantic parser for the sentence
‘Also, pieces of this liner would break off very easily while using it.’

3.2 Class Association Rule (CAR) Mining

Association rule mining is a machine learning method introduced by Agrawal et al. [20]
for discovering interesting patterns of purchases in large-scale transaction data of super‐
markets. The results of the analysis are a set of association rules or statements of regu‐
larities.

Let T = {t1, t2, t3, …, tm} be a set of transactions and I = {i1, i2, i3, …, in} be a set of
items such that each transaction tk consists of one or more items from set I. An association
rule discovered from the transaction data is a statement in the form X ⇒ Y, where X
and Y are some items or itemsets that appear in the transactions, with X ⊂ I, Y ⊂ I, and
X ∩ Y = ∅. Various measures of significance and certainty can be applied to select the
interesting rules, the most widely accepted measures being the support level and the
confidence level. The goal of association rule mining is then to find the rules that satisfy
the user-specified minimum support threshold (minsup) and minimum confidence
threshold (minconf). The support level of a rule indicates how frequent the condition
(i.e. the itemset X) appears in the transactions whereas the confidence level indicates
how often the appearance of the condition actually leads to the consequence (i.e. the
itemset Y). A confidence level of 1.0 indicates that Y always appears in the same trans‐
action whenever X appears. The two measures are calculated as follows:

386 S.-S. Tan and J.-C. Na



support(X) =
|{t ∈ T;X ⊆ t}|

|T|
(1)

confidence(X ⇒ Y) =
support(X ∪Y)

support(X)
(2)

The variant of association rule mining adopted in the present study is the one
proposed by Liu et al. [8]. The original algorithm introduced by Agrawal et al. [20] does
not impose any restriction to the targets or the consequences of rules. Liu et al.’s algo‐
rithm, on the other hand, integrated classification and association rule mining to acquire
CARs for predetermined targets. Both algorithms have wide-ranging applications but
the latter is better-suited for the purpose of pattern mining in the present study, i.e. to
mine regular patterns of semantic labels that are commonly associated with the positive
and negative sentiment. The resulted set of rules would be in the form X ⇒ positive and
X ⇒ negative where X is the semantic pattern of which the appearance increases the
probability of positive sentiment and negative sentiment respectively.

4 Experiments

4.1 Dataset

This study used the same cosmetic dataset we collected for our earlier study [21] that
assessed the significance of multi-word sentiment terms in a lexicon-based, supervised
sentiment classification task. The cosmetic dataset consists of 1100 positive sentences
and 1100 negative sentences collected from MakeupAlley (www.makeupalley.com), a
popular beauty website that provides consumers’ reviews on beauty products. After the
collected reviews were tokenized into sentences using Stanford Parser, sentences were
labelled by two annotators; the first annotator labelled all the sentences whereas the
second annotator labelled 300 sentences. Inter-rater reliability test using Cohen’s kappa
showed high agreement between the two annotators (κ = .829, p < .0005).

4.2 Feature Engineering, Classifier, and Validation

Evaluation of the semantic pattern features was performed by comparing the classifi‐
cation results produced by support vector machine (SVM) classifiers trained on different

Table 2. Feature sets for training the four groups of SVM classifiers (C1–C4)

Feature Sets Classifiers
C1 C2 C3 C4

Baseline features (BL) √ √ √ √
Generic lexicon features (GL) √ √ √
Domain lexicon features (DL) √ √
Semantic pattern features (SP) √

Mining Semantic Patterns for Sentiment Analysis of Product Reviews 387

http://www.makeupalley.com


feature sets, as shown in Table 2. Results were obtained using 10-fold cross validation,
with each partition containing the same number of positive and negative sentences.
SVMs with linear kernel and parameter C = 0.1 were used in all experiments.

The baseline features consist of binary features that indicated the presence or absence
of unigrams and numeric features that indicated the number of negations in a sentence.
Since lexicon features have shown promising results in sentiment classification [11], we
compared the semantic pattern features to lexicon-related features generated using Hu
and Liu’s generic sentiment lexicon [16] and a set of domain-specific lexicons. In our
earlier work [21], bigram domain lexicons were found to produce the best-performing
lexicon features for sentiment classification. Therefore, we adopted the same approach
in the present study to generate domain-specific lexicons consisting of bigram entries
selected from nine of ten partitions (except the test partition) of the data using Pointwise
Mutual Information (PMI) [10]. The following lexicon-related features were generated
from the generic lexicon and the domain-specific lexicons:

• Sum of Sentiment Scores. For each sentence, sums of sentiment scores were
obtained for all terms, the positive terms, and the negative terms. With Hu and Liu’s
sentiment lexicon, the positive terms were given prior scores of +1 whereas the
negative terms were given prior scores of −1. The sentiment scores of terms in the
domain-specific lexicons are positive and negative values calculated using PMI. For
instance, the term ‘stay power’ has a score of +1.435.

• Count of Terms. Three features were generated to indicate the number of positive,
negative, and neutral terms in each sentence.

For each round of the 10-fold cross validation, semantic patterns were mined from
nine of ten partitions, with the test partition excluded. The semantic patterns obtained
from CAR mining formed a set of binary features, of which the values were determined
based on the presence or absence of the patterns in each sentence. We considered the
presence of a semantic pattern as the co-occurrence of all semantic labels of the pattern
in a sentence, regardless of the order in which they occurred.

Considering the size of the dataset, the minsup threshold of CAR mining in the
experiments was set to a very low value (0.0003), allowing any pattern that occurred
more than twice to be considered as frequent itemset. Several thresholds of minconf in
the range of 0.60 and 0.85 were tested in the experiments. Besides minsup and
minconf, another crucial factor that might affect the outcomes of CAR mining is the
form of semantic labels used in the mining process. The semantic patterns (X) that will
be generated, the number of rules, as well as the support level and confidence level of
each rule might vary according to the semantic labels used in the process. For instance,
the labels for the core arguments of the verb predicates can take many forms:

• The more general form like A0–A5 and AA. It is general in the sense that all predicates
have the same set of labels for their core arguments.

• The specific form that ties an argument to its predicate, like [A0: break.01]. The
predicate and its sense number (break.01) are appended to the core argument label
(A0) so that the label will not be confused with the core argument labels of other
predicates.
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• The intermediate form that provides the definition of the argument per se (based on
the definition in PropBank). This label is not strictly tied to the predicate because the
same definition can describe the arguments of different but related predicates. For
instance, the definition for argument 2 of predicate ‘purchase’ is ‘seller’, yet the same
definition is also used to describe argument 2 of predicate ‘buy’ as well as argument
1 of predicate ‘sell’.

Table 3 shows the different forms of semantic labels for the example given in Fig. 1.
The labels of the core arguments are highlighted in bold. Different forms of labels would
appear at different frequencies in the data, thus the choice of labels has a huge impact
on the outcomes of the pattern mining algorithm. The intermediate form is neither too
general nor too specific, so it was chosen as the approach in our experiments to generate
inputs for CAR mining.

Table 3. Different forms of semantic labels for the sentence ‘Also, pieces of this liner would
break off very easily while using it.’

Label Form Semantic Labels
General t1 [AM-DIS], [A1], [AM-MOD], [break.01], [break], [AM-MNR], [AM-TMP]

t2 [use.01], [A1]
Specific t1 [AM-DIS], [A1: break.01], [AM-MOD], [break.01], [break], [AM-MNR],

[AM-TMP]
t2 [use.01], [A1: use.01]

Intermediate t1 [AM-DIS], [thing broken], [AM-MOD], [break.01], [break], [AM-MNR],
[AM-TMP]

t2 [use.01], [thing used]

Semantic parsing provides the abstraction of meanings but the semantic labels might
discard some information that could be quite distinctive in sentiment analysis. For
example, ‘really badly’ and ‘really nicely’ can both be labelled as [AM-MNR] (manner),
even though they are obviously related to different sentiment. To address this problem,
for every word encompassed by a semantic label, the sum of polarity scores of the words
was appended to the label so that each label is a two-tuple of [semantic label:sum of
polarity scores]. For instance, the sum of polarity scores for the phrase ‘really badly’ is
−1, then the enhanced semantic label would be [AM-MNR: −1]. The polarity scores
were obtained from Hu and Liu’s generic sentiment lexicon [16]. Note that the sums of
polarity scores are not shown in Table 3 but in the subsequent discussion, all semantic
labels would be presented with the appended scores.

5 Results and Discussion

As can be seen from the results presented in Table 4, the sentiment classifiers have
obviously benefited from the semantic pattern features. Results were obtained for five
minconf thresholds. The size of the feature set (i.e. the number of semantic patterns)
decreased as minconf increased. It has been observed that the performance of the senti‐
ment classifiers increased marginally as minconf increased in the range of 0.60 and 0.75.
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A reasonable explanation is that higher minconf values caused some spurious rules with
low confidence levels to be excluded from the feature set. For example, these two
ambiguous rules were excluded when minconf was set to 0.70:

• [get.01:0] + [thing gotten:+ 1] ⇒ negative (conf. level = 0.62)
• [apply.02:0] + [applied to:0] ⇒ negative (conf. level = 0.67)

Table 4. Classification results with p values indicated (* p ≤ .05, ** p ≤ .01, *** p ≤ .001). BL:
Baseline features. GL: Generic lexicon features. DL: Domain lexicon features. SP: Semantic
pattern features. #SP: Number of semantic patterns.

Classifiers Accuracy Precision Recall F-Measure
C1: BL 73.95 74.04 73.94 73.93
C2: BL + GL 76.27 76.41 76.27 76.25
C3: BL + GL + DL 78.91 ** 78.95 ** 78.91 ** 78.91 **
C4: BL + GL + DL + SP
minconf = 0.60,
#SP = 2913

81.59 *** 81.68 *** 81.60 *** 81.58 ***

minconf = 0.65,
#SP = 2663

81.73 *** 81.82 *** 81.73 *** 81.71 ***

minconf = 0.70,
#SP = 2136

82.14 *** 82.20 *** 82.15 *** 82.14 ***

minconf = 0.75,
#SP = 2032

82.32 *** 82.38 *** 82.32 *** 82.31 ***

minconf = 0.85,
#SP = 1579

81.91 *** 82.00 *** 81.92 *** 81.91 ***

Nevertheless, as demonstrated by the classifier’s performance at minconf = 0.85,
further increments of the minconf values would likely backfire due to the elimination of
potentially useful rules. Based on this observation, a value around 0.75 seems to be a
reasonable threshold for minconf. Despite the effects of the minconf values on the clas‐
sifiers’ performance, independent t-tests performed on the accuracy, precision, recall,
and F-measure of the classification results showed that the performance of the C4 clas‐
sifiers at all minconf thresholds was statistically significantly better than the performance
of the baseline classifier (C1). Furthermore, with the inclusion of semantic pattern
features, the C4 classifiers also outperformed classifier C2 and classifier C3, which were
trained only on the baseline features and the lexicon-related features.

At higher confidence levels, the pattern mining algorithm was able to derive some
interesting and meaningful semantic patterns, some of which have revealed implicitly
expressed sentiment that is usually not detectable or distinguishable using other features.
It is generally agreed that the classification of implicitly expressed sentiment is more
challenging due to the absence of prominent evidence that signifies the manifestation of
sentiment. As shown in the sentences that matched semantic pattern (1) and semantic
pattern (2) in Table 5, without the use of sentiment-laden words, reviewers might express
their sentiment implicitly by sharing experiences, describing scenarios, giving advice,
and so forth. Unlike explicitly expressed sentiment that can be more easily detected from
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certain sentiment keywords, the classification of implicitly expressed sentiment often
requires the overall meanings of the sentences to be taken into consideration. Sometimes,
the presence of sentiment keywords might also mislead the sentiment classifier. For
instance, the sentences that matched semantic pattern (3) both contain positive sentiment
words like ‘well’ and ‘love’, and thus can easily be mistaken as positive sentences.
However, the semantic patterns were able to recognize the two sentences as expressing
negative sentiment. This finding suggests that semantic patterns might take us a step
closer to perfecting sentiment analysis by improving the classification of implicit senti‐
ment, which is expressed in a subtle manner.

Table 5. Semantic patterns with high confidence levels

(1) [thing remaining:0] + [AM-NEG:0] + [stay.01:0] ⇒ negative (conf. level = 1.00)
• I have oily eyelids and the liner would not stay on after two to four hours.
• It does not stay in the waterline at all!
(2) [AM-NEG:0] + [need.01:0] + [thing needed:0] ⇒ positive (conf. level = 1.00)
• I don’t need to keep reapplying coats to get color.
• The pots I have now will last me a very long time (as I said, you really do not need to use a
lot).
(3) [want.01:0] + [thing wanted:+1] ⇒ negative (conf. level = 0.93)
• I really wanted this to work well.
• Believe me, I wanted to love this product.

6 Conclusion

In this paper, we explored the potential of semantic patterns in sentiment classification.
The proposed method used PropBank-based semantic parsing and class association rule
(CAR) mining to detect discriminative semantic patterns that constituted the features
for building sentiment classifiers. Compared to other features, the semantic pattern
features were able to improve the classifiers’ performance to a greater extent. However,
our experiments also revealed several issues in using PropBank-based semantic parsing
to extract the sentiment-related semantic patterns. First, PropBank-based semantic
parsing is verb-oriented so no semantic label was generated in the absence of verbs.
Second, arguments of verb predicates might encompass large chunks of text, causing
the details within the arguments to be completely omitted in the labelling process. As
described earlier, this issue was partially solved in this study by appending the sum of
polarity scores to each label. Such approach provided a pragmatic solution but might
not be optimal. Despite the limitations, the proposed method has discovered some inter‐
esting semantic patterns that allowed subtly expressed sentiment to be recognized. This
study thus suggests a potentially rewarding research direction for tackling the implicit
sentiment problem that has known to be one of the highly challenging problems in
sentiment analysis.
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Abstract. Pre-processing is considered to be the first step in text clas-
sification, and choosing the right pre-processing techniques can improve
classification effectiveness. We experimentally compare 15 commonly
used pre-processing techniques on two Twitter datasets. We employ three
different machine learning algorithms, namely, Linear SVC, Bernoulli
Näıve Bayes, and Logistic Regression, and report the classification accu-
racy and the resulting number of features for each pre-processing tech-
nique. Finally, based on our results, we categorize these techniques based
on their performance. We find that techniques like stemming, removing
numbers, and replacing elongated words improve accuracy, while others
like removing punctuation do not.

Keywords: Sentiment analysis · Text pre-processing · Machine
learning · Text classification

1 Introduction

In the last decade, Sentiment Analysis in microblogging has become a very popu-
lar research area. People share their daily life with messages in platforms such as
Twitter, and posts of users are related with many topics. Many studies present
interesting approaches for classification methods in sentiment analysis, e.g. [1,9],
and refer to the important role of pre-processing before and during the feature
selection process.

Pre-processing in this context is the procedure of cleansing and preparation
of texts that are going to be classified. It is a fact that unstructured texts on the
Internet —and in our case on Twitter— contain significant amounts of noise.
By the term noise, we mean data that do not contain any useful information for
the analysis at hand, i.e. sentiment analysis in our case.

According to [4], the total percentage of noise in a dataset reaches 40%, a
fact that causes confusion in machine learning algorithms. Twitter users are
prone to spelling and typographical errors and to the use of abbreviations
and slang. They may also use punctuation signs to emphasize their emotions,
c© Springer International Publishing AG 2017
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like many exclamation marks. Usually, it is not necessary to include all terms of
the initial form of a text in the machine learning step and some of them can be
ignored, replaced, or merged with others. Thus, it arises the need of cleansing
and normalizing the data, as their quality is a key factor to the success of the
machine learning that follows pre-processing.

The purpose of this study is to gather many common pre-processing tech-
niques from other previous studies, plus a few novel ones such as replacing con-
tractions and replacing negations with antonyms, and examine their significance
in feature selection by measuring their accuracy in sentiment classification and
their resulting number of features on two well-known datasets. In the end, based
on our results, we suggest to future researchers which techniques are more suit-
able for Twitter sentiment analysis and which have to be avoided.

The rest of this paper is structured as follows. The following section includes a
review of the related literature. Section 3 presents the pre-processing techniques
that we will compare. Section 4 describes the datasets, the machine learning algo-
rithms, and the evaluation methodology. Results and conclusions are discussed
in Sects. 5 and 6, respectively.

2 Related Work

In Sentiment Analysis, especially on microblogging texts, the role of pre-
processing techniques is significant as a part of text classification. Many research
efforts have been made to demonstrate the difference between these techniques
and their contribution to the final result of classification.

In [19], the authors examine the effects of pre-processing on twitter data
for the fortification of sentiment classification. They focus on tweets which are
full of symbols, abbreviations, folksonomy, and unidentified words. They remove
URLs, hashtags, user mentions, punctuation, and stopwords, and they identify
the importance of slang words and spelling correction. They use an SVM classifier
in their experiments.

The role of pre-processing is also investigated by [18] on movie reviews. They
use pre-processing techniques such as expansion of abbreviations, removal of
non-alphabetic signs, stopword removal, negation handling with the addition of
the prefix ‘NOT ’, and stemming. They also use an SVM classifier and correlate
the number of features to its accuracy. They show that appropriate text pre-
processing methods, including data transformation and filtering, can significantly
enhance the classifier’s performance.

Pre-processing techniques are also explored by [21] for two languages on
e-mails and news. They use stopword removal, lowercase conversion, and stem-
ming, and they evaluate with micro-F1 score using an SVM classifier. They show
that there is no unique combination of pre-processing techniques that improves
accuracy on any domain or language and that researchers should carefully ana-
lyze all possible combinations.
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There is also a workshop named ‘Workshop on Noisy User-generated Text’1,
that is running since 2015 and focuses on natural language processing applied
to noisy user-generated text that is found online. In 2015, they introduced a
lexical normalization task, in aiming to normalise non-standard words in English
Twitter messages to their canonical forms.

Thus, many studies have examined the role of pre-processing, generally and
specifically in sentiment analysis, however, none of them has gathered in a com-
parative study the total number of techniques which will be presented in Sect. 4.

3 Common Pre-processing Techniques

Below we describe the 15 pre-processing techniques we will experiment with.

Remove Numbers. It is a common tactic to remove numbers from text,
because they do not contain any sentiment. However, some researchers argue
that keeping the numbers may improve classification effectiveness [6].

Replace Repetitions of Punctuation. We distinguish three punctuation
signs, whose repetitions concern us. These are the exclamation, question, and
stop marks. The use of these punctuation marks signals the existence of intense
emotion. If we find more than one in a row, we replace it with a representative
tag. For example the token ‘???’ will be replace with ‘multiQuestionMark’.

Handling Capitalized Words. Same as before, capitalized words may imply
intense emotion, so we detect all the words that are longer than two characters
with all of their characters capitalized. We prefix them with ‘ALL CAPS ’ like
[16] did, so they can be identified in machine learning.

Lowercasing. One of the most common pre-processing techniques is to lower-
case all words. By doing so, many words are merged and the dimensionality of
the problem is reduced.

Replace Slang and Abbreviations. Social media users usually write in an
informal way and their texts contain a lot of slang and abbreviations. These
words, in order to be interpreted correctly, have to be replaced to impute their
meaning. We manually constructed a lookup table consisting of 290 such words
and their replacements. Some examples are the words ‘ty’, ‘qq’ and ‘omg’, which
respectively mean and replaced by ‘thank you’, ‘crying’, and ‘oh my god’.

1 http://noisy-text.github.io/.

http://noisy-text.github.io/
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Replace Elongated Words. Elongated is a word when it contains a character
that is repeating more than two times, like the word ‘greeeeat’. It is important to
replace words like this with their source words, so they can be merged. Otherwise,
the classifier will treat them as different words, and probably the elongated ones
will be ignored because of their low frequency of occurrence. Detecting and
replacing elongated words have been examined by researchers before, e.g. in [8].

Replace Contractions. One technique that can be used in pre-process is
the replacement of contractions, i.e. words like ‘won’t’ and ‘don’t’, that will
be replaced with ‘will not’ and ‘do not’, respectively.

Replace Negations with Antonyms. It is an approach that has not been
used by many researchers and is presented in [14]. We search in each sentence
for the word ‘not’ and then, we check if the next word has an antonym. If yes,
we replace both words with the antonym. For example, the phrase ‘not good’
will be replaced with the word ‘bad’, using WordNet [7].

Handling Negations. When text analysis is performed in a word level, it
is very challenging to handle negation. One method that is widely used by
researchers is the detection of words that imply negation and the addition of
the prefix ‘NOT ’ in every word after them until the first punctuation mark.

Remove Stopwords. Stopwords are function words with high frequency of
presence across all sentences. It is considered needless to analyze them, because
they do not contain much useful information. The set of these words is not
completely predefined and it can be changed by removing or adding more to
it, depending on the application. In our implementation, we used the standard
stopwords provided by NLTK [2].

Stemming. It is the process of removing the endings of the words in order to
detect their root form. By doing so, many words are merged and the dimension-
ality is reduced. It is a widely used method that generally provides good results;
we used the Porter Stemmer [15].

Lemmatizing. Another method of merging many words to one is Lemmatiza-
tion. In this method, we remove the endings of the words in order to detect their
lemmas, i.e. their root forms in a dictionary.

Replace URLs and User Mentions. In Twitter texts, almost every sentence
contains a URL and a user mention. Their presence does not contain any senti-
ment and one approach is to replace them in pre-processing with tags as [1] did.
We used the tags ‘URL’ and ‘AT USER’.
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Spelling Correction. It is very common in informal texts for users to make
spelling errors that might make classification harder. By using tools that auto-
matically correct these errors, it is possible to improve classification effectiveness
[10]. While no corrector is perfect, they have some —usually high— accuracy of
success. We used Norvig’s spelling corrector.2

Remove Punctuation. In many works, it is common to remove punctuation
signs in pre-processing [6]. However, many times the presence of punctuation
marks denotes the existence of some sentiment. For example, an exclamation
mark may mean an intense positive or negative sentiment. So if we remove them
we might decrease the accuracy of classification.

Table 1. Correspondence of pre-processing techniques

Number Pre-processing Technique Number Pre-processing Technique

0 Basic (Remove Unicode strings
and noise)

8 Replace negations with
antonyms

1 Remove Numbers 9 Handling Negations

2 Replace Repetitions of
Punctuation

10 Remove Stopwords

3 Handling Capitalized Words 11 Stemming

4 Lowercase 12 Lemmatizing

5 Replace Slang and
Abbreviations

13 Other (Replace urls and user
mentions)

6 Replace Elongated Words 14 Spelling Correction

7 Replace Contractions 15 Remove Punctuation

Table 1 summarizes and assigns numbers (for later use) to all the aforemen-
tioned techniques.

4 Experimental Setup

Hitherto, several datasets for supervised Twitter sentiment analysis have been
published. Each of them consists of tweets manually labeled by human annota-
tors in one sentiment category. The most common labels are positive, negative,
and neutral, but there are also some datasets which provide numeric labels that
correspond to sentiment strengths.

Eight widely-used Twitter sentiment analysis datasets are presented in [17].
We chose to examine the three-point classification problem with the predefined
classes of positive, negative, and neutral. For this task, we used two datasets, the
first being the Sentiment Strength Twitter dataset and the second the SemEval
dataset, both described next.
2 http://norvig.com/spell-correct.html.

http://norvig.com/spell-correct.html
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4.1 The Sentiment Strength Twitter Dataset

The Sentiment Strength Twitter or SS-Twitter dataset contains 4,242 tweets
and was developed by [20] in order to evaluate SentiStrength3, a lexicon-based
method for sentiment strength detection. The tweets are labeled with positive
and negative strengths: a positive strength is a number between 1 (“not posi-
tive”) and 5 (“extremely positive”), and a negative strength is a number between
−1 (“not negative”) and −5 (“extremely negative”).

By re-annotating this dataset, we created a new one with three sentiment
labels (positive, negative, neutral), suitable for our task. Hence, we apply two
rules, as done in [17]. Firstly, we compute the positive to negative strength ratio
of each tweet. If its absolute value is equal to 1, then we label the tweet as neutral.
If the positive strength ratio is 1.5 times greater than the negative one, the tweet
is considered positive, and negative otherwise. After these transformations, the
final dataset consists of 1,252 positive, 1,037 negative and 1,953 neutral tweets.
Some statistics related to the dataset are shown in Table 2.

Table 2. Statistics of the datasets

SS-Twitter SemEval

Total sentences 4,242 65,854

Total words 80,246 1,454,723

Average words/sentence 18.91 22.09

Total unique tokens 22,496 176,578

Total emoticons 3,467 34,979

Total slangs 622 5,815

Total elongated words 1,543 17,355

Total multi exclamation marks 325 2,834

Total multi question marks 152 750

Total multi stop marks 1,118 14,115

Total all capitalized words 2,854 52,141

4.2 The SemEval Dataset

This dataset was constructed for the International Workshop on Semantic Eval-
uation (SemEval)4. SemEval consists of many tasks and one of them is about
sentiment analysis in three-point classification. Each tweet was manually anno-
tated by Amazon Mechanical Turk workers or CrowdFlower users, depending on
the year. This task is running each year since 2013 [12], and every year more
data are added. By collecting the datasets of all years (2013–2017), we gathered
65,854 tweets, i.e. 23,197 positive, 12,510 negative, and 30,147 neutral. Some
statistics related to this dataset are also shown in Table 2.
3 http://sentistrength.wlv.ac.uk.
4 http://alt.qcri.org/semeval2017/.

http://sentistrength.wlv.ac.uk
http://alt.qcri.org/semeval2017/
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4.3 Machine Learning Algorithms

Out of the many available supervised machine learning algorithms, we chose one
algorithm for each of the three most used categories. These are, the Generalized
Linear Models (GLM), the Näıve Bayes (NB), and the Support Vector Machines
(SVM). From the GLM family we chose the Logistic Regression algorithm, from
the NB we chose the Bernoulli Näıve Bayes, and from the SVMs we chose the
Linear SVC algorithm.

Logistic Regression. It is a popular algorithm that belongs to the Generalized
Linear Models methods —despite its name— and it is also known as Maximum
Entropy. In this model, the probabilities describing the possible outcomes of a
single trial are modeled using a logistic function [13].

Bernoulli Näıve Bayes. Näıve Bayes algorithms are the simplest probabilistic
classification algorithms [5] that are widely used in sentiment analysis. They
are based on the Bayes Theorem, which assumes a complete independence of
variables. The Bernoulli algorithm is an alternative of Näıve Bayes, where each
term is equal to 1 if it exists in the sentence and 0 if not. Its difference from
Boolean Näıve Bayes is that it takes into account terms that do not appear in
the sentence. It is a fast algorithm that deals well with high dimensionality.

Linear SVC. One of the most popular machine learning methods for classifica-
tion of linear problems are SVMs [3]. They try to find a set of hyperplanes that
separate the space into dimensions representing classes. These hyperplanes are
chosen in a way to maximize the distance from the nearest data point of each
class. The Linear SVC is the simplest and fastest SVM algorithm assuming a
linear separation between classes.

All the models that have been selected are in fact linear. Näıve Bayes is a
generative approach, whereas logistic regression and SVMs are discriminative
approaches. Logistic Regression varies from SVMs in the fact that it provides a
probabilistic interpretation for the results.

4.4 Feature Extraction and Evaluation

There are several ways to assess the features in a bag-of-words representation.
We chose to use Term Frequency – Inverse Document Frequency (TF.IDF) which
is given by

TF.IDF = f log(N/df),

where f is the number of occurrences in the document, N is the number of
documents, and df is the number of documents that contain this feature [11].

The metric that was used to evaluate the classification results is accuracy,
which is the number of the correct classifications out of all classifications. Accu-
racy is a good metric for balanced datasets like in our case. Finally, we used
uni-grams, and compare the numbers of resulting features across pre-processing
methods.
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5 Results

In this section, we present the results of the use of every pre-processing technique
among the two datasets and between the three classifiers.

With a dataset as input, we used Python’s NLTK [2] and created a new file
as output for each pre-processing technique. Depending on the technique, the
final file had more or less total and unique tokens than the initial as can be seen
in Fig. 1.

Fig. 1. Total and unique tokens per pre-processing technique in SS-Twitter (above)
and SemEval (below) datasets
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As we can see, handling negations by adding the ‘NOT ’ prefix in front of
the words (technique 9), results in an augmentation of both the total and the
unique tokens, with the latter being clearly visible. The other technique that
increases the total tokens is the slang and abbreviation replacement (technique
5), but it decreases the unique tokens. Removing stopwords (technique 10) and
punctuation (technique 15) results in a great reduction for the total tokens, but
not a remarkable reduction on the unique tokens. The three techniques that
reduce a lot the unique tokens are stemming, the replacement of URLs and user
mentions, and spelling correction (techniques 11, 13, and 14). Both datasets
present the same proportions in the total and unique tokens.

The number of unique tokens defines the number of features that will be
used in a uni-gram bag-of-words representation. The quality and number of these
features play a key role in the accuracy of the classifiers. Keeping a significant
number of words/features will increase the temporal and spatial complexity of
classifiers. This also favors the appearance of overfitting. Although, an increase
in the number of features may not always result in better classification, because
the quality of features also matters.

After the creation of the new pre-processed files, we apply machine learning
algorithms using Sklearn [13]. For vectorization we used the tf-idf transformation
and as features we utilized uni-grams, so we can see if and how the number of
features has an impact on the classification results. As said before, we chose
three representative algorithms (Linear SVC, Bernoulli Näıve Bayes, and Logistic
Regression) and we did not make any changes to their parameters. The results
for both datasets are presented in Fig. 2. For each pre-processing technique we
compare the accuracy and the number of features per three classifiers.

For the SS-Twitter dataset we observe that the techniques which result in
increased accuracy in all classifiers are 1, 2, 6, 7, 11 and 12. The highest results
were 61.4% for the Linear SVC which was achieved by replacing the elongated
words, 60.6% for the Bernoulli Näıve Bayes which was achieved by stemming,
and 61% for the Logistic Regression which was achieved by using lowercase. The
lowest accuracy for all classifiers occurs when we remove punctuation signs (tech-
nique 15), showing their importance in sentiment classification. Other poorly
performing techniques were 3, 5, 8, 10, and 14, which only resulted in a small
increase in one classifier. Finally, the techniques 4, 9, and 13, resulted in an
increment in two classifiers and can be considered good techniques.

For the SemEval dataset, the techniques which provide better accuracy than
the initial for all classifiers are 1, 2, 11 and 13. Especially the latter, which is the
replacement of URLs and user mentions, gives the highest results with 59% for
Linear SVC, 60.6% for Bernoulli Näıve Bayes, and 60.7% for Logistic Regression.
The lowest accuracy is noticed when we apply the techniques 5, 10, 14, and 15
for all classifiers. The poorly performing techniques in this dataset are 3, 4, 6,
7 and 8. Finally, other highly performing techniques which result in improved
accuracy in two classifiers are 8, 9, and 12.

Based on the results, we can discern 5 categories depending on the accuracy.
These categories describe how the SS-Twitter and the SemEval datasets reacted
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Fig. 2. Accuracy percentage and number of features for all pre-processing techniques
per three machine learning algorithms in SS-Twitter (above) SemEval (below) datasets

to the 15 pre-processing techniques for three-point Twitter sentiment analysis
and are presented in Table 3.

We note that there is no significant association between the number of fea-
tures and the accuracy. The techniques that increase the number of features are
3, 4, 7, 8, and 9 and only one of them has high performance. The techniques
which achieve a great reduction of features like 11, 13, and 14, give better results.
The rest reduce the features by a few, and their accuracy varies.
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Table 3. Accuracy performance categories for all pre-processing techniques on both
datasets

Performance Description Techniques

Best High accuracy in all classifiers and all datasets 1, 2, 11

High High accuracy in most classifiers and all datasets 9, 12, 13

Poor Low accuracy in most classifiers and all datasets 3, 5, 8, 10, 14

Worst Lowest accuracy in all classifiers and all datasets 15

Varying High or poor accuracy in most classifiers depending
on the dataset

4, 6, 7

6 Conclusion and Future Work

Pre-processing is the first step in text sentiment analysis and the use of appropri-
ate techniques can improve classification effectiveness. We examined a significant
number of pre-processing techniques, which were not evaluated in a comparative
study in the past, and tested them in two datasets. Each technique was evalu-
ated in three representative machine learning algorithms on accuracy. Finally,
we distinguish some performance categories based on the results and count the
number of features for each technique.

Our experiments show that on Twitter sentiment analysis some techniques
provide better results in classification for both of the datasets used, while others
decrease the accuracy. The recommended techniques are stemming, replacement
of repetitions of punctuation, and removing numbers. The non-recommended
techniques include removing punctuation, handling capitalized words, replacing
slang, replacing negations with antonyms, and spelling correction.

Depending on the classifier, the results vary, and if we combine these tech-
niques we may get different results. Thus, in future work, we will extend our
analysis with more machine learning algorithms and we will try to combine
these techniques to achieve better results. Moreover, another future approach is
to test these techniques on datasets from different domains such as news articles
and product or movie reviews.
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Abstract. It is common truth that social web sites have dominated the web during
the past few years. This results in the creation of vast amounts of information that
is being produced by the corresponding user activities. Traditional information
organization tools originating from the library domain are not applicable to the
social web due to its overwhelmingly dynamic nature. Along these lines, hashtags
have become an information organization tool of growing popularity among
social web sites.

In this paper, it is argued that digital libraries may exploit information deriving
from hashtags bringing this way two fundamentally different worlds closer to
each other. Thus, a methodology is proposed, where popular hashtags are
expanded through semantic web technologies and are ultimately matched against
the subject index of a digital library. Successful matches are promoted to the
homepage of the digital library to suggest trending resources to the end-users.

Keywords: Social web · Twitter · Hashtags · DBpedia · Semantic web · Linked
data

1 Introduction

Digital libraries and libraries in general, are traditionally interested in providing up-to-
date information to their users. Thus, libraries most frequently analyse usage statistics
[16] in an effort to support their decisions in collection development. Such decisions
concern the future of the underlying collections and are based on transactions that
occurred in the past.

During the past few years, the social web has emerged as a communication
channel capable of facilitating instant information sharing and collaboration. One of
the most widespread features of the social web are the hashtags. Hashtags are
employed by social web tools to classify messages, propagate ideas and promote
specific topics and people [8]. They have been introduced by Twitter, but nowadays
are commonly met in many social web tools. Hashtags have evolved into a powerful
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classification tool for the social web. They constitute a peculiar kind of dynamic
vocabulary that is controlled by the same people that employ it (i.e. the end-users).
Hashtags are searchable through Twitter, Google and specialized sites [18].

In this paper, a methodology is proposed that evolves around hashtags and suggests
resources within a digital library about trending topics. In contrast to traditional library
practices, the proposed approach aims in observing current trends in the society and
instantly suggesting relevant resources to its users. The proposed methodology is imple‐
mented and deployed as a service within the context of an academic digital library.
Finally, the service is evaluated and interesting remarks are shown.

The remainder of this paper is structured as follows: In the following section, a short
description is presented about the relation between social networks, Twitter, hashtags
and digital libraries. Then, related research regarding the employment of hashtags across
the social web is mentioned. Next, an effort is made to highlight the convergence and
divergence points between controlled vocabularies and hashtags. In Sect. 5, the proposed
methodology is realized as an online service and its deployment in a digital library is
presented. In the following section, the service is accordingly assessed and the corre‐
sponding results are shown. Finally, Sect. 7 concludes the paper and points directions
for future work.

2 Social Networks, Twitter, Hashtags, Digital Libraries

Since their initial appearance, Social Network Sites (SNS), such as Facebook, Twitter,
and Myspace, have attracted millions of users globally. In fact, many users have rendered
such sites an integral part of their lives [4]. The widespread of collaborative technologies
has led to the formulation of instant online communities, thus facilitating the commu‐
nication among people rapidly and conveniently [10].

Twitter is a microblogging service that allows users to follow other users or to be
followed. Unlike most other SNS, the relation between following and being followed is
not symmetric. A user may follow other users but it is not necessary to be the other way
around [13]. Twitter allows users to broadcast brief text updates about things that are
happening to their lives. Users refer to Twitter when they want to find information about
breaking news, real-time events, people and topical information [14, 19]. Such features
establish Twitter as a tool that may provide timely information quicker than any other
mass media (e.g. television, radio, etc.). According to January 2017 report by Statista1,
Twitter is among the 10 most famous SNS, having more than 317 million active users.
Moreover, based on Alexa website ranking2, Twitter possesses the 16th place in the
global rank regarding the most famous sites across the world.

One popular feature of Twitter is the employment of hashtags. A hashtag is a
convention among Twitter users to create and follow a thread of discussion by prefixing

1 Most famous social network sites worldwide as of January 2017, r. (2017). Global social media
ranking 2017 | Statistic. Statista. Retrieved 28 March 2017, from https://www.statista.com/
statistics/272014/global-social-networks-ranked-by-number-of-users/.

2 Keyword Research, Competitor Analysis, & Website Ranking | Alexa. (2017). Alexa Internet.
Retrieved 28 March 2017, from http://www.alexa.com.
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a word with a ‘#’ character [13]. Tweets containing a hashtag are visible not only to the
followers of a user that employed the specific hashtag but to anyone on the social
network. Twitter provides an API through which it is possible to identify the most
popular hashtags so that users can witness trending topics. A trending topic does not last
forever nor does it disappear so as to never come back. Usually, it lasts for a couple of
days and can have many active periods [13].

Thus, hashtags, to some extent, reflect the trending topics that users are talking about.
Through the employment of hashtags, tweets can be organized, indexed, shared and
discovered by anyone [12]. Consequently, hashtags can be seen as a powerful vocabulary
that is created, employed and controlled by the users themselves.

In this paper, it is argued that digital libraries may exploit information deriving from
hashtags in favor of their users by pinpointing trending resources that exist in their
collections. Thus, digital libraries get valuable feedback from external entities in a timely
fashion.

3 Using Hashtags Across the Social Web

As already mentioned, since their emergence on Twitter3, hashtags have been used
extensively in social networks and micro-blogging services. Their wide acceptance
urged many researchers to study them thoroughly.

Efron [9] proposed a language modelling approach to hashtag retrieval based on the
assumption that when a user is interested in a specific topic he/she might like to find
hashtags that are often applied to posts about such topic. In a similar fashion, Bansal,
Jain and Varma [3] proposed a method of semantic enrichment of microblogs for a
particular type of entity search that ends up in retrieving a ranked list of the top-k hash‐
tags relevant to a user’s query. Such a methodology may help users to track posts of
general interest. The aforementioned approaches aim in providing end users with
personalized information from tweets based on hashtags.

In a different approach, Sedhai and Sun [17] introduced an entity-hashtag graph for
tweets with hyperlinks. More specifically, they grouped together the hashtags of tweets
containing links to various web pages and recommended them to future users that posted
tweets containing the same web pages. Thus, information sharing and organization
within the Twitter ecosystem can be facilitated.

Another indicative case of research work about hashtags that evolves around the
Twitter ecosystem is TweetPos, which was proposed by Wijants et al. [21]. TweetPos
is a versatile web-based tool that facilitates the analytical study of geographic tendencies
in crowd-sourced Twitter data feeds. Hashtags play a crucial role in this tool, since they
constitute the service’s essential ingress parameters. When a user addresses a topic query
to TweetPos, the system creates a compilation of tweets about this topic. The user may
geographically and temporally filter such tweets.

3 #OriginStory - Carnegie Mellon University. (2017) #OriginStory. Retrieved 29 March 2017,
from http://www.cmu.edu/homepage/computing/2014/summer/originstory.shtml.
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In a slightly different line of research, the following two approaches exploit hashtags
to retrieve real-time and popular events that people are discussing in Twitter. More
specifically, Wang et al. [20] proposed an adaptive crawling model that detects emerging
popular hashtags and monitors them to retrieve high volume of relevant data for events
of interest. The model analyzes the traffic patterns of the collected hashtags to update
subsequent collection queries. Cui et al. [7] aim in discovering breaking events with the
employment of popular hashtags in Twitter.

There are also some approaches that facilitate the search and retrieval of topic-related
tweets with the employment of hashtags. More specifically, the methodology proposed
by Llewellyn et al. [15] focuses on the formulation of a corpus of tweets about a specific
topic based on popular hashtags, hand-selected hashtags and topic modelling. In a similar
approach, Cotelo, Cruz and Troyano [6] proposed a general, dynamic and graph-based
model to capture related but unknown topics in tweets based on hashtags and users.
Bansal, Bansal and Varma [2] presented a machine learning methodology to segment
the hashtags and link the entities in hashtags to Wikipedia, an approach that helps in
finding latent semantic information about hashtags.

To conclude, it seems that a great deal of the relevant literature about hashtags
emphasizes on finding ways to aid users in discovering additional hashtags and tweets
regarding their initial information needs. Consequently, the rich semantic information
that lies into hashtags is mostly exploited within the strict boundaries of the Twitter
ecosystem.

4 Controlled Vocabularies vs. Hashtags

Controlled vocabularies can be seen as collections of terms defined by experts that are
employed to index and, ultimately, to retrieve information through browsing or
searching [11]. Controlled vocabularies typically include preferred, non-preferred and
related terms. In many cases, these terms have hierarchical relationships among them,
meaning that navigation is possible from a generic term to a more specific one and vice-
versa. The purpose of controlled vocabularies is the organization of information and the
provision of terminology to catalogue and retrieve information [11].

On the other hand, hashtags can be seen as vocabularies that are defined by common
users and not by experts [5]. Moreover, instead of referring to formal collections, hash‐
tags are employed to index messages or tweets on the microblog sphere. Such terms are
incorporated into a tweet by the author of the specific tweet, meaning that there is no
limitation or control over the term that will be created as a hashtag. After their publica‐
tion, the decisive factor that transforms a hashtag to something like a controlled vocabu‐
lary term is popularity. Popular hashtags tend to be employed in many tweets thus
becoming even more popular. Therefore, it seems that hashtags go under a constant
control and evaluation by the users themselves. A user that decides to employ an existing
hashtag, promotes this hashtag and ultimately contributes to its establishment as an
authority. To sum up, it is evident that formal controlled vocabularies created by experts
and popular hashtags created by users have signs of convergence.
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5 Proposed Approach

In this section, we propose a digital library service, which harvests trending hashtags
from Twitter to identify relevant resources within a digital library. Such resources are
promoted to the homepage and then suggested to end-users through an interactive query
suggestion service. The service is based on a technique that was introduced at [16].

Initially, the most popular tweets are harvested and their corresponding hashtags are
stored for further process. Since hashtags rarely look like normal terms that usually exist
within library indices, such hashtags undergo a spell-checking control. The controlled
hashtags are tunneled towards DBpedia [1], a linked data provider containing structured
content deriving from Wikipedia, in an effort to enrich the term collection with even
more relevant terms. The structured information can be queried online through the
employment of appropriate semantic web technologies (e.g. SPARQL). The enriched
set of terms originating from popular tweets is matched against the subject index of a
digital library. The successful matches are again stored and the more recent ones are
ranked at the top. The top-n terms populate an HTML division element (i.e. <div>) at
the homepage of a digital library. The end-users are able to interact with such terms and
accordingly retrieve resources from the digital library about trending topics on Twitter.

The next section provides a detailed analysis of how the proposed service offers the
aforementioned functionality.

5.1 Implementation Details

To suggest resources about trending topics in the digital library, the underlying engine
goes incrementally through the phases below (see Fig. 1)4:
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Phase 1: Harvesting popular tweets 

Phase 5: Providing suggestions to users 

Phase 4: Matching relevant resources in
digital library 

Phase 3: Discovering related terms 

Phase 2: Filtering hashtags 

Fig. 1. Information workflow

4 The source code of the service is available at bitbucket: https://bitbucket.org/akaralis/twitter‐
inlibraries.
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Phase 1: The n most popular tweets are harvested in Twitter. For this purpose,
Twitter’s5 Search API is used.

Phase 2: The hashtags of each tweet are filtered using a spelling suggestion service,
namely the Bing Spell Check API6. For example, the phrase “Cloud Computing” is
produced when the hashtag #CloudComputing is filtered using the aforementioned
spelling suggestion service.

Phase 3: For the resulting set of spelling suggestions and the unfiltered hashtags,
related terms and categories are requested via the SPARQL endpoint of DBpedia7.

Phase 4: The entire set of the spelling suggestions, the unfiltered hashtags and the
related terms and categories are matched against the subject index of a digital library.
Obviously, the successful matches of this phase constitute the set of trending topics that
are ultimately suggested to end-users.

Phase 5: Each time a client (i.e. a browser on which the homepage of the digital
library is loaded) requests suggestions, the proposed service retrieves from the under‐
lying database and returns a predefined number of the most recent ones that have the
highest number of “clicks” (by the users) in a specified timeframe (e.g. the last 5 days).
This way, the service promotes recent suggestions that are popular among the population
of the digital library.

5.2 Deployment of the Proposed Service

The proposed service is implemented and deployed in Dione, the academic digital library
of the University of Piraeus in Greece8. Dione mainly contains theses and dissertations
from students of the four Schools of the University (i.e. School of Economics, Business
and International Studies, School of Finance and Statistics, School of Maritime and
Industrial Studies and School of Information and Communication Technologies).

The initial goal for the service was to suggest queries that would apply to all the
scientific disciplines that are relevant to the Schools of the University. However, it was
soon realized that popular hashtags contained too much noise and ambiguity that led to
meaningless suggestions. Therefore, it was decided to filter the initial tweets and select
just the ones that contain the word ‘programming’ to focus on tweets about technology.

The alpha version of the service was attached to Dione in January 2016 and the beta
version was attached to the digital library on January 15th, 2017. The beta version intro‐
duced a new algorithm for populating the HTML division element of Dione’s homepage.
During the alpha version, the five most recent terms of the database appeared in the

5 The Search API. (2017). Twitter Developer Documentation. Retrieved 20 April 2017, from
https://dev.twitter.com/rest/public/search. More specifically, the parameter
result_type=’mixed’ is employed in an effort to get a mix of recent and popular tweets.

6 Bing Search API | Microsoft Azure Marketplace. (2017). Datamarket.azure.com. Retrieved 20
April 2017, from http://datamarket.azure.com/dataset/bing/search.

7 The corresponding SPARQL query would be: SELECT ?related WHERE {<http://
dbpedia.org/resource/Data_science><http://purl.org/dc/terms/subject>?related}. DSpace
REST API, avail. at: https://wiki.duraspace.org/display/DSDOC5x/REST+API [accessed:
12/03/2017].

8 Dione (2017). Dione’s Homepage. Retrieved 29 March 2017, from http://dione.lib.unipi.gr.
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division element. When a new term emerged in the database, it took the place of the
oldest one in the division element. In the beta version, the division element contains
seven terms. Each time a user selects a term, a counter is increased. When a new term
emerges in the database, it substitutes the last term of the division element, which
contains terms ranked by both the number of times they have been selected and their
age. No term can stay in the division element more than five days.

As shown in Fig. 2, the proposed service is visualized as a division HTML element
(i.e. <div>) containing suggested queries about trending topics at the top right of the
digital library’s homepage. Upon selection, a query is addressed to the underlying search
engine and the matched resources are returned to the user.

Fig. 2. Dione’s homepage

6 Evaluation

The proposed service has been evaluated in order to assess the impact to the user
community of the digital library as well as the performance of the various modules that
constitute the service. The evaluation is based on a log file analysis of Dione’s usage
from January 15th, 2017 until March 15th, 2017.

6.1 Impact to the User Community

The log files of Dione provide the opportunity to compare the number of times the
proposed service has been employed to the number of times the rest of the six browsing
interactions of Dione have been used by the community. As shown in Fig. 3, the most
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popular navigational interaction is against the subject index (61.07%), followed by the
author index (16.2%). The advisor index ranks third (15.44%) and Twitter suggestions
appear in the fourth place (4.75%). The remaining interactions are not very popular since
they cover less than 2% of the total number.

Fig. 3. Total Interactions

It is apparent that the number of Twitter suggestions is significantly lower than the
top-three interactions (i.e. ‘Subject’, ‘Author’ and ‘Advisor’) provided by Dione.
However, the proposed service ranks higher than the rest of the interactions that lie
below. This is particularly important if one takes into consideration the fact that the
scope of Twitter suggestions is limited to technology (through the employment of the
word ‘programming’), whereas the other interactions refer to the total of the disciplines
covered by Dione.

Moreover, 22.9% of all the distinct Twitter suggestions that appeared in the <div>
element were actually selected by the user community (63 out of 275 distinct sugges‐
tions). Thus, to a great extent, the service did not manage to filter out terms that went
later unnoticed by the users of Dione. This could be attributed to the fact that too much
Twitter noise managed to penetrate into the proposed service.

Since the business logic of the proposed service dictates that each suggestion may
appear in the <div> element of the homepage once for each five days’ timeframe, it
becomes apparent that a single suggestion may appear in the <div> element many times
in different timeframes. Thus, it would be interesting to see whether the number of times
each hashtag appears in the <div> element influences the number of times the hashtag
is selected by the users. According to Fig. 4, hashtags that make it often to the <div>
element have a higher chance of being selected by users. Such a conclusion certainly
comes as no surprise, since frequently appearing hashtags have more chances to get
selected. Thus, it seems that the users of Dione follow the trending topics as they have
been recorded in Twitter.
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Fig. 4. Popular hashtags that have been selected by users in multiple timeframes

6.2 Under the Hood: Performance of Individual Modules

In the previous section, the impact of the proposed service to the user community of
Dione was assessed. In this section, further analysis is performed to assess the various
interactions between the core modules of the service and the remote online services that
have been employed (namely: Twitter, Bing and DBpedia).

The vast majority (i.e. 71%) of the keywords that made it to the <div> element of
the homepage come from DBpedia, whereas 17% of them originate from Twitter alone
and just 2% have taken advantage of Bing’s spelling suggestion service as seen in

Fig. 5. The impact of the three remote modules that are employed by the proposed service
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Fig. 5. It is apparent that DBpedia is very influential to the proposed service since it
manages to provide useful keywords to the user community. On the other hand, Bing’s
spelling suggestion service has a minimal effect on the service.

From another point of view, it would be interesting to assess the impact of the three
modules to the users of Dione. Thus, Fig. 6 calculates the number of times each sugges‐
tion has been selected from Dione’s population, grouped by the module each suggestion
originates from. This time, it is apparent that suggestions from Twitter are more popular
than suggestions from DBpedia, despite the fact that most of them originate from
DBpedia.

Fig. 6. The impact of the three modules to the users of Dione

7 Conclusions and Future Work

In this paper, a methodology was proposed that takes advantage of information that
exists outside a digital library in favor of a query suggestion service within a digital
library. The service suggests resources about trending topics that have been harvested
from Twitter and expanded through DBpedia. The proposed service was integrated in
the institutional repository of an academic library and was thoroughly evaluated.

The assessment process was based on quantitative methods. A log file analysis indi‐
cates that the proposed service attracts a considerable number of digital library users.
Moreover, further analysis on the functionality of the service shows that the employment
of DBpedia improves both the quantity and the quality of the provided term suggestions.
Future work focuses on minimizing the inherent “noise” of the hashtags and on finding
ways of applying the proposed approach to the entire scope of the digital library.

This work is a first step towards the integration of traditional digital library services
with information originating from popular, crowd-sourcing sites that exist on the Web.
The evaluation of the proposed service exhibits promising results in terms of the appre‐
ciation of the service by the users of the digital library. At the same time, it is evident
that the lack of control to the information that is being accumulated in such sites
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contradicts the strict organization principles that traditionally govern digital libraries.
Therefore, further detailed analysis is required prior to the entrance of such information
to any digital library. The semantic web technologies could play a crucial role in mini‐
mizing the inherent noise of crowd-sourced information and become the catalyst for the
creation of new, value-added services in the digital library domain.
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Abstract. This paper aims to describe users’ tagging behavior in catalogues
and in Flickr. Six platforms of two institutions and one consortium are analyzed:
the main catalogue Discovery and Flickr page of the National Archives of the
United Kingdom, the main catalogue Explore, the catalogue Archives and
Manuscripts and Flickr page of the British Library, and the consortial search
engine of the pan-European eBooks on Demand Library Network. The results of
the document and user data analysis point to differences between archival and
library collections, between catalogues and Flickr, illustrate the impact of dif-
ferent authorization and procedural rules, and confirm previous studies as
regards to the small size of the active user group. Based on the data analysis, we
offer eight recommendations for social tagging in libraries and archives con-
cerning the issues of interface functionality and management, data collection,
reflection of tags and maintaining the community.

Keywords: Crowdsourcing � Social tagging � Folksonomies � Catalogues �
Flickr

1 Introduction

Metadata is considered a key feature to discoverability of the collections of cultural
institutions [1, 2]. Traditional indexing techniques are costly and labor-intensive and
may not provide the only or best way to meet user needs in online resource discovery
[3–5]. Yet the information that needs to be described is diverse and voluminous.
Numerous digitization projects in libraries [6] reveal undescribed aspects of the con-
tent, and archives may lack of item-specific information, while organizing their records
by collections [7]. Then crowdsourcing is applied in the form of social tagging.

Crowdsourcing projects have become popular in the cultural heritage sector. Pro-
jects can be characterized by making collections available in smaller sets to achieve
systematically sub-goals, progress of task completion is monitored and communicated,
volunteers are motivated and sometimes specialized skills, knowledge or equipment is
required [8]. The conclusions of Transcribe Bentham project illustrate the overall
picture: majority of work is done by minority of users; volunteers have interest in the
subject, crowdsourcing or the technology and sense of altruism; lack of time and issues
with technology might limit participation whereas media attention increases it;
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the project resulted in increasing the digital literacy skills of participants, contribution
to scholarship and widen access to the material, adjusting workflows, and exploiting
investments for digitization, software development and staff salaries [9].

Examples of ongoing tagging activity without the project-type framework provide
interesting findings, but in a single institutional context: e.g. most tagged objects in a
catalogue of Powerhouse Museum in Sydney were not on public display [10]; 67000
tags by 2518 people were attributed in the first 10 months in the Flickr page of the
Library of Congress - a pioneer in Flickr, whose collaboration led to development of
the Flickr Commons [11]. But the (collaborative) projects or ongoing activities in a
single institution report different aspects of the results, which are difficult to compare.

This paper takes a comparative insight into the action taken by volunteers on six
platforms of two institutions and one consortium: the main catalogue Discovery of the
National Archives of the United Kingdom (TNA), the main catalogue Explore and
catalogue Archives and Manuscripts of the British Library (BL), the Flickr pages of
both organizations, and EOD Search, the consortial catalogue of the pan-European
eBooks on Demand (EOD) Library Network. All cases represent social tagging as
ongoing linear activity unlike the crowdsourcing projects.

The research questions are: What characterizes the tagging behavior, if it is not part
of a crowdsourcing project? What are its affecting factors, outcomes, and implications?
It contributes to research on online user behavior and folksonomies, and has a con-
sultancy value for cultural organizations. However, the use of social tags by wider user
community requires access to different data and is not studied in this paper.

The next section introduces the applied methods. Based on document analysis the
platforms are described and the results of user data analysis are presented in Sect. 3.
The findings are discussed and recommendations are proposed to archives and libraries
for further consideration in Sect. 4. The paper is concluded in Sect. 5 with an outlook
to the future work, where the current findings will be embedded.

2 Methods

2.1 Document Analysis

First, the six platforms were described referring to the interfaces, help articles alongside
on the websites or linked pages. Some information was received directly from the
institutions with delivery of data or by special enquiry.

The document analysis looked at 14 parameters: type of the platform (catalogue,
social network site or other), the collection available for tagging (records, textual or
non-textual items), online access to the items (full, restricted, partial or no access),
collection size (number of items), pre-existing metadata, existence of application
programming interface (API), releasing collections by small sets for tagging, time of
launching social tagging, authorization of taggers (procedures of registration and sign
in), publishing of social tags (immediate, verified), representation of tags to view or
browse, procedure for deletion of tags, instructions to tag, syntax (separators of tags).
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2.2 User Data Analysis

The acquired parameters for the user data were: tags, user IDs (anonymous for cata-
logues), item IDs, time of tag attribution (if recorded). The datasets with social tagging
information in catalogues of BL, TNA, and EOD were composed by the respective
institutions on request and delivered as separate CSV files. The dataset for BL Flickr
account was composed earlier by the institution, and delivered as TSV file. The data for
TNA Flickr account was extracted by using the Flickr API.

The data were imported to R [12] for analysis. All in all 25 parameters were
calculated, including total and unique tags and tagged items per person, total and
unique tags and contributing users per item, users and items per tag, returns and tagging
activity per person across catalogues (for BL), correlations between parameters. Cal-
endar converter1 was used for calculating periods of returns.

3 Results

3.1 Document Analysis

Overview of the catalogues. BL main catalogue Explore2 searches around 70 million
items (records for books, journals, newspapers, maps, articles, Sound Archive items,
Web Archive links etc.), being the biggest dataset in the comparison of the six plat-
forms. TNA main catalogue Discovery3 holds over 32 million descriptions of records
held by TNA (available for tagging) and more than 2500 archives across UK. BL
catalogue Archives and Manuscripts4 includes unpublished documents, prints, draw-
ings etc., the number of records in the catalogue is unknown. The EOD Search5 is a
multi-lingual consortial catalogue, which runs on open source platform VuFind and
searches over 7 million records of public domain literature from 35 libraries in Europe.
The records link to institutional repositories for free full-text or display a button to
request digitization for a fee [13]. Other catalogues in this comparison provide mostly
limited or restricted access to view items. All are traditional catalogues with
pre-existing metadata. No APIs are available for users.

Social tagging settings in the catalogues. Social tags were enabled first in Explore in
November 2008, followed by EOD Search in the beginning of 2011, Archives and
Manuscripts in January 2012, and Discovery in October 2012. Yet TNA may also be
called a pioneer in this comparison due to launching a wiki site Your Archives6 in April
2007. A button was placed on the Document Details page of the catalogue taking to
Your Archives to see if there was any additional information; otherwise, it created a

1 https://www.timeanddate.com/date/duration.html.
2 http://explore.bl.uk.
3 http://discovery.nationalarchives.gov.uk.
4 http://searcharchives.bl.uk.
5 https://search.books2ebooks.eu.
6 http://yourarchives.nationalarchives.gov.uk.
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special page inviting the user to add content [14]. By 2012 the functionality was
developed for Discovery, social tags were imported and the wiki was closed.
In the BL catalogues tagging requires sign in, which is only available to registered
readers (registration can be completed in person at the Library7) and registered doc-
ument supply customers (frequent users of the service, purchasing over 100 documents
a year8). In Discovery anyone can register online, providing Reader’s ticket number is
optional. The EOD Search also enables anyone to register online.

Instructions about tagging are given briefly from each record’s page in the BL
catalogues. More detailed information is available from the opening page behind two
clicks under ‘Help articles’. The same information can be found behind the tab ’Tags’,
which is visible throughout navigation. Comma is required to separate multiple tags. In
Discovery the record’s page offers a link to sign in to add a tag, but detailed infor-
mation about tagging is only available from the opening page. Another link after that
page gives short tips about useful and appropriate tags, including instruction: “Simply
enter a tag and click ‘submit’. You can add as many tags as you like”9. In the EOD
Search there is a note on a field in the record: “No Tags, Be the first to tag this record!”.
The only instruction in EOD Search for tagging appears after clicking ‘Add Tag’
button: “Spaces will separate tags. Use quotes for multi-word tags”.

In all cases social tags are published immediately without verification, mostly next
to the record, in EOD Search in a field in record. Tags can be deleted by the users, who
attributed them and by the institutions. In the BL catalogues all tags can be browsed by
most recent and most given. Logged in users can select to view only their own tags. In
addition to tags BL enables to add notes, which are not indexed and not searchable, but
moderated [15, 16]. TNA enables users to flag inaccurate tags, which are then checked
by the staff. A spam and profanity filter to manage spam words is also in use. All tags
can be browsed alphabetically, by most given and most recent.

Flickr. Both BL and TNA use Flickr to expose their selected collections of images.
The BL Flickr account10 was established in August 2007 for corporate promotion. In
December 2013 the BL Labs project added over 1 million undescribed images cropped
from 65 000 volumes of digitized works from 17th to 19th century [17]. The experiment
was meant for anyone to use, remix and repurpose and to spread new ways to navigate
and display the content; and to stimulate the research concerning the materials [18].
First offered to Wikimedia, but rejected because of the lack of metadata, Flickr was
chosen next because of tagging option, API existence, and attributing a unique URL for
every image. BL imported to Flickr the metadata of the books, where the images came
from, but there was no metadata about the images. Additionally, geotags are imported
for maps from the BL crowdsourcing platform Georeferencer [19]. TNA joined Flickr
in October 2008 and started to expose their thematic image collections since the
beginning of 2011 “to give a flavour of their massive holdings”11.

7 http://www.bl.uk/help/how-to-get-a-reader-pass.
8 http://www.bl.uk/reshelp/atyourdesk/docsupply/help/register/regularcustomers/index.html.
9 http://discovery.nationalarchives.gov.uk/tags/index/howtotag.
10 http://www.flickr.com/people/britishlibrary .
11 http://www.flickr.com/photos/nationalarchives.
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Anyone can sign up as a Flickr user and tag the images. Tags are displayed
alongside the images as is the link ‘Add tags’. The tags added by Flickr robots are
visible together with community tags, but distinguished by their white background.
Next to ‘Tags’ under ‘?’ is a short description about tags and a link to some more
information, including the instruction “Separate single word tags with spaces and add
phrases in quotes”. Users can remove both tags they create and ones Flickr has added
for them12. The Flickr API13 enables anyone to write a program to present public Flickr
data (photos, video, tags, profiles or groups) in different ways, and make their appli-
cations available to other users.

3.2 User Data Analysis

General overview. According to availability of the data, the period of observation
varies as follows: 28 months (Dec 2013–Mar 2016) for BL Flickr page, 52 months (Oct
2012–Jan 2017) for Discovery, 60,5 months (Jan 2012–Feb 2017) for Archives and
Manuscripts, 74 months (Jan 2011–Feb 2017) for EOD Search, 75 months (Jan 2011–
March 2017) for TNA Flickr page, and 99 months (Nov 2008–Feb 2017) for Explore.
Total numbers are presented for social tags and taggers on Fig. 1, because there is no
significant distinction in the proportions compared to the results in average per month.
The figure excludes 15% of total tags in Discovery (i.e. mostly tags attributed by users
to Your Archives, then imported to Discovery by a single institutional user account),
43% of total tags in BL Flickr page (i.e. mostly tags attributed by users in Georefer-
encer, then imported to Flickr by a single account); 96% of total tags in TNA Flickr
page (i.e. collection names etc. attributed as tags by TNA).

Fig. 1. Distribution of (a) engaged taggers, and (b) social tags attributed by them.

12 http://help.yahoo.com/kb/flickr/tag-keywords-flickr-sln7455.html.
13 https://www.flickr.com/services/apps/about.
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In all cases majority of users attribute up to 10 tags, and about 8 people form a
group of top taggers (by attribution of total and unique tags or tagged items) (Fig. 2). If
we exclude the tags by institutional accounts, the median value is 6 tags per person for
BL Flickr page, 3 for TNA Flickr, 2 tags per person for Explore and EOD Search and 1
for others. BL Flickr page is also first by the sum of unique tags, but both Flickr pages
have least unique tags out of total tags (TNA 5% and BL Flickr page 8%, Explore 26%,
Archives and Manuscripts 28%, EOD Search 46%, Discovery 60%).

Items. In average per month the most items were tagged in BL Flickr page (6290 items
per month, 176 133 in total), less in Discovery (794 per month, 38 106 in total), in
TNA Flickr page (209 per month, 15 679 in total), in Explore (56 per month, 5548 in
total), in EOD Search (18 per month, 1360 in total) and in Archives and Manuscripts (9
per month, 528 in total). The tagged items gained mostly one tag per item in the
catalogues (mean, median, mode < 1,5; sd < 2,2), more in Flickr (BL Flickr:
mean = 3, sd = 68,5; TNA Flickr: mean = 7,2; median = 8; mode = 11, sd = 4,38). In
all cases the items were tagged mostly by one person (mean < 1,42; median = 1;
mode = 1; sd < 1,69). In Archives and Manuscripts no records were tagged by at least
2 different people. In Explore the maximum number of taggers per record was 4 (one
occasion), in BL Flickr 5 people per image in maximum (18 occasions), in TNA Flickr
page 8 people, but in Discovery there were 104 people per record in maximum (one
occasion, followed by 100 people per record once, 80 people per record once etc.).

Correlation between tagged items and attribution of total tags is very strong in all
cases (r >= 0,82). Correlation between attribution of total and unique tags is strong in
case of archival content (TNA Flickr r = 0,98, Discovery r = 0,88, Archives and
Manuscripts r = 0,72), but remains moderate in other cases (r <= 0,46). Similarly
correlation between tagged items and attribution of unique tags is strong or medium for
archival content (0,8 >= r >= 0,57), low for others (r <= 0,27).

Time interval. Dates of tag attribution were analyzed for Explore, Archives and
Manuscripts and EOD Search. In other cases the time parameter of tag attribution was
not available. In Explore there were 956,5 total tags per year in average (sd = 529), in
EOD Search 305 tags (sd = 315), and in Archives and Manuscripts 123 tags in average

Fig. 2. (a) Number of tags per person (percentage of total taggers); (b) division of top taggers by
total and unique tags and tagged items (absolute numbers).

426 Õ. Mets and J. Kippar



per year (sd = 152). The number of engaged users and time interval for their returns in
average per person are illustrated on Fig. 3. In all three cases users tagged mostly on
one day, in average per person on 1,15 � dates � 1,58 (maximum in EOD Search:
112 dates per user, sd = 6,79). The users, who returned to tag on a different date, are
165 people (21% of total taggers) in Explore; 13 people (4,81% of total taggers) in
EOD Search, and only 11 people (1,4% of taggers) in Archives and Manuscripts.

The period from first to last day of tag attribution varies as follows: 260 days in
average per user (sd = 373, max. 3,7 years) in Explore; 252 days (sd = 489, max. 4,5
years) in EOD Search; 24 days (sd = 23, max. 2,3 months). The correlation between
number of days from first to la st day and days with tagging activity is stronger in
Archives and Man. (r = 0,68) and Explore (r = 0,54), and weak in EOD Search
(r = 0,23).

Correlation between the number of returns and attributed tags is modest (Explore
r = 0,46, EOD Search r = 0,36, Archives and Manuscripts r = 0,25). For instance, the
18 top taggers (by total tags) in Explore divide into 3 people, who returned on >10
dates, 12 people on 2 to 9 dates, and 3 top taggers gave all their tags on one day. In
Archives and Manuscripts one person added tags on 4 dates within 2 months. All other
10 of 11 users tagged on 2 dates and returned within the same or subsequent month,
incl. the top contributor (attributed 55% of tags) on two subsequent dates.

Data for Explore and Archives and Manuscripts allows looking at tagging across
catalogues. 16 people have attributed tags both to Explore and Archives and Manu-
scripts, i.e. 2% of taggers in Explore and 18% in Archives and Manuscripts. 2 people
appear as top taggers in both catalogues.

Tags. The most attributed tags refer often to import of many tags at a time (e.g. ‘a level
- korean war’ imported to Discovery from the previously run wiki site or ‘geo:conti-
nent = europe’ in BL Flickr page through its API), whereas tags attributed by most
people differ in content, are sometimes private by their nature (e.g. ‘to read’) or point to
the misuse of the syntax rules (e.g. not using quotes for phrases results in prepositions
as tags, like in EOD Search) (Fig. 4).

Fig. 3. Distribution of (a) engaged taggers by years, and (b) time interval for returns.
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In Archives and Manuscripts only one tag ‘john’ was attributed by at least 2 people.
If we exclude geotags by BL in Flickr, the list of top tags remains similar. And if we
manipulate that dataset further by losing the computational parts of tag strings, more
geographical locations appear as most attributed tags in total.

4 Discussion

The comparison includes two main catalogues of the memory institutions, their Flickr
pages, a smaller archival catalogue of the Library and a consortial catalogue. The
difference in the size of collections available for tagging does not seem to impact

Fig. 4. Tags attributed most in total and tags attributed by most people.
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directly the tagging activity. The difference in the type of collections may have
increased the tags for BL Flickr collection of cropped images as it had no pre-existing
metadata and users had freedom to add anything, even if the image discovery may have
been more serendipitous compared to described collections.

The two institutions have different user authorization procedures in the catalogues.
The low number of taggers in BL catalogues may be caused by the registration pro-
cedure, which requires personal presence or being a frequent customer of document
delivery service, compared to Discovery where anyone can register online. Also Flickr
offers free online registration, but engaged less users than the catalogues. The devoted
subject communities may not be as used to use Flickr than catalogues.

Even though the datasets are different by the number of participants and tags, they
result in similar number of top taggers by attribution of total tags (up to 14 people),
unique tags (up to 11 people) and tagged items (2 to 17 people).

It is common in catalogues, that most users add only one tag. The Flickr users tend
to add more tags per person, and there are more tags per item in Flickr than in
catalogues - both trends possibly affected by the use of Flickr API.

It is evident in all cases that people, who add more tags tag also more items. Also
given that only a few taggers per item we may conclude that users tend to describe
items briefly and choose different items from each other. The phenomenal 104 users per
a record in Discovery is an exception that may be explained by the biggest number of
taggers in total - the higher the number of users the higher the probability of tagging the
same object; or it may refer to users’ mistake to attribute tags on a collection rather than
a specific item level. It could have been explained by the collection size - the smaller
the size of collection the higher the probability of people tagging the same item - unless
Discovery exceeds the number of images in Flickr about 30 times.

The common feature for all three platforms with archival content is the attribution
of unique tags compared to libraries’ content, which can be described more by uni-
versal tags. It may refer to the perception of users to make a distinction of unique
archival content compared to the published materials.

Comparison between most attributed tags and tags attributed by most people
reveals interesting dichotomy. In four cases the most attributed tags refer more to
applying computational techniques for tag attribution, mass import of tags from other
sources or to the form of the tagged object, whereas tags attributed by most people tend
to be more telling in content. E.g. Discovery suggests that the core interest of most
taggers is genealogy. And even if tags like ‘grandad’ is a noise for others, it tells us to
update the instructions with the most common examples. Additionally tags like ‘to
read’, or ‘alan’s summer project’ refer to marking up for individual need, suggesting to
develop the functionality for private tags. Interestingly these examples occur in cata-
logues and not in Flickr, which has more liberal or noisy image than the controlled and
verified one of the catalogues. It may also rise from the nature of the collections
exposed in Flickr - selected images instead of records of materials.

The misuse of syntax for multiple tags or for multi-word tags may turn useful tags
into noise. E.g. commas must be used in the BL catalogues, but if users follow the
record and add ‘Last Name, First Name’ without quotes, it results in having a tag ‘john’
instead of full name. Similarly not using quotes for phrases in EOD Search resulted in
having prepositions as tags. Flickr has the same rules, but these mistakes are not
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common there. The crowdsourcing projects usually avoid this kind of mistakes by
having separate text boxes for different descriptive data.

The data of three catalogues, where time factor was available, point to rather
surprising finding that not only most users, but also most top taggers by total tags make
their contributions within a short time-frame, less than 10 days and in some cases only
once. The timescale does not imply that tagging has become more popular over time,
rather it is unstable in terms of total tags and a bit steadier by participating users.

Additional content analysis of the social tags and analytics of the usage of the social
tags could shed light to understand better the tagging under these conditions.

4.1 Considerations for Institutional Practice

Enable and instruct

(1) Enabling tagging for everyone upon an online registration seems to have a pos-
itive impact on the number of contributors compared to ID verified users only.
Institutional practices refer that volunteers come from different countries [8], so
are the users of the catalogues, who are potential taggers. About 90% of the visits
to the EOD search engine [13] and 30% of visits to Your Archives were from
Google searches [14]. The description of the record may become more varied and
more reliable, if tagged by more people.

(2) Once the taggers come, they might not come through the first door, i.e. opening
page of the catalogue, what was in one occasion the only place where to find
instructions on tagging. EOD Search has experienced only 3% of the visits
landing on the opening page, and majority of visits came directly to single records
[13]. Help pages should be cross-linked.

(3) Available and clear instructions proved to be vital especially for the use of sep-
arators. In some case comma was intuitively used instead of space, quotes were
not used for phrases or users did not understand the instruction to insert one tag at
a time. If user behavior suggests that the requirements for separators must be
adjusted, it will likely not affect many users, who were used to different separators
and will likely not return to tag in the future as suggested by the data.

Advance and reflect

(4) Some tags even within top tags do not contribute to increasing discoverability, but
are initiated from another motive - individual need. It is not clear, if users
intentionally break the rule of ‘making a useful contribution’ or they have over-
seen the notion that all tags are made publicly available. Still users seem to need
an alternative option to add some tags visible only to themselves, because these
tags are not meaningful to other people (‘to read’ etc.).

(5) As the digital skills of users improve (use of APIs, running software libraries,
image recognition tools etc.), providing an API justifies the effort and significantly
increases the amount of tags. It requires full availability of items, which in turn
might reduce the risk of tagging based on assumptions when the item was not
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fully seen. It may also lead us to an intriguing option to enable social (compu-
tational) tagging not in catalogues, but repositories.

(6) Displaying tags, which are given by most people might be more telling than
showing the most attributed tags by no matter how many people or technique. It is
not the case when the amount of contributors is too low.

Monitor and maintain

(7) Recording the time of tag attribution is important for monitoring the returns of the
contributors. That data were available for 3 platforms of 6, all suggesting that not
only majority, but even top taggers occur in short time.

(8) If the goal is to keep the top taggers, their contribution should be detected quickly,
and if seemed valuable, the dialogue should be started and maintained quickly
before they leave.

5 Conclusion and Future Work

The variety of tags and especially the variety of tagged items, which becomes evident
from this study, illustrates the importance of social tagging for the whole collection.
The overall user activity confirmed the previous studies on the small proportion of
active users. The current study also showed that driving tagging activity onto a social
network site does not guarantee that the activity goes viral. The power of Flickr in this
case lies in its API, which was used for mass tagging, but not in increasing engaged
audiences, which could have been expected due to the social nature of the platform.

The take-aways for organizations suggest reviewing sign up procedures, making
instructions clear and available, considering individual need for tagging, developing
tools for computational tagging by users, defining “top tags” not only by their sum, but
also by the number of people attributing them, monitoring the activity in time and
cherishing the valuable contributors.

The results will be used for further research on determining the relations between
social interaction and discoverability of resources. Next the research proceeds with
social network analysis; thematic analysis of the interviews with BL and TNA for
better knowledge of participatory practices [20, 21] and institutional activity systems
according to Activity Theory [22]; and thematic analysis of the questionnaires to the
users for better persona creation and understanding individual activity systems.
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Abstract. Museums are increasing access to their collections via web-
based interfaces, but are seeing high numbers of users looking at only
one or two pages within 10 s and then leaving. To decrease this rate, a
better understanding of the type of user who visits a museum web-site is
required. Existing models for museum web-site users tend to focus on a
small number of groups or provide little detail in their definitions of the
groups. This paper presents the results of a large scale museum user sur-
vey in which data on a wide range of user characteristics was collected to
provide well founded definitions for the user group’s motivations, tasks,
engagement, and domain knowledge. The results highlight that the gen-
eral public and non-professional users make up the majority of users and
allow us to clearly define these two groups.

Keywords: Digital cultural heritage ·Museum web-site · Users · Survey

1 Introduction

Museums have expanded their web-based offerings, providing access not only to
general information about the museums, but also direct access to their holdings.
This has opened up museums to a wider public and led to a significant rise in
the number of visitors to museum websites [1]. However, museums have been
struggling with large numbers (more than 50%) of users visiting their sites,
looking at one or two pages, and then leaving within a very short period of time
(generally less than 10 s) [2,3].

This raises two questions: who are these users and what could be done to
keep them on the museum’s site for longer? Where digital cultural heritage
(DCH) users have been studied in the past, the focus has primarily been on user
groups that are easier to access, such as experts, researchers, and museum staff.
The general user and the non-professional user generally receive less attention,
but we hypothesise that it is from these groups that the majority of users that
bounce off museum websites come. Understanding these user groups and how
their needs and behaviours differ from the user groups that have been studied
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more frequently will enable museum web-sites to adapt their content and style
of presentation to better support them.

To this end we present the first large-scale study of users from the National
Museums Liverpool’s web-site. National Museums Liverpool (NML) is a collec-
tion of seven museums that cover a wide range of areas from art galleries to nat-
ural history and slavery. Similar to the studies previously cited data from their
transaction logs indicates that approximately 60% of their users leave within 10 s.
They thus form an appropriate case study, particularly as their wide spread of
subject areas leads to wide range of museum visitors. Within this context the
study addresses the following research questions:

RQ1 Which user groups use NML’s web-site?
RQ2 How can we define the general public/non-professional user groups?
RQ3 Is there a difference between the general public and non-professional

groups?

The remainder of this paper is structured as follows: in Sect. 2 we discuss
existing work to understand and classify digital cultural heritage users. Section 3
describes the study we undertook; Sects. 4 and 5 present and discuss the results;
and Sect. 6 presents our conclusions and directions for future work.

2 Background

Visitors to physical museums have been studied for a long time. Indeed one of
the first studies was conducted in 1884 in Liverpool Museum, identifying four
groups of users: students, observers, loungers, and German and Scandinavian
immigrants [4]. Following on from this, studies have investigated museum vis-
itors in various contexts including their motivations [5], who they visited with
[6,7], the role taken [5], and their engagement with the museum [8]. While it
is tempting to apply physical visitor models to the digital world, there is no
certainty that the two entirely overlap [9] and on-line visitors should be studied
in their own context [10,11].

2.1 User Expertise

The user’s expertise is one of the most common facets for distinguishing different
user groups. The simplest distinction here is between generic groups, such as
novice and expert [1]. Vilar et. al [12, p.150] define professional users as those
who act within the formal part of a profession, having good knowledge of the
task, being trained and usually having experience with it and deep understanding
of its context. More generally [13] defines experts as “specialists in the field of
cultural heritage.”, while [14] introduces the Museum Information Professional
as someone working with information resources and a desire for meeting user
needs whether users are inside or outside the museum.

In contrast the lay user, non-expert, or novice are typified as having no formal
or only limited training [12,15] in relation to DCH or as being completely new to
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the entire environment [13]. [16] list “knowledge of the task, information needs
and system expectations” as the main distinction from the expert.

Between these two extremes lies the hobbyist or non-professional user [7,17–
20] who shares with the expert the knowledge of DCH, but has the lay user ’s
focus on personal reasons. Related to both the novice and hobbyist are the casual
leisure users who are often “first- and short-time visitors” [21, p.74], who have
“just stumbled across [the digital] collection in the same way that they would
wander into the CH institution’s physical space” [22, p.1].

2.2 Information Needs, Motivation, and Role

An analysis of the London Science Museum’s physical and virtual visitors defined
three groups based on their information needs [23]: general visitors who require
general information, such as opening hours or prices; educational visitors who
require additional, detailed information to plan their visit; and specialist visitors
who require more detailed information on collections and offer more expertise.

Similarly, [24] describe Library of Congress’ National Digital Library users:
groups were defined by combining their motivations, domain knowledge, system
knowledge, task focus, and time allocation. This lead to nine different groups:
staff, hobbyists, scholars, professional researchers, rummagers (browsers), object
seekers, surfers, Teachers K-16, Students K-16. Similarly, the CULTURA project
identified the following groups: professional researchers, apprentice investigators,
informed users, and the general public [25].

2.3 Definitions of User Groups and the General Public

As this brief review shows, there are a large number of potential classification
systems, which in some cases overlap; in some use different terminology for equiv-
alent or very similar groups; and in some cases use the same terminology very
differently. Additionally, many of the user groups identified above are defined via
a single sentence or phrase, such as “specialists in the field of cultural heritage.”
When it comes to deciding how to support these user groups, this low level of
detail in the definition limits the usefulness of the groupings.

Additionally, the closer the user group is to the general public, the less clearly
defined the user groups become. Frequently, the general public or general visitor
are treated as catch-alls for those users who do not fit into any of the more
well-defined groups. However, it is our hypothesis that these groups are actually
the most common type of visitor to museum web-sites and thus require closer
attention than they have received so far.

The study reported in this paper addresses these shortcomings by acquiring
on-line museum visitor responses for a wide range of criteria derived from the
literature and in particular provides a detailed view onto the general public/non-
professional user.
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3 Methodology

To study visitors of the NML web-site an on-line survey was created based on
user group definitions identified in the existing literature. The on-line survey
consisted of 22 questions and was delivered via the PollDaddy system1. Six
questions covered standard demographics (age, gender, education, employment
status). The remaining questions were derived from user group definitions, or sur-
veys, found in the literature. These were grouped into seven categories around
aspects previously used to define groups: motivation [7], task [19,26–28], content
types, sharing [28], engagement [26,29,30] , domain knowledge [19], usage [31],
and technical expertise [30]. Table 1 shows those questions where significant dif-
ferences between the “general public”, “non-professional” and other user groups
were found.

Table 1. Survey questions that show significant differences between the “general pub-
lic”, “non-professional” and other user groups. Question #7 allowed the participant to
select multiple responses.

# Category Question

1 Motivation Today I am visiting the NML website: [personal, study,
pass time, work]

2 Task What is the primary purpose of your visit to the NML
website today?

3 Engagement How frequently do you visit the NML website?

4 Domain
knowledge

In the context of cultural heritage and your current visit to
the NML website please select the appropriate statement:
[novice, some experience, highly experienced, don’t know]

5 Domain
knowledge

Rate your general Cultural Heritage knowledge

6 Demographics Where in the world are you at the moment?

7 User group Which of the following groups would you place yourself in
for this visit to the NML website?

3.1 Recruitment of Participants

Participants were recruited from NML’s web-sites via a small banner pop-up,
which appeared after a 10 s delay. Visitors were only invited once, regardless of
whether they chose to participate or ignore the pop-up.

In the survey, visitors first had to confirm that they agreed to participate.
They then answered the 14 questions focusing on the aspects defining user

1 https://polldaddy.com/.

https://polldaddy.com/
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groups, before providing demographics data. Finally, on the last page they self-
classified into a set of user groups identified from the literature (question #7).
Participants were then thanked and provided with a link back to the NML site.

The survey was available for a four week period (1/2/2017 to 14/2/2017) on
the Museum-focused areas (World Museum2, International Slavery Museum3,
Sudley House4, and the Maritime Museum5) and (15/2/2017 to 1/3/2017) on
the Gallery areas (Walker Art Gallery6 and Lady Lever Art Gallery7).

3.2 Participants

1118 participants were recruited, of which 573 completed the survey (51% com-
pletion rate). Of these, 9 were aged below 18 and subsequently filtered out (to
avoid safeguarding issues), resulting in a final data-set of 564 participants.

348 participants were female (61%) and 211 male (37%) (14 unspecified). The
majority of participants (204, 36%) were in the 35–54 age group, 147 (26%) were
between 55 and 64, 110 (20%) between 18 and 34, 84 (15%) between 65 and 74,
and 19 (3%) over 75. 61 (11%) were educated to secondary school level, 134 (24%)
to further-education level, 193 (34%) had a degree, 116 (21%) had a masters-level
qualification and 33 (6%) held a doctoral qualification, 21 (4%) participants chose
no standard qualifications. Additionally 170 held a professional certification.

The majority (55%) of participants were employed, either full-time (208,
37%) or part-time (107, 19%). 122 (22%) were retired, 56 (10%) students, and
the remainder not in employment. Participants were recruited from across the
globe: 196 (35%) from the Liverpool/Merseyside area, 129 (23%) from the north-
west of England, 102 (18%) from the rest of England, 35 (6%) from the rest of
the UK, and 102 (18%) from the rest of the world.

The wide range and distribution of participants indicates that while partici-
pants self-selected for participation, the data-set is highly likely to be represen-
tative of the range of users of the NML web-sites.

4 Results

To address the first research question we look at how participants self-classified
themselves for question #7. Participants could select any number of responses
and were provided with an free-text “other” option as well. Table 2 shows
the ten most frequently selected responses, which cover 90% of the partici-
pant responses. The remaining 10% are covered by multiple-selection responses,
where no individual set of responses covers more than 1%. The majority of

2 www.liverpoolmuseums.org.uk/wml.
3 www.liverpoolmuseums.org.uk/ism.
4 www.liverpoolmuseums.org.uk/sudley.
5 www.liverpoolmuseums.org.uk/maritime.
6 http://www.liverpoolmuseums.org.uk/walker.
7 http://www.liverpoolmuseums.org.uk/ladylever/.

www.liverpoolmuseums.org.uk/wml
www.liverpoolmuseums.org.uk/ism
www.liverpoolmuseums.org.uk/sudley
www.liverpoolmuseums.org.uk/maritime
http://www.liverpoolmuseums.org.uk/walker
http://www.liverpoolmuseums.org.uk/ladylever/
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responses are for a single group only, strongly supporting the idea that par-
ticipants had clearly defined views on how the groups were delineated and
where they saw themselves. The exceptions to this are participants who clas-
sified themselves as “non-professional/general public”, “academic/teacher”, and
“non-professional/teacher/general public”.

To simplify further analysis we first investigated whether these multi-
selection groups could be merged into the single selection groups. Our
hypothesis was that “non-professional/general public” should be merged
with “non-professional”, “academic/teacher” with “academic”, and “non-
professional/teacher/general public” with “teacher”. The multi-selection groups
were compared to each of the single-selection groups using χ2 tests. For the
“non-professional/general public” group there were significant differences to the
“general public” group (p < 0.05)8 and no significant differences to the “non-
professional” group. Likewise the “academic/teacher” showed no differences from
“academic”, but differed from the “teacher” group (p < 0.05). For the “non-
professional/teacher/general public” group there were no differences to the
“teacher” group, but significant differences (p < 0.05) to “non-professional” and
“general public” groups. The multi-select groups have thus been merged follow-
ing the hypothesis, resulting in the set of seven primary user groups (Table 2),
which will be used for the further analysis (the “other” group has not yet been
analysed in more detail and is not taken into account for the further analysis).

Table 2. Most frequently selected user groups, before applying the rules merging
the multi-selection responses (pre-merging) and after (merged). In both cases the
“Other” group has not been subjected to further analysis.

Group Pre-merging Merged

General Public 253 253

Non-professional 89 137

Non-professional/General public 48 -

Student 33 33

Other 26 26

Teacher 18 25

Academic 16 25

Museum staff 10 10

Academic/Teacher 9 -

Non-professional/Teacher/General public 7 -

To investigate research questions 2 and 3, a series of χ2 tests were used
to compare the merged groups’ responses to all questions. Based on these the

8 reporting individual p-values and detailed χ2 statistics for grouped results exceeds
the available space, but we intend to report them in detail in a future publication.
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Table 3. Responses to the question “Today I am visiting the NML website:”

Personal Pass time Study Work

General public 200 43 6 4

Non-professional 112 15 5 5

Student 7 2 23 1

Academic 8 1 9 7

Teacher 11 4 2 8

Museum staff 2 2 0 6

Table 4. Responses to the question “What is the primary purpose of your visit to the
NML web-site today?”. MO - Museum Overview (gain an overview over the museums’
content), CO - Collection Overview (gain an overview over a collection), KC - Known
Collection (look at the content of a known collection), KI - Known Item (look for a
known item).

Pre-Visit MO CO KC KI Shop News Unknown Other

General public 154 23 13 4 8 12 1 1 37

Non-professional 49 17 9 1 12 0 2 3 35

Student 11 6 6 3 1 0 0 1 5

Academic 5 0 2 3 5 1 1 0 8

Teacher 15 3 1 0 1 0 2 0 3

Museum staff 4 1 1 2 0 0 0 0 2

questions that provide significant differences between the “general public” and
“non-professional” were identified (see Table 1).

For question #1 (motivation) Table 3 clearly shows that the main distinc-
tion is the focus on personal reasons for the visit (differences to all groups are
significant at p < 0.001). Interestingly, there is a significant number of “general
public” users who have visited the web-site purely to pass some time; a group
that is commonly identified in the physical museum.

For question #2 (Table 4), results show a slightly different picture. Prepa-
ration for a visit is a major characteristic for both the “general public” and
the “non-professional” groups. However, here the “general public” group is sig-
nificantly different to both the “academic” (p < 0.001, χ2 = 41.3, df = 8) and
“museum staff” (p = 0.04, χ2 = 16.5, df = 7) groups but the “non-professional”
group is only significantly different (p = 0.03, χ2 = 16.7, df = 8) to the “aca-
demic” group. In fact the “teacher” group is almost identical in its purpose
to the “general public” group. At the same time there is a significant differ-
ence (p < 0.001, χ2 = 32.1, df = 7) between the “general public” and “non-
professional” groups.
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Table 5. Responses to the question “How frequently do you visit the NML website?”

First visit Yearly Monthly Weekly Daily

General public 133 82 32 6 2

Non-professional 78 40 13 6 0

Student 22 7 2 2 0

Academic 10 10 2 1 2

Teacher 11 8 3 3 0

Museum staff 0 2 5 1 2

Professional 5 0 0 0 0

Table 6. Responses to the question “In the context of cultural heritage and your
current visit to the NML website, please select the appropriate statement”

Novice Intermediate Expert Unknown

General public 78 153 16 6

Non-professional 29 98 10 0

Student 14 15 3 1

Academic 0 10 15 0

Teacher 5 10 8 2

Museum staff 0 5 5 0

A similar picture emerges for the frequency of visit (Table 5), with significant
differences to the “academic” and “museum staff” groups (p < 0.001), but no
significant differences to the “teacher” and “student” groups.

While in the previous questions the “general public” and “non-professional”
groups have been similar, when it comes to domain knowledge, there are some
differences between the two. For the domain knowledge about NML (Table 6)
the “general public” is significantly different to all other groups at p < 0.001,
except for the “student” group where there is no significant difference. On the
other hand, the “non-professional” group is significantly different at p < 0.01 to
all groups including the “student” group and the “general public” group.

For general CH knowledge (Table 7), the pattern is the same for the “general
public”, but here the “ non-professional” group is only significantly different
from the “academic” and “museum staff” groups (p < 0.05). The difference to
the “general public” is borderline, but not significant (p = 0.66).

Finally, the results for location (Table 8) show some differences. The “gen-
eral public” is significantly different from the “academic” and “student” groups
(p < 0.03), while the “non-professional” group also differs significantly from the
“teacher” group (p = 0.05, χ2 = 8.83, df = 4). The difference clearly being that
both the “general public” and “non-professional” groups are much more local
than the other groups.
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Table 7. Responses to the question “Rate your general Cultural Heritage knowledge”
(Likert-like scale, 1 - low, 5 - high)

Low 2 3 4 High

General public 8 47 112 70 16

Non-professional 3 14 56 49 15

Student 1 7 15 7 3

Academic 1 0 2 10 15

Teacher 0 1 11 6 7

Museum staff 0 0 1 5 4

Table 8. Location: Distance from the physical museum.

Group Merseyside Northwest England UK World

General public 95 73 44 18 23

Non-professionals 47 30 25 10 25

Students 8 8 7 1 9

Academics 4 3 4 1 13

Teachers 13 3 4 1 4

Museum staff 8 1 1 0 0

5 Discussion

The results clearly show that the “general public” and “non-professional” groups
are the primary audience of NML’s web-sites. These two groups have significantly
lower experience with DCH and an early analysis of their ‘other’ responses indi-
cates that they are less likely to visit repeatedly and less likely to remain engaged
with the web-site if they do not immediately find what they are looking for.
Based on this, it is likely that a significant fraction of those 60% of users who
bounce from the web-sites within 10 s also belong to those two groups (particu-
larly the “general public” group). A better understanding of these two groups,
that a more detailed analysis of the survey responses will allow, should enable
museums to provide more appropriate services and reduce the bounce rate.

Six questions have been identified that show significant differences between
the “general public” and “non-professional” user groups and the other groups.
From these four areas have been isolated that define the groups in relation to each
other (Table 9). Both groups are generally more motivated by personal reasons
and will have a lower amount of domain knowledge. The “general public” also
has a strong interest in information for preparing a visit. However, there is also
interest in the digital collections, where the personal focus and the lower domain
knowledge might mean that current offerings, which are generally structured
around the search box (requiring domain knowledge for the search terms), are
not providing these user groups with the appropriate type of access and guidance.
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Table 9. Defining characteristics for the main user groups. Characteristics marked
“-” indicate no clear preference for that characteristic/group. P - Personal, PT - Pass
Time, S - Study, W - Work, PV - Pre-Visit, C - Digital collections, N - Novice, I
- Intermediate, E - Expert, L - Local, D - Distant. Defining differences between the
“general public” and “non-professional” groups are in bold.

Group Motivation Task Domain knowledge Location

General public P/PT PV/C N/I L

Non-professionals P C I L/D

Students S - N/I -

Academics S/W C I/E D

Teachers - PV I L

Museum staff W - I/E L

The responses also enable separating the “general public” from the “non-
professional” users based on their task, domain knowledge, and location. While
both groups primarily come for personal reasons and are mostly from the local
area, “non-professional” users are also drawn from further afield, while the “gen-
eral public” has a stronger pre-visit information need. However, the main distinc-
tion between the two is the amount of domain knowledge the two groups possess.
While the “general public” contains a mix of novice and intermediate users, the
“non-professional” users generally see themselves as intermediate users. Services
to support the two groups will thus have to take into account and support these
varying levels.

The results presented here are derived from NML’s visitors, but the wide dis-
tribution of study participants provides strong support that they will generalise
to other DCH web-sites that have both a physical and virtual presence. To what
degree they also apply to purely virtual DCH sites, such as Europeana, requires
further study.

6 Conclusions and Future Work

The majority of research into the users of DCH web-sites has focused on those
user groups that are easier to access (“academics”, “museum staff”, “students”,
and “professionals”). However, as the results of the survey reported here show,
they form only a small fraction of the total number of web-site visitor. The
main user groups are the “general public” and “non-professional” visitors, who
make up nearly 70% of all visitors. In addition to identifying these groups as
the main user groups, the survey data also allowed us to define those criteria
(motivation, task, engagement, domain knowledge, and location) that distinguish
these two groups from the other groups and also the criteria (domain knowledge
and location) that distinguish the two groups from each other.

Due to the lower degree to which these two groups have been studied, it is
also highly likely that current DCH web-site offerings are not as suitable for
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these groups as ideally desired. This would also explain why DCH web-sites
suffer such high bounce rates, as based on the survey results, those users who
leave immediately are more likely to belong to the “general public” and “non-
professional” user groups, as the initial analysis of their responses indicates that
they are more likely to give up quickly.

The analysis presented here provides an initial view onto the responses; how-
ever, significant work remains to investigate exactly how the different user groups
interact with the site, whether patterns emerge and how users’ interactions can
be better supported across a range of tasks and goals.

Acknowledgements. We would like to thank National Museums Liverpool for giving
us access to their users by allowing us to run the survey on their web-sites.
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Abstract. One of many challenges the users of digital libraries face is
the quick and easy identification of relevant documents as well as their
effective use – a process which is called document triage. While there
is a variety of means for supporting the actual search process in digital
libraries, only few address document triage. In this paper, we investigate
the usefulness of user initiated support features that might assist users in
this process. Therefore, we implemented SortBoard, a visual workspace
for assisting document triage in a digital library for the social sciences.
The results of a user study with 16 participants show that the features
are highly useful for comparing and organizing documents as well as
finding and examining similarities between documents.

1 Introduction

Finding relevant literature is essential for researchers of all disciplines. A chal-
lenge of literature search in digital libraries is the quick and easy identification of
relevant documents, including actions like investigating documents, structuring
and organizing a set of documents and using their information effectively. This
process is also referred to as “document triage”. According to Toms et al., two-
thirds of the total time for finding relevant documents are used for “reviewing
documents that had already been found” [21], while only one-third is spent on
searching. There is a variety of means that support searching in digital libraries,
such as term recommenders or re-ranking techniques [10]. However, the support
for document triage is often limited to some kind of favorite lists or bookmarks.
Although there are promising research activities regarding visual support for doc-
ument triage, e.g. [1,15,18], this is still almost non-existent in digital libraries.
In our work, we investigate the usefulness of user initiated support features for
assisting the document triage process visually as well as in a transparent way
for the user. We implemented SortBoard, a prototypical application and inte-
grated it into Sowiport1, a digital library for the social sciences. In SortBoard

1 http://sowiport.gesis.org/.
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the user can move, arrange and structure documents as well as investigate their
properties and similarities.

In a user study with 16 participants, we compare SortBoard regarding its use-
fulness to a common method for document triage: opening relevant documents
in new tabs and making notes. The results show that SortBoard’s user initiated
support features are more useful than the commonly used method regarding
comparing and organizing documents as well as finding and examining similari-
ties. The most useful features are the display of a metadata box, reference and
citation relations and colored highlighting of documents with similarities.

2 Background and Related Work

In their model of the information searching process, Ellis et al. [7,8] describe the
stages academic researchers go through while searching for information. In focus
of our work is the differentiating stage where the user views and investigates
documents and decides about their relevance. This process is also often called
“document triage”. In the literature, there are different definitions of this term
[2,5,13]. We follow the definition of Marshall et al. [15], who describe “document
triage” as “sorting through relevant materials and organizing them to meet the
needs of the task at hand”. Loizides [13] distinguishes between three levels of
document triage: surrogate triage stage, within document triage stage and further
reading triage stage. In our work, we focus on the surrogate triage stage. In this
stage, the user investigates documents, represented by surrogates, based on their
metadata. It is the first encounter of a user with a document, typically after
searching. The user judges the relevance of documents without looking at the
full texts.

One opportunity to support users in sorting through documents is show-
ing these documents represented as movable objects on a 2- or 3-dimensional
workspace. On such a workspace the objects can be arranged (1) manually
[15,16], (2) manually with automatic support by suggesting the belonging of
new objects to already formed groups on the space [3,4,17], (3) automatically
according to predefined categories [11,19,22] or (4) regarding their similarity
to used search terms [9]. The expert tool TRIST (Rapid Information Scanning
Tool) [11] allows, additionally to automatic clustering of search results, to high-
light documents’ commonalities (such as the same year of publication) across
the clusters’ borders. A detailed up-to-date summary of different approaches for
visual support for the document triage process in digital libraries is provided by
Loizides et al. [14].

In our work, we take up basic principles of an early support tool for document
triage, called VIKI [15]. VIKI is a spatial hypertext system and allows users to
structure and organize documents on a visual workspace like analysts used to do
so with physical papers. VIKI has been further developed into the visual knowl-
edge builder (VKB) [18]. In a more recent version of VKB [1] additionally to
user-generated visualizations (like used in VIKI) system-generated visualizations
are used that organize documents implicitly according to users’ search interests.
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This information is also used for highlighting new information on the workspace
that might also be relevant for the user. In this paper, we focus solely on user-
generated visualization. The user gets system support while exploring similarities
and relations between preselected documents on a 2-dimensional workspace, but
has full control over it. A filter list next to the workspace shows metadata like
keywords and topics and their frequency of occurrence. This list can be used
to get an overview of the documents on the workspace, to get inspiration for
further search terms and as a filter to find and highlight documents with com-
monalities. We are especially interested in the usefulness of user initiated support
features and compare them to the common practice of document triage during
publication search in digital libraries.

3 SortBoard

In this section, we introduce SortBoard, a web-based application we implemented
to evaluate user initiated support features for visual document triage. SortBoard
is implemented as a prototype in Sowiport2, a digital library with more than 9.5
million literature references. Taking up basic principles from VIKI [15] and VKB
[18] the main intention of SortBoard is: (1) to offer a 2-dimensional workspace
where a user can drop relevant documents in a digital library by just one click for
further triage, (2) to sort and structure documents graphically, (3) to support
users in finding similarities in a set of documents and additionally (4) to derive
further search terms. All system support in SortBoard is user initiated, thus
transparent to the user.

The user interaction in SortBoard is as follows: While searching for literature
in a digital library, the user can drop documents directly from the result list to
SortBoard by clicking on a link “Add to SortBoard”. The actual task of scan-
ning the result list for relevant literature is not affected until the user explicitly
switches to SortBoard by clicking on the corresponding link. After switching
to SortBoard the user sees all the dropped documents represented as movable
object cards (A in Fig. 1). The user can drag the cards to arrange them according
to her preferences.

To support finding similarities and to provide an overview of the documents
on the workspace we adapted the concept of faceted search, which is already used
in Sowiport to filter search results in the result list. We show selected metadata
of the documents as filters at the left side of SortBoard (B in Fig. 1). They
are divided into five categories: author, classification, topic, document type, and
notes. Next to each filter the frequency of property occurrence in the documents
on SortBoard is shown (C in Fig. 1). By selecting one of the filters, all documents
that match this criterion are highlighted with the same colored border, which is
called colored highlighting (D in Fig. 1). This visualization of similarities should
support users by structuring documents on the workspace. Selected filters are
listed at the top of the list so that the user can easily remove one or all of them
(E in Fig. 1). By dragging and dropping a document on the recycle bin, it is
2 http://sowiport.gesis.org/.

http://sowiport.gesis.org/
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Fig. 1. SortBoard: movable object card (A), filter area (B), frequency of property
occurrence (C), colored highlighting (D), selected filters (E), reference and citation
relations (F), information icon (G), which triggers on mouse hover the appearance of
the metadata box (H). The user can add notes (I) to an object.

removed irrevocably from SortBoard. To support users in exploring co-citation
relations [20] between the documents on SortBoard, the card gets the additional
note “referenced” or “cited by”. A mouse-over triggers the highlighting of the
documents that are referenced in the selected object or cited by the selected
object respectively (F in Fig. 1). Each movable object card provides the following
information about a document at a glance: title, authors, year of publication
and notes, as well as further information on demand by mouse-hovering over
the information icon (G in Fig. 1). This triggers the appearance of a metadata
box (H in Fig. 1) containing the following metadata: author, title, classification,
topics, language, document type, URN, abstract. This metadata box opens in
the direction that provides the freest space and will close automatically again
after the cursor is positioned outside the box. By clicking on “notes”, the user
can add notes to a movable object card (I in Fig. 1).

4 Evaluation

We performed a user study to evaluate the usefulness of SortBoard’s user ini-
tiated support features for assisting document triage. Our study focuses on the
surrogate triage stage as defined by Loizides [13], particularly on the stage after
the user has made a first relevance decision and the relevant document is stored
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for further investigation. Following Kelly [12], we designed our lab study as a
comparison between SortBoard and a common method for document triage as a
baseline. We used a within-subject design with two triage methods (SortBoard
and the baseline) as well as two different tasks as independent variables. We
conducted our lab study in single sessions with a duration of about one hour
each. Having the two triage methods and the two tasks as independent vari-
ables, we rotated them in a Graeco-Latin square design and distributed the four
experimental conditions randomly but counterbalanced among 16 participants.

4.1 Setup

Triage Methods. The first triage method is represented by SortBoard
described above. To find a baseline as the second triage method, we performed an
online survey and asked 102 researchers about their preferred strategies to store
relevant documents during the search process in digital libraries. The results
show that storing a document on a PC is the most preferred method (used by
92%), followed by opening an interesting document in a new tab (used by 91%)
and making notes (used by 81%). As our digital library Sowiport does not pro-
vide full texts to all literature references for storing them on a PC, we chose a
combination of the second and third most common methods “open in new tab”
and “make notes”. For supporting the baseline triage method, functionalities
of a common internet browser can be used. Sowiport provides a detailed result
page for each document showing the same information as the metadata box of
the movable object cards in SortBoard. While examining the result list a user
can open a new tab by middle-click or right-click and select “open in new tab”.
A word processing program or a sheet of paper can be used to take notes.

Tasks. We defined two identical tasks (A and B) that differed only in the topic
they dealt with. While task A addressed “urban research”, task B dealt with
“scientific organizations”. For each of these tasks, we defined a set of 18 docu-
ments and created a sample solution on how this documents could be grouped.
The selection of the documents for the sets as well as the sub-topic groups in the
sample solutions was based on reviewed document collections on each of the top-
ics composed by social scientists. The participant’s task was to get an overview
of the documents, to group the documents by sub-topics, to delete documents
that are not relevant and to extract search terms that seem to be useful for
further searches. Participants were requested to write these search terms in an
excel sheet. The time for solving the task was limited to 15 min but could be
ended earlier, if the participant stated to have finished the task.

Apparatus. All participants used the same laptop with a 15.6” screen and
a resolution of 1366× 768. For ease of use, an external mouse was provided
as a controlling device. We recorded the screen activities as well as the think-
aloud comments during the sessions using the screen capture software Camtasia.
SortBoard was equipped with 18 documents of set A (respectively B) that had
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to be examined. For taking notes, SortBoard’s note function should be used. In
the baseline triage method, 18 documents of set B (respectively A) were opened
in tabs of a web browser and participants were allowed to take notes either in a
word document or on a sheet of paper.

4.2 Procedure

The procedure of each session followed a detailed protocol to ensure the same
conditions for each participant. Solely the combination and sequence of the two
document triage methods and the tasks differed as described above. The proce-
dure mainly consisted of three parts: (1) In an introduction, the purpose of the
study was disclosed to the participants, and a short explanation of the stages of
document triage was given. Then they were informed about the procedure of the
session as well as of the recording that was taken. They signed a consent form,
filled out the pre-questionnaire including questions about demographics and gen-
eral search experience and then the recording was started. (2) In the second part,
the participants had to solve the tasks one after another. They were introduced
to the first triage method they used by a video tutorial. After that, they were
handed out the first task and started solving it. After finishing this first task,
they were shown a video tutorial of the second triage method. The second task
was given to the participants and carried out by them. The participants noted
down their sub-topics in an excel sheet and saved their groups of documents
in SortBoard. 10 min after starting each task a notification was given that five
minutes were left. The tasks ended after 15 min. If the participants finished a
task before the 15 min expired, they signaled it. (3) In the third and final part of
the session, the participants filled out a post-questionnaire including questions
about task performance and usefulness.

4.3 Participants

Participants were recruited via email and personal request at three universities
and one research institute. The group was composed of 16 German speaking
researchers from different fields of the social sciences, of which six were female,
and ten were male. Their age ranged from 25 to 47 (M = 31.31, SD = 5.91). Three
participants held a bachelor’s degree, six a master’s degree, four a diploma and
three were postdoctoral researchers. All of our participants stated that they used
the internet daily and that they searched for information online daily or at least
once a week. Regarding the participants’ experience with digital libraries, 56%
stated to have much or very much experience in searching digital libraries. Their
experience regarding the two topics did not differ significantly.

4.4 Measured Variables

Task Performance. For participants’ task performance we examined: (1)
how well participants identified topic clusters and non-relevant documents (cor-
rectness), (2) if they needed the whole 15 min to solve the task (time) and



452 D. Kern et al.

(3) how many new terms for future search could be found. Since the partici-
pants were allowed to finish earlier than 15 min, the time needed to accomplish
it was measured, with a maximum of 15 minutes. Furthermore, in the post-
questionnaire, the participants had to state if they felt they have finished the
task or not.

Usefulness. For investigating the usefulness we followed two approaches: (1)
For evaluating the usefulness of the two triage methods in order to compare
them, we used the evaluation model based on the main goal and sub-goal levels
introduced by Cole et al. [6]. We formulated the main goal, sub-goals, and infor-
mation seeking strategies (ISSs) for our task (see Table 2). After becoming famil-
iar with both triage methods, we asked participants on five-point Likert scales
about the usefulness and support of the respective triage method, based on our
main goal, sub-goals, and ISS levels. At the level of the main goal (investigating
documents) and the sub-goals (obtaining an overview, identifying sub-topics,
separating relevant and non-relevant documents, identifying starting points for
further searching) they were asked how useful (1= “not at all useful” to 5= “very
useful”) the triage method was for accomplishing these goals. At the level of the
ISSs (see Table 2) we asked how well the triage method supported (1= “not at
all” to 5 = “very”) them in this strategies. (2) For evaluating the usefulness of
the user initiated support features, we asked participants on a five-point Likert
scale how useful (1= “not at all useful” to 5= “very useful”) they considered
the filter list, the number of occurrence of these filters, the colored highlighting
of documents that share commonalities, the opportunity to add notes as well as
the display of reference and citation relations between documents. In addition,
we asked how useful (1= “not at all useful” to 5= “very useful”) they considered
SortBoard in general for supporting their document triage process. Finally, to
gather qualitative feedback, participants were asked to note down improvements
for the features of SortBoard as well as suggestions for new features that they
found the tool lacking in.

5 Evaluation Results

We analyzed the task performance, and the results of the post-questionnaire,
comprising the comparison of the two triage methods at the different levels
of main goal, sub-goals, and ISSs as well as the usefulness of the user initiated
support features. To determine the statistical significance, Wilcoxon Signed Rank
tests were used with α = 0.05.

5.1 Task Performance

Table 1 summarizes all findings that focus on the task performance. The number
of deleted documents was significantly higher while using SortBoard for docu-
ment triage than with the baseline method. The same is true for the accordance
of documents that participants considered not relevant compared to the ones that
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Table 1. Task performance with the two triage methods, mean (SD). *p<0.05;
**p<0.01.

Baseline SortBoard

Number of identified groups of sub-topics 4.81 (1.87) 4.50 (0.97)

Number of deleted documents 1.00 (0.97) * 1.93 (1.06) *

Number of deleted documents matching with the sample solution 0.69 (0.70) * 1.38 (0.72) *

Number of identified search terms 17.75 (6.84) ** 11.5 (9.26) **

Time needed 14:35 (00:42) 14:04 (01:21)

Number of participants that finished earlier 8 7

Number of participants that stated to have finished the task 13 10

are not relevant in the sample solution. Furthermore, there was a significant dif-
ference regarding identifying new search terms. Participants elicited significantly
(p < 0.01) more search terms for further searching with the baseline method.
There was no significant difference in the number of sub-topics that were found
and in the time needed to accomplish the task.

5.2 Usefulness

Table 2 shows participants’ evaluation of the usefulness of the two triage methods
at the different main goal, sub-goal and ISS levels. The mean usefulness for
accomplishing the main goal was rated significantly higher for SortBoard than for
the baseline. Additionally, the ratings for identifying sub-topics and all its ISSs

Table 2. Mean (SD) usefulness ratings (1= “not at all useful” to 5= “very useful”) at
the main goal, sub-goal, and ISS levels for each triage method. *p<0.05; **p<0.01.

Baseline SortBoard

Main goal: Investigating documents 3.19 (0.83) * 3.94 (0.68) *

1. Sub-goal: Obtaining overview 3.13 (1.09) 3.69 (1.09)

ISS 1.1: Extracting main information 3.63 (0.89) 3.44 (0.73)

ISS 1.2: Making notes 2.81 (1.22) 2.94 (1.29)

2. Sub-goal: Identifying sub-topics 3.31 (0.70) * 4.06 (0.85) *

ISS 2.1: Comparing documents 2.56 (0.89) ** 4.13 (0.81) **

ISS 2.2: Finding similarities 2.50 (0.52) ** 3.81 (0.75) **

ISS 2.3: Forming groups of sub-topics 3.13 (0.62) * 4.19 (1.05) *

ISS 2.4: Assigning documents to the groups 3.00 (0.82) * 4.00 (0.89) *

3. Sub-goal: Separating documents 3.13 (0.81) 3.81 (0.83)

ISS 3.1: Evaluating documents 3.13 (0.72) 3.50 (0.73)

ISS 3.2: Deleting documents 3.94 (0.93) 4.06 (1.00)

ISS 3.3: Keeping or saving documents 3.06 (1.06) * 3.81 (0.83) *

4. Sub-goal: Identifying starting points for further searching 3.19 (0.98) 3.75 (0.93)

ISS 4.1: Examining similarities 2.75 (0.68) ** 4.00 (0.52) **

ISS 4.2: Finding new search terms 3.31 (0.95) 3.50 (0.63)
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as well as for keeping or saving documents and examining similarities differed
significantly in favor of SortBoard.

Table 3 shows participants’ usefulness ratings for the different features of
SortBoard. The tool in general was rated as “useful”. The metadata box gained
the highest ratings, followed by reference and citation relations and the colored
highlighting, whereas adding notes and filtering — yet still rated as “rather
useful”— received the lowest values. While all of the participants used the mov-
able object cards of SortBoard and the metadata box, only 38% added notes.
69% browsed through the filter list and 56% of all participants used them to
highlight documents with similarities.

Table 3. Mean (SD) usefulness of SortBoard’s features (1= “not at all useful” to 5=
“very useful”).

Feature Mean usefulness (SD)

Metadata box 4.50 (0.52)

Reference and citation relations 4.44 (0.96)

Colored highlighting 4.25 (0.68)

Frequence of property occurrence 4.00 (0.89)

Adding notes 3.88 (0.89)

Filters 3.88 (0.89)

SortBoard in general 4.06 (0.93)

5.3 Suggestions for SortBoard

We gained extensive qualitative user feedback from the participants. Most of
the suggestions referred to the metadata box that should either be opened via
clicking instead of hovering over a symbol or be aligned in the center of the screen.
Another difficulty that occurred was the high number of filters displayed on the
left side of SortBoard. The most popular feature suggested by the participants
was the creation of labeled groups on SortBoard, e.g. by drawing a rectangle
around a group or creating sub-folders. Further ideas dealt with highlighting the
cards of documents that are highly relevant, such as documents with a very high
number of citations, as well as possibilities for import and export from SortBoard
into literature management software or the direct export of full texts.

6 Discussion

The results showed that participants experienced SortBoard in general as a use-
ful tool that supports the document triage process through user-initiated support
features. Participants found SortBoard significantly more useful for the follow-
ing tasks (compared to using browser tabs and making notes): investigating docu-
ments, identifying sub-topics, comparing documents, finding similarities, forming
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groups of sub-topics, assigning documents to groups, keeping or saving documents
and examining similarities. These findings support participant’s need for visual
document triage tools found in previous user studies [1,4,11,22]. As we concen-
trate solely on user-initiated support features, we showed that even without any
system-generated visualizations user assistance during document triage process
could be improved. Especially the results regarding the deleted documents tell us
that SortBoard’s features do support the user’s relevance decision and the “qual-
ity check” that is part of the differentiating stage [7,8]. A reason may be that on a
2-dimensional workspace the user sees all documents at a glance and gets a better
overview, while with browser tabs, individual documents can be overseen easily.
Additionally, the user has to switch between browser tabs to inspect and compare
titles and authors, while SortBoard’s movable object cards provide this important
information directly. However, for seeing the abstract and further details of a doc-
ument the user has to open the metadata box, which was consequently rated as
the most useful feature. Participants found significantly more search terms in the
baseline condition; this might be due to the fact that on the result view of a doc-
ument opened in a tab the user sees all information at once while on SortBoard
the metadata box has to be open explicitly. We had assumed that the filter list is
very useful for the user in finding further search terms, by providing an overview of
commonly occurred keywords in the documents on SortBoard. However, the filter
list was not used extensively. One explanation for that was given by our partici-
pants in their qualitative feedback. The number of filters was far too high, and the
terms were sorted alphabetically instead of based on their frequency of occurrence.
Most of the terms provided as filters, only appear in one document and therefore
were less helpful in finding new search terms. By decreasing the number of filters,
e.g. by excluding those that only relate to one document, or changing their order,
we assume that the filter feature, as well as the colored highlighting feature, would
be used more extensively.

One of the most popular suggestions for new features was the creation of
labeled groups on SortBoard. That further differentiation and labeling of grouped
documents can support document triage was also found in the studies on VIKI
and VKB [1,15,18]. The wish for colored highlighting of most relevant documents
in the document set on SortBoard is in line with findings in [1]. We plan to
provide additional filters (like most cited papers) to address this need. In doing
so, the process is still transparent, and user initiated. Import and export of
documents seems to be an important matter for many participants. It suggests
that user initiated support features would be useful beyond Sowiport as well and
in a broader context of the whole information searching process.

At the end of this section, we would like to summarize some limitations of
our study. Since the triage methods we compared are quite different from each
other, one could assume that the comparison was inappropriate. Nevertheless,
working with browser tabs is the most common method used during document
triage, according to our online survey which was also confirmed by the partic-
ipants during the study. Also, the sub-topics the participants found with both
triage methods do not differ significantly. In turn, several participants remarked
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that SortBoard felt new to them and that they had needed some time to get
accustomed to it. The comparatively high usefulness rankings of features that
have not been used by all participants support the conclusion that they had
not enough time, but see the potential of these features. Apparently, the video
tutorial was not sufficient, and it might have been better to additionally give
them a few minutes to make themselves familiar with SortBoard or to generally
remove the time constraints of the scenarios.

7 Conclusions and Future Work

In this paper, we investigate the usefulness of user initiated support features for
the document triage process in a digital library. Therefore, we presented Sort-
Board, a visual workspace for storing relevant documents, for sorting and struc-
turing documents graphically, for finding and examining similarities between
documents, and for deriving search terms for further search processes. A user
study with 16 participants was conducted and showed that the user initiated
support features were rated as highly useful for supporting the document triage
process. We showed that SortBoard’s features provide the user with a better
usefulness than the baseline triage method regarding half of all goals, sub-goals,
and ISSs. The user initiated support features, as well as SortBoard in general,
were rated as useful on average, though there is still room for improvement.

In future work, we plan to conduct a long-term user study with an improved
version of SortBaord, including the user feedback given in our study. We are
interested in how a visual workspace can support the user beyond the docu-
ment triage process, addressing questions like, might SortBoard be helpful for
resuming a previous task, or might it be helpful to use SortBoard for differ-
ent information types, e.g. to find connections between literature, research data,
research projects, and websites.

As Ellis et al. [7,8] showed in their research, the information searching behav-
ior of researchers from different disciplines differs only minimally. We are sure
that the features evaluated in this work are also appropriate for researchers from
other fields of study and that digital libraries could benefit from implementing
similar concepts.
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Abstract. Identifying user groups is an important task in order to per-
sonalise search results. In Digital Libraries, visited resources and the
sequential search patterns are often used to measure user similarity.
Whereas visited resources help to understand what users want, they do
not reveal how users prefer to search. In contrast, sequential patterns
allow to decode the way in which users search, but they are very strict
and do not allow changes in the order of the search. A third alternative
and compromise could be the analysis of the structure of a search ses-
sion. In this paper, we aim to obtain some insights into the potential of
analysing search sessions on a structural basis. Therefore, we will inves-
tigate a structural representation of search sessions based on tree graphs.
We will present a novel method to merge multiple session trees into a
combined tree. Based on combined tree taken from similar sessions, we
will build archetypical trees for different user groups.

Keywords: Retrieval sessions · User behaviour · Session trees ·
Exploratory search

1 Introduction

To improve the user experience in information retrieval systems, understand-
ing user needs has become more and more important. Methods in information
retrieval have ventured from strictly text based models like TF-IDF and lan-
guage models [13] to learning models based on user behaviour [1]. Along this
process, personalisation has become an ever growing field [7]. The more user
information is collected and evaluated, the better search results can be tailored
to a specific user or user group. Therefore, it is important to understand the
users’ search behaviour. The methodologies to analyse search behaviour range
from descriptive counts and user feedback (e.g. [19]), qualitative feedback and
interviews (e.g. [2]), gaze-data (e.g. [12]) to mixed-methods (e.g. [18]). The goal is
to identify specific signals in the usage behaviour that indicate the users’ needs.
In live systems, most systems rely on measurable signals, like click through rates,
search terms, the set of visited resources, or sequential patterns.

Sequential pattern analysis has proven to be a very useful approach in personal-
isation [7,16]. It can be used to measure the similarity between different users [15].
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An important advantage of sequential patterns is the ability to keep the tempo-
ral order in which user activity has been executed. This helps to understand if
there is a relevance to whether an action or information should be presented before
or after another. Sequential pattern analysis stands opposite to bag-of-words-like
approaches, where user activities are treated irrespectively of the order in which
they were conducted. Using such approaches, user similarity can be measured,
based on the objects the users have visited [7].

However, there is another aspect of user activity which is the structure of the
user behaviour. Instead of analysing which objects have been visited in which
order, the question would be, how have the objects been accessed? A structural
representation shows the connections between various objects regardless of the
order in which they have been accessed. It is less detailed than a sequential
and more detailed than a bag-of-words representation. In this paper, we will
investigate a structural representation of search sessions based on tree graphs.
We will present a novel method to merge multiple session trees into a combined
tree. Based on the combined tree of session groups, we will build archetypical
trees for different user groups. We exemplify our approach based on the results
of a user study with 32 participants performing an exploratory search task in
a digital library. Our goal is to look if we can discover groups that show (a)
economic, (b) exhaustive-active and (c) exhaustive-passive behaviour similar to
the groups described in [4].

2 Related Work

In [14], a study was conducted in which the search intention given by the partic-
ipants could be identified automatically. The authors found evidence that there
was a connection between search pattern and task type. [6] were able to distin-
guish between low-level tasks, based on the activity patterns and introduce a
novel technique that allowed to detect aspects of tasks. Going beyond the con-
nection between patterns and tasks, [4] found that the user’s task influences the
result page examination behaviour. They analysed queries, clicks, mouse cursor
movement, scrolling, and text highlighting that was collected from the usage of
the Bing search engine during a time period of 13 days. By using a set of features
derived from the logged data, they were able to derive six clusters. By clustering
only data from non-navigational tasks, they were able to distinguish three types
of search engine result pages (SERPs) examiners: the economic, the exhaustive-
active and the exhaustive-passive user. While economic users do not spend much
time on SERPs, show more mouse movements, and abandon SERPs more often,
users from the exhaustive groups investigate their SERPs more intensely.

Similar groups have been found in [3]. Here a lab study with 28 participants
was conducted. Based on the eye tracking data, specific examination patterns
were identified and manually clustered into the two groups economic and exhaus-
tive evaluation styles. For both groups significant differences in the search behav-
iour could be found. White and Drucker [17] also focus on patterns in the search
behaviour. They collected five months of live data from 3290 users and extracted
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the users’ search trails. Based on those trails, they identified differences in the
interaction patterns, which led to two identifiable user groups, navigators and
explorers. Navigators showed more consistent interaction patterns. They showed
few deviations in their behaviour, tackled problems sequentially and revisited
former pages more often. In contrast, explorers used a variety of different pat-
terns, they branched frequently, submitted more queries and visited new websites
more often. Only one of the studies mentioned above investigated the search ses-
sion on a structural level. In [17], the search sessions were transferred into a web
graph representation, which allowed to identify structural aspects of the user
sessions. However, as the authors were interested in other aspects of the user
behaviour, they derived sequential patterns from the graph representation and
then analysed the sequences instead of the structural information.

In other fields, we can find research on the benefit of analysing structural
information. In biology for example, structural information is used to detect
common cell developments. The cells are represented as trees. By measuring
pairwise similarities of those trees, similar groups of cell developments can be
found. In [9], an overview is given on different approaches utilising structural
analysis of trees in the field of biology.

3 Merging User Sessions

In this section, we will introduce our data set which we took from a user study
on exploratory search. Furthermore, we will explain how to create a structural
representation of a user’s search session as a tree. At last, we will show how this
representation can be used to merge multiple user sessions into a combined tree.

3.1 User Study

The user study involved 32 participants from the social sciences – 16 postdoctoral
researchers and 16 students – who were asked to search for related work to a
given topic. All participants started with the same document titled Ethnical
education inequality at start of school and had a limit of ten minutes to solve the
task. Having to use Sowiport [11] for their literature search, the participants had
access to about 9 million social scientific documents. The seed document (see
Fig. 1) was published by two authors, had five keywords and one classification
and was published in a German journal for sociology and social psychology. All
metadata fields could be utilised for further exploration within the system via a
hyperlink. Additionally, participants could browse through citations, references
or read the abstract or the full text. Besides this information, the participants
were provided with ten recommended documents. Five documents of these were
provided using the SOLR more like this function and the remaining five were
documents published in the same journal. The system comprised 18 different
databases and thus duplicates could have been recommended.

A more detailed description of the user study and the procedure can be
found in [5]. In this paper, we only focus on the participants’ activities and will
therefore not go into any more detail regarding the study procedure.
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(a) Seed document

(b) Citation tab (c) Reference tab

Fig. 1. Seed document for the user study.

3.2 Tree Representation of Search Sessions

We use the screen casts and the notes taken during the experiments to create
a tree representation of the user behaviour and transformed them into a JSON
format. To illustrate how we create such session trees, Fig. 2 shows three fictitious
examples of session trees and the corresponding search patterns. In the first
session, starting from the seed document, the document’s citation list was clicked
and one of the cited documents visited. This is represented by the left two nodes
in Fig. 2a. The user then returned to the citation list and to the seed document.
This user activity only involved already visited pages. Thus, it did not result in
additional nodes. Finally, the search conducted at the session’s end accounts for
the right node in the tree. The other trees are created accordingly.

(a) Session 1 (b) Session 2 (c) Session 3

Session 1: docseed → citation → doc1 → citation → docseed → search
Session 2: docseed → journal → docseed → author → doc1 → author → doc2
Session 3: docseed → search → doc1 → search → doc2 → search → docseed →

journal → docseed → citation → doc3

Fig. 2. Session trees (a–c) for three example search sessions (1–3)
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For this representation we ignore the type of user activity. Whether a node
represents a document, a search, or a citation list is discarded. Furthermore, we
discard the order of the activities. Instead, we sort the tree by subtree size from
left to right. On one level, nodes with more subnodes are sorted further to the
left than those with less subnodes. This can be observed in Fig. 2b. The author
search happens after the journal search, but the corresponding nodes are on the
left side, because there are more subsequential actions involved.

To extend the analysis from individual sessions to session groups, we need a
way to combine multiple session trees into one conjoint tree1. Instead of combin-
ing all trees at once, we merge pairs of trees iteratively. We start with an empty
tree and merge it with the first session tree. The resulting tree is then merged
with the next tree and so forth. Figure 3a shows the merged tree of the example
session tree 1 (cf. Fig. 2a) and 2 (cf. Fig. 2b). When two nodes are merged, the
weights of their edges are summed up. After merging session tree 1 and 2, we
merge the result with the tree of session 3 (cf. Fig. 2c), shown in Fig. 3b.

2

2 1

2

(a) Session 1 and
2 merged

3

3 2

3

1

1

(b) Session 1, 2,
and 3 merged

Fig. 3. Combined session trees of the example sessions from Fig. 2.

When merging two trees, one has to decide which nodes are merged. As each
node and its child nodes can be interpreted as an individual tree, this decision
can be made recursively for each node. We create all possible combinations
of subtrees for each pair of nodes and select the best combination along two
conditions: First, the number of nodes in the resulting subtree has to be minimal.
Second, the weight distribution of the subtree has to be optimised.

For the second condition we needed to define what a weight of a subtree is
and what an optimum for the subtree weight is. We define the subtree weight
W (p) as follows.

Definition 1. Let p ∈ NT be a node in the tree T , w(p) be the weight of the
edge leading to the node p, and Cp the set of child nodes of p. The weight W (p)
of the subtree with the root node p is then defined as:

W (p) =

{
lg(2 · w(p)) if Cp = ∅
lg(

∑
q∈Cp

w(q) · W (q)) else

1 The Java and R based tool is available under: https://github.com/wilkovanhoek/
amur-session-graph/tree/tpdl2017.

https://github.com/wilkovanhoek/amur-session-graph/tree/tpdl2017
https://github.com/wilkovanhoek/amur-session-graph/tree/tpdl2017


464 W. van Hoek and Z. Carevic

We sum the product of the weights of the edges leading to child nodes and the
subtree weight of those nodes and calculate the logarithm of this sum. We use the
logarithm only to keep the subtree weight from increasing exponentially, as we
only need it to compare the subtrees, not to assess an actual summed subtree
weight. After defining the subtree weight, we need to define what an optimal
subtree weighting is. Because we want the weight of the resulting subtrees to
increase from left to right and we do not want the weight to be distributed
equally, we favour building maximal heavy subtrees. Therefore, the merged nodes
with the heaviest subtree is considered to be optimal.

Following the described procedure, we receive exactly one resulting tree, when
combining two session trees. However, when merging multiple trees iteratively,
the resulting tree depends on the order in which the trees are merged. To find the
optimal merging order, we would need to calculate all possible permutations in
which the session trees could be merged. This would result in 32! ≈ 2, 63 × 1035

merging orders for the complete set of trees in our study. As this exceeded our
computational capacities for this paper, we decided to use another approach.
Before merging the trees, we have sorted the session trees in ascending order
with respect to their root node’s subtree weight. Now, when merging them, the
resulting tree of each merge slowly increases in weight (in general trees with a
smaller subtree weight tend to be more compact trees). In this way, common
structures that exist in many trees are merged very early, whereas outliers are
merged later. Note that the sorting does not guarantee an optimal merging order.
However, it ensures that there is only one resulting tree for a set of trees and
that all combined trees are created with the same procedure.

3.3 Building Subtrees

Figure 4a shows the combined session tree for all participants. In most sessions,
starting from the root node, at least three different actions were conducted. In
addition, a larger group of users followed a longer trail of multiple consecutive
actions (cf. trail of nodes on the left). Overall, the combined session tree is not
very compact. There is a certain density within the first two levels, but behind
that, only a few longer trails exist in the tree. Instead, there are many edges that
are introduced by a few intense sessions. We consider this to be noise, because it
inflates the combined session tree. Therefore, we will introduce a way to reduce
this noise, without removing the session trees that are responsible for the noise.

Edges with a low weight as displayed in Fig. 4a represent an activity that
has happened in a minority of sessions. Figure 4b illustrates how many nodes
would remain in the tree, if we remove all edges (and their nodes) below an
increasing weight threshold. After the strong decline in the beginning we can see
a first ‘plateau’ where no bigger drop in the number of remaining nodes for the
threshold of 6 and onwards is observed. At a threshold of 11 we can observe a
similar development.

Figure 5 shows three subtrees with different thresholds, extracted from the
combined session tree in Fig. 4a. Figures 5a and b show the subtrees for the
thresholds of 6 and 11. In addition, we include the tree for a threshold of 17
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number of nodes = 153
diameter = 30
root distance = 22

(a) Combined session tree for all
participants.
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(b) Distribution of the number of
nodes in the combined tree, after
removing all nodes with a weight
below a given threshold value.

Fig. 4. Combined session tree for all participants (a) and thresholds of graph nodes (b).

number of nodes = 35
diameter = 11
root distance = 7

(a) Threshold 6

number of nodes = 21
diameter = 9
root distance = 6

(b) Threshold 11

number of nodes = 14
diameter = 7
root distance = 5

(c) Threshold 17

Fig. 5. Subtrees extracted from the combined session tree (cf. Fig. 4). Each tree is
created by removing all edges (and nodes) with a weight below the specified threshold.

which represents all nodes that appear at least in half of all session trees. In
Fig. 5c we can now see our former observation more clearly. Most users start at
least three independent activities from the root document and follow at least
one longer trail. Comparing all three subtrees in Fig. 5, we can observe that with
an increasing threshold mainly the number of nodes per level decreases, whereas
the overall structure does not change decisively.

4 Grouping the User Behaviour

Based on the session trees, we tried to divide the user sessions into groups.
We grouped similar session trees. We did this based on our visual impression
and aspects like the number of nodes on the same level, the number of parallel
subtrees, the overall depth of the tree, the number of subtrees with a similar
depth, and the branchiness (how often single nodes are followed by multiple
nodes).

Figures 6 and 7 show sessions with very intense activity in which many actions
have been conducted. The sessions in Fig. 6, however, nearly exclusively show
activity close to the seed document. This activity represents SERPs that are
closely examined. We characterise this as an highly exhaustive behaviour with a
focus on breadth. In contrast, the sessions displayed in Fig. 7, show more activity
venturing away from the seed document. It seems as if a trail is being followed.
The participants investigated deeper into a specific direction. We characterise
this as an exhaustive behaviour with focus on depth.
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Fig. 6. Exhaustive breadth group

Fig. 7. Exhaustive depth group

Fig. 8. Economic breadth group

Fig. 9. System support group

Figures 8 and 9 display sessions with a lower number of actions. The trees
are less dense and appear more balanced. In Fig. 8, different trails are followed
which are inspected to some extend, but not very deeply. It appears to be a more
swift examination of the area around the seed document. We characterise this
as an economic behaviour with focus on breadth. The sessions in Fig. 9 display a
very particular behaviour. When building this group, we realised, that they have
strong familiarities with the subtree of the complete data set for a threshold of 17
(Fig. 5c). Structurally speaking, these sessions are similar to a common behaviour
in the majority of sessions. To understand this, we watched the sessions’ screen
casts again. We could see that the participants almost solely relied on information
that was provided by the system (recommendations, references and citations)
and rarely conducted own searches. We characterise this group as behaviour
with a focus on system support. However, we don’t know in how far the study
task and situation has triggered this behaviour. Possibly, these participants could
not identify with the task.
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5 Building Archetypical Session Trees per Group

Now that we have four different groups of behaviour, the next step is to build
archetypical trees for each group. We will use the method described in Sect. 3.3.
At first, we will merge all session trees within each individual group into one
combined tree. After that, we will create subtrees based on a suitable edge weight
threshold. We will define the resulting subtree as the archetypical tree for the
different groups. Figure 10a shows the results for the group of sessions with
exhaustive behaviour focused on breadth. We can see that with an increased
threshold, the number of remaining nodes decreases constantly. However, for a
threshold of 3, still half of the nodes are left in the subtree. Therefore, this subtree
represents behaviour that is shared by at least three participants. Looking at the
resulting subtree, it seems that this tree does represent the group. We feel that
this is a reasonable threshold for creating an archetypical session tree.
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(a) Exhaustive breadth group
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(b) Exhaustive depth group
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(c) Economic breadth group
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Fig. 10. Distribution of number of nodes and combined session trees for the four dif-
ferent groups

Using the same method to create an archetypical session tree for the exhaus-
tive depth group leads to bad results. The decline of number of nodes left in
the subtree, when increasing the weight threshold is a lot faster than with the
previous group (cf. Fig. 10b). In addition, the resulting subtree for a thresh-
old of 3 does not look similar to any of the group’s individual sessions. Only
around one fifth of the combined tree’s nodes remain in the subtree. It seems
that our method cannot create a suitable archetypical session tree for this group.
Although this tree does not represent the underlying group sufficiently we will
keep it for further analysis as a negative example.

The results seem to be more sound with respect to the economic breadth
group. In Fig. 10c, we can see that a subtree for a threshold of 3 contains more
than half of the nodes. Only, when we raise the threshold up to 4 we see a strong
decrease in the number of nodes. When comparing the resulting subtree and
the group’s individual session trees, strong similarities can be observed. For the
last group, (system support) our method works best. Figure 10d shows that the
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number of nodes remaining in all subtrees stay on a higher level than for the
other groups. Also, the subtree for threshold 3 resembles the group’s session trees
reasonably. Analogous to our previous observation, this group’s archetype has a
strong resemblance to the threshold 17 subtree created from the combination of
all 32 session trees (cf. Fig. 5).

Based on the results of our method on creating subtrees for groups of session
trees, we propose a following definition of an archetype of a group:

Definition 2. For a group of session trees G = {t1, t2, . . . , tn}, their com-
bined tree tcomb and the set of its subtrees Gtcomb

= {subtcomb,1, subtcomb,2, ...,
subtcomb,n}, an archetypical session tree tarch is the session tree, that satisfies the
following conditions:

– it is included in the set of subtrees of the combined tree: tarch ∈ Gtcomb

– the number of nodes is higher than half of the number of nodes in the combined
tree: |tarch| > |tcomb|/2

– the weight of each node is higher than half the number of sessions in the group:
∀n ∈ tarch : w(n) > n/2

For all groups except the exhaustive depth group, the subtrees for threshold 3
are archetypical session trees. Our approach was not able to merge the trees in the
exhaustive depth group very well. As a result, we cannot derive an archetypical
tree from this group.

6 Discussion

Utilising our approach based on a tree representation of user activity, we were
able to visually identify similar structural patterns. By merging the similar ses-
sions, we created a combined tree per group. By removing edges, with a low
edge weight, we created a subtree of the combined tree that represents nodes
that exist in most of the individual trees. This has led to the idea that there
could be an archetypical tree for each group of users. We proposed a Definition 2
for such an archetypical tree. We applied this method to individual sessions of
different users. However, this could also be done for multiple sessions of a user
to create a user specific graph. Comparing and merging multiple user specific
graphs could then be used to derive user groups in a live system. This could
be achieved by merging a user specific tree with different archetypes and mea-
sure the number of unmatched nodes. A more rigid version of Definition 2 is
imaginable but should be based on a larger data set. Especially the weighting
constraint should be investigated more closely in future work. Also, we have not
investigated the 15 user session that were not grouped. As future work we plan
to assess the most suitable archetypes of those sessions.

So far, we have ignored the types of search activities and objects. It remains
unclear how the present approach performs when only edges or nodes of the
same type are merged. Untyped trees do not allow us to identify different search
tactics. A group of users that frequently utilises a specific tactic, like a journal
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run, cannot be identified in this way. However, this would require a significantly
larger data set. One promising study that involves a larger data set can be found
in [10] and could be suitable for future work.

Another aspect we disregarded is the time spent on a specific object. Thus,
there is no information about the intensity with which activities are followed. A
user who only inspects the list of citations briefly is treated equally to a user that
inspects the list in more detail. This could be addressed by including the action
duration per node. However, we lack a suitable way to include time into the
merging method. In addition, further effort should be invested in evaluating our
approach with respect to more profound models in information seeking behaviour
like the model by Ellis [8]. One example could be to investigate whether the
present approach is capable of identifying the different stages (e.g. Starting,
Chaining) of information seeking.

7 Conclusion

In this paper, we have discussed the structural analysis of patterns in user search
behaviour based on a tree representation of the user sessions. We divided the
different user sessions manually into groups similar to those in [4]. When group-
ing, we considered the graphs visual resemblance and graph attributes like the
number of nodes. We proposed a novel method to merge multiple user session
into one combined tree. We merged the sessions for each of our groups indi-
vidually and could see that for most groups a relatively high number of nodes
can be merged in a combined tree. Furthermore, we defined criteria to derive an
archetypical tree from a combined tree. In this way, our method could poten-
tially be used to assign user groups for new users of a system, based on the way
in which they perform their searches. By comparing different user sessions, it
could also help to identify different search strategies.
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Abstract. Social networks with trust and distrust relationships has
been an emerging topic, aiming at identifying users’ friends and foes when
sharing information in social networks or purchasing products online. In
this study we investigate how to generate accurate personalized rankings
while considering both trust and distrust user relationships. This paper
includes the following contributions, first we propose a social inference
step of missing (indirect) trust relationships via multiple random walks,
while considering users’ direct trust and distrust relationships during the
inference. In doing so, we can better capture the missing trust relation-
ships between users in an enhanced signed network. Then, we introduce
a regularization framework to account for (i) the structural properties
of the enhanced graph with the inferred trust relationships, and (ii) the
user’s trust and distrust personalized preferences in the graph to produce
his/her personalized ranking list. We evaluate the performance of the pro-
posed approach on a benchmark dataset from Slashdot. Our experiments
demonstrate the superiority of the proposed approach over state-of-the-
art methods that also consider trust and distrust relationships in the
personalized ranking task.

Keywords: Personalized ranking · Signed graphs · Social inference

1 Introduction

With the advent of social networks such as Epinions1 and Slashdot2, users share
various information through interactions with other users while expressing their
positive and negative opinions. Based on their feedback, users establish trust and
distrust relationships on each other, forming a signed graph with positive and
negative links, respectively [13]. Node ranking with trust and distrust relation-
ships has several applications including community detection [18], collaborative
filtering [2], trust prediction [3], sign prediction [13] and troll detection [17], just
to name a few. Popular ranking models like PageRank and HITS do not con-
sider both the positive and negative links at the same time and thus, they do
1 http://www.epinions.com/.
2 https://slashdot.org/.
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not perform well on the personalized ranking task in signed graphs. Recently,
in an attempt to perform node ranking in graphs with trust and distrust rela-
tionships Shahriari and Jalili [13] review different ranking algorithms in signed
graphs. In this study, they propose a modified PageRank algorithm to account
for both the trust and distrust relationships in signed networks. They compute
the PageRank values in a positive and a negative subgraph separately and then
subtract negative PageRank values from positive ones to compute an aggregated
PageRank value for each node. In the study reported in [17], a variant of PageR-
ank is introduced to model the probability of trustworthiness of individual data
sources as an interpretation for the underlying ranking values. Jung et al. [4]
extend the Random Walk with Restart algorithm, namely Signed Random Walk
with Restart, to generate personalized rankings in signed graphs. They introduce
a random walker based on the balance theory that considers both the positive
and negative links by changing the walker’s sign when performing random walks
on the signed graph and producing a user’s ranking list.

The shortcomings of the above state-of-the art methods are that if a user/node
does not have enough interaction information, the aforementioned ranking meth-
ods face difficulties in calculating the probability of trustworthiness between two
users. In addition, these ranking methods in signed networks mainly rely on the
trust and distrust relationships between users based on direct signed relationships
e.g., direct friend or foe, and depend on the number of common neighbours to
capture the indirect relationships. So, provided that the social relationships are
sparse, the challenge that we face is how can we perform personalized ranking in
graphs with trust and distrust relationships to infer the missing (indirect) rela-
tionships between the users? Inferring social relationships of trust and distrust
users is a challenging task [14]. Given explicit (direct) social relationships, the
goal is to infer the indirect relationships of trust and distrust users. Trust rela-
tionships show strong transitivity, which means that inferring trust relationships
can be computed in a network of trust users, mainly because if two users a and b are
friends and a third user c is friend with a, then user c might be a friend of b as well.
However, recent studies showed that distrust is certainly not transitive [1,15,16].
Therefore, distrust cannot be considered as the negative of trust when inferring
users’ distrust relationships. Accounting for the transitivity of trust relationships,
a few prediction models have been proposed to infer the implicit trust relation-
ships, while exploiting explicit distrust relationships in their predictions [3,14].
Nonetheless, these models are designed to predict missing trust relationships and
not to generate personalized rankings. Therefore, a pressing challenge resides on
how to infer trust relationships of users with their distrust relationships to improve
the accuracy of users’ personalized rankings.

1.1 Contribution and Outline

As generating accurate personalized rankings becomes more and more important
in social networks, in this study our contributions are the following:

– We introduce a social inference step via multiple random walks, aiming to
solve the sparsity of social relationships and consequently better predict the
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indirect relationships between the users. In our social inference step, we pre-
dict missing (indirect) trust relationships, while considering users’ direct trust
and distrust relationships during the inference.

– We propose a regularization framework for personalized ranking to consider
both (i) the structural properties of the enhanced signed graph with the inferred
relationships and (ii) the input query vector of a user with his/her personalized
preferences of trust and distrust relationships in the signed network.

Our experiments on a benchmark dataset with trust and distrust relation-
ships show that the proposed approach significantly outperforms other com-
petitors in the personalized ranking prediction task in signed networks. The
remainder of the paper is organized as follows, in Sect. 2 we formally define our
problem, Sect. 3 details the proposed model, Sect. 4 presents the experimental
results and finally, Sect. 5 concludes the study.

2 Problem Formulation

In this study, we consider a directed graph G with n = |V| nodes and i, j ∈ V. Two
nodes are connected with edges in the form (i, j) ∈ E . The edges are considered
directed and weighted, and in our setting we consider positive and negative
weights to express trust and distrust relationships, respectively. Both positive
and negative weights are stored in a (n×n) weighting matrix W. In our approach
we generate two different graphs, a graph G+ which contains only the positive
edges and a second graph G− with the negative ones. Given E ≡ E+ ∪ E−, we
compute two different (n × n) weighting matrices W+ and W−, corresponding
to the weights of the positive (i, j)+ ∈ E+ and negative edges/relationships
(i, j)− ∈ E−. Notice that ∀(i, j)− ∈ E− we set (W−)ij = |Wij |, storing the
absolute values if the weights of the edges are negative. In our setting, we consider
a query vector y ∈ R

n for a node/user m ∈ V, expressing his/her personalized
preferences of trust and distrust in the signed graph. The query vector y is
formally defined as follows:

Definition 1 (Query vector). A query vector y ∈ R
n of a user m expresses

his/her personalized preferences of trust and distrust relationships in the signed
graph, computed as follows, yi = 1, if i = m and yi = Wmi otherwise.

With these settings, the problem of personalized ranking with trust and distrust
relationships is formally defined as follows:

Definition 2 (Problem). “Given (i) the weighting matrices W+ and W−,
and (ii) a query vector y ∈ R

n of node/user m with his/her personal preferences
of trust and distrust in the signed graph, the goal of the proposed approach is to
generate an optimized ranking vector r ∈ R

n for ranking the n nodes, account-
ing for both the structural properties of the signed graph and the personalized
preferences on trust and distrust relationships of user m.”
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In the first step of our approach we run multiple random walks on the graph
G+, while considering the distrust relationships in graph G−. In doing so, we
enhance and better capture the relationships between the trusted and distrusted
nodes, inferring the missing (indirect) trust links between the nodes. Then, in
the second step we consider the enhanced graph with the inferred trust and
the direct (explicit) trust and distrust relationships and calculate an optimized
ranking vector r per node/user to produce the personalized ranking list.

3 Proposed Approach

3.1 Social Inference via Multiple Random Walks

To infer the missing (indirect) trust relationships, we perform random walks on
the n nodes in graph G+, by taking into account the distrust relationships in
graph G− during the inference. In particular, the proposed approach runs multi-
ple random walks on the graph G+ with the trust relationships and then filters
out the inferred trust relationships by considering the distrust relationships in
graph G−. The main reason that we avoid to perform random walks on graph G−
is that distrust is not transitive, as opposed to trust [3,14–16]. Next, we present
the case of performing a single random walk on graph G+ and we show how to
perform multiple random walks to better infer the implicit trust relationships.

Single Random Walk. Given a source node sou and a target node tar, with
(sou, tar) /∈ E+, the goal is to start a random walk from sou to reach tar to
infer their trust relationships, denoted as (W+)sou,tar. We assume that the walk
moves from one node to a neighbourhood node at each step, and at time t the
walk has moved to node i. The walk chooses whether to move to another node
with probability ξt or terminate the walk with probability 1 − ξt. In the case of
terminating the walk, the value (W+)sou,tar is returned only if edge (i, tar) ∈ E+,
and 0 otherwise. The transition probability of moving from a current node i to
another node j is calculated as follows:

p+(j|i) = (W+)ij/di

where di =
∑

j (W+)ij is the degree of i. The (n × n) transition matrix of a
random walk is given by

T+ = D−1
+ W+

where (D+)ii = di is the (n × n) degree diagonal matrix. A vector p(t)
+ ∈ R

n

represents the visiting distribution over all n nodes at a certain time t. With
these settings, if the walk continues at the next time t + 1, the distribution
vector will be updated as follows:

p(t+1)
+ = p(t)

+ × T+

.
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Multiple Random Walks. Instead of performing a single walk, we run mul-
tiple random walks from a source node in graphs G+ and G− to better infer the
missing trust relationships. The main reason that we can achieve better infer-
ence is that multiple random walks start from the source user sou to seek more
alternatives for the implicit (indirect) relationship to the target user tar. Consid-
ering the graph G+, we define s as the total length of a single walk for which we
recursively update the distribution vector p(s). For a target node tar we consider
all its in-linked edges, denoted by (W+)∗tar, that is the tar-th column vector of
W+. With these settings, the returned value for a random walk terminated at
time s is:

(W+)sou,tar|s = p(s)(W+)∗tar (1)

Theoretically, we can perform random walks with infinite lengths from the source
node. Aggregating the multiple random walks from the source node we have:

(W+)sou,tar =
∞∑

t=1

ω+(t)p(0)
+ Tt

+(W+)∗tar (2)

where p(0)
+ is the starting distribution of a walk on G+ and ω+(t) expresses the

probability that a random walk will terminate at a certain time t:

ω+(t) = p+(s = t|ξ) = ξt

t−1∏

i=1

(1 − ξi) (3)

Therefore, the weighting matrix W+ with the inferred trust relationships is
calculated as follows:

W+ =
∞∑

t=1

ω+(t)Tt
+W+ (4)

In our implementation, we avoid long (infinite) walks on the graph, following the
idea of the “six degrees of separation”, that is most nodes can be reached with
a six step walk length [2]. This means that if a walk has reached more than six
steps, then the walk is terminated. In practice, we observed that random walks
do not reach more than four steps in our experiments with ξt = 0.85, equal to
the dampening factor of PageRank [6].

When performing multiple random walks on graph G+, the distrust rela-
tionships in graph G− are ignored. Consequently, an inferred trust relationship
between a source user sou and a target user tar in W+, might have a conflict of
a distrust relationship between sou and tar in graph G−. To avoid this conflict,
we recompute matrix W+ by setting W+ ← 0, if (W+)ij > 0 ∧ (W−)ij > 0,
∀i, j = 1 . . . n. Finally, the filtered trust relationships and their positive weights
are stored into the initial adjacency matrix with the trust relationships, by set-
ting W+ ← W+.
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3.2 Node Ranking with Trust and Distrust Relationships

A Regularization Framework for Node Ranking. In a plain graph with
a single type of edges that considers only positive weights, we have a weighting
matrix W > 0 and a query vector y ∈ R

n (Definition 1), where the i-th element
yi is the initial query score of node i. The goal is to find a new optimized
ranking vector r ∈ R

n that is smooth and close to y, formulating the following
cost function C as a minimization problem:

min
r

C(r) = S(r) + θÊ(r;y) (5)

The first term S(r) is a smoothness function to consider the structural cost of
the graph. The second term Ê is the ranking error between the vectors r and
y to express how well the optimized ranking vector fits the input query vector.
Parameter θ controls the influence of the second term when minimizing C(r).
According to the regularization framework of [19] the smoothness function can
be calculated as:

S(r) = r�(I − A)r

where A = D−1/2WD−1/2. The ranking error is computed as follows:

Ê(r;y) = ||r − y||2 = (r − y)�(r − y)

To compute the optimized ranking vector r, we take the gradient of C(r) and
set it to zero:

∂(C)
∂r

= (I − A)r + θ(r − y) = 0 ⇒
r = (1 − λ)(I − λA)−1y ∝ (I − λA)−1y (6)

with λ = 1/(θ + 1) ∈ (0, 1).

Ranking with Trust and Distrust Relationships. In our setting the graph
contains the initial trust and distrust relationships and the inferred trust rela-
tionships in the weighting matrices W+ and W−. As in the case of the plain
graphs we have to calculate an optimized ranking vector r, given a query vector
y with the user’s personalized preferences of trust and distrust in the signed
graph. In this respect, we have to reformulate the smoothness function S(r) in
Eq. (5) when minimizing the objective function C(r), considering the weighting
matrices W+ and W−.

We combine W+ and W− into a global weighting matrix W = W+ − W−.
As the trust and distrust relationships are directed, for a node i we calculate the
out-degree douti =

∑
j �=i Wij and the in-degree dini =

∑
j �=i Wji, as well as the

(n × n) diagonal degree matrices (Dout)ii = douti and (Din)ii = dini .
The overall smoothness of the ranking vector is the summation of all local

variations [19]:
S(r) =

∑

i∈V
||∇ir||2 (7)
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where the local variation at each node n in our graph with trust and distrust
relationships is calculated as follows:

||∇ir||
√
√
√
√

1
2

[ ∑

j �=i

∂r/∂(i, j) +
∑

j �=i

∂r/∂(j, i)
]

(8)

with

∂r/∂(i, j) =
√
Wij/douti ri −

√
Wij/dinj rj

∂r/∂(j, i) =
√
Wji/dini ri −

√
Wji/doutj rj (9)

Provided that ∂r/∂(i, j) = −∂r/∂(j, i), according to Eqs. (8) and (9) it is easy
to verify that the overall smoothness in Eq. (7) can be reformulated as follows:

S(r) =
1
2

n∑

i=1

r2i +
n∑

j=1

r2j

n∑

i=1

n∑

j=1

Wijr2i r
2
j√

douti dinj

= r�r − r�Dout−1/2WDin−1/2
r = r�(I − B)f (10)

with B = Dout−1/2WDin−1/2. Based on the formulation of the ranking problem
in plain graphs in Eq. (5) and the smoothness function in Eq. (10), the ranking
problem in our graph with trust and distrust relationships becomes:

min
r

C(r) = r�(I − B)f + θ(r − y)�(r − y) (11)

Similar to the case of a single graph, we derive the following closed-form solution
of the optimized ranking vector:

r = (I − λB)−1y (12)

To generate a personalized ranking for a node m, we set the query vector yi = 1,
if i = m and yi = Wmi otherwise, expressing user’s m personalized preferences
of trust and distrust in the signed graph (Definition 1). Having computed the
query vector y for the node m then we perform the personalized ranking based
on Eq. (12).

4 Experimental Evaluation

4.1 Experimental Setup

As there is no groundtruth available to evaluate directly the performance of the
ranking models in graphs with trust and distrust relationships, we examine the
ranking performance on the troll detection task [4]. Trolls are users that can
intentionally post misleading information, either having malicious intent, profit
motives, or simply behaving in a disruptive way [17]. The goal of the troll detection



480 D. Rafailidis and F. Crestani

task is to identify trolls in a user’s personalized ranking list. In our experiments
we used the “Slashdot Zoo” dataset3 [5], which consists of 77,985 users, 388,190
friend (trust) links and 121,967 foe (distrust) links. Following [5], we use the foes of
a user, called No-More Trolls in the “Slashdot Zoo” dataset. As we investigate the
case of personalized ranking in signed graphs, we generate a personalized distrust
ranking list, aiming to detect trolls high at a user’s ranking list.

In our experiments we used the ranking-based metrics precision, recall and
Normalized Discounted Cumulative Gain (NDCG). Precision is defined as the
ratio of the relevant items in the top-N list, and recall is defined as the ratio
of the relevant items in the top-N ranked list over all the relevant items. The
NDCG metric considers the ranking of the relevant items in the top-N list. For
each user the Discounted Cumulative Gain (DCG) is defined as:

DCG@N =
N∑

j=1

2relj − 1
log2 j + 1

where relj represents the relevance score of item j, that is binary relevance in our
case. As we focus on the troll detection task, we consider an item as relevant if a
user is a troll, and irrelevant otherwise. NDCG is the ratio of DCG over the ideal
iDCG value for each user, that is the DCG value given all trolls in the users’
personalized list. We report precision, recall and NDCG at the top-N = 100
results of the user’s ranking list. The reason that we consider the top-100 ranked
results is that in total there are 96 trolls. We repeated our results five times and
in each run we averaged the evaluation metrics over all users.

4.2 Compared Methods

We evaluate the performance of the following methods:

– MPR [13]: a Modified PageRank algorithm for ranking nodes in signed
graphs. MPR computes the PageRank values in the positive G+ and nega-
tive graph G− separately, and then subtracts negative PageRank values from
positive ones to calculate an aggregated PageRank value per node.

– Troll-Trust [17]: a model that performs personalized ranking with trust
and distrust relationships. Troll-Trust first uses a Bernoulli distribution to
characterize each user as either being trustworthy or being a troll, and then
constructs a probabilistic model based on the users’ trust and distrust rela-
tionships with an iterative algorithm.

– SRWR4 [4]: a Signed Random Walks with Restart method for personal-
ized ranking in signed graphs. SRWR starts a signed random surfer so that
she considers negative edges by changing her sign for walking. In particular,
SRWR first considers the sign of the surfer either positive or negative, that is
favorable or adversarial to a node respectively, and then when a random surfer

3 http://dai-labor.de/IRML/datasets.
4 http://datalab.snu.ac.kr/srwr.

http://dai-labor.de/IRML/datasets
http://datalab.snu.ac.kr/srwr
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encounters a negative edge, she changes her sign from positive to negative, or
vice versa. Otherwise, she keeps her sign.

– MRW-TD* : a variant of the proposed method to evaluate the effect on the
ranking performance of our model when we do not perform the inference of
trust relationships with the inference step of Sect. 3.1. To achieve this, in the
MRW-TD* variant we feed the second step of our approach in Sect. 3.2 with
the initial (direct) trust and distrust relationships of the original graph in the
weighting matrices W+ and W−, respectively.

– MRW-TD : the proposed method of Multiple Random Walks with Trust and
Distrust relationships.

4.3 Balancing Personalized Preferences of Trust and Distrust with
Graphs’ Structural Properties

Figure 1 shows the effect on NDCG, when varying the θ parameter of Eq. (11) in
the proposed MRW-TD approach and its MRW-TD* variant. While considering
the structural properties of the signed graph, higher θ values indicate that the
personalized preferences of trust and distrust will influence more the objective
function in Eq. (11). The results in Fig. 1 demonstrate that a selection of θ =
1e−2 achieves the best NDCG value for both methods. Setting θ = 1e−1 results
in the model’s overfitting, degrading the NDCG metric for both methods. On the
other hand, lower values θ ≤ 1e − 3 consider less user’s preferences of trust and
distrust in the signed network, thus reducing the NDCG metric. Compared to the
variant MRW-TD*, MRW-TD achieves a relative improvement of 35.54%. This
indicates the importance of the proposed social inference step of missing trust
relationships in Sect. 3.1, which solves the sparsity in user’s social relationships.
As a consequence, MRW-TD can better capture the missing relationships than
its MRW-TD* variant, hence MRW-TD produces more accurate personalized
rankings, expressed by the higher NDCG values.

1e−5 1e−4 1e−3 1e−2 1e−1
0.25

0.3

0.35

0.4

0.45

0.5

Parameter θ

N
D

C
G

 

MRW−TD*
MRW−TD

Fig. 1. Effect on NDCG when varying parameter θ.
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Table 1. Methods comparison in terms of NDCG, precision and recall. Bold values
denote the best scores (p < 0.05).

NDCG Precision Recall

MPR [13] .2963 ± .0243 .0812 ± .0131 .0775 ± .0107

Troll-Trust [17] .3646 ± .0058 .1146 ± .0129 .0904 ± .0096

SRWR [4] .4165 ± .0155 .1492 ± .0087 .1363 ± .0055

MRW-TD* .3579 ± .0211 .1046 ± .0115 .0805 ± .0088

MRW-TD .4851± .0104 .1608± .0062 .1588± .0047

4.4 Comparison with State-of-the-Art

In Table 1, we report average NDCG, precision and recall, to compare the pro-
posed MRW-TD method with the state-of-the-art methods for personalized rank-
ing in graphs with trust and distrust relationships. Compared to the second best
method of SRWR, in this set of experiments we achieve a relative improvement
of 16.47, 7.76 and 16.51% in terms of NDCG, precision and recall, respectively.
Using the paired t-test we found that MRW-TD outperforms its competitors in
all runs, with the results being statistically significant at p < 0.05. This occurs
because MRW-TD performs the social inference step, and as a consequence can
better capture the missing (indirect) relationships than other methods. At the
same time MRW-TD balances the structural properties of the signed graph with
the user’s preferences of trust and distrust in the ranking regularization frame-
work of Eq. (11). Notice that the competitors face difficulties in the presence of
sparsity in the social relationships. For instance, the second best method SRWR
changes the sign of the walker based on users’ direct trust and distrust relation-
ships and then generates the personalized rankings accordingly. However, SRWR
does not predict the missing (indirect) trust relationships when producing the
personalized ranking lists. Instead, our proposed MRW-TD method infers the
missing trust relationships, while considering users’ direct trust and distrust
relationships. Clearly, the competitors do not capture well the missing relation-
ships, which negatively affects their ranking performance. In our approach, it is
the combination of the two steps of (i) social inference of missing relationships
and (ii) node ranking in the regularization framework of Eq. (11) that makes
MRW-TD significantly outperform the baseline signed ranking techniques, by
balancing well the structural properties of the enhanced graph with the person-
alized preferences of users’ trust and distrust relationships in the graph.

5 Conclusions

We presented an accurate personalized ranking method in signed graphs with
trust and distrust relationships. As users’ social relationships are sparse, in the
first step of our approach we infer missing trust relationships, while considering
users’ explicit trust and distrust relationships during the inference. In addition,



Multiple Random Walks for Personalized Ranking 483

we introduce a ranking regularization framework to balance users’ personalized
preferences of trust and distrust with the structural properties of the signed
graph. Our experiments show that the proposed approach wins all the competi-
tors by correctly inferring the missing relationships, and taking into account the
graph’s structural properties and user’s social preferences.

Recently, collaborative ranking has gained much attention for generating
personalized recommendations with trust relationships [7,8]. However, the dis-
trust relationships are not considered in these studies. As future work we plan to
extend our approach for designing a collaborative ranking model with both trust
and distrust relationships, while considering evolving users’ social relationships.
This is a challenging task for online social networks, as users’ preferences evolve
over time as well [9–12].
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INFORTECH Research Institutes of University of Mons.
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Abstract. Plagiarism, which is one of the forms of academic miscon-
ducts, is problematic. It results in discouraging innovation, and losing
trust in the academic community. We modeled the plagiarism for acad-
emic publications, by means of the similarity between textual contents,
and citation relations. Furthermore, we adopted the model in our pro-
posed method for plagiarism detection. We evaluate our method using
two types of dataset, namely auto-simulated and manually judged dataset.
Our experiment shows that our method outperforms the baseline, which
only uses the similarity between textual contents, on the auto-simulated
dataset and the manually judged one for the ACL sub-dataset.

Keywords: Plagiarism detection · Information retrieval · Citation
analysis

1 Introduction

Digital archives for academic publications have enabled us to efficiently access
a large volume of scientific information. However, its misuse and misconduct
have of late become a crucial problem. Plagiarism is “the act of using another
person’s words or ideas without giving credit to that person”1, which results in
discouraging innovation and losing trust in the scientific research community. To
alleviate this problem, a number of methods for detecting plagiarisms specifically
for academic publications have been proposed.

In a broad sense, plagiarism detection (PD) is a task to identify whether a
document in question is produced by means of plagiarism, and is often requested
to present one or more source documents as evidences for the plagiarism. How-
ever, in this paper we consider only cases where an input document is a plagia-
rized one and focus only on identifying one or more source documents for the
input document.

As with an adversarial information processing like filtering spam e-mails, a
person who conducts plagiarism, or a plagiarist for short, usually intends to
hide the plagiarism, for example, by means of editing and summarizing source
documents. As a result, PD is a cat-and-mouse game between plagiarists and
people who develop PD systems.

1 https://www.merriam-webster.com/dictionary/plagiarism.
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Whereas the above scenario is associated with intentional plagiarism, detect-
ing unintentional plagiarism is also important to avoid innocent mistakes. Fang
et al. [1] investigated approximately 2 000 papers that were once indexed by
PubMed2 but retracted later and found that 9.8% of them were retracted due
to being judged as a plagiarized paper. Irrespective whether those papers are
associated with intentional or unintentional plagiarism, effective methods for
plagiarism detection will have a significant impact on our society.

One of the crucial steps in PD is to measure the similarity between two
documents. In the field of citation analysis, it is well-known that the number of
same citations between two documents can be a good indicator whether they are
related/similar or not, i.e. bibliographic coupling [2]. The more same citations
two documents have, the more related they are. In this paper, we proposed a
model for plagiarism that combines the similarity between textual contents and
citation relations. More precisely, our model combines the similarity between
textual contents in citing and non-citing sentences. We further applied this model
to our PD system, which identifies source documents.

In this paper, our contribution is twofold. First, we modeled plagiarism by
means of the similarity between textual contents and citation relations, and
applied this model to PD system. Second, we evaluated the effectiveness of our
PD system.

2 Related Work

Generally, the existing PD systems that focus on identifying source documents
can be classified into two categories as shown in Fig. 1. These categories are
search engine-based and direct comparison-based PD system.

PD system
search engine-based

direct comparison-based
textual content-based
structure-based
citation-based

Fig. 1. The categories of PD systems

The search engine-based PD system, which was introduced in PAN work-
shop3, utilizes a search engine to identify source documents, because plagiarists
are likely to use a search engine to find source documents when plagiarizing
document in the Web [3]. The PD systems generate a number of queries from
input document, and submit to a search engine for retrieving source documents.
Therefore, the system should produce queries that represent the source docu-
ments in order to be able to retrieve them. However, the performances of the

2 https://www.ncbi.nlm.nih.gov/pubmed.
3 a competition for plagiarism detection.

https://www.ncbi.nlm.nih.gov/pubmed
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systems are often limited due to the capabilities of the search engine, e.g. query
length, and document-query weighting scheme.

Unlike the previous category, the direct comparison-based PD systems com-
pare input and target documents4 directly, one by one. In this category, the PD
systems can be divided into three types based on the aspects that the systems use
for comparing documents, namely textual content, structure, and citation-based.

In the textual content-based type, the PD systems compare textual contents
of input and target documents whether they have significant similarity. The
systems use various textual comparison strategies, e.g. word n-gram [4].

In the structure-based type, the PD systems take the structure of document
into consideration when comparing input and target documents since there are
some parts of the document that may be less important than the others. For
instance, Alzahrani et al. [5] used section-based component to represent the
structure of document, such as introduction, method, and conclusion section
as the components. They put different weight for each component, thus the
important components have heavier weight than the less important ones, e.g.
method section has heavier weight than introduction section has. They used these
weights to re-weight terms in input and target documents when comparing them.

In the citation-based type, the PD systems consider citation relations when
comparing input and target documents. There are two kind of citation consid-
erations in the existing PD systems. First, the existence of citations is the sign
of innocent case, such as in the system developed by Alzahrani et al. [5]. Thus,
input document is not a plagiarized one and target documents that are similar
to the input one are not source documents, as long as the input one cites them.

The second consideration is that the existence of citation relations are used to
measure the similarity between input and target documents, which is motivated
by the phenomena in citation, i.e. bibliographic coupling [2]. HaCohen-Kerner et
al. [6] compared reference lists between input and target documents whether they
have a significant degree of reference overlap. However, their system resulted in
producing many false positives. It means that the innocent documents are labeled
as plagiarized ones. One possible explanation is that these innocent ones cite the
same documents with others, but their contents may be different.

Different from HaCohen-Kerner et al. [6], Gipp et al. [7] used the pattern of
citation anchors5 in input and target documents. They generated a number of
chunks of citation anchors from the input and the target documents to compare
whether the documents have a significant degree of chunk overlap or not. Since
their system is likely to fail when there is no citation anchor, recently this work
was extended by Pertile et al. [8], where they combined the similarity of textual
content in document level, the similarity of reference list, and the pattern of
citation anchors.

4 Target documents are a set of documents in a collection where source documents
exist.

5 Citation anchors refer to characters in citing sentences that point to documents in
reference list.
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In summary, the recent works in PD consider citation relations to measure the
similarity between input and target documents. However, these works may fail
when there is no citation relations, or produce false positives. Thus, comparing
citation relations alone is not sufficient.

To alleviate this problem, we proposed a model for plagiarism that combines
the similarity between textual contents and citation relations, and adopted this
model to our PD system. More precisely, we combined the similarity between
textual contents in citing and non-citing sentences. Hence, a document is likely
to be a plagiarized document, when it has a significant amount of citing and/or
non-citing sentences that are similar to the other documents.

3 Proposed Approach

3.1 Model for Plagiarism

As mentioned previously, we model plagiarism by means of the similarities
between textual contents in citing and non-citing sentences. Thus, given input
(X) and target document (Y ), their similarity score is calculated as follows:

Score(X,Y ) = α Sim(Cite(X), Cite(Y ) +
(1 − α) Sim(NCite(X), NCite(Y )) (1)

with

– Cite: a function that returns citing sentences from a document.
– NCite: a function that returns non-citing sentences from a document.
– α: a weighting parameter with value [0,1]. Thus, by tuning this value, we are

able to prioritize between the similarity of citing and non-citing sentences.
– Sim: a function that measures the similarity of textual content.

Next, given d1 and d2 as vectorized text fragments generated by using bag-of-
word method (i.e. word as the dimension of the vector), we define Sim, which
calculates the similarity of textual content, by the following equation:

Sim(d1,d2) =
d1 · d2

‖d1‖ ‖d2‖ (2)

In order to transform a text fragment to its vector representation, we calculate a
weight for each word in the text fragment based on the frequency of that word in
the text fragment, and inverted document frequency of that word in a document
collection, by the following equation:

wt = ft log
N

nt
(3)
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with

– ft: total number of word t that appears in the text fragment.
– N: total number of documents in document collection.
– nt: total number of documents in document collection that contain word t.

Unlike the PD systems that only consider citation anchors/reference lists, our
model is still able to perform PD when citation relations are not available since
the model compares non-citing sentences. In addition, when citation relations
are available, our model considers them by means of the similarity between the
textual contents in citing sentences. Therefore, our model is different from the
textual content-based PD system, which does not consider the citation relations.

Regarding our task of PD that identifies source documents, the similarity
score in our model is used to rank the target documents. Thus, the source doc-
uments ideally should be located at the top of the target document list.

3.2 PD System

Here, we describe our PD system, given an input document and a set of target
documents in a collection. The system outputs a ranked document list, which
in ideal situation, the source documents should be located at the top of the
document list. Our PD system consists of three components as described in
Fig. 2, namely sentence classification, preprocessing, and document comparison.

Preprocessing Ranked

Target

document
Input

documents

Sentence
classification

Document
comparison document list

Fig. 2. The components in PD system

Sentence Classification. Since our model combines the similarity between the
textual content in citing and non-citing sentences, all sentences in a document
should be classified into two classes, i.e. citing and non-citing sentence. This
component performs the classification based on the condition whether a sentence
contains citation anchor or not. Thus, a sentence containing citation anchor is
classified as citing sentence, otherwise it is non-citing sentence.

We employed regular expression to recognize citation anchors for the follow-
ing formats:

– Combination of author name and publication year, e.g.: (name, 2010), (name,
2010; name, 2010a), name (2010), [name, 2010b], and [name, 2010; name,
2010b].
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– Combination of author name, publication year, and page/paragraph number,
e.g.: (name, 2010, p.1), (name, 2010, para.1), and (name, 2010, p.i).

– Citation anchor is a sequence of characters that refers to a document in
reference list, e.g.: [1], [LIZ2], and (1).

– Combination of author name, publication year, and a document identification
in reference list, e.g.: [name, 2010 (1)]

Preprocessing. This component performs some modifications to a text frag-
ment, which is its input. First, the text fragment is lowercased, and any numerical
character is removed. The next step is to remove any word that is considered as
stopwords6, and lastly words are stemmed using stemmer7 for English language.

Document Comparison. This component measures similarity between input
and target documents by applying our model for plagiarism, which is described in
Sect. 3.1. An input document is compared with target documents one by one, and
the target documents are sorted in descending order according to their similarity
scores. The list of ordered target document is the output of this component,
which is also the output of our system (i.e. the ranked document list).

4 Experiment

4.1 Dataset

To evaluate our system, we need dataset that is suitable for our PD task. Since
identifying source documents is our goal, the dataset should consist of input doc-
uments and document collection containing their source documents. As we have
mentioned earlier, we only use plagiarized documents as the input of our system.
Additionally, because our model of plagiarism combines the textual similarity
between content in citing and non-citing sentences, the dataset should contain
citation relations. In this experiment, we used two types of dataset, namely
auto-simulated and manually judged dataset.

The auto-simulated dataset was produced by Alzahrani et al. [5] by con-
structing plagiarized documents automatically since it is difficult to obtain ver-
ified plagiarized documents. In this dataset, they controlled the length and the
obfuscation level of the plagiarized text fragment. They performed obfuscation
by using several text modification techniques, such as verbatim copy-paste, word
shuffling, synonym replacement, back-translation, and auto-summarization.

To construct the plagiarized documents, Alzahrani et al. [5] used document
collection from Directory of Open Access8. First, they divided documents in
the collection into two groups, namely plagiarized and target group. Second,
they inserted text fragments from any document in the target group to any

6 http://snowball.tartarus.org/algorithms/english/stop.txt.
7 https://opennlp.apache.org/.
8 http://doaj.org.

http://snowball.tartarus.org/algorithms/english/stop.txt
https://opennlp.apache.org/
http://doaj.org
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document in the plagiarized group after the text fragment is obfuscated. Thus,
documents in the plagiarized group that are inserted with the text fragments
are the plagiarized documents, and the ones where these text fragments come
from are the source documents.

The manually judged dataset was created by Pertile et al. [8] by identifying
documents that are suspected as the result of plagiarism in two document col-
lections, namely ACL anthology9 and PubMed10. First, they compared all doc-
uments in each document collection by using some similarity methods. Second,
they pooled pairs of document from the top 30 ranked pairs for each similarity
method. Lastly, they asked 10 annotators to judge these pairs of document by
using the definition of plagiarism from ACM11 and IEEE12. Thus, the identi-
fied pair of document is the pair of input and source document. The complete
information about these datasets is described in Table 1.

Table 1. The statistics of the datasets

Type Manually judged Auto-simulated

ACL PubMed

Topic Computation
linguistics

Biomedical and
life science

Science and
technology

Target document 4 685 1 440 8 657

Input document 40 60 3 950

Avg. word (target) 2 557.7 2 868.8 4 417

Avg. word (input) 2 797 3 732 5 263

Source/input document 1.025 1.05 2.5

Kappa .675 .524 —

Agreement rate 84% 80% —

4.2 Evaluation Method

Since our system outputted a ranked list of document, we used Mean Average
Precision (MAP), which measured the ranking quality of a document list for
evaluation method. In addition, we evaluated our system by measuring recall (R),
precision (P), and F1. We calculated those methods by the following equations:

9 http://aclanthology.info/.
10 https://www.ncbi.nlm.nih.gov/pubmed/.
11 http://www.acm.org/publications/policies/plagiarism policy.
12 http://www.ieee.org/publications standards/publications/rights/plagiarism FAQ.

html.

http://aclanthology.info/
https://www.ncbi.nlm.nih.gov/pubmed/
http://www.acm.org/publications/policies/plagiarism_policy
http://www.ieee.org/publications_standards/publications/rights/plagiarism_FAQ.html
http://www.ieee.org/publications_standards/publications/rights/plagiarism_FAQ.html
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MAP (n) =
1

|D|
|D|∑

d=1

1
|srcd|

n∑

i=1

P (Ld,i) (4)

P (Ld,i) =
|{s ∈ srcd ∩ Ld,i}|

i
(5)

R(Ld,i) =
|{s ∈ srcd ∩ Ld,i}|

|srcd| (6)

F1(Ld,i) =
2 × P (Ld,i) × R(Ld,i)

P (Ld,i) + R(Ld,i)
(7)

with

– n: cut-off value for ranked document list.
– Ld,i: top i documents of ranked document list for input document d.
– srcd: set of source documents for input document d.
– D: set of input documents.

MAP, R, P, and F1 produce score between [0,1]. When MAP score is 1, it means
that all source documents for a given input document are located at the top of
the ranked document list, consecutively. Thus, the higher the MAP score, the
better the system performs.

When R score is equal to 1, it means that all source documents are contained
in the ranked document list. While P score is 1, it suggests that all documents
in the ranked document list are source document. Both R and P are combined
as F1, thus the higher the F1 score, the better the system performs.

4.3 Experiment Result

Baseline. In our experiment, we compared our system with baseline that mea-
sured the similarity between the textual content of input and target docu-
ments without distinguishing citing and non-citing sentences. Thus, the base-
line belongs to the category of textual content-based PD system. The processes
in this baseline are similar to our system, except it does not perform sentence
classification, and it uses Eq. 2 to compute the similarity scores.

Citation-Based PD. We also compared our system with the citation-based
PD methods in Pertile et al. [8]. Generally, the methods compared list of ref-
erence and citation anchors between two documents, i.e. the number of similar
references (BC), the overlap of references divided by its union (JR), the co-
occurrence of citation anchors (CC), and the summation of a weighted similar
reference, thus a reference cited by fewer documents has heavier weight (CF).

Result and Discussion. First, we present and discuss the results when our
system only use the similarity of textual content in citing sentences (CS) or in
non-citing ones (NS). Thus, we can identify which factor is the best and should
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be prioritized in this experiment. In addition, we compare our system with the
methods in Pertile et al. [8]. Second, we show and discuss the results of our
system with the best weight (α) and its improvement, which is achieved. Lastly,
we discuss the errors that happen in this experiment.

Table 2 presents the results when we only use the similarity of textual content
in citing sentences (CS) or non-citing ones (NS) on the auto-simulated dataset.
While the results of similar experiment on the manually judged dataset are
shown in Tables 3 and 4. In Table 2, CS outperforms the baseline and NS at
every cut-off based on their MAP scores. On average, the MAP scores of CS and
NS are about .067 and .005 higher than the baseline, respectively. Moreover,
we conducted 2-tailed paired t-test among them using their MAP scores (cut-
off = 100), we found that their differences are significant at level 1%. Thus, these
results suggest that CS should be prioritized on this dataset.

Table 2. The performance of baseline, NS, and CS on the auto-simulated dataset

Cut-off Baseline NS CS

MAP F1 R P MAP F1 R P MAP F1 R P

10 .308 .100 .361 .058 .313 .107 .375 .063 .379 .136 .435 .080

30 .314 .052 .442 .028 .320 .054 .452 .029 .384 .061 .488 .032

100 .318 .024 .574 .012 .324 .025 .582 .013 .386 .023 .553 .012

Based on F1, R, and P scores in Table 2, CS outperforms the baseline and NS
at cut-off 10 and 30, while NS outperforms CS and the baseline at cut-off 100.
These results indicate that CS may be unable to identify some source documents
that have a significant amount of similar non-citing sentences but not citing ones
with input documents, and they are identified by NS. Thus, combining CS and
NS is likely better, since both of them may complement each other.

In Table 3, which shows the MAP scores on the manually judged dataset, the
performance of the baseline is pretty good. Since the ratio of input and source
documents is approx. 1 (Table 1), and the R scores in Table 4 are close or equal
to 1, the MAP score about .9 means the majority of the source documents are
located at the first position in the ranked document lists for each input document.
We found 7 out of 100 input documents (1 in the PubMed and 6 in ACL sub-
dataset), which their source documents are not located at the first position in
their ranked document lists. Consequently, to outperform the baseline on this
dataset may be difficult. This happened probably due to the limitation of this
dataset since Pertile et al. [8] only focused on pairs of document that have large
amount of similar textual contents to be annotated. Thus, the source documents
are mostly located at the top of the ranked document lists in our baseline.

The above reason may also explain why the performance of our system is
different in both datasets. Since Alzahrani et al. [5] controlled the length of
plagiarized text fragments in the auto-simulated dataset from the short to the
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Table 3. The MAP scores of baseline, NS, CS, and methods in Pertile et al. [8] on the
manually judged dataset

Sub-dataset Cut-off Baseline NS CS CF BC JR CC

PubMed 10 or more .993 .978 .978 .900 .900 .900 .430

ACL 10 .908 .908 .963 — — — —

30 .908 .910 .964 — — — —

100 .910 .911 .964 .800 .810 .810 .620

long one, thus it is more difficult to identify source documents in this dataset.
Moreover, they controlled the obfuscation level of the plagiarized text fragments
from the light one to the heavy one, unlike the manually judged dataset.

On the PubMed sub-dataset, the MAP scores of CS and NS are about .015
lower than the baseline in Table 3, although their F1, R, and P scores in Table 4
are the same. While on the ACL sub-dataset, on average, the MAP scores of
CS are .054 higher than the baseline and NS as shown in Table 3. In addition,
CS outperforms the baseline and NS on this sub-dataset at cut-off 10 and 30
according to their F1, R, and P scores in Table 4. These results suggest that CS
may be better if it is given heavier weight in the manually judged dataset.

In Table 3, CS also outperforms all the methods in Pertile et al. [8] based on
their MAP scores on the manually judged dataset. These results indicate that
comparing list of reference and citation anchors alone is not sufficient for PD.

Tables 5 and 6 present the experiment results of our system with the best
weight (α) on the auto-simulated and manually judged dataset, respectively. As
shown in Table 5, our system with α = .9 achieves the best MAP scores at every
cut-off on the auto-simulated dataset, which is about .07 higher than the baseline
on average. We also conducted 2-tailed paired t-test between our system (α = .9)
and the baseline by using their MAP scores (cut-off = 100), we found that their
difference is significant at level 1%.

Table 4. The F1, P, and R of the baseline, NS, and CS on the manually judged dataset

Sub-dataset Cut-off Baseline NS CS

F1 R P F1 R P F1 R P

PubMed 10 or more .220 1.000 .123 .220 1.000 .123 .220 1.000 .123

ACL 10 .181 .950 .100 .181 .950 .100 .190 .975 .105

30 .064 .950 .033 .068 .988 .035 .069 1.000 .036

100 .021 1.000 .011 .021 1.000 .011 .021 1.000 .011
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Table 5. The best performance of our system on the auto-simulated dataset

Cut-off Baseline α = .5 α = .9

MAP F1 R P MAP F1 R P MAP F1 R P

10 .308 .100 .361 .058 .360 .135 .435 .080 .383 .137 .440 .081

30 .314 .052 .442 .028 .368 .065 .518 .035 .388 .062 .495 .033

100 .318 .024 .574 .012 .372 .028 .633 .014 .390 .024 .567 .012

In addition, our system (α = .9) achieves the best F1, R, and P on the
auto-simulated dataset in Table 5 at cut-off 10. While at cut-off 30 and 100, our
system with α = .5 achieves the best F, R, and P on this dataset, which is .007
higher than our system with α = .9 based on their F1 scores.

In Table 6, our system does not outperform the baseline on the PubMed sub-
dataset, although its best MAP score (α = .9) is about .007 lower than the
baseline and their F1, R, and P scores are the same. While on the ACL sub-
dataset, we find that our system (α = .9) outperforms the baseline about .067
higher on average based on their MAP scores, and also achieves the best F1, R,
and P scores at cut-off 10 and 30.

Based on the MAP scores, our system achieves its best performance when
α = .9 on both datasets. Thus, it confirms our previous finding that it is better to
give heavier weight on the similarity between textual content in citing sentences
in this experiment. The results also suggest that the similarity between textual
content in citing and non-citing sentences complement each other, since the MAP
scores become worse when only using one of them. Moreover, we conducted 2-
tailed paired t-test among the MAP scores (cut-off = 100) on the auto-simulated
dataset when our system uses α = 0 (NS), α = .9, and α = 1 (CS). We found
that their differences are significant at level 1%.

Table 6. The best performance of our system on the manually judged dataset

Sub-dataset Cut-off Baseline α = .9

MAP F1 R P MAP F1 R P

PubMed 10 or more .993 .220 1.000 .123 .986 .220 1.000 .123

ACL 10 .908 .181 .950 .100 .975 .190 .975 .105

30 .908 .064 .950 .033 .976 .069 1.000 .036

100 .910 .021 1.000 .011 .976 .021 1.000 .011

Error Analysis. In this experiment, we conducted error analysis on the man-
ually judged dataset using the best results of our system (α = .9). We found 4
input documents (3 in the PubMed and 1 in the ACL sub-dataset), which their
MAP scores are not as high as the others. We suspected that there are three
reasons why these errors happened.
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First, some of the target documents that are not annotated as source doc-
ument have similarity scores higher than the source documents in our system.
Moreover, we observed a significant similarity of textual contents between them
and the input document. This happened probably because Pertile et al. [8]
used cut-off (i.e. the top 30) instead of similarity threshold on their method to
pool document pairs from the document collections to be annotated. Since their
method might rank these target documents lower than the cut-off, these target
documents are ignored and not annotated. We found two input documents from
the PubMed sub-dataset associated with this error. Thus, determining similarity
threshold to decide whether an input and a target document are a plagiarized
and source document, respectively is another crucial issue in PD.

Second, the target documents mentioned above have similar topic with the
input document. For instance, they discuss the same research problem, use the
same learning algorithm, and evaluate their methods using the same dataset.
However, their proposed methods are different. We also observed that they and
the input document cite some documents together, and also use similar ter-
minologies and descriptions. We identified one input document from each sub-
dataset associated with this error.

Lastly, we suspect that our similarity method (see Eq. 2) may be sensitive to
the length of text fragments when one of them is longer. We identified one input
document from the ACL sub-dataset may associate with this error.

5 Conclusion

Plagiarism, which is one of the forms of academic misconducts, is problematic.
It results in discouraging innovation and losing trust in the scientific research
community. We proposed a method for plagiarism detection (PD) based on our
model of plagiarism, which combines the similarity between textual contents in
citing and non-citing sentences.

Given a plagiarized document as the input, our system identifies its source
documents. We evaluated our system using two types of dataset, namely auto-
simulated and manually judged dataset. In the evaluation, we compares our sys-
tem with the baseline, which measures the similarity of textual contents between
two documents without distinguishing citing and non-citing sentences.

According to the experiment results, our system does not outperform the
baseline for the PubMed sub-dataset on the manually judged dataset, although
the difference of their MAP (Mean Average Precision) scores is about .007. How-
ever, our system outperforms the baseline on the auto-simulated and the man-
ually judge dataset for the ACL sub-dataset about .07 and .067 higher (MAP)
than the baseline, respectively.

As for future work, we may extract more features from citation relations,
and integrates them with the current system. Additionally, to reduce the vector
sparsity of text fragments when measuring their similarities, we may use an
algorithm to learn their vector representations.
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Abstract. The automated classification of text documents is an active
research challenge in document-oriented information systems, helping
users browse massive amounts of data, detecting likely authors of
unsigned work, or analyzing large corpora along predefined dimensions
of interest such as sentiment or emotion. Existing approaches to text
classification tend toward building black-box algorithms, offering accu-
rate classification at the price of not understanding the rationale behind
each algorithmic prediction. Lexicon-based classifiers offer an alternative
to black-box classifiers by modeling the classification problem with a
trivially interpretable classifier. However, current techniques for lexicon-
based document classification limit themselves to using either hand-
crafted lexicons, which suffer from human bias and are difficult to extend,
or automatically generated lexicons, which are induced using point-
estimates of some predefined probabilistic measure in the corpus of inter-
est. This paper proposes LexicNet, an alternative way of generating
high accuracy classification lexicons offering an optimal generalization
power without sacrificing model interpretability. We evaluate our app-
roach on two tasks: stance detection and sentiment classification. We
find that our lexicon outperforms baseline lexicon induction approaches
as well as several standard text classifiers.

Keywords: Text classification · Lexicon induction · Sentiment analy-
sis · Stance classification

1 Introduction

Text classification is a core task in natural language processing, with applica-
tions ranging from web search to author detection. For example, support vector
machines [11], a common and extremely powerful classification algorithm [10]
have helped improve document navigation tasks by categorizing web search
results [4], analyzed corpora to identify anonymous authors [7], and are used to
identify spam e-mails [8] at large scale. However, supervised classification algo-
rithms suffer from not providing predictions that can be explained. Understand-
ing the reason behind a classification allows us to establish trust in further pre-
dictions, which can have far-reaching consequences in algorithms deployed in pro-
duction systems such as search engines and document categorization pipelines.
c© Springer International Publishing AG 2017
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DOI: 10.1007/978-3-319-67008-9 39
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Lexicons attend to this need by offering a white-box approach to text mining.
They do so by using an additive model, where the probability of an instance
belonging to a class is a weighted sum of the probabilities of each term belong-
ing to that class.

A lexicon prediction can thus be interpreted by observing the terms that are
contained in the instance and the terms which have contributed the most to the
prediction, and it is possible for a human agent to modify the model in order
to correct a mistake without restarting the learning process entirely. Figure 1
illustrates the explanation step with an example.

However, current techniques used to build those lexicons are lacking in many
respects compared to standard supervised text classifiers. This paper attempts
to conciliate lexicon-based classification and traditional classification models by
defining a simple and effective training procedure that can generate lexicons
with a classification accuracy that is competitive with modern classification
algorithms. Firstly, they use point estimates of text statistics (such as raw co-
occurrence or mutual information) in order to build a lexicon that is susceptible
to overfitting. Secondly, they perform significantly worse than black-box models.

Example 1. In a binary sentiment classification setting, for a
given sentence “I love horror books”, a lexicon L referred on the
figure, the lexicon could find an aggregated score of f(love) ×
1.0 + f(horror)× 0.3 + f(books)× 0.5 = 1.8 for the Positive
class, and f(love)×0+f(horror)×0.7+f(books)×0.5 = 1.2
for the Negative class, where f is a function measuring some no-
tion of local term frequency. The decision functionD would then
return the class with the maximum value, i. e., Positive. A human
reader can read the sentence and identify that the term “love”
is responsible for tipping the classification towards the Positive
class.

Example Lexicon

Term Positive Negative

love 1.0 0.0
horror 0.3 0.7
books 0.5 0.5

Fig. 1. Classification and explanation with a sentiment lexicon

We first formalize the concept of lexicons and explore the state of the art
in the domain of lexicon-based classification. We then detail our contribution,
formalizing lexicon-based classification as a form of computational graph and
inducing optimal weights using a regularized objective function. We then detail
our evaluation protocol on two classification tasks: stance detection and sen-
timent classification. We perform an evaluation against standard lexicons and
baselines found in the literature and report that our approach significantly out-
performs standard text classification techniques. Finally, we analyze and discuss
our results, before exploring the next steps of our work.

2 Related Works

Despite its widespread use in real-world applications, text classification
heavily relies on black-box models offering little if any explanation on
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their predictions [21]. Lexicon-based classifiers overcome this limitation by con-
straining the classification to a simple model: each term/class pair is linked to a
score, and a new instance gets assigned a score for each class corresponding to
a sum of those scores weighted by the frequency of the corresponding term.

Those scores get weighted according to the frequency of that term in the
instance and then added together, and finally the class with the highest total
score for a given instance is chosen as the prediction. Such a classification model
offers the flexibility of transparency: each prediction can be explained trivially by
analyzing the terms that were present in the text, and any domain expert could
revise the model manually with a simple text editing software. This transparency
however comes at the cost of some classification accuracy, due to the simplistic
nature of its inference scheme.

2.1 Lexicon-Based Classification

Lexicons are linguistic tools for the automated analysis of text. Their most noto-
rious uses are classification and feature extraction [2,5]. They can take many
forms, the most common of which is a simple list of terms associated to a cer-
tain class of interest. Classification is done by counting the number of terms
belonging to each list in a given unlabeled instance, and returning the class
associated to the list with the most occurrences. Optionally, the terms can be
weighted according to their strength of association with a given class. Some lex-
icons also contain additional contextual information in order to help their users
build more complex models [17], but they all share the same architecture:

Definition 1 (formal classification lexicon). A classification lexicon Lex is
a tuple Lex = 〈L,A,D〉 where:

L : T × C �→ IR
A : IRn �→ IR
D : IRn �→ IR

For a given dictionary of terms T and set of classes of interest C, L is a map-
ping function that assigns an unbounded value to each pair (t, c) where term
t ∈ T and class c ∈ C. The function A is an aggregation function that accu-
mulates scores and returns one value, and D is a decision function that selects
and returns a single one of these aggregated values. Concretely, the mapping
determines an evidence score for each term using a look-up list (the lexicon),
propagates it to the aggregation function which aggregates the evidence into
one cumulative score per class. Finally, the decision function evaluates each
score to select the one that is the most likely. Figure 1 provides an example of
the classification process.

We therefore define a core challenge in lexicon-based classification: the lexicon
induction problem. The next section reviews techniques traditionally used to
solve the lexicon induction problem.
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Definition 2 (lexicon induction problem). The lexicon induction prob-
lem is the estimation, given aggregation function A and decision function D, of
the optimal function L so that the resulting lexicon Lex = 〈L,A,D〉 minimizes
its classification errors on unseen data.

2.2 Lexicon Induction Techniques

Research in lexicon induction outlines multiple families of techniques that can
be used to produce a computational lexicon. Those techniques are either built
on an extensive lexical resource such as an ontology, or on an estimation of
strength of association between each term and a class in a reference corpus.
Research has shown that merging multiple lexicons produces a reliable feature
extractor to augment an existing classifier [27], but using those lexicons for direct
classification was not explored.

Traditional hand-crafted lexicons (THCL). Due to the computational cost
of building a lexicon from text, early lexicons were hand-crafted by domain
experts [24] and while higher performance in automated classification tasks has
been shown using modern techniques, there still exist handcrafted lexicons in
use to this day such as the Linguistic Inquiry and Word Count lexicon [20].
The strengths of these approaches are that they generalize well and are highly
interpretable due to their human (and not algorithmic) origin. Conversely their
weakness are that they tend to be small due to the human labor involved in gen-
erating them, and less effective than other methods due to their focus on human
interpretability. However they can provide a commonsense knowledge back-up
in hybrid lexicons [16] with some degree of success.

Ontology-based lexicons (OBL). OBL learning techniques use a few human-
provided seed words for which the class is known, and leverage some external
relationship (typically synonymy, antonymy and hypernymy) in a semantic graph
such as WordNet [15] to propagate class values along that graph [9]. Because
this family of techniques is extremely foreign to the one we are proposing, we do
not evaluate against it and only refer to it for the sake of exhaustiveness.

Corpus statistic-based lexicons (CSBL). CSBL learning techniques use a labeled
corpus of interest in order to learn a domain-specific lexicon. The two main sta-
tistics used for this purpose are the conditional probability (Eq. 1) of observing a
term given a class, and the pointwise mutual information (PMI, Eq. 2) between
the observation of a term and the observation of a class. These approaches are
flawed in that they can overemphasize spurious correlations between terms and
classes. For example, if a non-class specific term such as “Monday” accidentally
co-occurs too often within one class, it will be misconstrued as being indica-
tive of that class, and the lexicon will overfit. Bandhakavi et al. [1] describe a
method for building conditional probability-based lexicons and Turney [25] an
approach using PMI and an external search engine to compute lexicon scores.
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Other works [6] have shown some improvement using the normalized PMI mea-
sure (NPMI, Eq. 3) on a stance classification task.

P (t; c) =
p(t|c)

∑|C|
i=0 p(t|ci)

(1)

PMI(t; c) =
log(p(t; c))
p(t)p(c)

(2) NPMI(t; c) =
log(p(t;c))
p(t)p(c)

− log [p(t; c)]
(3)

3 Lexicon Induction by Backpropagation

CSBL learning techniques traditionally use point estimates of some statistical
values on a corpus. Assuming Fn×1 is a n × 1 matrix containing the frequencies
of each of the n terms in instance x and W c×n is a c × n matrix indexed by a
class c and containing an association score for each term-class pair, we define
the classification step of a lexicon in the following way:

Prediction(x) = ArgMaxc (Wc · F ) (4)

We can observe that a standard lexicon is a computational graph, i. e., a
composition of functions, as shown in Fig. 2 illustrating the network topology
of a binary classification lexicon. This allows us to use gradient-based learning
techniques such as backpropagation in order to solve the lexicon induction prob-
lem. The details of the network topology and the training protocol are explained
in the following sections.

3.1 The Lexicon Network Topology

The lexicon network topology corresponds to a shallow network with linear units
(the lexicon layer), where one regressor is trained per class and the output of each
regressor (the aggregation layer in Fig. 2) is fed into a SoftMax normalization
layer (the decision layer in Fig. 2) so as to produce a probability distribution as
a final output, which is necessary to backpropagate the error gradient to find
the optimal lexicon weights. In this section we review each layer of the neural
lexicon and their function.

The vocabulary input layer. The input layer feeds term frequencies into the
network. The output of this layer is a n × 1 matrix F (see Eq. 4) where n is
the number of terms in the lexicon. The inputs can be logarithmically scaled to
smooth out the differences in input length using the ScaledFrequency function
where RawFrequency corresponds to the number of times a term has appeared
in the current input. More complex scaling functions are typically applied in text
classification.

ScaledFrequency(t) = Log(1 + RawFrequency(t)) (5)
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Fig. 2. The LexicNet network topology

The lexicon layer. The lexicon layer maps a term to its respective class-
dependent scores. This layer is represented by a c × n matrix W (see Eq. 4)
where n is the number of terms in the lexicon and c the number of classes.

The aggregation layer. The aggregation layer adds up evidence towards a class
from a list of units in the previous layer by performing an inner product between
n × 1 matrix F and c × n matrix W . The output of this layer is a 1 × c row vector
O containing the aggregated scores for each of the classes.

The decision layer. The decision layer transforms the row vector O into a prob-
ability distribution using the SoftMax function [3] and returns it as the output
of the network. At testing time, the decision layer returns the ArgMax of the
probability distribution in the output in order to compute the accuracy of the
current model. At training time, it returns only the probability distribution since
the ArgMax function is not differentiable, which is a required feature for the
backpropagation algorithm.

3.2 Lexicon Network Training

We train the LexicNet network using an Elastic Net-regularized average cross-
entropy error function. In this section we detail our training procedure and cost
function.
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Cost Function and Regularization. The backpropagation algorithm relies on
reverse-mode differentiation in order to train the network in a computationally
efficient way, by updating the weights of the units based on the error gradient
with respect to those weights. We transform the label of each instance into a
probability distribution vector of length n where Yi = 1 for the relevant class
and Yi = 0 otherwise in order to use the average cross-entropy cost function
(function E detailed in Eq. 6).

E(Y, Ŷ ) = − 1
m

·
m∑

i=1

n∑

j=1

(
Yi,j × log(Ŷi,j) + (1 − Yi,j) × log(1 − Ŷi,j)

)
(6)

Given a set of predictions Ŷ and their corresponding ground truth labels Y ,
the average cross-entropy function iterates over each pair (y ∈ Y ; ŷ ∈ Ŷ ) where
both y and ŷ are probability distributions over n classes and computes their
cross-entropy, which is then averaged over the m instances. However, optimizing
over a direct function of the error with a large amount of free parameters (number
of classes × number of lexicon entries) will lead to overfitting on the training data
and poor performance on the test data, which indicates the need to regularize
our training process. To counter that effect a regularization term is added to the
optimization process using Elastic Net regularization [30] which has been shown
to work on neural networks architectures [13].

The cost function J resulting is shown in Eq. 7.

J(θ,X, Y ) = E(Y, h(X)) + λ ∗
⎛

⎝α ∗
m∑

j=0

|wj | + (1 − α) ∗
√
√
√
√

m∑

j=0

w2
j

⎞

⎠ (7)

Here we can observe the presence of two different regularization parameters:
λ corresponds to a regularization weight, which modulates the importance that
we are putting on obtaining a generalizable lexicon against having a low error in
the training set and is selected empirically, α corresponds to the elastic weight
which weights the importance put on minimizing respectively the L1−norm or
the L2−norm of the lexicon weights, wi corresponds to the weight of unit i in
the lexicon layer.

Optimization. We train our network using Backpropagation and the full batch
Gradient Descent algorithm with Nesterov momentum [18] as described in Eq. 8,
where μ is the velocity scaling parameter and γ is the learning rate. Nesterov
momentum works by updating each weight in two steps: firstly using a scaled
version of their previous update (conditioned by a fixed velocity parameter),
followed by a course correction step using the error gradient after the first update,
mimicking the effect of momentum in physical objects.

wi ← wi − μ × ui

ui ← ∂J

∂wi

wi ← wi − γ × ui

(8)
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4 Experiments

We evaluated our approach using a 10-fold cross-validation [23] on multiple
tasks. We used standard TF-IDF term weighting [22] for the supervised clas-
sifiers because of it is shown to be competitive with more complex weighting
methods for text classification where there is little to no term filtering [29]. We
measured the performance of our algorithm against standard supervised classi-
fier baselines and lexicon induction techniques using the accuracy performance
metric (percentage of test instances correctly classified). The rest of this section
details the datasets and baseline algorithms used in our experiments.

4.1 Datasets

We performed our evaluation on two tasks, containing a total of 4 datasets for
stance classification and sentiment analysis. Class statistics for each dataset can
be found in Table 1. We describe the tasks and datasets associated in the rest of
this section:

– Stance detection is the study of local stance of a document with respect
to a topic or another stance. For example, if the topic of discussion is “death
penalty” and a document d1 is for the death penalty, then a document d2
that is against the death penalty is said to be in disagreement with docu-
ment d1, while a document d3 that is also for the death penalty is said to
be in agreement with document d1. Stance classification is the classification
of unseen documents with respect to a topic or an existing stance. In this
work, we consider a reduced version of the stance classification task with an
unobserved topic, which means that the classifiers do not have any contextual
information.

• The IACdataset is a subset of the Internet Argument Corpus [26] con-
taining forum comments crawled from 4forums1 on different topics: e. g.,
politics, . . . and labeled on a scale from −5 to 5. A subset of comments
that ensured disjoint class membership (with an average score far from 0)
and containing more than 3 words was binned into 2 classes (agreement
and disagreement) and used for our experiments.

• TheCDdataset is a dataset collected from the CreateDebate forum2

dedicated to social argumentation on political and religious topics and
labeled using 2 classes (agreement and disagreement).

– Sentiment classification is the study of the sentiment (positive or negative)
contained within a piece of text. While many datasets propose finer-grained
sentiment classes (positive, negative, and neutral or numerical gradation of
sentiment) we chose to use a binary sentiment classification task as the object
of our study.

1 http://www.4forums.com.
2 http://www.createdebate.com.

http://www.4forums.com
http://www.createdebate.com
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Table 1. Class statistics of datasets IAC, CD, AYI and AMZ.

Dataset

Stance Sentiment

IAC CD AYI AMZ

Number of instances 3,910 4,902 3,000 8,000

Frequency of the agreement/positive class 1,955 2,912 1,500 4,000

Frequency of the disagreement/negative class 1,955 1,989 1,500 4,000

Minimum instance length (in words) 10 10 43 10

Maximum instance length (in words) 3245 6,685 12,220 79

Average instance length (in words) 68.41 74.10 588.84 13.55

• TheAYI dataset was collected from Amazon3, Yelp4 and IMDB5 and
was built from individual sentences from product, location and movie
reviews (respectively), labeled with a binary positive/negative judgment.

• TheAMZdataset was collected from Amazon user reviews and labeled
with a binary positive/negative judgment. The dataset is provided with
preprocessed unigrams and bigrams. Only the unigrams are used for our
experiments, so as to be more similar to the other tasks and datasets.

4.2 Baselines

We used two families of baselines as comparison points with our approach:

Lexicons: Two lexicons used as a baseline are the CPBLex and the
PMILex, which are standard methods for building lexicons for other pur-
poses, such as sentiment lexicons [12]. Section 2.2 on corpus-based lexicons
details their implementation. These algorithms were provided tf-idf normal-
ized raw frequencies, which has been shown to be a competitive term weight-
ing scheme for text classification [14];
Standard classifiers: SVM (with a RBF kernel), which has been shown
to perform well in stance detection tasks by Yin et al. [28] and is a regu-
lar top performer in general classification tasks [10], and NaiveBayes and
DecisionTree which are two popular baselines for text classification. Para-
meters for the classifiers were taken from the default recommendations of the
scikit-learn6 [19] library. Tf-idf was also used here due to the disparity in
document length shown in Table 1.

3 http://www.amazon.com.
4 http://www.yelp.com.
5 http://www.imdb.com.
6 http://scikit-learn.org.

http://www.amazon.com
http://www.yelp.com
http://www.imdb.com
http://scikit-learn.org
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5 Results and Discussion

Table 2 shows that LexicNet outperforms all the baselines by a statistically
significant margin (on a one-tailed paired T-test, with p < 0.05) except for the
AYI dataset where decision trees are the top performing algorithm and the
AMZ dataset where the performance improvement comes close to statistical
significance but does not reach it. The parameter values for LexicNet were
determined empirically on a hold-out dataset, leading to the choice of a lexicon
size of 400 words (the 400 most frequent words in the corpus) and a regularization
coefficient (λ) of 0.5, an elastic net weight (α) of 0.4 and a momentum velocity
coefficient of 0.7.

Table 2. Experimental results

Method Accuracy

Stance Sentiment

IAC CD AYI AMZ

Baseline lexicons CPBLex 0.524 0.441 0.528 0.519

PMILex 0.557 0.529 0.571 0.554

Baseline classifiers NaiveBayes 0.536 0.474 0.665 0.637

SVM 0.589 0.594 0.689 0.671

DecisionTree 0.582 0.573 0.742 0.707

Approach LexicNet 0.647 0.642 0.729 0.718

We note from manual examination of the results on stance classification tasks
that a large proportion of the classification errors made by LexicNet was made
on documents where stance was heavily implied and there is no term used that
is heavily indicative of the class, e. g., “Thus, an important point is raised”
(agreement). While algorithms like SVM manage to draw on their complexity to
target higher-order (and sometimes even coincidental) relationships between sets
of words and classes, LexicNet lacks the expressiveness to do so. On sentiment
analysis tasks, we note that a likely explanation of the poor performance on the
AYI dataset is due to the multiple sources of data: Amazon, Yelp and IMDB.
Such diversity would tend to cause a large standard deviation of input length,
something that a lexicon-based classifier is more sensitive to than a decision tree.
We conduct another experiment in order to confirm this hypothesis, and display
the results in Table 3.

We can see from Table 3 that when separating the AYI dataset in the three
domains a performance improvement can be observed in LexicNet. However the
improvement does not completely bridge the gap with DecisionTree, meaning
that other factors at play influence the algorithm and will be studied in further
work.
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Table 3. Experimental results after separating domains in the AYI dataset

Method Accuracy

Amazon Yelp IMDB

Baseline lexicons CPBLex 0.545 0.511 0.562

PMILex 0.557 0.593 0.612

Baseline classifiers NaiveBayes 0.691 0.704 0.728

SVM 0.677 0.692 0.686

DecisionTree 0.755 0.704 0.740

Approach LexicNet 0.738 0.691 0.742

6 Conclusion and Future Work

In this work we showed the viability of using elastic net-regularized backpropa-
gation to learn effective lexicon weights, producing a lexicon that is competitive
with standard classifiers and significantly outperforms baseline lexicon learning
techniques in several datasets.

However we identified two major flaws in the LexicNet which will be subject
to future work: (1) its lack of expressiveness to capture higher-order relationships
between sets of terms and classes, as well as (2) its deficiencies when dealing with
inputs of varying length, due to the way it models the classification process as a
weighted sum of term-class association strength, which means that a term that
only appears in very long instances will be assigned a lower weight than one
appearing only in short texts.

Our future work will focus on improving the expressiveness of LexicNet to
counter those issues while keeping it in the form of a human-readable lexicon.
Our objective is to do so by incorporating lexical context such as modifier words
(e. g., adverbs) and topical context (words with multiple meanings with different
class values) in the network topology, thus improving accuracy without hurting
interpretability.
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Abstract. Due to the non-negativity of the matrix factors, Non-negative Matrix
Factorization (NMF) is favorable for transforming a high-dimensional original
Terms-Documents matrix into a lower-dimensional semantic Concepts-
Documents matrix in the text categorization. With the iterative nature of all
NMF algorithms, the NMF matrix factors need initializing. In this paper, we
propose a clustering-based method for initializing the NMF according to the
term vectors instead of the document vectors as the previous researches.

Keywords: Feature transformation � Matrix factorization � Text categorization

1 Introduction

Document categorization is a process that automatically classifies a given collection of
documents into the predefined categories [21]. In this task, each document is converted
to a Bag-of-Words (BoW) vector, so a corpus can be presented by a Terms-Documents
matrix [19]. However, in a large corpus, the number of terms highly increases. This
leads to the risk of irrelevant features, sparse vectors, and over-fitting producing the
negative effects on the categorization [21]. In addition, the phenomenon of synonymy
and polysemy has become more common when the corpus is larger.

Feature Transformation (FT) [14] is one of the main techniques to solve the prob-
lems in the high-dimensional text categorization. In an FT, all of the original terms join
together to build new features, also known as semantic concepts. It is mainly concerned
with a Low-Rank Approximation (LRA) to replace a high-dimensional original Terms-
Documents matrix with a lower-dimensional semantic Concepts-Documents matrix.
The document presentation under a new axis system being the semantic concepts helps
deal with the issue of synonymy and polysemy [6]. A commonly used LRA is Singular
Value Decomposition (SVD) [8]. However, the SVD cannot guarantee the non-
negativity of the output matrices, although the Terms-Documents input matrix is
inherently non-negative. After performing the SVD, the negative elements make the
corpus presentation hard to be interpreted [9, 23]. Non-negative Matrix Factorization
(NMF) [12] addresses this shortcoming by a non-negativity constraint on the matrix
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approximation. Due to the iterative nature of all NMF algorithms, the NMF matrix
factors need initializing. The previous researches [4, 24, 26] interpret the NMF matrix
factors under the viewpoint of the column (document) vectors. Then, they are initialized
according to this viewpoint by clustering the document vectors, i.e. the column vectors
of the Terms-Documents matrix. However, an arising question is how the clustering on
the document vectors initializes itself. In this case, it is very difficult to efficiently and
quickly select which documents in a large corpus to be the first centroids for clustering.

To avoid this difficulty, we change viewing the NMF matrix factors from the
column (document) vectors to the row (term) vectors. Under the row (term) viewpoint,
we analyze the interpretation of the NMF matrix factors which is very different from
that under the column (document) viewpoint. Therefore, we customize the idea of a
clustering-based method to initialize the NMF matrix factors according to the row
(term) vectors. The effectiveness of our method motivates further studies on the text FT
based on the NMF not only at the NMF initialization stage but also the other NMF
stages by interpreting the NMF matrix factors looking at their row (term) vectors.

2 Related Work

2.1 Non-negative Matrix Factorization (NMF)

NMF [12] is used to approximate a non-negative Terms-Documents matrix, called
X:Rþ

m x n, to the product of two non-negative matrices, called W : Rþ
m x r and H : Rþ

r x n,
with rank r\\minfm; ng. For NMF, every original document, i.e. a column vector of
the Terms-Documents matrix X(Xcoli i ¼ 1. . .n), can be reconstructed as follows:

X � W :H , Xcoli � W :Hcoli , Xcoli �
Xr

j¼1
ðHji:WcoljÞ ð1Þ

Specifically, the ith original document vector (XcoliÞ can be reconstructed by a linear
combination of all the column vectors of W (Wcolj j ¼ 1. . .r) with the coefficients
contained in the ith column vector of H (HcoliÞ. Due to the non-negativity of W and H,
the column vectors of W can be considered as the document basis vectors, and every
column vector of H shows the real (only additive) coordinates of the corresponding
original document vector with respect to the new axes being these document basis
vectors. Therefore, under the viewpoint of the column vectors, W and H are addressed
as a document basis matrix and a document coordinate matrix. This characteristic of
the NMF is called the “parts-based presentation” because it shows an additive com-
bination of the non-negative parts for constructing data [12, 23]. It makes sense to the
analysis on real-world data in general and textual data in particular [23].

2.2 Text Feature Transformation Based on the NMF

A Feature Transformation (FT) [14] aims at not only reducing the feature space dimension
but also creating more meaningful features by combining all the original features. It is to
project the original document vectors onto a low-dimensional semantic subspace.
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With W ðmx rÞ and H ðr x nÞ obtained from the NMF on the Terms-Documents matrix
X m x nÞ, if the semantic subspace is spanned by the basis vectors being the column
vectors of W , the ith original document (Xcoli : mx 1) is now presented by the ith column
vector of H (Hcoli : r x 1Þ, i.e. the projection of Xcoli onto the semantic subspace. In other
words, an FT based on the NMF transforms the high-dimensional original Terms-
Documents matrix X ðm x nÞ into the lower-dimensional semantic Concepts-Documents
matrix H ðr x nÞ under the semantic basis W ðm x rÞ.

Another typical FT is Latent Semantic Indexing (LSI) [7]. The LSI is based on a
Singular Value Decomposition (SVD) [8] on the corpus matrix and then considers
eigenvectors as the basis vectors of the semantic space for the transformation. How-
ever, the SVD cannot guarantee the non-negativity of its eigenvectors. Therefore,
compared with the NMF, the SVD factors are less meaningful in text domain [23].

2.3 NMF Initialization

In NMF algorithms, W and H are iteratively updated to decrease an approximation
error of X to ðW :HÞ [5, 12]. The most natural way for constructing this error function is
to use Euclidean distance. Table 1 shows the general structure of a NMF algorithm.

Due to the iterative characteristic, the NMF approximation error has a tendency to
converge on a local minimum instead of a global minimum as expected [12]. It directly
depends on the initial values of W and H, called W ð0Þ and Hð0Þ. A good initialization
leads the NMF to a faster convergence and better error at convergence [2, 4]. As
presented above, all the column vectors of W (Wcolj j ¼ 1. . .r) play the role of the
document basis vectors. They can easily be associated with the cluster centroids
obtained from clustering the original document vectors. Therefore, a clustering-based
NMF initialization [4, 24, 26] clusters the document original vectors (Xcoli i ¼ 1. . .nÞ,
and then utilizes the cluster centroids as the column vectors of W ð0Þ (W ð0Þ

colj j ¼ 1. . .r).

Based on Eq. (1), the initial document coordinate matrix Hð0Þ showing the relation
between each original document (Xcoli i ¼ 1. . .nÞ and each cluster centroid (initial

document basis) W ð0Þ (W ð0Þ
colj j ¼ 1. . .r). Specifically, Hð0Þ

ji is 1 or 0 indicating whether

Xcoli belongs to the clusterW
ð0Þ
colj or not. Furthermore, an NMF can use the output factors

of other matrix factorizations for its initialization. NNDSVD [2] implements a fac-
torization-based NMF initialization by two SVDs.

Table 1. The general structure of a NMF algorithm.
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3 Motivation

For the clustering-based NMF initialization, the commonly used clustering algorithms
are the K-means (KM) and Fuzzy C-Means (FCM). However, one of the biggest
challenges these clustering algorithms face is to determine a starting centroid for each
cluster. In the KM-Clustering-based NMF initialization [24] and FCM-Clustering-
based NMF initialization [26], the used clustering algorithm is started with cluster
centroids selected at random among the original documents. However, the random-
ization makes the NMF non-deterministic. Recently, [4] implements a clustering-based
NMF initialization with the Subtractive Clustering (SC), i.e. a clustering algorithm of
no cluster centroid initialization. For SC, every obtained cluster centroid is just one of
the original documents. If an original document is used as an initial document basis, the
distance between the initial document basis and the true document basis is too far.

To improve a clustering-based NMF initialization, the clustering algorithm should
begin to run with the initial cluster centroids being important documents instead of
random documents. In this case, it is necessary to select important documents from the
corpus simply and fast. However, this task is neither highly efficient nor inexpensive,
especially with a large corpus. We realize that if X,W , and H are only interpreted under
the viewpoint of the column (document) vectors, and W and H are then initialized
according to this viewpoint, it is too difficult to define better starting centroids of a
clustering algorithm when it used to initialize the NMF. Therefore, we introduce a new
interpretation of the NMF by looking at the row (term) vectors as follows:

X � W :H , Xrowi � Wrowi :H , Xrowi �
Xr

j¼1
ðWij:HrowjÞ ð2Þ

Concretely, the ith original term vector, i.e. the ith row vector of X ðXrowiÞ, is
constructed by a linear combination of the row vectors of H (Hrowj j ¼ 1. . .rÞ with the
weights contained in the ith row vector of W (Wrowi ). Therefore, under the viewpoint of
the row vectors, H and W are called a term basis matrix and a term coordinate matrix.
Thanks to this interpretation, we propose a clustering-based method for initializing the
NMF according to the row (term) vectors. The term viewpoint enables our method to
utilize the researches on the term description in the text. By these ways, we overcome
the challenge of a clustering-based NMF initialization when defining the starting cluster
centroids of the used clustering algorithm. The NMF becomes deterministic and more
effective. Sect. 4 presents our clustering-based NMF initialization.

4 A Term Clustering-Based NMF Initialization

4.1 Term Basis Matrix Initialization

Under the term (row) interpretation, a clustering-based NMF initialization becomes
clustering the original term vectors (Xrowi i ¼ 1. . .mÞ, and the cluster centroids are then
used as the row vectors of the initial term basis matrix Hð0Þ. To determine the good
starting cluster centroids, it is necessary to select important term vectors from the
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original term vectors. In the text classification domain, the notion of important terms
implicitly indicates the terms which make a big contribution to the classification. Based
on the labeled training set, a wide variety of methods called supervised feature selection
(FS) methods [25] is proposed for picking up the most important subset of features
(terms) for the purpose of the classification.

Obviously, it is easier to address how a clustering algorithm initializes itself when it
is used for initializing the NMF on a Terms-Documents matrix if we change viewing
the factors from the column (document) vectors (Document Clustering-based NMF
Initialization [4, 24, 26]) to the row (term) vector (Term Clustering-based NMF Ini-
tialization). The Term Clustering-based NMF Initialization is as follows:

• A supervised FS is used to select important terms. They become the first centroids
for clustering the term vectors, i.e. the row vectors of Terms-Documents matrix X.

• Thanks to a clustering algorithm, the selected important terms turn into the true
cluster centroids. The cluster centroids are pushed into the row vectors of the initial

term basis matrix Hð0Þ (Hð0Þ
rowi i ¼ 1. . .rÞ.

The supervised FS is known as an offline and relatively low-cost process [10]. It is
a major tasks right after the document presentation to completely eliminate noise
features without altering the information of the important features. After the FS, an FT
combines the remaining important features with each other to form the new and more
important features. An FS prior to an FT is to avoid the negative impacts of the noise
features on the new features created by the FT as well as to decrease the computational
cost of the FT. Therefore, reusing the pre-existing FS results for initializing the NMF
does not impose any extra burdens on the NMF computation. For the FS, we aim at our
effective supervised term selection named DtFCFS-BRatTL. For DtFCFS [18], a term
gets a higher score if it makes both the documents in every category become closer and
the categories become more separated. Based on the term scores, the BRatTL [17]
selects a final term set covering all categories as well as possible.

4.2 Term Coordinate Matrix Initialization

Based on Eq. (2), W ð0Þ
ij of the initial term coordinate matrix shows the association

between the ith original term (Xrowi ) and the jth initial term basis (cluster centroid:

Hð0Þ
rowj ). For a clustering-based NMF initialization, it is 1 or 0 indicating whether the

term Xrowi belongs to the cluster H
ð0Þ
rowj or not. However, this does not show the nature of

an FT in resolving the polysemy issue which allows a term to be related to many

clusters. To create a better model, we computeW ð0Þ
ij (i ¼ 1. . .m; j ¼ 1. . .rÞ based on the

Pointwise Mutual Information (PMI) [22] between the original term Xrowi and initial
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term basis Hð0Þ
rowj . The PMI is one of the effective methods mainly used for measuring

the semantic association between two terms as follows:

pij ¼ fijPm
k¼1

Pr
p¼1 fkp

; pi� ¼
Pr

p¼1 fipPm
k¼1

Pr
p¼1 fkp

; p�j ¼
Pm

k¼1 fkjPm
k¼1

Pr
p¼1 fkp

;W 0ð ÞðpmiÞ
ij ¼ log2

pij
pi�:p�j

ð3Þ

where fkp is co-occurrence value of Xrowk and Hð0Þ
rowp . However, PMI highly values rare

terms [22]. [13] indicates that PMI works more effectively when raising p�j to the
power of ⍺ which is set to 0.75 for the most significant performance as follows:

p a�j ¼ ðPm
k¼1 fkjÞaPr

p¼1ð
Pm

k¼1 fkpÞa
;W 0ð Þðpmi aÞ

ij ¼ log2
pij

pi�:p a�j
ð4Þ

To be compatible with the non-negativity of the NMF, we change from the PMI to

Positive PMI (PPMI) [3] (W 0ð Þðpmi aÞ
ij ¼ max 0; W 0ð Þðpmi aÞ

ij

� �
. [3] points out that the

PPMI is better than the PMI and many other methods.

5 Experiment

5.1 Experimental Setup

The experiments are carried out on the 10 top-sized categories of the Newsgroup of the
“bydate” split [1], the Reuters of the ModApte split, and the Ohsumed of the Joachims
split [11]. Our aim is to investigate the NMF initializations in the study:

• The Document Clustering-based NMF Initialization is implemented with K-Means
(KM) (Doc-KM-Cluster-NMFInit [24]); with Fuzzy C-Means (FCM) (Doc-FCM-
Cluster-NMFInit [26]); with the Subtractive (SC) (Doc-SC-Cluster-NMFInit [4]).

• The Term Clustering-based NMF Initialization is considered with the KM and the
FCM Clustering (Term-KM-Cluster-NMFInit; Term-FCM-Cluster-NMFInit).

• The NNDSVD [2], a well-known factorization-based NMF initialization.
Figure 1 shows the details in the experimental setup as follows:

• The training set is pre-processed by removing the stop words andword stemming. It is
then presented by a Terms-Documents (m x n) with TF-IDF weighting [21]. A su-
pervised FS by the DtFCFS-BRatTL is applied on the training Terms-Documents
matrix to remove noise terms as well as decrease the computation cost of the FT.

• After the FS, the L. best terms are selected. The reduced training Terms-Documents
matrix (L x n), called X, is taken into the NMF. The NMF is computed by the
Multiplicative Update (MU) [12] or Alternate Least Square (ALS) [5] with a NMF
rank r. Remember that for a term clustering-based NMF initialization, the FS results
are again used. The column vectors of the output H (r x n) are used for building a
model using an SVM by SMO [20]. Every new document is converted to a TF-IDF
vector t. (L x 1) only based on the terms selected in the FS. Under the semantic
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space spanned by column vectors of the output W (L x r), its new presentation is

computed by the projection t
0 ðr x 1Þ where t

0 ¼ WT :Wð Þ�1
:WT : t. [24].

Determining the parameter L in an FS and the parameter r in an FT is a big
challenge. A common trend in the FS is that the quality of the selected feature (term)
set gradually moves towards a saturation point when its size increases. At this point, the
rest of features have lower quality, and selecting more features (terms) does not bring
high effect. In many our FS researches [15–18] on these experimental datasets, with
about the 2000 best selected terms, the classification performance nearly reaches up to
the peak. That is the reason why L is set to 2000. Regarding the NMF rank r, it is also
the number of clusters in a clustering-based NMF initialization. With the 2000 selected
terms for the FT, the maximal number of clusters (rank r) is set up to 600.

5.2 Experimental Result and Discussion

During the iterative process, an NMF aims at minimizing the approximation error. In
Fig. 2A, we present the examples about the approximation errors of two NMF algo-
rithms (MU and ALS) under the different initializations when incrementally altering the
number of iterations. Firstly, we emphasize the approximation errors at the small iter-
ations, which are heavily affected by the NMF initializations. Noticeably, at small
iterations, when the K-Means Clustering (KM) is used, the approximation errors of the
NMFs using the term clustering-based initialization (Term-KM-Cluster-NMFInit) are
better than those using the document clustering-based initialization (Doc-KM-Cluster-
NMFInit). For Fuzzy C-Means Clustering (FCM), this phenomenon is still the same. In
comparison with Doc-SC-Cluster-NMFInit and NNDSVD, the NMFs using
Term-KM-Cluster-NMFInit obtain more impressive errors in both MU and ALS.

At the increasing iterations, each NMF moves toward its own stability of approxi-
mation error, called the convergence point. Similar to the previous researches, at con-
vergence, the approximation errors of NMFs by ALS using the different initializations
are nearly equal. That is because an NMF by ALS is less dependent on the initialization.
It only needs to initialize W , and H. is computed at the first iteration. In this case, the
effectiveness of a NMF initialization is shown through the number of iterations.
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Fig. 1. The experimental setup of the NMF feature transformation for text classification.
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As presented in Fig. 2A, NMFs by ALS initialized by the Term-KM-Cluster-NMFInit
run quickly toward the convergence. Contrary to the NMFs by ALS, the NMFs by MU
have the different errors with the different number of iterations at their convergence
points. Concretely, the NMFs by MU using the Doc-KM-Cluster-NMFInit require the
fewest number of iterations for convergence. However, at convergence, their approxi-
mation errors are larger than those using the Term-KM-Cluster-NMFInit.

In Table 2, the approximation error and the number of iterations of the NMFs are
considered under the different initializations at the point satisfying a convergence
criterion for more NMF ranks. A popular convergence criterion is that the change of the
error in two successive iterations is below 10−6 or the number of iterations reaches to
500. Interestingly, what happen here is the same as our analysis on the examples in
Fig. 2A. The NMFs by ALS move the equal approximation errors regardless of their
different initializations, while the best number of iterations goes to the one initialized
by the Term-KM-Cluster-NMFInit. As to the NMFs by MU, the fastest in the race to
the convergence is the NMFs by MU initialized by the Doc-KM-Cluster-NMFInit but
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due to the randomization at starting cluster centroids, they can easily fall down a local
minimum worse than that of the NMFs by MU initialized by the Term-KM-Cluster-
NMFInit. Compared with the other initializations, the Term-KM-Cluster-NMFInit
leads the NMFs by MU to a faster convergence and better overall error at convergence.
For another used clustering algorithm, i.e. the Fuzzy C-Means Clustering (FCM), the
term clustering-based NMF Initialization (Term-FCM-Cluster-NMFInit) is better than
the document clustering-based NMF Initialization (Doc-FCM-Cluster-NMFInit).
However, it is not more effective than the Term-KM-Cluster-NMFInit.

Next, the NMF initializations are evaluated by the classification performance on the
transformed feature set. In order to consider the overall performance of a
multi-category classification, two well-known measures, namely Macro-F1 [21] and
Micro-F1 [21], are used. Figure 2B shows the Micro-F1 and Macro-F1 results for the
NMF FTs. Concerning NMFs by ALS initialized by the different methods, similar to
the approximation errors, the Micro-F1 and Maco-F1 results are almost identical.
However, as the remarks above on Fig. 2A and Table 2, in order to attain these
Micro-F1 and Maco-F1 results, the NMFs by ALS initialized Term-KM-Cluster-
NMFInit require the fewest number of iterations. It can be seen from Fig. 2B that the
NMFs by MU initialized by the Term-KM-Cluster-NMFInit outperform those initial-
ized by the other methods at most sizes of the feature set in both the Micro-F1 and
Macro-F1, while NMFs by MU initialized by the Term-FCM-Cluster-NMFInit produce
better Micro-F1 and Macro-F1 than those initialized by the Doc-FCM-Cluster-NMFInit
and show competitive and even superior performance to the good methods.

Table 2. The approximation error and the number of iterations of the NMF at the convergence
point: (1) Term-KM-Cluster-NMFInit; (2) Doc-KM-Cluster-NMFInit; (3) Term-FCM-Cluster-
NMFInit; (4) Doc-FCM-Cluster-NMFInit; (5) Doc-SC-Cluster-NMFInit; (6) NNDSVD.

r 20 40 60 80 100 200 300 400 500 600

Iter Err Iter Err Iter Err Iter Err Iter Err Iter Err Iter Err Iter Err Iter Err Iter Err

NMF by MU in the Reuters dataset

(1) 358 256 412 239 286 226 314 224 208 219 251 187 383 218 500 206 500 176 474 164

(2) 171 293 102 288 92 254 179 252 116 243 158 221 233 231 221 294 500 185 500 185

(3) 500 266 500 248 500 253 389 230 411 224 424 192 500 167 500 215 500 132 500 176

(4) 500 317 500 303 500 291 500 285 500 270 500 245 500 241 500 266 500 181 500 193

(5) 500 320 500 305 500 291 500 284 329 276 500 242 500 218 500 296 500 176 500 180

(6) 430 316 271 244 500 235 180 232 396 217 500 230 500 186 500 260 500 161 500 172

NMF by ALS in the Newsgroup dataset

(1) 162 346 27 354 130 343 185 325 500 317 360 281 421 268 500 233 335 222 500 212

(2) 222 345 31 354 136 343 211 325 500 317 476 281 492 280 500 233 500 222 500 213

(3) 259 346 32 354 142 343 174 325 500 317 425 281 456 255 500 234 500 223 500 213

(4) 270 346 35 354 146 343 211 325 500 317 500 282 500 282 500 233 500 223 500 213

(5) 275 346 32 354 148 343 210 325 500 317 500 282 500 285 500 233 401 222 500 213

(6) 210 345 32 354 147 343 217 325 500 317 500 281 500 267 500 233 500 223 500 213

NMF by MU in the Ohsumed dataset

(1) 89 333 253 322 170 314 145 306 500 300 500 279 500 248 402 239 500 230 500 230

(2) 50 354 82 345 92 341 101 337 232 333 307 309 271 283 500 257 449 244 500 244

(3) 259 342 500 334 500 326 500 322 500 317 500 292 500 255 500 249 500 239 500 239

(4) 445 371 500 352 500 348 500 337 500 337 500 311 500 279 500 268 500 253 500 253

(5) 394 355 500 349 83 344 351 340 410 335 500 317 500 292 500 283 468 274 257 274

(6) 438 345 500 335 500 326 207 320 482 314 500 293 500 268 500 261 500 253 500 253
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Another emphasis in Fig. 2B is the superiority of the classification on the trans-
formed feature set of the NMFs initialized by the Term-KM-Cluster-NMFInit over that
on the non-transformed feature set only simply selected by the DtFCFS-BRatTL. This
further confirms the effectiveness of the NMFs initialized by the Term-KM-
Cluster-NMFInit. At some sizes of output feature set, the classification performance
on the transformed feature set of the NMFs by MU initialized by the document
clustering-based methods (Doc-KM-Cluster-NMFInit and Doc-FCM-Cluster-NMFInit)
falls even lower than that on the non-transformed feature set selected by the
DtFCFS-BRatTL. Therefore, the randomization in starting a document clustering-based
NMF initialization has a strong negative influence on the classification performance.

Finally, for explicit comparison, we consider Dimension Reduction Rate (DRR)
[15, 16, 18] of the NMFs in Fig. 3. The DRR is computed as follows:

DRR ¼ 1
k

Xk

i¼1

DimN

Dimi
Ri ð5Þ

where k is the number of experiments; Dimi is the number of output features (rank) in
the i th experiment; Ri is the Micro-F1 or Macro-F1 in the ith experiment; and DimN is
the maximal number of output features in all experiments. With the Micro-F1 and
Macro-F1 results in Fig. 2B, for every of the clustering algorithms, i.e. the K-means
and Fuzzy C-Means Clustering, the NMF using the term clustering-based initialization
produces more impressive DRRs than that using the document clustering-based ini-
tialization. Especially, when the K-means Clustering is used, the term clustering-based
NMF initialization (Term-KM-Cluster-NMFInit) shows superior DRRs to the others
including NNDSVD, a well-known factorization-based NMF initialization.

Another dominant strength of the term clustering-based NMF initialization is to
make the NMF become deterministic. Furthermore, in the experiments on the
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document clustering-based NMF initialization, we usually face the issue of empty
clusters. In this case, to achieve the best NMF initialization, we must rerun the doc-
ument clustering process with other random starting cluster centroids. For example, in
the Reuters dataset, the document clustering process in the Doc-KM-Cluster-NMFInit
is rerun 3 times with 200 clusters; 15 times with 300 clusters; 46 times with 400
clusters; 119 times with 500 clusters; 523 times with 600 clusters. For the Term-KM-
Cluster-NMFInit, the issue of empty clusters does not happen even with 600 clusters.
This demonstrates the goodness of selecting the starting term cluster centroids by using
a supervised FS (DtFCFS-BRatTL) in the term clustering-based NMF initialization.

6 Conclusion

This study may pave the way for further studies on the text FT based on the NMF not
only at the NMF initialization stage but also the other NMF stages by interpreting the
NMF matrix factors according to their row (term) vectors. Under the viewpoint of term
vectors, it is possible to exploiting the researches on term description in the text to
further improve the NMF FT. For instance, in this paper, we utilize the
DtFCFS-BRatTL, which is a recent supervised term selection of ours, and the PPMI,
which is an effective semantic term association, to propose a new clustering-based
method for initializing the NMF matrix factors according to the row (term) vectors
instead of the column (document) vectors. And it is called a term clustering-based NMF
initialization. This facilitates settling how a clustering algorithm defines the starting
cluster centroids when it is used for the NMF initialization. Therefore, one of the
dominant strengths of the term clustering-based NMF initialization is to make the NMF
become deterministic. We investigate the performance of the document clustering-based
NMF initializations and the proposed term clustering-based NMF initializations. The
results show that the NMFs by ALS obtain the nearly equal approximation errors,
classification performance, and dimension reduction rate regardless of their different
initializations. However, when the K-means clustering is used, the term clustering-based
NMF initializations leads the NMFs by ALS to a faster convergence. For the NMFs by
MU, the term clustering-based NMF initialization is better than that using the document
clustering-based initialization in terms of the approximation error, the classification
performance, and the dimension reduction rate. Especially, with K-Means Clustering,
the term clustering-based NMF initialization is superior to the others.
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Abstract. Some platforms provide another dimension in published articles,
using interactive enrichments to explore related content and help readers test
their understanding. In the case of scientific publication platforms, incorporating
these features and providing the user with additional content remain a challenge.
Therefore, this study based on the taxonomy of Paul, analyzes how interactive
multimedia resources are used on different scientific platforms with hypermedia
systems. The paper discusses the usage of these features and how current
practices could be improved for other scientific publication platforms.
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1 Introduction

Scientific publications are essential elements in the dissemination and evolution of
science and new technology. They are used as a support for retrieving information as
well as staying updated, providing cooperation and integration among researchers.
Through scientific publications, research findings on various subjects are presented,
contributing to the recognition of scientific discoveries, and confirming the competence
of the researcher in the scientific community.

Digital libraries must improve their efforts to provide users with effective and
flexible access to materials which will, in turn, empower them to make new observations
and discoveries. As an example, recent studies have shown that the technologies cur-
rently available incorporate hypermedia systems as a powerful tool for the development
of new scientific communication models, offering multimedia content (video, audio,
animation, etc.), which create new interactive expectations in the reader [1, 2].

Hypermedia presents the possible integration of interactive systems with multi-
media [3, 4], creating the prospect of application in articles hosted within the scientific
publication platforms. Nevertheless, unlike cinema, it has a vocabulary all its own to
define its specific features. The digital environments, as in scientific publication plat-
forms, are still adapting their framework from other media. However, it is necessary for
new practices and techniques along with a new vocabulary [5]. In order to create a
specific vocabulary for scientific publications, this study first understands how inter-
active multimedia resources are used on different scientific platforms with hypermedia
systems, the analysis adopts the benchmarks that were developed by Paul [5, 6].
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The present study seeks to identify the specifics of the digital environments of Paul
[5, 6]. Scientific platforms have been selected which represent a sample of the three
types currently available, open source platforms, closed source platforms and collab-
orative platforms. Thus, there is a general understanding of how different platforms use
interactive multimedia resources in their scientific publications.

The paper is organized into four main sections, section one is the introduction;
section two is the analysis of scientific publication platforms; and section three is
presented as the discussion and conclusions of this study.

2 Analysis

Paul [5, 6] states that interactivity is essential for digital environments. In fact, inter-
activity is important for the scientific publication platforms, but it is a concept that still
lacks a precise definition. To address the issue of an absence of specificity and over-
come the imprecision of the term “interactivity’’, they have developed a taxonomy for
digital narratives, which can be applied to the narratives of scientific texts. In the
taxonomy developed by Paul [5, 6], five main elements are discussed: (1) media,
(2) action, (3) relationship, (4) context and (5) communication.

Media – The material or information can have different properties. Paul [5, 6]
discusses properties such as media type (e.g. text, video, and image), the configuration -
single media, multiple media or multimedia, and the rhythm (or flow) - whether the
content is asynchronous or synchronous.

Action – This element concerns the actions for two distinct aspects: the movement
of the content itself and the action required by the user to access the content. This
element refers to the digital environment as being dynamic or static, and in regards to
the need for the user to participate in order to move content, active or passive.

Relationship – This discusses the relationship between the user and the content. It
manifests itself in a combination of five types: linear or non-linear, customizable or
standard, calculable or non-calculable, manipulative or fixed, and expandable or limited.

Context – Refers to how much the content of the narrative can be more than offered
in its space, such as links or external content that relate to the narrative offered. In the
case of the presence of these links, the context is considered hypermedia, having
built-in or parallel links, internal or external, supplementary or duplicative, and con-
textual or related.

Communication – This element refers to the ability to connect with others through
digital media. In this element, the configuration can be one-to-one, one-to-many, and
many-to-one or many-to-many, depending on the amount of agents involved.

For instance, different types of communication (e.g. video, e-mail, chat and forum)
are discussed, as well as the purpose of the communication. The study analyzes three
selected scientific publication platforms: Elsevier (closed source), Plos One (open
source) and Pub Pub (collaborative platform). A publication of each platform was
analyzed. The scientific area and the theme of the publications used in the analysis of
the platforms will not be considered. It will only consider what features the platforms
provide and how is the integration of these features with the scientific publication.
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2.1 Elsevier

The Elsevier platform provides web-based solutions for science, health, and technology
professionals. The Elsevier project called “The Article of the Future” explores better
ways of presenting online journal articles and enriching their content in regards to three
key elements: presentation, content and context. Its main goal is to offer new content
and tools that would help researchers in their specific scientific needs.

Conforming to the taxonomy of Paul [5, 6], the analyzed scientific publication1

inside the Elsevier platform presents in its content, the different types of media sepa-
rately, that is, static (text and images) in the center of the publication body, and
dynamic (video, as additional information) in the margin. Even so, it is featured with a
multimedia publication. Some Elsevier journals offer multimedia content such as
videos and podcasts that are not included in the full text.

The layout features different levels of attention. Thus, in relation to the action, the
content is static and active when the user navigates by clicking the left menu or links.
The publication has three-pane-based content exploration. Consequently, the content
movement is non-linear and non-calculated. Since each pane can be scrolled inde-
pendently, it is possible to see both the text (on the middle pane) and an image (on the
right pane sidebar) at the same time.

The left navigation pane displays a clickable section of content and thumbnails of
images and tables. There are two options for navigation: with or without figure and
table thumbnails displayed (customizable content). The right pane provides access to
supplementary information (cited, metrics, related content and featured multimedia).

The content is fixed as more information to the content cannot be added, but it is
expandable with links to related content. In addition, regarding presented links, the
context is considered hypermedia, having parallel links, internal (dropdown menu) and
external (references), supplementary and duplicative (featured multimedia - video) and
recommended (recommended articles). Based on Paul [5, 6], communication is the
element that refers to the ability to connect with others through digital media. In this
way, the journal´s configuration of communication is one-to-one, allowing the user to
send emails to one of the authors to exchange information or ask questions.

2.2 Plos One

Plos One is an international journal, it presents research publications from all disci-
plines in the field of science and medicine. By not excluding articles based on the
subject area, it is possible to discover connections between papers or across disciplines.
Authors can send support files and multimedia files along with their manuscripts. The
Plos One publishing platform supports several file types for the information system.
Therefore, it imposes specific requirements and formats for multimedia files.

Concerning the taxonomy of Paul [5, 6], the analyzed publication2 presents in its
content, static and dynamic media, characterizing it as a multimedia publication

1 Viewable in: https://www.sciencedirect.com/science/article/pii/S0022314X13002424.
2 Viewable in: http://journals.plos.org/plosone/article?id=10.1371/journal.pone.0111730.
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(text, video and animations). In relation to time and space, the content has a menu bar
that affords the ability to navigate between parts of the paper.

As follows, the content is static and active, the reader is encouraged to click (on the
links, slide images, buttons, icons and menus), participating in the movement of the
content - from one session to another. The relationship can be characterized as
non-linear, fixed and expandable, but it cannot be calculated. Relative to context, the
content of the publication is more than what is offered in its space, with links and
external contents. Moreover, because of the links presented, the context is considered
hypermedia, having links that are built-in and parallel, internal and external, as well as
complementary and related.

Communication of the publication takes place through the reader comments and
media coverage sessions, sending an email to the author, in addition to other content
and sharing pages (twitter). In this element, a one-to-one configuration (reader com-
ments) and one-to-many (sharing on social networks) are provided as tools of
communication.

According to Plos One, the media exposure extends article reach globally. The
latest research summaries, author interviews, multimedia pieces, and other content are
found in the section of Plos Research News.

2.3 Pub Pub

Pub Pub3 is a free and open platform with instant publishing and continuously
reviewed journals. The platform has been designed and developed by Travis Rich and
Thariq Shihipar at the MIT Media Lab. The platform enables immediate author-driven
publishing. Moreover, it provides versioned histories and collaborative open-source
editing, that allows for evolving content and formats. Pub Pub affords support for
dynamic assets and live visualizations. It is a tool built for and by the community.
Furthermore, researchers are invited to code, design and contribute to improvements in
the platform.

In relation to the the taxonomy of Paul [5, 6], the Pub Pub collaborative platform
has the ability to provide tools for building a multimedia publication. The platform
allows the users to insert media (static and dynamic) In this way, users can insert tables,
static and dynamic images (gif), video, audio and other interactive resources. Along
these lines, media content is visually asynchronous, the file is linked to the text and
published only when the user chooses.

The action element in this platform concerns the actions for two distinct aspects: the
movement of the publication contents itself and the action required by the user to
access the content. The content is dynamic because it has the possibility to add ani-
mation in the publication. It is also static because the text does not move by itself. In
regards to movement, it is active, the user manipulates the scroll bar so that the text
moves down.

The relationship between the user and the content is non-linear, customizable,
non-calculable, manipulative and expandable. For instance, content is customizable,

3 Viewable in: https://www.pubpub.org/pub/about.
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users have the possibility to edit their publications. The creator of the document and
invited users may include external links, images (static and dynamic), videos, and ref-
erences. In addition, there is the option to give feedback, make comments, highlight, etc.

Concerning the context of the platform, the publication is considered hypermedia.
Inserting built-in links to external content, supplementary (references), contextual and
related. Regarding the communication element and the ability to connect with others,
Pub Pub has a one-to-one configuration such as feedback or emails, one-to-many
(citing and following), and many-to-many (discussion chat) (Table 1).

3 Discussion and Conclusions

With the transition from print to online publishing, the layout and presentation of
scientific publications have remained relatively unchanged in most publications, still
following a static format with indications for interactive multimedia content. Based on
Lancaster [7], one can say that electronic journals are in a third transition for the fourth
stage of technological development, that is, they begin to be developed and distributed
only in electronic media with incorporations of multimedia resources.

Meanwhile, a number of available enrichments on the scientific platform grows,
these can provide variations in the intensity of their use, as it was measured in the
analyzed platforms. Thus, it is based on the linear model of printed materials for its
integration with multimedia using a more visual layout and directed to nonlinear reading.

The way these contents are being embedded into the publication is what to watch
out for. The integration must consider the publication more visual, as the understanding
of all of the scientific information within the publication is necessary to optimize the
reading time, maintain publishing efficiently, and especially for increasing scientific

Table 1. Result of the analysis.

Elsevier Plos One Pub Pub

Media Static,
Dynamic (separately);
Multimedia;
Asynchronous.

Static,
Dynamic
Multimedia;
Asynchronous.

Static,
Dynamic;
Multimedia;
Asynchronous.

Action Static;
Active.

Static;
Active.

Dynamic,
Static;
Active.

Relationship Non-linear;
Fixed;
Customizable;
Non-calculated; Expandable.

Non-linear;
Fixed;
Standard;
Non-calculated;
Expandable.

Non-linear;
Fixed;
Customizable;
Non-calculated; Expandable;
Manipulative.

Context Hypermedia Hypermedia Hypermedia
Communication One-to-one One-to-one;

One-to-many.
One-to-one;
One-to-many;
Many-to-many.
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knowledge. Nonetheless, as analyzed on Elsevier, the multimedia content is processed
separately as single objects that ends up individualizing the content, which could not be
extended for other scientific publication platforms.

The platforms analyzed have multimedia enhancements, such as video, interactive
graphics, animation, among others. Although these enhancements are expected to
influence the acquisition of the knowledge embodied in the publication, they do not
have the necessary interactivity to become more dynamic. In this way, interactivity is
operationally defined as a purposeful action by the user, which causes a directional
change or a meaningful response by the system with regard to the content. In essence,
the dynamic action and interactivity would require the user to actively intervene in the
process, capturing the user’s attention and expanding the understanding of the content.

Scientific platforms must improve the content access for scholars and users, merely
Elsevier and Pub Pub are customizable, and only Pub Pub is manipulative - for being a
collaborative platform. The layout being customizable and manipulative offers a pos-
sible relationship between the user and the content. As the layout can adapt to the page
according to the resolution being viewed, increase font size and images if desired, hide
unnecessary elements in smaller reading devices, adapt button sizes and links, etc.

Through responsive design for user-centered approaches as the best way to create
more effective learning tools, with effective and flexible access to materials which will,
in turn empower them to make new observations and discoveries. Hypermedia systems
are presented as a tool for the development of scientific communication - providing
new alternatives of formats for scientific publications, adding interactive multimedia
resources and non-linear content in scientific publication platforms.
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Abstract. It is a best practice to avoid the use of RDF collections and containers
when publishing Linked Data, but sometimes vocabularies such as MADS-RDF
prescribe these constructs. The Library of Trinity College Dublin is building a
new asset management system backed by a relational database and wants to
publish their metadata according to these vocabularies. We chose to use the W3C
Recommendation R2RML to relate the database to RDF datasets, but R2RML
unfortunately does not provide support for collections and containers. In this
paper, we propose an extension to R2RML to address this problem. We support
gathering collections and containers from different fields in a row of a (logical)
table as well as across rows. We furthermore prescribe how the extended R2RML
engine deals with named graphs in the RDF dataset as well as empty sets. Exam‐
ples and our demonstration on a part of the Library’s database prove the feasibility
of our approach.

Keywords: R2RML · Linked Data Publishing · MODS · MADS

1 Introduction

The Digital Resources and Imaging Services (DRIS) department of the Library of Trinity
College Dublin (TCD) hosts the Digital Collections Repository of the university,
providing open access to the university’s growing collection of digitized cultural
heritage materials. DRIS hopes to move towards publishing the bibliographic data of
their digital collections as Linked Data (LD) as to increase their materials’ visibility. To
this end, a bespoke tool backed by a relational database has been developed that accepted
URIs to other Linked Data datasets. The Library decided1 that records should follow the
Metadata Object Description Schema (MODS) as this standard was: suitable for cata‐
loguing DRIS resources to the required level of detail, compatible with existing
MAchine-Readable Cataloging (MARC) records in other catalogues and also less
complex than MARC, and available as an RDF vocabulary.

Given that the information was stored in a relational database, adopting the RDB to
RDF Mapping Language (R2RML) [1], a vocabulary for declaring customized
mappings from relational databases to RDF datasets, is a sensible approach. During the

1 Which explains why no other models such as CIDOC-CRM were considered.
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creation of R2RML mappings, a challenge arose: complete RDF records could not be
generated as, to produce such a record, the use of RDF collections was required by the
ontology, but were not support by R2RML.

We thus propose a minimal extension to the R2RML language and algorithm for the
generation of RDF collections and containers. After elaborating on our approach, we
demonstrate it on a part of the tool’s database. We discuss our approach with respect to
related work prior to concluding this paper and formulating future directions.

2 Background

MODS and MADS. Both Metadata Object Description Schema (MODS) and the Meta‐
data Authority Description Schema (MADS) are XML schemas to describe biblio‐
graphic metadata and share quite a few elements. An OWL ontology was developed for
both schemas; MODS-RDF and MADS-RDF. The MODS-RDF ontology, however,
excluded all elements it had in common with MADS. If one relied on the MODS XML
schema and wants to generate “semantically” equivalent RDF, MADS-RDF has to be
adopted as well. But, unlike MODS-RDF, where properties are represented individually,
in MADS-RDF properties are grouped in collections.

Resource Description Framework (RDF) provides two constructs to gather RDF
terms for use in statements; RDF Containers and Collections. The difference between
RDF containers (rdf:Bag, rdf:Seq, and rdf:Alt) and collections (rdf:List)
is that the latter has an explicit terminator (rdf:nil, or the empty list) and is therefore
immutable. One can add additional elements to the former. We note that it is generally
considered a bad practice to use these constructs in Linked Data publishing, but some
ontologies rely on it.

We assume the reader is familiar with R2RML, and otherwise refer to [1]. We have
chosen to adopt R2RML as it is a W3C Recommendation (i.e., a standard) and hence
supported by various tools, and also because it provides us with a scalable declarative
approach. However, R2RML provides no elegant support for creating such mappings.
In some cases, one can resort to an additional triples map for creating these provided
the underlying relational database has support for pivot tables (allowing one to “pivot”
a table and treat a particular row as the column). We deem this approach also too
complex. Another approach is to go through several pre-, or post-processing stages, but
that renders RDF generation not self-contained.

3 Approach

In this section, we describe our approach to provide support for generating RDF
containers and collections in R2RML. We will exemplify our approach with a simple
database (see Fig. 1), and then cover both cases of collecting RDF terms (per row, and
per column)2 But we first formulate the following requirements: (1) Collecting RDF
terms per row from various cells with the additional requirement that one should be

2 Our prototype is available at: https://opengogs.adaptcentre.ie/debruync/r2rml/src/r2rml-col.
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able to specify what type of terms can be collected and that they can differ in a collection/
container. (2) Collect RDF terms across rows: grouping the RDF terms that are gener‐
ated from an object map for each subject. (3) Nesting: the ability to nest containers and
collections, and both approaches. (4) Provide support for managing empty collections
and containers. (5) Managing named graphs.

BOOK AUTHOR
ID TITLE ID BOOKID TITLE FNAME LNAME
1 Frankenstein 1 1 NULL Mary Shelley
2 The Long Earth 2 2 Sir Terry Pratchett

3 2 NULL Stephen Baxter

Fig. 1. Two relational tables representing books and their authors.

To collect terms for each row in a logical table, we extended R2RML’s vocabulary
in the following ways: the introduction of a predicate rrf:gather to indicate which
RDF terms need to be gathered into a collection or a container, and allowing the predicate
rr:termType to refer to rdf:Bag, rdf:Seq, rdf:Alt, or rdf:List. The last
is the default when a valid term type is absent. We note that these are all part of the RDF
namespace, which we reused. The subject of rrf:gather must be a list of object
maps that generate RDF terms. We thus have an object map that is comprised of object
maps – which we will call a gather map. When none of the object maps generate a term
as prescribed by the R2RML W3C Recommendation, an empty list or container is
generated. One can also use rrf:gatherAsNonEmpty to avoid the generation of
empty collections/containers.

The application of this gather-object map g on a row will result in the application of
each object map part of g to create the container or collection. Using the running example
described above, the R2RML snippet in Listing 1 (top) generates the RDF shown in
Listing 1 (bottom) One can see how rows in the person table generates a bag only
containing a first- and last name when a title is non-existent.

tt<rtgfkecvgQdlgevOcr"]
tt<rtgfkecvg"gz<pcog=
tt<qdlgevOcr"]"
tth<icvjgt"*]"tt<eqnwop"$VKVNG$"_ ]"tt<eqnwop"$HPCOG$"_ ]"tt<eqnwop"$NPCOG$"_+=
tt<vgtoV{rg"tfh<Dci=
_=

_
rgtuqp<4 gz<pcog"]"c"tfh<Dci= tfh<a3"$Ukt$= tfh<a4"$Vgtt{$= tfh<a5"$Rtcvejgvv$"_0
rgtuqp<3 gz<pcog"]"c"tfh<Dci= tfh<a3"$Oct{$= tfh<a4"$Ujgnng{$"_0
rgtuqp<5"gz<pcog"]"c"tfh<Dci= tfh<a3"$Uvgrjgp$= tfh<a4"$Dczvgt$"_0

The fifth requirement will be covered here as it necessitates prescribing how different
named graphs across rows that are gathered should be treated as the target graphs in the
subject and predicate-object maps may differ for each row. While gathering collections or
containers per row is fairly straightforward as it introduced a new object map that needs to
be applied to each row of a logical table, collecting RDF terms per column is a bit more
challenging in terms of coming up with an appropriate extension of the vocabulary and the
algorithm, especially the latter as one needs to keep track of the rows that need to be
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grouped in order to generate the collection or container. We extended the algorithm as
follows: the implementation keeps track of all object maps with a rr:collectAs (See
Listing 2) statement. The algorithm generates a subject for each row in the logical table (or
join in case of reference-object maps). A special data structure keeps track of the RDF terms
generated by the graph- and predicate-maps for each row – and thus also subject – whilst
collecting the objects for the creation of the collection or container. Since each row may
generate different predicates or graphs, but objects are collected across them, we have
decided to store the collection or container in all possible combinations of graphs and pred‐
icates related to a particular subject. Though we think that this would be an unlikely use
case, we deemed it important to think this aspect of the extension through.

tt<rtgfkecvgQdlgevOcr"]
tt<rtgfkecvg"gz<ytkvvgpd{=
tt<qdlgevOcr"]"

tt<rctgpvVtkrnguOcr">%CwvjqtuVtkrnguOcr@=
tt<lqkpEqpfkvkqp"]"tt<ejknf"$KF$="tt<rctgpv"$DQQMKF$="_=
tth<eqnngevCu"tfh<Nkuv=

_=
_=
dqqm<3"gz<ytkvvgpd{"*"rgtuqp<3"+0
dqqm<4"gz<ytkvvgpd{"*"rgtuqp<4"rgtuqp<5"+0

We allow nesting in the following ways: (i) gather maps may be nested with gather
maps; and (ii) one may collect (nested) gather maps with rrf:collectAs. Since we
have created an object map of object maps to tackle the case of gathering RDF terms
for each row to cover the first case, it is fairly straightforward to nest them. For obvious
reasons, however, no “cycles” are permitted in nested object maps. Due to space limi‐
tations, we will not be able to provide examples and refer to the documentation instead.
What we do not allow is the use of rrf:collectAs in nested object maps; it does
not make sense to start aggregating, for each row, terms across rows.

4 Demonstration

Here, we demonstrate our approach to generate a MADS-RDF dataset from the relational
database of The Library’s cataloguing system. Concepts in MODS, such as
mods:Title, are related to a collection of mads:Element instances. Elements,
which act as an abstract concept for something that has a label, are attributed such a
label with the predicate mads:elementValue whose range is an xsd:string.
The concept mads:Element is then specialized into a number of subclasses such as
mads:TitleElement, which itself is an abstract concept for all elements one can
find in a title. One needs to use instances of “concrete” concepts such as mads:Main-
TitleElement, and mads:PartNameElement in that list.

In the database, a record must have at least one TitleInfo – terminology adopted from
MODS XML, which acts as a “container for all subelements related to title information.
The table TitleInfo thus has a foreign key to a record in the table Record. In
TitleInfo, all subelements are captured in the fields nonSort, partName, part-
Number, subtitle, and title. Due to space limitations and since the structure of
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these mappings are the same for all subelements, we will only describe one. We also
leave out the mapping for Record (and also how records are then related to
TitleInfo), and focus on the creation of title elements instead. We note a mapping
was created for the whole database (including other elements). The evaluation of our
approach’s performance was not within the scope of this study.

Our mapping is shown in Listing 3 (top), we use HTTP URIs for TitleInfo, but URNs
for the individual elements. We chose URNs as we do not (yet) foresee a reason why users
want to engage with these resources via resolvable HTTP URIs, but we also wanted to avoid
the use of blank nodes. Since the actual value of the title elements are not suitable for
creating URNs as they can contain illegal characters, we provided specific IDs for each
element when they exist. These conditionals appear in the SQL query. The title info and title
element are linked by reusing the same URN template (highlighted in yellow). Listing 3
(bottom) contains some RDF statements that were generated of one of TCD Library’s assets.

>%VkvngKphq@
tt<nqikecnVcdng"]

tt<usnSwgt{"$$$UGNGEV",. KH*pqpUqtv"KU"PWNN."PWNN."kf+"CU"pKf. KH*uwdvkvng"KU"
PWNN."PWNN."kf+"CU"uKf. KH*rctvPwodgt"KU"PWNN."PWNN."kf+"CU"pwKf. KH*rctvPcog"KU"
PWNN."PWNN."kf+"CU"pcKf HTQO"VkvngKphq$$$= _=

tt<uwdlgevOcr"]
tt<vgorncvg"$jvvr<11fcvc0nkdtct{0vef0kg1tguqwteg1vkvngkphq1}kfÄ$=
tt<encuu"ocfutfh<Vkvng=

_=
%"Ocrrkpi"vq"igpgtcvg"tfhu<ncdgn"dcugf"qp"›vkvngfi"qokvvgf
tt<rtgfkecvgQdlgevOcr"]

tt<rtgfkecvg"ocfutfh<gngogpvNkuv=
tt<qdlgevOcr"]

tth<icvjgt"*
]"tt<vgorncvg"$wtp<vef<vkvng/pqpuqtv/}pKfÄ$ _"
]"tt<vgorncvg"$wtp<vef<vkvng/ockp/}kfÄ$"_
]"tt<vgorncvg"$wtp<vef<vkvng/uwdvkvng/}uKfÄ$"_"
]"tt<vgorncvg"$wtp<vef<vkvng/rctvpcog/}pcKfÄ$"_"
]"tt<vgorncvg"$wtp<vef<vkvng/rctvpwodgt/}pwKfÄ$"_"

+=
_=
tt<vgtoV{rg"tfh<Nkuv=

_=
0

>%VkvngKphq/Vkvng@
tt<nqikecnVcdng"] tt<usnSwgt{"$UGNGEV"kf."vkvng HTQO"VkvngKphq$= _=
tt<uwdlgevOcr"]

tt<vgorncvg"$wtp<vef<vkvng/ockp/}kfÄ$= tt<encuu"ocfutfh<OckpVkvngGngogpv=
_=
tt<rtgfkecvgQdlgevOcr"]

tt<rtgfkecvg"ocfutfh<gngogpvXcnwg= tt<qdlgevOcr"] tt<eqnwop"$vkvng$= _=
_=

0
>jvvr<11fcvc0nkdtct{0vef0kg1tguqwteg1vkvngkphq14@ c"ocfu<Vkvng= ocfu<gngogpvNkuv"*"
>wtp<vef<vkvng/pqpuqtv/4@">wtp<vef<vkvng/ockp/4@">wtp<vef<vkvng/rctvpwodgt/4@"+0
>wtp<vef<vkvng/ockp/4@ c"ocfu<OckpVkvngGngogpv= ocfu<gngogpvXcnwg"

$Vtcpucevkqpu"qh"vjg"Kpuvkvwvkqp"qh"Ekxkn"Gpikpggtu"qh"Ktgncpf$0
>wtp<vef<vkvng/pqpuqtv/4@"c"ocfu<PqpUqtvGngogpv= ocfu<gngogpvXcnwg"$Vjg$0
>wtp<vef<vkvng/rctvpwodgt/4@"c"ocfu<RctvPwodgtGngogpv= ocfu<gngogpvXcnwg"$Xqn048$0

5 Related Work

We focus on related word of generating RDF datasets from relational databases only.
To the best of our knowledge, xR2RML [3] is the only initiative that aimed to extend
R2RML with support for containers and collections. It extends both R2RML for
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relational databases and RML [2], itself a superset of R2RML, to handle other source
data formats such as JSON, XML, and CSV. At the time of writing, the implementation
of xR2RML provides no support for named graphs, nested collections and containers,
and different term types in collections and containers3. We consider the first a non-
implemented feature rather than a real limitation. Interesting about their approach is how
they handled “representation agnostic” mappings allowing one to mix representation
formats. One can, for instance, treat the contents of a column as JSON. This feature
allows one to generate collections or containers for tables with such columns.

6 Conclusions and Future Work

This paper provides evidence that a minimal extension of R2RML to support the gener‐
ation of RDF collections and containers from relational databases is feasible. The
Library of Trinity College Dublin, who wished to generate RDF from their relational
database using MADS-RDF, provided the motivation of this study, as those vocabularies
prescribe the use of RDF collections for which there is no support in R2RML.

Our approach furthermore supports a wider range of cases than the one needed for
our motivating use case; nesting collections/containers, collections/containers across
rows, and dealing with empty collections and containers. Though the Library did not
need to gather collections across rows, this could potentially be useful to generate a
collection of disjoint OWL classes when generating a taxonomy from a table, for
instance. With respect to existing state of the art, our approach covers a wider range of
cases, and does not intermix data representation formats. We believe that this would
ease the maintenance mappings, though evidence for this needs to be gathered.
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Regional Development Fund. We also express our gratitude to the Library of Trinity College
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Abstract. Along the history, many researchers provided remarkable
contributions to science, not only advancing knowledge but also in terms
of mentoring new scientists. Currently, identifying and studying the for-
mation of researchers over the years is a challenging task as current repos-
itories of theses and dissertations are cataloged in a decentralized way
through many local digital libraries. In this paper we focus our attention
on building such trees for the Brazilian research community. For this, we
use data from the Lattes Platform, an internationally renowned initia-
tive from CNPq for managing information about individual researchers
and research groups in Brazil.

Keywords: Academic genealogy trees · Academic mentorship · Lattes

1 Introduction

Science has evolved over the centuries as a system that not only promotes
progress through the scientific method, but that is also centered on the processes
of mentoring and teaching. The academic mentoring activity is a form of rela-
tionship that promotes the scientific development, as well as the formation and
evolution of new researchers. Despite the complex system behind science, most of
the existing efforts in the literature that aim at measuring individuals’ research
productivity within a scientific community usually account only for the publica-
tions produced, citations received and collaborations established [1,9], neglecting
the formation of new researchers.

There has been only a limited number of initiatives, by specific academic com-
munities, in the sense of documenting, analyzing and classifying advisor-advisee
relationships. Sometimes this kind of study considers a representation usually
called academic genealogy tree [2,3,7], in which nodes represent researchers and
relations indicate that a researcher was the advisor of another one. However,
these efforts have focused on specific scientific fields, such as Mathematics [7]
and Neuroscience [3], or have been restricted to a specific community as it is the
case of a career retrospect of prominent American physicists [2]. Although limited
to specific contexts, overall these efforts show that the analysis of such relation-
ships in the form of a genealogy structure contributes to a greater understanding
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of a scientific community and of its individual values, allowing us to identify the
impact generated by individuals in the formation of a community [10].

Complementary to all of them, we have started an ambitious project towards
building a large network that records the academic genealogy of researchers
across fields and countries [4]. Our preliminary work used data from NDLTD,
the Networked Digital Library of Theses and Dissertations1 [6], and aimed to
reconstruct advisor-advisee relationships from ETD records from many institu-
tions around the world and from distinct disciplines.

In this paper, we move one step forward by constructing academic genealogy
trees from a completely different data source, the Lattes Platform2. Maintained
by CNPq, the Brazilian National Council for Scientific and Technological Devel-
opment, this platform is an internationally renowned initiative [8] that provides
a repository of researchers’ curricula vitae and research groups, all integrated
into a single system. In order to be able to submit any research grant proposal,
all researchers in Brazil, from all levels (from junior to senior), are required to
keep their curricula updated in this platform, which provides a great amount
of information about the researchers’ activities and their scientific production
that can be used for many purposes. We then crawled the entire Lattes plat-
form and collected the curricula of all researchers holding a PhD degree. Next,
we developed a basic framework to extract specific data from the collected cur-
ricula, identify and disambiguate the respective researchers, and establish their
advisor-advisee relationships, from which we carried out a series of analyses that
describe the main properties of the genealogy trees we were able to construct.
Finally, we developed the first version of a system that allows users to browse and
explore the academic genealogy trees. We believe that this is the first large-scale
effort to generate a general academic genealogy tree involving as much distinct
research fields as possible.

2 Building the Academic Genealogy Trees

In this section, we discuss how we built the researchers’ individual academic
genealogy trees (AGT’s, for short) using data from the Lattes Platform. To
build such AGT’s, we first crawled the Lattes Platform and collected the curric-
ula vitae (in XML format) of 222,674 researchers holding a PhD degree. Then,
following the procedure described by Algorithm 1, we parsed each collected cur-
riculum extracting the data required to build the researchers’ AGT’s. Such data
appears basically in two specific sections of each curriculum: the Identification
section, which includes the researcher’s name, institution and degrees held, and
the Mentorships section, which includes the researcher’s list of all Master’s and
PhD students she has advised in her career. Thus, for each one of these two
sections, we wrote specific XPath queries to extract each required piece of data
(e.g., the researcher’s name and the names of her advisees). Note that the output
of this procedure is actually a directed acyclic graph, since in her academic life
1 http://www.ndltd.org.
2 http://lattes.cnpq.br.
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a researcher might have had more than one advisor (e.g., PhD and Master’s) or
acted as a co-advisor for one or more students.

According to Algorithm 1, in order to build the individual AGT’s, we first
sort the set of all collected curricula according to the researcher’s PhD degree
year (line 1). This aims to establish a chronological order to build such trees, thus
avoiding unnecessary name matchings when processing the advisees’ curricula.
Then, we set the graph G empty (line 2). Next, for each curriculum in the set
C (lines 3 to 17), we execute the following three main steps: (i) search G for
the respective researcher’s node, creating a new node if it does not yet exist or
updating it otherwise (lines 4 to 6); (ii) search G for the nodes of the researcher’s
PhD and Master’s advisors, creating them if they do not yet exist or updating
them otherwise, and then connect them to the researcher’s node (lines 7 to 10);
(iii) for each researcher’s advisee, search G for her respective node, creating it
if it does not yet exist or updating it otherwise, and then connect it to the
researcher’s node (lines 11 to 16).

A critical component of our algorithm is the search function in lines 4, 7
and 12. Although the Lattes Platform provides an internal identifier for each
researcher with a registered curriculum, it is not always possible to use this
mechanism to instantaneously identify another researcher whose name appears,
for instance, in the list of mentorships of a specific researcher’s curriculum, since
this requires some action from the researcher when updating her curriculum,
which is not always done. Thus, to overcome this problem, we have implemented
a simple, but quite effective strategy to handle this typical name disambiguation
problem [5], which considers the following parameters as input for a similarity
function: the researchers’ names, the names of their institutions, the titles of
their theses or dissertations, and the respective years of defense. However, a
detailed discussion of this similarity function is out of the scope of this paper.

3 Characterizing the AGT’s

In this section, we briefly characterize some aspects of the AGT’s we have been
able to build. Our main motivation is to identify aspects that highlight the
legacy of a researcher, measured in terms of formation of other researchers, and
not in terms of the traditional counts of publications, impact factor, and scientific
discoveries. Table 1 shows some figures about the AGT’s. Besides basic figures
such as number of nodes, edges and trees, the later defined by the number of
“roots” found in the graph (i.e., nodes without a known advisor), the table also
shows the number of components (i.e., connected trees) and the values of two
important metrics: the average tree size and the average tree width. The values
of these two last metrics are calculated by dividing, respectively, the number of
descendants by the number of subtrees (average size) and the number of out-links
of all nodes by the number of nodes (width).

We have found in total 70,610 AGT’s with 40.19 nodes on average. The
average width of such trees is 3.81, i.e., each advisor in our dataset has advised
on average 3.81 PhD or Master’s students. Despite the average size of the trees
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Algorithm 1. AGT Bulding Procedure
Input: A set C of Lattes Curricula;
Output: A graph G with all AGT’s built;

1 Sort C by the researchers’ PhD degree year;
2 Set G empty;
3 foreach Curriculum c in C do

4 Search G for the researcher’s node n;
5 if there is no such a node in G then Create node n;
6 else Update the academic attributes of n;
7 Search G for the nodes p and m of the researcher’s PhD and Master

advisors;
8 if either p or m are not found then Create them;
9 else Update the academic attributes of p and m;

10 Connect p and m to n;
11 foreach advisee in c do

12 Search G for the advisee’s node a;
13 if there is no such a node in G then Create node a;
14 else Update the academic attributes of a;
15 Connect a to n

16 end

17 end

being 40.19, the 10 largest trees have more than 5,000 nodes, although 80%
of them have less than 20 nodes, as shown in Fig. 1(left graph). On the other
hand, almost half of the trees have depth 1, as also shown in the same figure
(right graph). We also noted that Brazilian trees are about 6.77 times wider
than deeper. This number is much higher in comparison with the same ratio for
trees built from NDLTD [4], which is 2.48. We conjecture that this difference
might be related to the quality of the trees we have obtained from both sources.
NDLTD contains theses and dissertations from many institutions and countries,
but it is unclear which scientific community it represents. On the other hand,
Lattes represents an entire and complete scientific community, as basically all
Brazilian researchers are forced to regularly update their academic records on
the platform.

Table 1. Characterization of the AGT’s

# of Nodes 903,183 # of Components 22,061

# of Edges 1,144,051 Avg. Tree Size 40.19

# of Trees 70,610 Avg. Tree Width 3.81
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Fig. 1. Cumulative distribution function of the tree sizes and tree depth distribution

Fig. 2. Example of an academic genealogy tree built from Lattes (Color figure online)

4 Conclusions and Future Work

In this work, we used data crawled from the Lattes Platform to build a prelimi-
nary version of the Brazilian academic genealogy tree. Although still preliminary,
our effort identified a number of interesting findings related to the structure of
academic formation in Brazil, which highlight the importance of cataloging aca-
demic genealogy trees. Our effort, together with our previous work using data
from NDLTD [4], allowed us to identify many challenges that we need to tackle
towards developing a large repository that records the academic genealogy of
researchers across fields and countries. More importantly, we have developed the
first version of a system3 that deploys the dataset studied here and allows users
to browse the trees.

3 Available at http://www.sciencetree.net.
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To briefly illustrate the potential of this system, Fig. 2 shows an excerpt of
the genealogy tree of Dr. Marcos André Gonçalves, a Brazilian associate profes-
sor at the Universidade Federal de Minas Gerais (UFMG), who is a well-known
researcher in the digital library community. As we can see, the node colors rep-
resent the levels in his tres. The red nodes correspond to Dr. Gonçalves’ advi-
sors during his Master’s and PhD studies, respectively Prof. Claudia Bauzer
Medeiros, from UNICAMP, Brazil, and Prof. Edward A. Fox, from Virginia
Tech, USA. The main subtree (the orange one) includes the graduate (Master’s
and PhD) students that have been advised by Dr. Gonçalves, which, in turn,
span an additional level of subtrees (the yellow ones).

Thus, by analyzing this kind of tree we hope to better understand a research
lineage. Moreover, we believe this system represents a preliminary step towards
the understanding of more important questions related to science, which we
will be able to answer once we have a world-wide academic genealogy tree. For
example, this system would allow us to identify the important researchers within
areas and the role they have played on the creation and evolution of scientific
communities. It would also provide a better understanding about where research
areas came from, the birth and death of research communities, the identifica-
tion of one’s academic lineage, and the role of interdisciplinary formation on
the evolution of specific research fields. Ultimately, it would allow us to better
comprehend the evolution of science and, consequently, of our society. We note,
however, that the current version of our system is still beta and its development
is part of our future work.
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Abstract. Computer services are normally assumed to work well all the time.
In this work we examined the operation and the errors of metadata harvesting
services and tried to find clues that will help predicting the consistency of the
behavior and the quality of the harvesting. The large number of such services,
the huge amount of harvested information and the possibility of meeting tran-
sient conditions makes this work hard. We studied 395530 harvesting tasks from
2138 harvesting services in 185 harvesting rounds during a period of 9 months,
of which 214163 ended with error messages and the remaining tasks occa-
sionally returning fewer records. A significant part of the OAI services never
worked or have ceased working while many other serves occasionally fail to
respond. It is not trivial to decide when a tasks is successful, as tasks that return
without an error message do sometimes return records and also tasks that declare
that complete normally sometimes return less or no records. This issue is fun-
damental for further analysis of the harvesting outcome and any assessment that
may follow. Therefore, on this work we studied the error messages and the task
outcome patterns in which they appear and also the tasks that returned no
records, to decide on which is the most essential condition to decide when a task
is successful. Our conclusion is that a task should be considered successful when
it returns some records.

Keywords: OAI � Metadata harvesting � Reliability � Services � Temporary
error � Permanent error

1 Introduction

Computer services like metadata harvesting and document retrieval do not always have
the expected behavior. The users may notice delays or unavailability – but they have no
idea how often these happen, and assume that each problem is rare and temporary. The
big diversity of computer services, their different requirements, designs and interfaces
and also network problems and user-side malfunctions, make it hard to know when the
behavior of a service is normal or not and what to measure in each case. To overcome
some of these restrictions, we examined the behavior of a large number of similar
services of a specific type: data providers using the Open Archives Initiative Protocol
for Metadata Harvesting (OAI-PMH).

Metadata harvesting is used very often, to incorporate the resources of small or big
providers to large collections. The metadata harvesters, like Science Digital Library and
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Europeana, accumulate metadata from many collections (or sources) through the
appropriate services, belonging to metadata providers mostly memory institutions, by
automatically contacting their services and storing the retrieved metadata locally. Their
goal is to enable searching on the huge quantity of heterogeneous content, using only
their locally store content.

The reliability of the services is important for ensuring current information. If the
metadata harvesting service is not responding, the corresponding metadata records will
not be updated at that time. Additionally, the unreliability - downtime of the metadata
harvesting services usually indicate a proportional unreliability or downtime of the
resource providing service, which always resides on the local sites, where both the local
and the harvested metadata link to. When the resources are not available, the corre-
sponding user requests are not satisfied, affecting the quality of the service.

In [5] Lagoze et al. discuss the NSDL development and explains why OAI-PMH
based systems are not relatively easy to automate and administer with low people cost,
as one would expect from the simplicity of the technology. It is interesting to inves-
tigate the deficiencies of the procedure.

The behavior and the reliability of a service, as well as the quality of its content, is
important to the outcome and the satisfaction from the service. The evaluation and
quality of metadata is examined as one dimension of the digital library evaluation
frameworks and systems in the related literature, like [1, 6, 8]. Fuhr et al. in [1] propose
a quality framework for digital libraries that deal with quality parameters. The service
reliability falls under their System quality component.

In [7] Ward describes how the Dublin Core is used by 100 Data Providers registered
with the Open Archives Initiative and shows that is not used to its fullest extent. In [2]
Kapidakis studies the responsiveness of OAI services, and the evolution of the metadata
quality over 3 harvesting rounds between 2011 and 2013. In [3] Kapidakis examines
how solid the metadata harvesting procedure is, by making 17 harvesting rounds, over
three years, from 2014 to 2016, and exploiting the results to conclude on the quality of
their metadata as well as on their availability, and how it evolves over these harvesting
rounds. The list of working services was decreasing every month almost constantly, and
less than half of the initial services continued working at the end.

Nevertheless, the OAI services did not have a solid behavior, which make any
assumption and conclusion harder to reach. In [4] Kapidakis explored the behavior of
the information services over a small period of time, so that no permanent changes to
their behavior were expected: during 21 harvesting rounds in three days intervals for a
period of two months. He classified the services into five classes, according to their
reliability in their behavior, and examined each class separately. He found that the
service failures are quite a lot, and many unexpected situations are formed.

We have to address a fundamental issue: when a harvesting task should be con-
sidered successful. This issue is not trivial because (a) each harvesting task is a
complex process, with many points of failure – not all of them of equal importance and
(b) each harvesting task produces an outcome, that is either normal completion or an
error message, but this outcome does not coincide with other task characteristics like
the number of records returned: tasks that return without an error message do some-
times return records and also tasks that declare that complete without an error message
sometimes return no records.
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Therefore, on this work we studied the error messages and the patterns in which
they appear and also the tasks that returned no records, to decide which is the most
essential condition to characterise task as successful. For this reason, we performed and
used a large number of harvesting rounds and examined in detail all harvesting error
messages, to better understand them and the causes that triggered them.

The rest of the paper is organised as follows: In Sect. 2 we describe our method-
ology and the data we collected for that purpose. In Sect. 3 we study the error messages
that the failed harvesting services returned and try to discover what they represent. In
Sect. 4 we try to detect when the harvesting tasks time out and/or return records, to find
patterns of behavior. We conclude on Sect. 5.

2 Methodology and Collected Data

It is difficult to understand, analyze or predict the behavior of network services, because
it depends on many factors, many of which may be external to the service and
unknown. Nevertheless, there may be some significant factors of the service configu-
ration or maintenance, or their environment (including the accessing network) that can
be considered.

To reveal common behavior patterns, we created an OAI client using the oaipy
library and used several harvesting rounds, where on each one we asked each of the
2138 OAI-PMH sources listed in the official OAI Registered Data Providers (https://
www.openarchives.org/Register/BrowseSites) on January of 2016 for a similar task: to
provide 1000 (valid – non deleted) metadata records. Such tasks are common for the
OAI-PMH services, which periodically satisfy harvesting requests for the new or
updated records, and involve the exchange of many requests and responses, starting
from the a negotiation phase for the supported features of the two sides. Our sequential
execution of all these record harvesting tasks from the corresponding specific services
usually takes more then a day to complete. Sometimes the tasks time out resulting to
abnormal termination of the task: we set a timeout deadline to 1 h for each task.

We repeated a new harvesting round with a task for each service in constant
intervals, asking the exact same requests every 36 h for a period of 9 months (June of
2016 to March of 2017). In the following, we further analyze the errors as permanent or
temporary, and examine the error distribution per service.

Ideally, a task will complete normally, returning all requested metadata records –
1000, or all available records (even zero) if fewer are only available on that service.
Other behaviors are also possible - and of interest when studying the behavior of each
service. A task may return an error, declaring that the final task goal cannot be satisfied.
We also consider as error the situation of the abnormal termination of a timed out task
and such a task may return some records.

Finally, it is also possible to have a situation that the service actually returns less
records than the ones available and requested, but reports that the task completes
normally.
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3 The Errors of the Services and Their Semantics

Our 214163 (54%) harvesting tasks did not complete normally. The reasons for such
failures may be attributed to either the intermediate network or to the service – and can
be either temporary or permanent. The fact that in all 185 rounds the 30155 tasks of
163 services consistently completed normally leads as to believe that the network
connectivity of our OAI client is not a primary reason for the task failures in the
remaining services, although we cannot exclude it, as the harvesting expands over
many hours of operation.

A significant number of tasks fail on each round, and this rate is slowly increasing.
The average number of failed tasks per round is 1158, with minimum 1108 and
maximum 1222. Some rounds have an instantaneous increase to the number of failed
tasks (round 175 is the maximum), but not too high to indicate a network problem on
the OAI client side.

Our data confirms that the failed tasks are already surprisingly many and increase
slowly, as was first discovered in [3]. Figure 1a shows how these task failures are
mapped to the harvesting services, as each service includes 185 of these tasks, one for
each round. We observe that 253 services (shown first) had no failures at all, the 1046
(shown last) services failed on all 185 of their tasks, and the remaining 839 services
failed some times, most of them only a few, but others much more. Therefore, we have
good, reliable services, a lot of constantly failing services and many that their outcome
is affected by the environment.

Each OAI task consists of many actions, including mainly a negotiation in com-
munication and many record requests. Therefore, its outcome may not be trivially
classified as full success or failure, but may be something in between, with contra-
dicting indicators, like when retrieving records and getting an error status, or when
retrieving no records and completing normally. Therefore, the success of a task has to
be clearly defined, so that it can be used later on. In this work, we decided to initially
adopt the status returned from the task in order to characterise a success or failure, not
considering the number of records actually returned. This is what each task declares

Fig. 1. (a) The number of failed tasks per service for the 2138 services. (b) The distribution of
the number of records returned by a service and its frequency for the 1092 services. (c) The
distribution of the number of returned records in 334 tasks that timed out.
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anyway. This approach has the advantage that on the failures we can interpret the
returned error status to further explore the reason for the failure.

The error messages reported by the failed tasks, as returned by each service and
processed by the client, are briefly listed in the first column of Table 1, with the number
of tasks they report them in the third column. They are service specific and the exact
semantics of each error message is not globally defined.

Apart from the 181367 normal responses and the timed-out responses, we present
the remaining errors by splitting them into two categories, the ones related to the
network communication and the ones that are specific to the OAI-PMH operation, and
its data interpretation and exchange and we show it on the second column of Table 1.
We observe that the communication errors, and more specifically the HTTPError and
URLError, appear much more often than the OAI-PMH protocol errors.

There are services that failed on each of their 185 tasks. There seems to be no
coincidence behind this: there must be permanent issues that do not permit the service
to complete normally (including possible incompatibility with our client), requiring
human intervention (in the data or the software) to correct them. But these issues are
not revealed easily, especially when the service does not fail in the same way each time.
There may be some temporary issues, possibly on some tasks only, that apply in an
earlier stage than the permanent ones, and force the task to terminate prematurely,
reporting one of these issues instead, and hiding the permanent issues. Thus, the
analysis of each behavior is usually complex.

Table 1. Service errors and the number of tasks they appear, outcome patterns they are
contained and services that always return only them

Error short name Error Category Tasks Outcomes Services

URLError Communication 68941 106 316
HTTPError Communication 67035 96 160
BadVerbError OAI-PMH protocol 33264 44 64
XMLSyntaxError OAI-PMH protocol 23501 55 36
NoRecordsMatchError OAI-PMH protocol 6082 26 4
DatestampError OAI-PMH protocol 3835 11 6
BadArgumentError OAI-PMH protocol 3220 10 6
error Communication 3179 68 6
Error Communication 1302 25 2
UnicodeEncodeError OAI-PMH protocol 1267 5
BadResumptionTokenError OAI-PMH protocol 632 8 1
SSLError Communication 610 5 1
BadStatusLine OAI-PMH protocol 565 36
CannotDisseminateFormatError OAI-PMH protocol 317 3
IncompleteRead Communication 79 17
Timeout 334 48
Normal Completion 181367 253
Total 395530 563 855
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In order to discover the semantics of the reported errors and the issues they imply,
we have to examine their presence in many failed tasks and in the formed outcome
patterns, especially since we have no access to the environment of a service (like the
documentation for its operation) for further investigation.

In an effort to further clarify the semantics of the error messages, we investigated
the combinations of outcomes that appear in the tasks of each service: either the
error-less normal completion or an error message. By counting only the existence of the
outcomes in all tasks on each service, and not their order or frequency, we reached 210
distinct outcome (completion/error) pattern combinations. The 106 of them were fol-
lowed by only one service, and the rest 104 matched 2 or more services. The fifth
column of Table 1 lists the number of services that follow each of the 12 service
patterns that consist of only a single outcome (the same error message or normal
completion) in all its 185 tasks.

In the remaining 198 outcome patterns with 2 or more (up to a maximum of 7)
outcomes in their 185 tasks, the most common patterns consists of the HTTPError and
URLError outcomes (93 services), and also one of these two and the normal com-
pletion (87 services). The other patterns are not followed by more than 8 services. The
error messages that appear in the fifth column of Table 1 appear mostly as permanent
errors, preventing any task to do any more progress.

Some error messages are more common in these patterns than others. The fourth
column of Table 1 displays the error messages by frequency in the remaining 198
outcome patterns, a total of 563 error messages. There are 5 error messages that do not
appear in the fourth column of Table 1: CannotDisseminateFormatError, Uni-
codeEncodeError, BadStatusLine, IncompleteRead and Timeout. These have a higher
probability that they are temporary errors, but we cannot conclude that by their par-
ticipation in the outcome patterns. Only IncompleteRead and Timeout are found with
certainty to be temporary.

No error message seems to be part of very few error patterns. The frequency of all
error messages in the patterns is more or less proportional to their overall frequency in
all tasks.

4 Collective Behavior of the Services

Below, we examine the behavior of the participating services collectively, to better
understand the possible outcomes, and their likelihood.

The 181367 tasks (46%) completed normally with average response time 56.9 s,
although 69 of them returned no records. For tasks that returned records, the minimum
response time was less than a second and the maximum was 3584 s, in a case that the
information service returned 1000 records. Because of the short interval between our
harvesting rounds, in most cases neither the service software nor the records in each
service were modified between rounds.

The number of services that competed normally on each of the 185 rounds range
from 916 to 1030, with an average of 980 and standard deviation 19. As there are no
rounds that had much higher or lower normally completed task rates, we believe that
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there were no special conditions (possibly on our network) that affect the outcome of
our tasks and contaminate our analysis, that should be excluded.

We study the distribution of the number of records returned by each service for
common values, other than the requested records, 1000. Figure 1b presents the dis-
tribution of the number of records returned by each of the 1092 services that completed
normally on each of the 185 rounds. 839 of the services completed normally only on
some rounds, and 90 of them completed normally on all rounds, but did not provide the
same number of records on each round. In these cases, the maximum number of records
returned was considered. The remaining 163 services always returned the same number
records. The more rounds a service completed normally – especially when their
maximum is repeated in many rounds, the safer it is to assume that we have found the
number of records that should be returned on each task.

Only 646 of the 1092 services returned 1000 records, and may actually hold more
records. On the other hand, 69 services completed normally although always returned 0
records. The remaining 377 services returned from 2 to 991 records (270 of them
returned the same records consistently in all 185 rounds – the others occasionally
returned less) and with no obvious pattern. The number of returned records seems to
vary unpredictably, so it should be the number of records that the service can provide,
and not a number dictated by the software API..

The other 214163 (54%) tasks ended with an error: in 206138 (96%) of these tasks,
no records were returned at all, while in the remaining 8025 tasks some records were
indeed returned.

Among the failed tasks, 334 tasks did not terminate normally but timed out after an
hour of trying. With an average service response time less than 57 s, and a standard
deviation close to 137 s in the 181367 tasks that did not completed normally, our
3600 s time out deadline seems reasonable. The 188 of the timed out tasks (56%)
returned no records, while 14 such tasks returned all 1000 records, but afterwards did
not terminate normally, but timed out. The remaining 132 timed out tasks returned from
50 to 998 records, with an average of 442 but with no obvious concentration of values
and with very high standard deviation (268).

The tasks that timed out and returned zero records are between 1 and 12 (1.7 on
average) per round from the 188 tasks on 110 rounds, while the tasks that timed out and
returned some records but not all 1000 are between 1 and 4 (1.3 on average) per round
from the 132 tasks on 100 rounds. It seems that the tasks that timed out and returned
zero records coexist more often, and the network conditions on the harvesting round
have a small correlation to the time out. Figure 1c shows how the distribution of the
number of returned records for the 334 timed out tasks.

Only 121 of the 2138 services ever had a time out, up to 43 ones, with an average
of 2.8 and standard deviation of 6.4, in the 334 total tasks. Only 7 services timed out in
more than 5 rounds, while most services only timed out in one (90 services) or two (17
services) rounds. Most of them return 0 records, but the rest of the timed out tasks
return a number of records that has an almost uniform distribution, up to the maximum
1000. Our data also indicate that the time out behavior do change (on numbers and
returned results) on each round.

The 8025 tasks that failed but retuned some records do failed with all 15 different
error messages (the majority of them, 5030, failed with the XMLSyntaxError message).
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Excluding the tasks that timed out, 7879 other tasks also returned records and 21 of
them (with 4 different error messages) returned all 1000 requested records. The
remaining 7858 tasks returned from 5 to 997 records. Thus the errors can occur on all
stages of the service requests, and may not affect the task in an important way.

The 7879 tasks that failed, but not with a time out, and retuned some records had a
maximum response time of 2374 s and an average of 51 s, which is even less that the
maximum response time of 3585 s and the average of 60 s of the tasks that completed
normally and also returned some records. Thus these failed tasks have a smaller
response time, failing in an earlier stage.

The 8797 tasks that completed normally but returned no records, they all completed
after a maximum of 930 s, and on the average on 3.5 s, and were the fastest of all tasks.
Most of these tasks belong to 17 services that returned no records on all 185 rounds and
on 16 services that returned no records on 184 rounds. Also, 34 services had one such
task each, and fewer services had from 2 to 182 such tasks. We conclude that a few
services consistently return no records, while others may do so temporarily.

5 Conclusions and Future Work

The OAI tasks were executed in multiple rounds, which were in small intervals to avoid
significant changes on the services. The behavior of a service over multiple rounds of
tasks is not always consistent, and often changes between two rounds, because of
temporary problems.

OAI is a protocol that works unattended but needs site administration, maintenance
and monitoring tools. OAI and its implementations are vulnerable to many network
conditions and often return less records than those requested.

Most errors can appear as both permanent and temporary. TheOAI servers and clients
should use more fine grained error messages, and each one of them would cover with
fewer semantics that will also indicate permanent and temporary unrecoverable issues.

The time out behavior seems to be strongly correlated to the specific service, as
some services are much more prone to time out than others.

It seems appropriate to consider a task successful when it returns any records, even
when it ended with an error or time out. Furthermore, the number of records returned,
when less than the ones available by the service, does not seem biased for services
either completing normally or with an error message. This consideration contradicts the
reasonable alternative to only consider the return outcome for the task success, as the
two considerations often disagree: when a task returns no records on its normal
completion and when a task returns records while also returning an error message.

In the future, we plan combine the response time of the tasks and services with the
conditions of the time out, of the incomplete read and of the return of zero records to
see how they are related.
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Abstract. This article addresses how to improve the automated accessibility and
visibility of information from Web Information Portals and in particular virtual
library systems. Information from web information portals could provide great
value to satisfy information needs. But most of this information stays hidden in
data silos which are part of that section of the web that is not indexable by common
search engines and is therefore called Deep Web. Shared vocabularies like
Schema.org helped to increase machine readability of structured information on
the web in general, but markup vocabularies didn’t increase the accessibility and
visibility of information from data silos. This article addresses the limitations
regarding the accessibility of information from data silos on the Deep Web and
proposes an extension to Schema.org to fill the identified gaps. The extension
improves the automated accessibility and visibility of information provided in
web information portals by providing Dynamic Deep Linking capabilities to Deep
Web data silos by lifting web forms of web information portals to the level of
machine understandable semantic Web Query Interfaces.

Keywords: Dynamic Deep Linking · Schema.org extension · Web query
interface · Web information portals · Virtual library systems

1 Introduction

The Web is a continuously growing diverse set of information. Various kinds of web-
accessible data sources like search or information portals provide access to vast amounts
of information and can be classified into service-oriented web services on the one hand
and user-oriented web portals on the other hand. Service-oriented web services like web
APIs (Application Programming Interfaces) provide information in a machine readable
and accessible way to ensure its retrievability. In contrast to this, user-oriented web
portals like information portals and in particular virtual library systems provide infor‐
mation in a way that is machine readable in terms of displaying purpose but primarily
intended to be human readable. Information in user-oriented web portals – hereafter
referred to as Web Information Portals – is usually retrieved based on user interactions
like user-initiated web form submissions. These web form submissions become the focal
point of interest in this article as it makes automated access and retrieval of information
difficult and therefore causes this information to be hidden in data silos of the so called
Deep Web [1].
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The Deep Web refers to the part of the web that is not indexable by common search
engines due to its limited accessibility. Web crawlers basically rely on hyperlinks to
discover new information on the web [6]. The limited automated accessibility and there‐
fore limited visibility of information from web information portals is caused by the
likewise high complexity of web form submissions that rely on user input.

In contrast, the Surface Web [1] consists of information that can be easily accessed
by common search engines. Most users even rely on search engines when searching
information from known information sources like a well-known subject portal [9]. In
contrast to classical library OPACs (Online Public Access Catalogues) which provide a
service for local users, modern virtual library systems aim to provide global services.
Whereas classical OPACs often exclude search engine crawlers on purpose [2], virtual
libraries rely on search engine optimizations to reach their targeted user group.

This article proposes the semantic enrichment of web forms based on an extension
to the open vocabulary standard Schema.org. The extension investigates the potential
of semantic annotations for web forms to provide Dynamic Deep Linking capabilities
and therefore increase the automated accessibility of information from web information
portals with a focus on the special characteristics of virtual library systems.

2 Related Work

The above described user behavior in information gathering corresponds with the search
engines intention to refine their search results based on the usage of structured data. For
example, this applies to rich snippets [11] as well as embedded additional information
in search results pages. This was one of the major reasons for launching the Schema.org
initiative. Schema.org schemata supported the semantic description of static entities with
a focus on optimized ranking and rich snippet generation. The schemata had a wider
range and less specialization in contrast to previous vocabularies and extremely
improved machine readability of information that is covered by the provided schemata.
But this just applies to information that was already accessible by search engines and
so far just machine readable in terms of displaying purpose.

As the web is not just about static descriptions of entities, the Schema.org community
announced Schema.org Actions1 to describe actions performed on entities. One of these
indicates search actions based on form submissions to ease access to annotated websites
for web crawlers and provide Sitelinks Search2 functionality. As lots of information on
the web still cannot be reached due to the semantic complexity of web forms, this work
investigates further potential of semantic annotations for web forms with the application
of Linked Data principles. These principles refer to “best practices for publishing and
connecting structured data […] to create typed links between data from different
sources” [3] and led to improvements regarding the retrievability of information on the
web, e.g. based on Semantic Search capabilities.

1 Schema.org Actions: http://blog.schema.org/2014/04/announcing-schemaorg-actions.html
2 Sitelinks Search: https://developers.google.com/structured-data/slsb-overview
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The challenge of improving the automated accessibility of information on the web
has been addressed from several perspectives in the past. On the one hand, Semantic
Web Services play an increasingly important role in web data integration processes. In
particular, Hydra a lightweight vocabulary has been published aiming to create hyper‐
media-driven Web APIs [8]. In contrast to this article, the Hydra W3C community puts
its focus on service-oriented web services. Moreover, the OpenURL framework for open
reference linking in the scholarly information environment provides linking capabilities
to library services going beyond the classic notion of a reference link [10]. It “provides
a standardized format for transporting bibliographic metadata […] between information
services” [10]. The format is mainly used for link resolvers and has the basic concept
of deep linking information in target services in common with this work. But in contrast
to the service-oriented OpenURL format this work provides a more generic vocabulary
with Dynamic Deep Linking capabilities to user-oriented web information portals.

On the other hand, previous research focuses on the extraction of information from
Deep Web data sources. Special emphasis has been placed on surfacing information
respectively the information extraction from the Deep Web [4] based on automated web
form discovery, understanding and classification approaches [12, 13]. Additionally,
general Deep Web harvesters have been developed [5, 14]. While most of these
approaches address the Deep Web data integration challenges from the retrieving serv‐
ices perspective and have to deal with either strict limitations regarding their application
domain or their efficiency, this work switches the perspective and addresses these chal‐
lenges from the information providing services perspective [7].

3 Semantic Deep Search Extension

Semantic annotations provide further potential for the improved access to Deep Web
data silos and in particular web information portals. Virtual library systems rely on
expert generated bibliographic metadata to describe their provided content. This biblio‐
graphic metadata is usually based on authority data and vocabularies defined as thesauri
which play a significant role in the targeted search. Whereas Linked Data principles
have a widespread use in service-oriented information provision and access, they still
lack recognition when accessing user-oriented web information portals. We investigate
the further potential of expert generated bibliographic metadata based on additional
semantic annotations for web forms following the Linked Data principles. Web forms
are hereafter referred to as web query interfaces to indicate their relevancy for the auto‐
mated accessibility of information in web information portals.

The Semantic Deep Search Extension to Schema.org should meet the following
challenges to enable better automated access to Deep Web data silos:

1. Identify web query interfaces of web information portals (Service Discovery)
2. Select web query interfaces for specific information need (Service Classification)
3. Generate service-specific query URLs (Dynamic Deep Linking)

According to the introduced switch in perspective in contrast to approaches from the
retrieving services perspective, Deep Web Service Endpoints (underlying retrieval
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service of a web query interface) need to be self-describing in terms of general classi‐
fication purpose and in terms of their detailed URL parameter assignment. As a result,
service endpoints serve as semantic APIs to the primarily just user-accessible search
functionality of web information portals. The overall objective of this approach is a
framework for Semantic Deep Search based on Dynamic Deep Linking.

In contrast to Schema.org’s syntactical SearchAction markup, the extension provides
a vocabulary that is capable of describing the detailed web query interface semantics.
General information for the discovery and classification of the service is provided based
on so called content properties: e.g. content domain, language, content type and licensing
information. Furthermore, this extension specifies detailed WebFormElement properties
which correspond to the service parameters or sets of related parameters of a web query
interface to describe semantic parameter constraints like input domain (valid parameter
values) and output range (output restrictions triggered by input values) as well as struc‐
tural or semantic parameter dependencies.

This model is based on the formalization of a web query interface. A web query
interface can be formally described as a service with a set of input variables X which
correspond to the service parameters. The result set of a query submission is based on
several restrictions to the underlying dataset defined by each input variable xi ∈ X. Each
variable xi ∈ X has a specified input domain inpi. An assigned variable value specifies
a restriction outi regarding the result dataset. The input domain inpi and output restriction
outi of xi can be formalized as graph patterns. Furthermore, there might exist semantic
dependencies between related variables or sets of variables. For example, the value of
a variable xi ∈ X (e.g. select field) might restrict or redefine the input domain inpj and
output restriction outj of a related variable xj ∈ X (e.g. input field). The altered input
domain inp

′

j
 is a restricted subset or redefinition of inpj and the output restriction out

′

j
 is

a restricted subset or redefinition of outj. Therefore, the overall result of a query submis‐
sion for a valid variable assignment X =

{
x1,… , xn

}
 can be specified by a conjunctive

query: CQ(X) = T0 ∩

(
⋂

xi∈X

Touti

)

= Tr.

The result set can described as graph pattern Tr which is the conjunctive intersection
of all graph subsets Touti

 defined by formal restrictions outi of variables xi ∈ X and the
provided dataset of a web information portal described by graph pattern T0.

The Semantic Deep Search Extension for Schema.org provides the expressiveness
to define these introduced formal parameter constraints and semantic dependencies. The
full vocabulary extension is publicly available on the extension website3.

In the following, selected aspects of a prototype annotation utilizing the implemented
extension will be introduced to illustrate some of the main concepts like semantic
parameter dependencies and parameter constraints. The prototype implementation is
based on a web query interface from EconBiz4. The described example web query inter‐
face consists of three parameters: input field, select field and checkbox. The specified

3 Semantic Deep Search Extension website: http://semdeepsearch.vocab-ext.appspot.com/
4 EconBiz, subject portal for economics and business studies: https://www.econbiz.de/
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select field defines restrictions to the whole range of attributes of the specified input
field depending on its selected value. As an example, the restriction caused by the selec‐
tion of the predefined value “Author” can be described based on the following annotation
(in Notation 3; _:elem1 references input field):

@prefix schema: <http://schema.org/> .
@prefix gndo: <http://d-nb.info/standards/elementset/gnd#> .
... a schema:WebFormParameterValue ;

schema:webFormParameterValue "Author" ;
schema:definesWebFormElementRestriction

[ a schema:WebFormElementRestriction ;
schema:restrictedWebFormElement _:elem1 ;
schema:webFormParameterVocabulary

"http://d-nb.info/gnd/" ;
schema:webFormParameterInputDomain

[ a schema:ValueInputDomain ;
schema:valueInputDomainClass "gndo:Person" ;
schema:valueInputDomainProperty

"gndo:preferredNameForThePerson" ] ;
schema:webFormParameterOutputRange "schema:author" ] ...

With ?val_elem1 as value of the input field element, the corresponding output
restriction can be formalized as RDF statement:

?person a gndo:Person .
?person gndo:preferredNameForThePerson ?val_elem1 .
?publication a schema:CreativeWork .
?publication schema:author ?person .

The Deep Search URL which can be generated based on the semantic annotation is:
https://econbiz.de/Search/Results?lookfor=[?val_elem1]&type=Author.

In addition, search operators have special relevance for virtual library systems. It is
common to refine a search query based on classifications, descriptors or authority data.
To be capable of describing specifications like these, the extension introduces WebForm‐
PrefixSearchOperators as shown in the following example annotation:

... a schema:WebFormPrefixSearchOperator ;
schema:prefixSearchOperatorPrefix "gnd" ;
schema:prefixSearchOperatorPrefixNamespace

"http://d-nb.info/gnd/" ;
schema:prefixSearchOperatorVocabulary "http://d-nb.info/gnd/" ;
schema:prefixSearchOperatorInputDomain "gndo:Person" ;
schema:prefixSearchOperatorRange "schema:author" . ...

This annotation will allow parametrized Linked Data based Deep Links like: https://
econbiz.de/Search/Results?lookfor=gnd:[GND-IDENTIFIER]

Overall, automated systems are capable of generating service-specific query URLs
for a specific information need to perform a Semantic Deep Search based on Dynamic
Deep Linking. This means that automated systems, which understand the web query
interface markup, are able to provide links to any search results page for any specific
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information need. The entire markup example applying the full vocabulary range of the
extension is available for review on the vocabulary extension website.

4 Summary and Future Work

This article introduced the Semantic Deep Search Extension to Schema.org to improve
the automated accessibility of web information portals and in particular virtual library
systems. These are part of the so called Deep Web and thus not indexable by common
search engines. The extension adds further expressiveness to Schema.org SearchAc‐
tions to provide a semantic markup for WebForms. As a result, the information providing
web information portal is able to provide a self-describing semantic annotation that
enables automated access. In contrast, previous research focused these challenges from
the retrieving services perspective, e.g. based on form understanding. The semantic
markup allows automated systems to lead users to the search results page of an annotated
web information portal that is the most expedient according to their information need.
The generation of query URLs is introduced as Dynamic Deep Linking and has great
potential in combination with Semantic Search strategies.

Our future work will focus on the distribution of the introduced extension to the
Schema.org community with the intention to enter the routine for official extension
candidates. The widespread acceptance of the extension is fundamental to achieve its
full potential and finally its acceptance by the search engines that are part of the
Schema.org initiative. In addition, future work will concern evaluation studies.
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Abstract. In this paper, we present an open data set extracted from the
transaction log of the social sciences academic search engine sowiport.
The data set includes a filtered set of 484,449 retrieval sessions which
have been carried out by sowiport users in the period from April 2014 to
April 2015. We propose a description of interactions performed by the
academic search engine users that can be used in different applications
such as result ranking improvement, user modeling, query reformulation
analysis, search pattern recognition.

Keywords: Whole session retrieval · Information behavior · Session log
analysis · User session data · Social sciences users

1 Introduction

Every Digital Library (DL) system generates huge amounts of usage data and
DL operators often face the problem of not being able to report about the real
usage on an expressive level that is moreover understandable for laymen. Report-
ing average statistics like number of unique sessions, page impressions, amount
of actions and even click-through rates is not enough because these numbers
cannot represent and explain the underlying pattern of the information behav-
ior of DL users. Exploratory search in DLs and academic search engines [1] is
a rewarding research environment for interactive IR researchers because evolv-
ing searches with complex search tasks can be observed much easier compared
to web search where searchers often jump into different websites. In DLs, users
typically stay in the system and work with the variety of facilities it offers. This
is due to the fact that state-of-the-art DLs offer dozens of possibilities to navi-
gate and interact with the search system [2,3]. Our motivation in proposing this
data set is grounded in the observation that in the field very few open data sets
which support whole session investigation exist. To the best of our knowledge
there is no open data set available from academic search engines or DLs with
full coverage of whole session information. Among the available data sets, we
find the most famous evaluation campaign TREC (Text REtrieval Conference)
which proposed TREC Session1 [4] and Interactive2 tracks. In fact, one way to
1 http://trec.nist.gov/data/session.html.
2 http://trec.nist.gov/data/interactive.html.
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enhance the development and evaluation of information-seeking systems is to
propose shareable data sets in order to facilitate the collaboration within an
interdisciplinary team including developers, computer scientists, and behavioral
experts who work together in order to explore new ideas and propose improve-
ments [5].

Consequently, with the proposed data set we want to support DL develop-
ers and IR researchers to work on the analysis of whole retrieval sessions. These
practitioners need such data sets to propose methods and techniques which allow
us to examine search steps, analyze usage data, understand the underlying infor-
mation behavior covered in search sessions that are performed by geographically
distributed persons.

2 Related Work

Interactive information retrieval (IIR) refers to a research discipline that stud-
ies the interaction between the user and the search system. In fact, researchers
have moved from considering only the current query to consider the user’s past
interactions. Research approaches aim to understand the user search behavior
in order to improve the ranking of results after submitting a query and enhance
the user experience with an IR system. Thus, they study concepts such as search
strategies [1,6], search term suggestions [7], communities’ detection [8], person-
alization of search results, recommendation’s impact [7], users information needs
frequency and change. Many interactive IR models have been proposed in the
literature (e.g. [9]) that describe the user’s behavior by different steps (stages)
of information seeking and interacting with an information retrieval system. In
order to evaluate and analyze such models and approaches log analysis has been
introduced. In [10], the authors proposed a detailed overview of the history and
development of transaction log analysis by examining possible applications and
features analysis. Jones et al. [11] investigated transaction logs for the Computer
Science Technical Reports Collection of the New Zealand DL. The authors ana-
lyzed query complexity, query terms change, sessions frequency and length.

3 Dataset

Sowiport3 is a DL for the Social Sciences that contains more than nine million
records, full texts and research projects included from twenty-two different data-
bases whose content is in English and German [2]. This data set Sowiport User
Search Sessions Data Set (SUSS)4 [12] contains individual search sessions
extracted from the transaction log of sowiport. The data was collected over a
period of one year (between 2nd April 2014 and 2nd April 2015). The web server
log files and specific JavaScript-based logging techniques were, first, used to cap-
ture the user behavior within the system. Then, the log was heavily filtered to

3 http://www.sowiport.de.
4 To download the dataset: http://dx.doi.org/10.7802/1380.

http://www.sowiport.de
http://dx.doi.org/10.7802/1380
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exclude transactions performed by robots and short interactions limited to one
action per session. After that, all transaction activities are mapped to a list of
58 different user actions which cover all types of activities and pages that can
be carried out/visited within the system (e.g. typing a query, visiting a docu-
ment, selecting a facet, exporting a document, etc.). For each action, a session
id, the date stamp and additional information (e.g. query terms, document ids,
and result lists) are stored. Based on the session id and date stamp, the step in
which an action is conducted and the length of the action is included in the data
set as well. The session id is assigned via browser cookies and allows tracking
user behavior over multiple search sessions. Session boundaries were specified
after a threshold period indicating a period of inactivity and thus the end of the
session. In our data set this threshold is equal to 20 min. Thus, in the data set
we find 484,449 individual search sessions and a total of 7,982,427 log entries.

4 Preliminary Analysis

In this section, we present first descriptive analysis of the SUSS data set regard-
ing sessions, users and searches. These analyses are not following concrete
research questions but are intended to show the richness of this open data set.

4.1 Description of Actions

Searching sowiport can be performed through an All fields search box (default
search without specification), or through specifying one or more field(s): title,
person, institution, number, keyword or year. The users’ main actions are
described in Table 1. We grouped the main actions into two categories: “Query”-
related and “Document”-related actions. Another categorization of actions was
proposed in [7] by specifying search interactions and successive positive actions.

4.2 Users and Sessions

Given the data set described in Sect. 3, we first analyze the user types. A user
can perform a search and submit a query to sowiport without signing up. Regis-
tered users can keep the search history, add a document to favorites and create
favorite lists according to their interests. We found 1,509 registered users who
performed 3,372 unique sessions (0.69%). The rest of the sessions in sowiport
were performed by non-registered users (99.31%).

4.3 Investigation of Actions

Main user actions as described before can be categorized into actions regarding
either search queries or documents. These actions are used in different scales
in the data set. Query-related actions represent 29.84% while document-related
actions represent 35.79% of the total amount of actions. The rest of actions con-
tain navigational interactions such as logging in the system, managing favorites,
and accessing the system pages.
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Table 1. Main actions performed by users in sowiport

Category Action Description Frequency

Query query form Formulating a query 179,964

search A search result list for any kind of search 848,556

search advanced A search with the advanced settings that
can limit the search fields, information
type, etc

103,432

search keyword A search for a keyword 43,608

search thesaurus Usage of the thesaurus system 71,599

search institution A search for an institution 13,104

search person A search for a specific person
(author/editor)

93,083

Document view record Displaying a record in the result list after
clicking on it

1,344,361

view citation View the document’s citation(s) 24,994

view references View the document’s references 2,086

view description View the document’s abstract 86,752

export bib Export the document through different
formats

27,229

export cite Export the document’s citations list 27,385

export mail Send the document via email 10,987

to favorites Save the document to the favorite list 5,431

Figure 1 shows the frequencies of the top six most used actions by the users
in the data set. We notice that the actions “view record” and “search” are the
most used ones before “query form” and “search keyword, person, institution”.

In Table 2, we show a specific session, the user’s ID and the actions’ label and
length in seconds. In this session, the user with ID 41821 started with logging
into the system and then submitted a query describing his/her information need
(query form). After getting the result list, labeled as resultlistids and viewing a
document, the user performed additional searches (searchterm 2 ), and displayed
some results’ content (view record). Finally, he/she checked the external avail-
ability of a result (goto google scholar). We notice that the user spent more than
40% of the time reading documents’ content.

In Fig. 2, we display the number of actions per session. We note that the
average number of actions per session is 16 and only sessions with a minimum
of one action are considered in this data set. We conclude, from this figure, that
the number of sessions with less than 16 actions (n = 384,087) is much larger
than the number of sessions having over 16 actions (n = 100,360).
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Fig. 1. Frequency distribution of the six most performed action groups

Table 2. Sample of a session search for a specific user

User ID Date Action label Action length (s)

41821 2014-10-28 16:08:46 goto login 1

2014-10-28 16:09:13 query form 22

2014-10-28 16:09:35 search 10

2014-10-28 16:09:35 resultlistids 10

2014-10-28 16:09:45 view record 31

2014-10-28 16:09:45 docid 31

2014-10-28 16:10:16 view record 392

2014-10-28 16:16:48 search 10

2014-10-28 16:16:48 searchterm 2 10

2014-10-28 16:16:48 resultlistids 10

2014-10-28 16:16:58 view record 9

2014-10-28 16:17:07 goto google scholar 0

Fig. 2. Distribution of the Number of actions contained in a session
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5 Future Work

For academia there is a need for open data sets which provide information about
the variety of retrieval sessions and help to study and understand the abstract
information behavior and common scan paths of academic users in a DL. In fact,
session log provision and investigation open opportunities to enhance DLs’ sys-
tems and to offer new services. Some possible future work based on our proposed
data set can be outlined as follows: finding and studying abstract user groups like
exhaustive or effective users; modeling academic users; analyzing reformulation
and refining strategies; identifying various search phases like starting; chaining,
browsing and differentiating; task characterization and prediction; personaliza-
tion of search results according to the user behavior within search sessions.

Acknowledgement. This work was funded by Deutsche Forschungsgemeinschaft
(DFG), grant no. MA 3964/5-1; the AMUR project at GESIS together with the work-
ing group of Norbert Fuhr. The AMUR project aims at improving the support of
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system tuning.
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Abstract. Research data management has become an integral part of
the research workflow. Currently, concern with data appears mainly at
the very last stages of projects, rather than being present from the
moment of data creation. The goal of this work is to make data easier to
find, share and reuse through early metadata production and in-group
review. The approach proposed in this paper, Social Dendro, introduces
social network concepts such as posts, shares and comments, in Dendro,
our research data management platform. The implementation follows the
ontology-based architecture of the platform. Results of a preliminary user
test have provided insights for future improvements.

Keywords: Data repository · Data curation · Research data manage-
ment · Social networks · User interfaces · Ontologies

1 Introduction

Research data management (RDM) is a very complex problem involving a mul-
titude of stakeholders and issues ranging from the social to the technical [2].
Furthermore, it is becoming an essential part of research workflows, as funding
institutions are either recommending [4] or requiring [5] the inclusion of Data
Management Plans (DMPs) in research project proposals.

A series of surveys conducted by the Data Archiving and Networked Services
(DANS) showed that large amounts of information created during the research
process, from 70 to 90%, is not stored outside of the lab context [3]. It is also
clear that researchers need to be involved in the data curation process, because
they know much about the data, and such information is crucial for producing
the quality metadata required to interpret datasets. However, their engagement
relies on the availability (existence) of tools that can handle the details and
formalities involved in the practice of data curation, so that their focus can
remain on the research activity.

Dendro1 is a collaborative data management platform currently in use
at the University of Porto. Its goal is to provide a friendly, “Dropbox”-like

1 Link: http://github.com/feup-infolab/dendro.
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interface combined with data description features built over ontologies [7].
Dendro’s main focus is the description of the files and folders created by research
groups. Dendro is designed to assist researchers during the data production phase
and complements existing repository platforms, supporting researchers in the
organization and description of the data before they are deposited in reposito-
ries such as Zenodo, Figshare, the EUDAT B2Share or CKAN.

In this paper, we present the design and implementation of Social Dendro, an
extension that draws inspiration from the Science Repositories 2.0 concept [1].
Data management is regarded there as a social process, involving researchers
right from the moment of data creation—covering deposit, reuse and replication
of experiments. We carried out a preliminary analysis for best suited ontologies,
allowing us to build the data model for Social Dendro and integrate it in Dendro’s
data model [6]. We then carried out a small usability test covering data descrip-
tion in this collaborative setting.

2 Social Dendro

Being aware of work by others is one of the cornerstones of collaboration
systems [8]. Given the collaboration features that are already in place and its
graph data model, Dendro is a good base for the implementation of the vision
presented in Science 2.0 repositories.

This approach advocates that the sharing and reuse of information should
occur as early as possible in the research cycle [1], and goes on to propose
the introduction of posts, ratings, comments, and likes as a way to review the
research activity and its products. The nurturing of tacit knowledge, which is
mostly shared by discussion with other individuals, is also quite important in the
context of the research activity, as it can influence the reproducibility of results
in experiments. Social Dendro is expected to preserve this very valuable type of
knowledge, via social network techniques, during and after the research activity.

2.1 Data Model

Following the principles of data sharing and reuse proposed by the Semantic Web
initiative2, we have identified ontologies and classes that match the concepts of
like, share, and comment. The schema.org ontology3 already has a set of classes
for these concepts, namely SocialMediaPosting, ShareAction, CommentAction
and LikeAction. They were adopted in Social Dendro.

As an example, consider a user filling in descriptor “Creator”, from the
Dublin Core Terms ontology4, for a folder. A new SocialMediaPosting instance
is created as a result (see 1 in Fig. 1).

2 Link: https://www.w3.org/standards/semanticweb/.
3 Link: http://schema.org/.
4 Available at http://bloody-byte.net/rdf/dc owl2dl.

https://www.w3.org/standards/semanticweb/
http://schema.org/
http://bloody-byte.net/rdf/dc_owl2dl
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Fig. 1. Social Dendro creates a post as a descriptor is added

In the “Added by Social Dendro” section of Fig. 1, we can see the data
changes triggered by this Social Dendro event in the Dendro graph. Properties
newValue, changedDescriptor, hasContent and changeType are defined in the
Dendro ontology, represented here with the ddr prefix. The Social Dendro event
generates instances for these properties as depicted.

Following this interaction, another user liked the SocialMediaPosting. This
is represented in the graph as a LikeAction instance (see 2) associated to this
SocialMediaPosting object, with the properties userWhoLiked and postUri
identifying the user who liked the post and the post that was liked.

3 Usability Tests

The implementation of Social Dendro was validated through usability tests with
a set of 8 users. The subjects included researchers, students and software devel-
opers. Each experiment consisted in a sequence of real-time interactions between
two users in the Dendro platform under the close monitoring of two evaluators.

Dendro is a web application, so we considered the five quality components
specified by Jacob Nielsen to test website interfaces: learnability, efficiency, mem-
orability, errors and satisfaction5. Memorability was left out due to the short time
span of the evaluation.

We requested the participants to fill a short questionnaire before the start of
the experiment. The questions are in Table 1; some of them have an open-ended
nature, while others ask the participants to rate their experience with a specific
concept in a scale of 1 to 5, low to high.

5 Link: https://www.nngroup.com/articles/usability-101-introduction-to-usability/.

https://www.nngroup.com/articles/usability-101-introduction-to-usability/
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Table 1. Questions of the preliminary questionnaire

ID Description

QI1 Do you have any previous experience with the Dendro platform?

QI2 Please designate your degree of experience with research data management (1–5)

QI3 What do you usually do with the data from your projects?

QI4 Please rate how frequently you use social networks (1–5)

The results for question QI1 showed that 6 out of 8 people had previously
interacted with Dendro. Note however that, for all participants, this was the first
interaction with the Social Dendro extension.

Results for QI2 showed that 3 out of the 8 individuals acknowledge to have a
very low experience level in research data management (level 2). Also 3 in 8 claim
to have level 4 experience in this field. The highest level of experience was only
associated with 1 of the evaluated individuals. We had therefore a set of users
with balance between experts and non-experts in research data management.

The answers to QI3 reveal that storing research data in personal computers
or in external hard drives is still very common, a fact that reveals the need for
RDM tools.

Finally, QI4 shows that most of the participants use social networks very
frequently.

3.1 The Tasks for the Usability Tests

The tasks designed for the experiments are abbreviated in Table 2. To simulate
a creator and a collaborator interacting on a Dendro project, each task requires
two users (A and B), on two separate computers.

Table 2. Description of the evaluated tasks

ID Description

TA1 Find the “Social Dendro” section

TA2A As user A, create a project, add user B as collaborator, add a folder and
upload a file

TA2B As user B, wait to be added to the project, then create a folder, and upload
a file

TA3 Add two metadata descriptors to the created folder

TA4 Check the posts generated from the changes

TA5 Like a post

TA6 Comment a post

TA7 Share a post

TA8 Identify the notifications section
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Although TA1 seemed a very simple task, it had an average time for com-
pletion of more than 2 min. Most of the users commented that the Social Dendro
timeline section was not easily accessible.

Tasks TA2A and TA2B had the highest average completion time, with
values above 5 min. One of the required steps for user A was to add user B as a
collaborator. As the input for this step required writing the full user URI of the
collaborator, it was observed that it took some users several tries to succeed.

The average completion time for TA4 was above one minute, perhaps because
the default Dendro interface includes an area that shows the recent changes on
the metadata for the selected file or folder. The Social Dendro timeline, on the
other hand, shows the changes made to resources in all the projects where the
user participates and this similarity was confusing. As for the remaining tasks,
the average completion times were quite low as expected.

3.2 Post-experiment Questionnaire

To collect feedback and assess user satisfaction with Social Dendro, users were
required to answer a post-experiment questionnaire. In some questions they were
requested feedback on each of the social components—like, comment, share, as
well as on the notifications. In others, they where asked to rate each social
component on various properties relevant to the research activity, in a scale of 1
to 5, low to high: the utility in the context of RDM; the visibility of research;
the quality of metadata; and the reduction of the time for adaptation to
Dendro.

Users considered that the like component was the least useful feature, giving
it the lowest average degree of utility (3.5) in the context of RDM. As it was
also the social component with the highest standard deviation value (1.41), we
may conjecture that the usefulness of this component for RDM is less obvious
than the others. All base data of this study will be available at our institutional
repository.

4 Conclusions and Future Work

Social Dendro adds social features to Dendro, allowing users in a research project
to describe data and like, share and comment on each other’s descriptors. Its
user interface needs improvement to be easily used and understood, as seen by
the time some users took to complete some of the tasks in the user experiments.
Specifically, the like component was shown to lack usefulness in contrast to the
share and comment components.

In research contexts, the ability to give both positive and negative ratings
is essential, since criticism and peer review are at the basis of the scientific
process. At this stage, we are planning to introduce an upvote/downvote system
for descriptors, files, and folders.

The script given to the users about the tasks proved to be confusing at some
points, making the process more complex than anticipated. The evaluation was
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focused mainly on usability and could not cover the impact of Social Dendro
on RDM workflows. Future experiments will address this issue, by surveying
researchers as they interact with their own data in real scenarios, as well as
introducing a larger set of participants.

Acknowledgements. This work is financed by the ERDF- European Regional Devel-
opment Fund through the Operational Programme for Competitiveness and Inter-
nationalization - COMPETE 2020 Programme and by National Funds through the
Portuguese funding agency, FCT - Fundação para a Ciência e a Tecnologia within
project POCI-01-0145-FEDER-016736.
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Abstract. This work looks in depth at several studies that have
attempted to automate the process of citation importance classification
based on the publications’ full text. We analyse a range of features that
have been previously used in this task. Our experimental results confirm
that the number of in-text references are highly predictive of influence.
Contrary to the work of Valenzuela et al. (2015) [1], we find abstract sim-
ilarity one of the most predictive features. Overall, we show that many
of the features previously described in literature are not particularly pre-
dictive. Consequently, we discuss challenges and potential improvements
in the classification pipeline, provide a critical review of the performance
of individual features and address the importance of constructing a large
scale gold-standard reference dataset.

1 Introduction

The three largest citation databases; Google Scholar, Web of Science (WoS) and
Scopus all give prominence to citation counts. However, it has been long estab-
lished that treating all citations with equal weight is counterintuitive. Garfield,
the original proponent of the JIF [2], proposed a range of 15 different reasons a
paper may be cited.

In this paper, we address the problem of identifying influential citations based
on publications’ full text. The rest of the paper is organised as follows. In Sect. 2,
we introduce key studies on which our work is based. We then discuss the app-
roach for detecting influential citation, providing a critical analysis of features
previously applied in this task in Sect. 3, selecting a set of three key features for
further analysis. We present a comparative study of the identified features in
Sect. 4, together with the challenges inherent in this task.

2 Related Work

There have been several different methodologies applied to this task, Hou et al.
(2011) [3] first suggest the idea of using an internal citation count based on the full
text of a research paper rather than just the bibliography to determine influence.

c© Springer International Publishing AG 2017
J. Kamps et al. (Eds.): TPDL 2017, LNCS 10450, pp. 572–578, 2017.
DOI: 10.1007/978-3-319-67008-9 48
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They demonstrate a positive correlation between the number of times a citation
occurs and its overall influence on the citing paper. Zhu et al. [4] suggests a range of
40 classification features including both semantic and metric features to determine
influence. Most recently, Valenzuela et al. (2015) [1] made significant efforts to
construct a reference set which was publicly released and which this study relies
heavily on. They suggest a range of 12 features, many of which show similarity
with those of [4].

All of the studies under consideration use a range of different features and
test them on different datasets. Consequently, getting a deeper understanding
of which of the previously suggested features are most effective at this task is
needed.

3 Methodology

The typical workflow for classifying citation types involves extracting the full
text of the manuscript, parsing the text to detect document structure and then
applying a classifier trained using machine learning approaches.

In the rest of this section, we describe this workflow concentrating on the
selection of features used in the citation type classification task.

3.1 Classification Features Used by Prior Studies

One of the overriding aims of this work is to establish which of the previously
identified classification features perform most strongly as predictors of citation
importance and to use this as a baseline from which to build future work.

We consider the features presented in the two most recent studies. In [4] we
first see an expansion of the features into a rich range that move beyond simple
counting of in-text citations;

We analysed the 40 features used by [4] and 12 features used in the study of
[1]. Of the 40 features suggested by [4], a combination of just 4 features resulted
in the best performance of the model. Adding features beyond this actually
lowered the performance. Out of the 12 features of [1], we found three features
irreproducible (F3, F51, F12), we were unable to reliably replicate two features
due to PDF extraction issues (F2, F6) and we elected not to use two features
as they rely on external and potentially changing evidence (F10, F11). Two
features we tested (F7, F8) did not produce any significant correlation with the
gold standard.

Of the three remaining features of [1], we found a complete overlap of two fea-
tures between [1] and [4] (F1-countsInPaperWhole, F4-aux SelfCite) and a close
match on the third (F9-simTitleCore). These three selected features correspond to
the best (F1-countsInPaperWhole) feature of Zhu, the worst feature of Valenzuela
(F9-simTitleCore) and a third where the opinion regarding the usefulness of this
feature was divided between the two studies (F4-aux SelfCite).
1 We attempted to reproduce this feature, but failed due to Valenzuela’s dictionary of

cue words not being available.
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3.2 Classification

Using the identified features, we perform a binary incidental/influential classifi-
cation. WEKA 3 [5] was selected as the machine learning toolset in our study.

4 Results

4.1 Dataset

The dataset released by [1] contains incidental/influential human judgments on
465 citing-cited paper pairs for articles drawn from the 2013 ACL anthology,
the full texts of which are publicly available. The judgment for each citation
was determined by two expert human annotators and each citation was assigned
a label. Using the author’s binary classification, 396 citation pairs were ranked
as incidental citations and 69 (14.3%) were ranked as influential (important)
citations.

4.2 Analysis and Comparison of Selected Features

Our experiments tested a range of features and their efficacy as predictors of cita-
tion influence. We achieved the best results using the Random Forests Classifier.
We tested the model using bagging with 100 iterations and a base learner, using
a 10-fold cross-validation methodology. The WEKA toolset was used to generate
P/R curves for each of the individual features as well as the combination of all
the features (Table 1).

Table 1. Interpolated precision at different recall levels for all features for the random
forest classifier.

Feature P@R= 0.05 P@R = 0.1 P@R = 0.3 P@R= 0.5 P@R = 0.7 P@R = 0.9

F1 0.4 0.34 0.33 0.3 0.26 0.21

F4 0.27 0.35 0.14 0.15 0.14 0.14

F9 0.46 0.49 0.21 0.2 0.18 0.16

All 0.5 0.38 0.37 0.37 0.29 0.23

We also measured the correlation between each of the individual features and
the classification given by the human annotators. Valenzuela et al. [1] present
their results in terms of P/R values for each feature whereas [4] shows the Pearson
correlation with their gold standard. We therefore present the results of our
experiments in both formats to allow for accurate comparison. Our work confirms
the earlier findings reported in [1,4] that the number of direct instances of a
citation within a paper is a clear indicator of citation influence. We also find
that author overlap, or self-citation, does have value as a classification feature.
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Table 2. Comparison of results by feature

Precision@Recall = 0.9 Pearson r

Feature Valenzuela et al. [1] Our results Zhu et al. [4] Our results

Direct citations 0.30 0.21 0.330 0.281

Abstract similarity 0.14 0.14 N/A 0.373

Author overlap 0.22 0.16 0.020 0.132

Contrary to the work of [1] we find that the similarity between abstracts is more
predictive of citation influence than previously shown.

The correlation of this feature with the reference set (r= 0.373, p < 0.01,
2-tailed) was the highest of all the features we tested. It is our contention that
testing all features using P/R values, at R0.90 masks some of the predictive value
of those features when the dataset contains only a small number of instances of
the influential class. Table 2 shows the precision of the random forests classifier
at various recall levels. It can been seen from these results that the classifier
initially performs quite well and identifies many of the influential cases, however
it has difficulty identifying the last few instances which substantially decreases
the classifier’s performance at R0.90. Using Mean Average Precision (MAP) or a
similar metric that provides a single-figure measure of quality across recall levels
would be a better choice in this case.

4.3 Results for Individual Features

F1 - Number of Direct Citations: This feature is rated as the highest value
in terms of predictive ability by [4] and the second highest by [1]. The latter shows
P0.30 at R0.90, however our results demonstrate a slightly lower P value, P0.21
at R0.90. [4] lists the equivalent ‘countsinPaper Whole’ as the most significant
feature of their classifier, with a Pearson correlation coefficient of P0.35. We find
a Pearson correlation of P0.28 (significant at the 0.01 level, 2-tailed) for this
feature with our dataset. The small difference in this result is likely caused by
the differences in the two datasets. Our results therefore confirm that the number
of times a citation appears is a strong indicator of that citation’s influence.

F4 - Author Overlap: The results from the two earlier studies for this feature
vary considerably. In the results for [1] this is the third ranked ‘most significant
feature’ with P0.22 for R0.90. We find slightly less precision than [1] for this
feature; P0.16 at R0.90. [4]’s results show little correlation with their gold stan-
dard for the similar feature aux selfCite (Pearson 0.02). Interestingly, despite
the low correlation, this feature was the fourth one selected by their model and
did indeed improve the performance of the classifier, albeit only slightly. The
experiments with our dataset show a far stronger positive correlation, P0.132
(significant at the 0.01 level, 2-tailed), than that found by [4].
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F9 - Abstract Similarity: Whilst [4] generated many similarity-based fea-
tures, they did not compare citing abstract and cited abstract. This is somewhat
surprising as we consider it to be an interesting feature and one that also seems
innately logical. The abstract similarity is calculated as the cosine similarity of
the tf-idf scores of the two abstracts. By ensuring that the dataset only contains
valid data, i.e. the abstract is available for both citing and cited paper, a direct
comparison can be made for this feature with [1] who rank this as the lowest of
their twelve features, P0.14 at R0.90.

Here our results are the same as [1], with P0.14 at R0.90. However, the
Pearson correlation with the gold standard dataset for this feature is the highest
of the three features tested in our experiments. We find a Pearson correlation of
0.373 (significant at the 0.01 level, 2-tailed). This feature was not tested by any
of the other earlier studies covered in this work. Our results demonstrate that
abstract similarity between citing and cited paper is more predictive of citation
influence that previously shown.

4.4 The Value of Complex Features

Many of the complex features tested by previous studies have been shown to have
little predictive ability in regards to classifying citation function or importance.
Some of the most basic features have been shown to offer the strongest potential
in identifying important or influential citations. Our research confirms that one
of the most simplistic features, i.e. the number of times a citation appears in a
paper, is highly predictive of influence.

Replicating complex features is a non-trivial task unless exact details of how
the values for these features were calculated or source code are provided by
the original study. We believe that it is essential that the types and values
of all features should be provided as part of the research dataset (as opposed
to providing just source prior to feature extraction) to serve as a roadmap in
replicating them.

5 Discussion

One of the major limitations of this and previous studies is the size of the publicly
available, annotated, datasets. The study by [1] uses 465 citing/cited paper pairs.
The study by [4] uses just 100 papers by 40 authors. Due to the unbalanced split
between the incidental and influential classes, our complete dataset contained
only 61 examples of the positive (influential) class. We argue that due to the
relative sparsity of influential citations a much larger reference set is required.
This is equally true for negative citations, which have been shown to be even
rarer. Training a classifier when the dataset contains so few instances of the
non-neutral classes is problematic and we will address this in future work. The
construction of a gold standard dataset containing many thousands of annotated
citations, rather than a few hundred, is a significant undertaking but we believe
this is a vital step in improving the abilities of the classification models.



Incidental or Influential? - Challenges in Automatically Detecting Citation 577

There is a noticeable difference between the datasets used by [1,4] which
warrants further study. The [1] dataset annotation was undertaken by two inde-
pendent annotators and finds significant value in using author overlap as a clas-
sification feature. However, the [4] reference set is annotated by the authors
themselves and this study ranks author overlap/self-citation as being of very
low importance. It may be that is demonstrates shyness or reticence on behalf
of authors to regard their own, earlier, work as being a significant influence.

Finally we argue that if a citation is considered influential, this original influ-
ence remains regardless of external factors or the environment. Therefore, classi-
fication features which rely on external and potentially fluid information should
be used somewhat cautiously. In future work we will address this issue in greater
detail.

6 Conclusions

Of the features we tested, we find the feature Abstract Similarity shows the
strongest positive correlation for predicting citation influence. We find Number
of Direct Citations to also be highly predictive and we find Author Overlap/Self-
Citation to be less predictive but still valuable as a classification feature. It is
important to note that many of the features suggested by earlier studies have
been shown to have little predictive ability.

There is scope for further work surrounding the efficacy and in particular the
reproducibility of some of the previously tested classification features. Many of
the earlier studies in this domain present results based on sometimes complex and
irreproducible features. We contest that this is detrimental to this area of study
as a whole and, whilst earlier studies have identified several effective features,
having the ability to reproduce them is fundamental to further development in
the area of citation classification.

Whilst it may be a relatively easy task for a human being to identify impor-
tant or influential citations, building a model to automatically classify these
citations with any degree of accuracy is a non-trivial task. A larger scale refer-
ence set than those used in this and previous studies is essential, particularly due
to the inevitably skewed nature of any dataset of citations annotated according
to influence or importance.

Acknowledgements. This work has been funded by Jisc and has also received sup-
port from the scholarly communications use case of the EU OpenMinTeD project under
the H2020-EINFRA-2014-2 call, Project ID: 654021.
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Abstract. The paper presents preliminary results on a study testing user
interactions with five prototype systems, including four different visualizations
of FRBR-based bibliographic information and one more typical bibliographic
information system. Performance and perceptions findings using the same tasks
across the different visualizations are reported with a discussion on the impli-
cations for the design of future bibliographic information interfaces.
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1 Introduction

Bibliographic information retrieval systems, such library catalogs, have a long history
of being described as difficult to use, time-consuming, producing long results lists users
need to shift through to find those most relevant to their needs. With the emergence of
the IFLA Functional Requirements models (FRBR) [1] several studies examined the
potential improvements in system design, display of results, and hierarchical browsing
of work-based information, including exploring relationships among variations of a
work and relationships between works represented in the bibliographic data [2–4] but
most importantly the potential to enhance users’ experience searching and browsing
bibliographic data. A few prototypes were developed and tested using FRBR-based
systems [5] but very few examined FRBR-based implementations of visualizing bib-
liographic information [6].

This paper presents a continuation of a study (2012-Slovenia) that examined user
performance and preferences between a typical bibliographic information system and
four hierarchical visualizations of work-family based bibliographic information.

2 Study Background

The study reported here (2016-United States), utilizes the same prototype designs first
introduced in a similar, 2012 study [6], using a similar methodology. Five different
prototype designs (Fig. 1) were implemented and tested. Four of them are using

© Springer International Publishing AG 2017
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different hierarchical visualization techniques to create displays of the same information
using the work-family concept: Circlepack, Radial tree, Intended tree, and Sunburst.

The fifth design implements a typical bibliographic information system with
faceted navigation, using edition-based displays of information. This design, Baseline,
serves as a typical interface users currently experience, for comparisons to the visu-
alization interfaces.

The bibliographic data included in this study are FRBR-based work family data sets
of three works, varying in the degree of a work’s expression and manifestation com-
plexity. For example, one work has only two expressions in English (Destiny of the
Republic) and another has multiple expressions, including translations in several lan-
guages, other variations, and related works, contributing to the workset’s complexity
(Don Quixote), with the third being a children’s fictional work, offering a variety of
expressions (Histoire de Babar, le petit éléphant). Only one common work family data
set, Don Quixote, was used in both the 2012 and 2016 studies in order to provide
comparative data. One of the goals for repeating the study using one common work,
was to test the feasibility of designing FRBR-based visualization displays that appeals
to users in different cultural environments. To expand the original study, the 2016 study
used two new work family sets, one non-fiction with limited complexity and one
fictional children’s work in order to test if work complexity has an effect on user’s
interactions and perceptions of FRBR-based visualizations of bibliographic data.

The data collection took place in April 2016. The 79 participants were under-
graduate students of a large university in the United States, representing different areas
of academic study. Each participant interacted with four interfaces, the Baseline and
three visualizations. The same tasks for each work (total 10 tasks for each) were
randomly assigned to each system interaction. Tasks ranged from simple finding and
identifying to more exploratory and understanding questions. Tasks were grouped as

Fig. 1. Four hierarchical visualizations and one baseline prototype displays
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work-set related (labeled in graphs as versions), other related works (related), and
author-related (author). Sequencing of the interface, work, and task group for each test
was designed to avoid order bias. In total, there were 275 valid tests, distributed among
interfaces as indicated in Table 1.

Participants were asked to assign a difficulty score for each task they completed
(1 = very easy, 5 = very difficult) and rank the interface designs at the completion of
the study from their most favorite to their least favorite. In addition to these
user-reported measures, researchers recorded time-on-task, completion success, and
navigation success for each task.

3 Findings

The study looked at several measures and factors. This paper is limited to summary
findings on a number of performance and perception measures. Preliminary comparison
findings between the two studies were reported in 2016 [7].

3.1 Performance

Three performance measures are reported here: time it took for each participant to
complete each task, how successful each participant was to complete each task, and
how successful each participant was in navigating each system, whether through result
lists and facets for the Baseline system or the hierarchical navigation features of the
visualization systems.

Time on Task. Overall, participants needed considerably more time to complete tasks
in the Baseline system than any of the four visualization systems (Fig. 2). On average,
participants needed the least amount of time when using the Indented tree.

Table 1. Number of tests performed per visualization interface

BASELINE RADIAL CIRCLEPACK INDENTED SUNBURST TOTAL

69 52 51 52 51 275

Fig. 2. Average (mean) time on task
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When comparing the time on task by task group, participants needed more time for
work-related tasks than related works or author-based tasks. Again, we see that
Baseline time on task being highest for all three task groups among all systems (Fig. 2).
Indented tree had the lowest time on task for work-related tasks and related works
tasks, and Sunburst for author-related tasks.

Task Success. Participants were least successful in completing their tasks when using
the Baseline system. They were most successful when using Indented tree with a close
second when using Sunburst (Fig. 3).

Relationships to other works is one of the areas where work-based bibliographic
information system design offers improvements over the traditional edition-based
bibliographic information displays.

Navigation Success. Each design offers navigation features to aid users in their tasks.
For example, Baseline offers faceted navigation and visualizations offer different
hierarchical navigation features for expanding or collapsing displays.

When examining how participants used these navigation features to complete their
tasks, we see that they were least successful using the Radial tree followed by the
Baseline system (Fig. 4).

3.2 Perception

Participant perceptions on ease of task and their system preference ranked from the
most favorite to their least favorite are reported in this section.

Ease of Task. At the completion of each task, participantswere asked to rate how easy or
difficult the individual taskwas,with “1” being “very easy” and “5” being “very difficult.”

Fig. 3. Average (mean) task success for each design

Fig. 4. Overall average (mean) navigation success
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Overall, participants rated the tasks more difficult when using the Baseline system and
easiest when using the Indented tree (Fig. 5). When comparing task groups,
author-related tasks using Sunbursts were rated considerably easier than using any other
system, in addition to being rated the easiest among all task groups across systems.

System Raking. At the completion of their tests, participants were asked to rank the
systems they interacted with from their most favorite to their least favorite, based on
their experiences using each system to complete their tasks. Looking at the interfaces
ranked as their most favorite (ranked #1), participants favored Circlepack the most with
a close second the Indented tree and Radial the least. According to Fig. 6, when
combining the #1 and #2 rankings for each system, Indented tree is ranked consider-
ably higher (67.31%) than other systems, with Baseline ranked lowest (44.93%).

4 Discussion and Conclusion

The study examined if there are any differences on performance and perceptions
between the Baseline prototype and the four visualizations systems. Overall, the study
findings show that the Baseline prototype performed least favorably among all systems
on a number of measures, including longest time-on-task, least successful task
completion, highest task difficulty, and second to last on navigation success.

Fig. 5. Average task difficulty

Fig. 6. Participant system ranking
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This later finding is interesting, given the fact that the majority of current systems offer
faceted navigation. Further examination of the factors for the low performance on
navigation success is warranted.

The study shows significant difference between the Baseline system and the visu-
alizations on the time it took participants to complete their tasks and successful com-
pletion of tasks with visualizations performing higher overall. Participants ranked three
of the four visualizations (Indented, Sunburst, and Circlepack) higher than the Baseline
system based on their experiences. Also, when it comes to more complex tasks of
exploring relationships, the Intended tree and Sunburst outperformed the other systems.

The results suggest that, generally, hierarchical organization and visual display of
bibliographic information enables users to better navigate bibliographic work families
and complete their tasks successfully. Although it was their first interactions with
FRBR-based systems, participants expressed their preference for these visualization
systems over the Baseline system. These findings are similar to the 2012 studies,
although a comparison between the 2012 and 2016 studies show that the was a sig-
nificant difference in the time it took to complete the tasks, with the US group average
time of task completion being longer.

A detailed analysis between the repeated work family in the two studies and the
newly added work families in the 2016 study will examine whether some of the dif-
ferences between the prototype design scores derived due to the different environments
or the different work sets. In addition, further analysis is needed to explore the differ-
ences in performance and perceptions based on work complexity and task complexity.
Findings from these experimental studies of prototype systems will inform better
visualization systems design for bibliographic information and improve user experience.

Acknowledgements. Prototypes developed in cooperation with Dr. Trond Aalberg (NTNU,
Norway).
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Abstract. Text semantics is a well-hidden treasure, whose deciphering requires
deep understanding. Artificial Intelligence enhances computers with human-like
judgments, thus decoding the covered message and sharing it between machines
is one of the main challenges that the computational linguistics domain faces
nowadays. In an attempt to learn how humans communicate, computers use
language models derived from human knowledge. While still far from completely
understanding insinuated messages in political discourses, computer scientists
and linguists have joined efforts in modeling a human-like linguistic behavior.
This paper aims to introduce the VoxPopuli platform, an instrument to collect user
generated content, to analyze it and to generate a map of semantically-related
concepts to capturing crowd intelligence.

Keywords: Semantic roles · Knowledge resources · Social media

1 Introduction

Language technology is generally acknowledged today as one of the key growth areas
in information technology. The META-NET White Paper series “Europe’s Languages
in the Digital Age” [15], warned that languages may find it difficult to survive in the
digital age, if the support for language technologies will not receive a boost. Building
machine-readable knowledge bases takes a huge amount of time and resources, both
financial and human (trained experts). Since today we found ourselves in an era in which
software learns from its users and all of the users are connected, this paper proposes a
natural language processing application which explores the social web in a new and
innovative way, based on semantic frames, in order to extract the wisdom of crowds
captured within.

With such knowledge bases, easily and dynamically created for different users,
contexts or time frames, a gap will be filled between where we are now and where we
could be in artificial intelligence: computers could be engaged in “intellectual” cooper‐
ation (with humans, or even more futuristic, with each other) in order to foster creativity,
innovation and inventiveness.

Social media refers in fact to Web 2.0 applications which support user content-crea‐
tion and collaboration. People seek and share ideas, information, experiences, expertise,
opinions, and emotion with both acquaintance and strangers on the Internet, based on
the effect of the Wisdom of Crowds [13]. Over the last few years, the use of Social Media
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has increased tremendously all over the world. Through VoxPopuli, people’s contribu‐
tion can reach a much wider audience than their small group of friends, by contributing
to a “universal” knowledge base. The huge popularity of social networks provides an
ideal environment for scientists to test and simulate new models, algorithms and methods
to process knowledge and VoxPopuli provides a platform to do precisely this job.

The paper is structured as follow: Sect. 2 gives a short overview of the current state
of the art in analyzing user generated content and semantic roles, while Sect. 3 discusses
the proposed methodology. Section 4 briefly discusses the evaluation of our platform
before drawing some conclusions in the last section.

2 State-of-the-Art

Since the emerging of user generated contents (UGC), researchers have tried to auto‐
matically understand the opinions and sentiments that people are communicating [10,
11]. However, most analyses over social media were so far limited to identify user
profiles or group behavior, extract sentiments expressed in specific posts, or identify
topics in order to adapt recommendation systems. This paper is a position paper
proposing the extraction of structured knowledge from social media using semantic
frames, a direction yet unexplored.

Semantic roles [4] allow to identify when, where, why or how an event takes place,
by clarifying the context of a sentence in terms of relations between the predicational
word [3] and its semantic roles. The SRL system we propose: (a) is adapted for UGC
(as opposed to existing systems, trained on news date); (b) incorporates, besides
syntactic information, named entity recognition and topic information.

For extracting events and relations from texts, worth noticing is the work done by
the Watson group at IBM on relationship extraction and snippets evaluation with appli‐
cations to question answering [12], but also the work in [2], where semantic roles and
event extraction are considered structurally identical tasks. Our approach extracts rela‐
tions between concepts using semantic roles, similar up to some extend to the work in
[2], but tailored for UGC.

3 Methodology

The architecture of the VoxPopuli platform involves 4 distinct modules (see Fig. 1), each
of them specialized on a specific task and corresponding to a different objective.
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Fig. 1. Architecture of the VoxPopuli platform

3.1 Collecting and Pre-processing UGC

User-generated content (UGC) is defined as: “any form of content (…) of media that was
created by users of an online system or service, often made available via social media
websites” [1].

The VoxPopuli platform collects textual UGC for analysis of individual and collec‐
tive behavior, without accessing any personal data of users1. Privacy and copyright in
using social media data is an open issue. Hoser and Nitschke [8] discuss the ethics of
mining social networks, suggesting that researchers should not access personal data that
users did not share for research purpose, even when they are publicly available. On the
other side, from a pure technical point of view, if for using the private data on social
networks the user’s agreement is needed, public postings, such as Facebook walls,
Tweets, YouTube or Flickr comments, blogs and wikis count as public behavior.
Furthermore, specialized APIs exist, allowing collection of social media data.

This module performs the following consecutive tasks:

• Identify User Generated Content (UGC) sources;
• Apply a social web crawler;
• Anonymyzing, cleaning and standardization;
• Metadata generation;
• Identify user profiles and classify user generated content types.

1 According to the Directive 95/46/EC of the European Parliament and of the Council, personal
data is defined as: “‘personal data’ shall mean any information relating to an identified or
identifiable natural person (‘data subject’); an identifiable person is one who can be identified,
directly or indirectly, in particular by reference to an identification number or to one or more
factors specific to his physical, physiological, economic, cultural or social identity”.
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After identifying UGC sources (social media site, folksonomies, blogs and review
sites, etc.), a collective data crawler uses a set of concurrent processes to query the social
web using specialized search or streaming APIs, such as Archivist; YouTube Developer
Page or Flickr API Gardens.

VoxPopuli platform ensures no relation to a natural person is made from collected
data, no personal data are stored or used, and that all texts are properly shuffled and
anonymized, before being cleaned and standardized.

The standardization step is focuses on noisy content: social media content often has
unusual spelling (e.g. 2moro), irregular capitalization (e.g. all capital or all lowercase
letters), emoticons (e.g. :-P), and idiosyncratic abbreviations (e.g. ROFL, ZOMG).
Spelling and capitalization normalization methods have been developed [7], coupled
with location-based linguistic variations in shortening styles in microtexts [6].

The last step identifies of user types, depending on the most frequent concepts in a
user’s content and its writing style, based on the ontology proposed in [9].

3.2 NLP Processing

Once the collection of texts from UGC is created, data is explored using a series of NLP
processes: tokenization, lemmatization, part-of-speech tagging, named entity recogni‐
tion, sentiment analysis, topics and concept identification.

We tested our platform for the Romanian language, therefore specific NLP tools
were applied, but the Platform is built to be language independent, allowing the inclusion
of different language specific tools.

For sentiment analysis, VoxPopuli uses regular expressions to: convert the texts to
lowercase; discard words shorter than two characters; remove special diacritic signs,
URLs, as well as unsupported symbols (such as “?” or “@”); remove duplicated vowels
in the middle of the words (e.g. cooooool). Subsequently, the sentiment is extracted by
combining two methods: (1) a Naïve Bayes classifier, trained on Semeval 2016 data,
using the following features: tokenized unigrams, emoticons, hash tags, similar to [5]
and (2) the AlchemyAPI, applies to tweets to extract the expressed opinion.

The Topic Extraction module identifies different types of significant events using
named entities, concepts extracted from the Romanian WordNet using hypernyms and
hash tags. After the identification of topics, they are classified using a hybrid text clas‐
sification model, combining statistical classification with rule-based filtering, identi‐
fying the thematic area of the message (transport, economy, daily life), alert situations
(road accidents, fires, street violence), specific locations (building, means of transport)
or events to which the text refers (cultural or sport events).

3.3 Semantic Role Labeling

The next module of VoxPopuli applies a semantic role labeling system. We adapted the
SRL parser [14] developed for news texts, in order to cope with social media input, due
to a set of challenging social media characteristics, syntactically and semantically
different than the ones of the texts the role labeler is trained on: short messages, noisy
content, temporal and social context, multilingual.
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Since it is time-consuming to annotate UGC with semantic roles in a large enough
corpus to be used for training a classifier, our technique was to alter the training set, by
including broken language, typing errors, limiting the number of words/characters in
sentences, etc.) and run the machine learning algorithms again. The major shortcoming
of this method is that it is not based on a real, naturally occurring language. Therefore,
we decided to also use the initial SRL parser, improved with a set of post-processing
patterns. The two methods are combined in a voting algorithm, which decides statisti‐
cally on the semantic roles to apply for the user generated content.

3.4 Creating a Semantically-Related Map of Concepts

The most challenging module of VoxPopuli extracts individual and collective intelli‐
gence from UGC based on the semantic annotation. This modules populates a knowledge
resource in three steps: (1) first, it extracts from each UGC the predicational words, for
which semantic roles are annotated; (2) semantic frame analysis is used to extract rela‐
tions between concepts (semantic roles) collocated with the specific predicate; and (3)
the concepts found in the UGC in relation to a specific predicational word are mapped
to the ones already introduced in the knowledge base (if any) using anaphora resolution
and/or the WordNet (5) hyponymy hierarchy.

The concepts and their references are linked using a simple anaphora resolution
method, based on a set of reference rules.

The created knowledge base, stored in RDF format, can be validated through a
specialized interface. At this stage, we are still fine-tuning VoxPopuli platform, so we
only validated a small number of relations (2000 relations).

4 Evaluation

For the evaluation of VoxPopuli platform, we analyses a set of 2000 relations extracted
from user-generated content using semantic roles. The distribution of the total number
of annotated roles per sentence is: 14% sentences with 3 annotated roles; 62% sentences
with 2 roles; 24% sentences with 1 role. For the evaluation we only considered sentences
having at most 3 annotated semantic roles, a limitation imposed in the testing version
of our system which can be removed latter.

In this first stage of analyzing our platform, we focused on six semantic roles: Entity,
Item, Manner Duration, Place and Time.

Figure 2 presents a distribution of the types of semantic roles. The overall accuracy
for the identified relations is over 86%. Most error cases were introduced by: (1) incorrect
mapping of semantic roles to their predicational word, in cases when more than one
word appeared in the sentence; (2) partial annotation of the semantic role, i.e. only the
head of the constituent, not the whole constituent was selected; (3) errors in generali‐
zation using WordNet, e.g. the pronoun he is generalized as helium.
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5 Discussion

The major contribution of this paper is a method for building a knowledge base from
user generated content. Our results suggest that semantic role information can be used
to automatically generate a knowledge resource. This pilot study needs to be extended
to a larger scale, including different types of semantic roles.

The next obvious stage is to merge our resource to existing linked open data repo‐
sitories. We also intend to expand the VoxPopuli platform in order to extract similar
map of relations from scientific literature in order to predict future “hot” research topics.

References

1. Chua, T.-S., Li, J., Moens, M.-F.: Mining User Generated Content. Chapman and Hall/CRC,
Boca Raton (2014)

2. Chen, C.-M., Chen, L.-H.: A novel approach for semantic event extraction from sports webcast
text. Multimed. Tools Appl. 71(3), 1937–1952 (2014)

3. Curteanu, N.: Contrastive meanings of the terms “predicative” and “predicational” in various
linguistic theories (i, ii). Comput. Sci. J. Moldova 11(4), 2003 (2003)

4. Daniel, G., Jurafsky, D.: Automatic labeling of semantic roles. Comput. Linguist. 28(3), 245–
288 (2002)

5. Go, A., Bhayani, R., Huang, L.: Twitter Sentiment Classification using Distant Supervision,
Technical report (2009)

6. Gouws, S., Metzler, D., Cai, C., Hovy, E.: Contextual bearing on linguistic variation in social
media. In: Proceedings of Workshop on Languages in Social Media, LSM-2011, pp. 20–29
(2011)

7. Han, B., Baldwin, T.: Lexical normalisation of short text messages: makn sens a #twitter. In:
Proceedings of the 49th ACL-HLT 2011, pp. 368–378 (2011)

8. Hoser, B., Nitschke, T.: Questions on ethics for research in the virtually connected world.
Soc. Netw. 32(3), 180–186 (2010). doi:10.1016/j.socnet.2009.11.003

9. Macovei, A., Gagea, O., Trandabăţ, D.: Towards creating an ontology of social media texts.
In: Trandabăţ, D., Gîfu, D. (eds.) RUMOUR 2015. CCIS, vol. 588, pp. 18–31. Springer, Cham
(2016). doi:10.1007/978-3-319-32942-0_2

10. Nakov, P., Ritter, A., Rosenthal, S., Stoyanov, V., Sebastiani, F.: SemEval-2016 task 4:
sentiment analysis in Twitter. In: Proceedings of SemEval 2016 (2016)

590 D. Trandabăț

http://dx.doi.org/10.1016/j.socnet.2009.11.003
http://dx.doi.org/10.1007/978-3-319-32942-0_2


11. Russell, M.A.: Mining the Social Web: Data Mining Facebook, Twitter, LinkedIn, Google+,
GitHub, and More (2013)

12. Schlaefer, N., Chu-Carroll, J., Nyberg, E., Fan, J., Zadrozny, W., Ferrucci, D.: Statistical
source expansion for question answering. In: Proceedings of CIKM (2011)

13. James, S.: The wisdom of crowds. Doubleday (ed.) (2005). ISBN: 0-385-50386-5
14. Diana, T.: Mining Romanian texts for semantic knowledge. In: Proceedings of ISDA 2011,

Cordoba, Spain, pp. 1062–1066 (2011)
15. Trandabăţ, D., Irimia, E., Barbu, M.V., Cristea, D., Tufis, D.: The Romanian language in the

digital age. In: White Paper Series, p. 87. Springer (2012). ISBN: 978-3-642-30702-7

Towards Building Knowledge Resources 591



Poster and Demonstration Paper



Towards Finding Animal Replacement Methods

Nadine Dulisch and Brigitte Mathiak(B)

GESIS - Leibniz Institute for the Social Sciences,
Unter Sachsenhausen 6-8, Cologne, Germany

{nadine.dulisch,brigitte.mathiak}@gesis.org

Abstract. Protecting animal rights and reducing animal suffering in
experimentation is a globally recognized goal in science. Yet numbers
have been rising, especially in basic research. While most scientists agree
that they would prefer to use less invasive methods, studies have shown
that current information systems are not equipped to support the search
for alternative methods. In this paper, we outline our investigations into
the problem. We look into supervised and semi-supervised methods and
outline ways to remedy the problem. We learned that machine assisted
methods can identify the documents in question, but they are not perfect
yet and in particular the question about gathering sufficient training data
is unsolved.

Keywords: Classification · Animal welfare

1 Introduction

Researchers from Life Sciences that contemplate to use animal testing are moti-
vated by ethical, financial and often legal incentives to try and find alternatives
that enable them to answer the same research questions, but with less animal
involvement.

Unfortunately, current strategies for literature search do not support search
for animal test alternatives very well. Dutch animal welfare officers have been
asked for their strategies in finding alternative methods [2]. None found this task
easy and reported that the most successful way of finding good alternatives was
word of mouth.

When interviewing experts in finding such documents, it becomes clear that
there are two criteria. Similarity is how close the document is to the experi-
ment we want to replace. Relevance measures how likely it is that the document
describes a method that causes less animal suffering. In order to give a compre-
hensive list of candidate documents, we need to take both criteria into account.

2 Related Work

Our attempt at solving the animal test replacement problem is not the first one.
Go3R1 is a semantic search engine based in PubMed and ToxNet2 prioritizing
1 http://www.gopubmed.org/web/go3r/.
2 http://toxnet.nlm.nih.gov.

c© Springer International Publishing AG 2017
J. Kamps et al. (Eds.): TPDL 2017, LNCS 10450, pp. 595–598, 2017.
DOI: 10.1007/978-3-319-67008-9 51

http://www.gopubmed.org/web/go3r/
http://toxnet.nlm.nih.gov


596 N. Dulisch and B. Mathiak

3R and toxicology. While the toxicology use case is interesting and useful, the
focus on recall makes it hard to handle basic research questions, which typically
do not fit semantic categories as neatly. AltBib3 is not an independent search
engine, but rather suggests query term expansions that, among other factors,
utilize the MeSH classification for animal testing alternatives. This classification
is not systematically used to tag all methods that are developed as alternatives,
but seems to focus on documents about animal testing alternatives on a meta
level. In 2015 there were less than 3000 documents with that MeSH term.

Table 1. Overview over # of positive, negative and not classified instances for the
different use cases.

Use case Reference document (PMID) Relevance Similarity Animal test

+ - / + - / + - /

1 16192371 13 85 2 15 77 8 13 70 17

2 11932745 21 70 9 13 78 9 47 39 14

3 11489449 13 80 7 4 75 21 37 55 8

3 Corpus

To our knowledge, there is no corpus available to use as training data, a prob-
lem that has been plaguing Information Retrieval from the very beginning [1].
We structured our corpus around individual use cases, mimicking the applica-
tion process for getting a permission to conduct a specific animal experiment.
The starting point was a document describing an animal test (reference docu-
ment), which was chosen by the domain expert. To search for possible alternative
methods, we used the PubMed functionality to find similar documents based on
substring similarity4.

The first 100 hits of documents similar to the reference document were down-
loaded and then assessed by the domain expert according to criteria the expert
set down beforehand. Additionally to the aforementioned dimensions of result
similarity and replacement relevance, we also asked the expert to give us infor-
mation on whether the document described animal experiments or not.

Non-classification occurred when there was not enough information to make
a sensible decision, e.g. missing abstract, missing relevant information, non-
available full text or, in rare cases, when the expert felt not knowledgeable
enough about the domain to make a judgement call. In the following experi-
ments, we only used the classified documents.

3 http://toxnet.nlm.nih.gov/altbib.html.
4 http://www.ncbi.nlm.nih.gov/books/NBK3827/#pubmedhelp.

Computation of Similar Articl.
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For each document we collected the following metadata: title, abstract,
PubMed Central ID, URLs, journal name, availability status of the full text
and MeSH term information.

Table 1 gives an overview over our created use cases. The table shows the
number of positive (+) and negative (−) instances included in the datasets. The
datasets include only few positive instances, leading to strong bias in learning.

4 Experiments

4.1 Classification

What we are most interested in, is if trained algorithms are able to distinguish
between positive and negative instances. In this experiment, we compared the
prediction performance of standard data mining algorithms, which included J48
(C4.5 decision tree), JRIP (Propositional rule learner), SMO (Sequential mini-
mal optimization), Näıve Bayes, Bayes Net and LWL(Locally weighted learning).
We conducted the experiments applying the data mining software Weka5 (ver-
sion 3.6) and used Weka’s implementation of the aforementioned algorithms. For
classification we used Weka’s “FilteredClassifier”, applying the “StringToWord-
Vector” filter to handle string attributes. This filter transforms string attributes
into an attribute set that represents word occurrence information6. We used
leave-one-out evaluation for all experiments, based on the original dataset. For
the results see Table 2.

Table 2. Average F-Score over all three use cases, differentiated after algorithm and
metric. Note that the F-Score is calculated from the point of view of the positive
instances, therefore the expected value for random choice is very low due to the bias.

Target attribute Unbalanced dataset

J48 JRIP Näıve Bayes Bayes Net SMO LWL

Relevance 0.51 0.36 0.44 0.66 0.52 0.42

Similarity 0.14 0.08 0.36 0.28 0.18 0.07

Animal test 0.79 0.87 0.91 0.87 0.94 0.83

We immediately discovered that the unbalancedness of the datasets, with as
little as 4 positive examples were creating serious problems as especially relevant
and similar documents were only rarely correctly classified (cf. Table 2). This is
particularly devastating for similarity, where most results are worse than or close
to random. Results for relevance are not ideal, but clearly better than random.
Animal tests can be detected quite reliably, but positive and negative instances
are much better distributed, as you can see in Table 1.
5 http://www.cs.waikato.ac.nz/ml/weka/.
6 http://weka.sourceforge.net/doc.dev/weka/filters/unsupervised/attribute/

StringToWordVector.html.

http://www.cs.waikato.ac.nz/ml/weka/
http://weka.sourceforge.net/doc.dev/weka/filters/unsupervised/attribute/StringToWordVector.html
http://weka.sourceforge.net/doc.dev/weka/filters/unsupervised/attribute/StringToWordVector.html


598 N. Dulisch and B. Mathiak

Table 3. F-Score for semi-supervised learning. Averaged over all use cases. Number in
parentheses is the original value.

Target attribute Näıve Bayes SMO

Relevance 0.56 (0.44) 0.53 (0.52)

Similarity 0.38 (0.36) 0.43 (0.18)

Semi-supervised Learning. As discussed before, we had only comparably few
labeled documents available, and in real life, we might have even less. What we
have not leveraged so far is that we had a high number of unlabeled documents
available to us that fit the general topic. Following the self-training methodology
laid out by [3] we used a semi-supervised learning approach in which unlabeled
documents were used to counteract the scarcity of training data.

The semi-supervised approach improves results for relevance compared to the
original values for the unbalanced dataset. As Table 3 shows, the F-Score value
for relevance increases for both top algorithms, but only moderately. The SMO
F-Score for similarity, however, raises more significantly, which seems to indicate
that the lack of training data impacted the classifiers ability to successfully
predict similarity.

5 Conclusions and Future Work

While we do not have a workable prototype for up-ranking animal replacement
methods yet, we believe we have made important inroads and identified some
roadblocks. On the bright side, we have shown that relevant documents can be
found with machine learning given enough training data. Methods to reduce the
need for training data have been tested and were found to be successful.

A more direct approach would be to use un-supervised methods of finding
similar documents. Bibliometric methods seem hopeful, but positive and negative
effects overlap and cancel each other out. We tried using classifiers across use
cases, but without any improvements. On all fronts, it becomes clear that more
training data is needed.
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Abstract. An ever-increasing amount of devices connected over the
Internet pave the road towards the realization of the ‘Internet of Things’
(IoT) idea. With IoT, endangered infrastructures can easily be enriched
with low-cost, energy-efficient monitoring solutions, thus alerting is pos-
sible before severe damage occurs. We developed a library wide humidity
and temperature monitoring framework MonTreAL, which runs on com-
modity single board computers. In addition, our primary objectives are
to enable flexible data collection among a computing cluster by migrat-
ing virtualization approaches of data centers to IoT infrastructures.

We evaluate our prototype of the system MonTreAL at the University
Library of Bamberg by collecting temperature and humidity data.

Keywords: IoT · Single board computer · Container · Virtualization ·
Monitoring · ARM · Sensor

1 Introduction

The environment in archives and libraries should be maintained within speci-
fied tolerances in order to guarantee cultural heritage, e.g. books, magazines,
electronic media to be conserved and prevented from serious damage [1]. Our
university library maintains several depots to store stocks and equipment, which
are partly hosted in buildings under monumental protection. Occurring prob-
lems range from simple things, such as broken lights, to more problematic ones,
like water damages which could lead to mold formation. In that case a regu-
lar supervision of a depot is absolutely essential. To overcome severe issues and
to avoid health risks while doing manual data collection, the endangered depot
was equipped with temperature and humidity sensors attached to a single board
computer (SBC). The relation of both, humidity and temperature, is absolutely
necessary for an appropriate climate control in depots [1].

These requirements lead to the idea of creating a distributed sensor environ-
ment that covers more areas within a single depot and can be distributed over
multiple depots. The data captured by those sensors should then be aggregated
c© Springer International Publishing AG 2017
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to a single point, where it can be processed and used, e.g., for creating graphs
and analyzing trends. Also the captured data should be made accessible via a
web interface once the sensor network is fully operational.

2 IoT Monitoring Solutions in Other Areas of Application

Already existing monitoring solutions are provided in several other areas. For
instance, Lewis et al. [2] propose an environmental monitoring in a quality-
controlled calibration laboratory. In the e-health sector, Jassas et al. [3] imple-
mented a prototype with e-health sensors attached to the RPi. Medical sensors
measure patients’ physical parameters and the RPi collects and transfers them
to the cloud environment, as real-time data. However, the former prototypes
miss an architectural concept and are not considering the privacy of sensor data.
Instead, they send, process, and store the data on remote cloud servers. Only
Hentschel et al. [4] introduce a concept with local supernodes, which are sensor
enhanced RPis. In their model the nodes behave autonomously and carry out
simple tasks like processing data or communication with other devices. Unfor-
tunately, each supernode needs to be managed and thus, attaching new devices
increases maintenance complexity.

In contrast to those approaches, we focus on transferring data center tech-
nology to energy-efficient devices, to enable an easily updatable, scalable, and
manageable framework. Moreover, obtained sensor data are processed locally
and are saved on the RPis without the need to send them to cloud services.

3 Realisation of MonTreAL

We built MonTreAL (Monitoring Treasures of all libraries) to measure tem-
perature and humidity in our library. Due to our initial goal to perform the
measurements with SBCs, MonTreAL takes advantage of Docker1 and Docker
Swarm as underlying technologies.

The system consists of two main components as depicted in Fig. 1. Devices
that act as Workers are connected to sensors and are distributed within a build-
ing. Their tasks is a regular interaction with their environment to gather and
process information. Therefore, a sensor container running an application to
interact with the sensors is responsible to correctly process and send the gath-
ered data to a messaging queue container. Sensor containers are able to address
several different sensor types, which are connected via GPIO or USB interfaces
to a SBC and will port the diversity of manufacturers’ dependent data formats
into a more uniform format for further processing. Every sensor container is
configured to add a unique ID to every package it sends to the queue to distin-
guish and match the data with their origin later. The sensors we are using are
simple temperature and humidity sensors like the DHT-22 2, which is directly

1 https://www.docker.com/.
2 https://www.adafruit.com/product/385.
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Fig. 1. Architectural overview of MonTreAL

connected to the GPIO interface of the RPi. Or, a more complex sensor system,
which consists of a receiver (USB-WDE1 3) that is connected via USB and sev-
eral autonomous sensor devices (ASH22 4), which regularly send their data to
the receiver by radio.

The second main component of MonTreAL is one (or possibly more) device(s)
representing the Manager. Its task is to accumulate and store the gathered data
and provide interfaces to allow user interaction. To fetch the gathered sensor
data from the queues, a consumer container running a dedicated consumer
implementation periodically requests the addresses of all running queues from a
queuelookup container and fetches all available data. The consumer then stores
the data in a database container for long-term storage. MonTreAL also provides
the user with the possibility to view the gathered data in a suitable way. It runs
a simple webserver container, which allows the user to view gathered data of
every single sensor in a graph and to filter it by date. Furthermore, the front end
indicates, which sensors are currently online or offline, or when problems with
devices occur, e.g., inoperable devices, broken sensors, empty batteries, etc.

To summarize, MonTreAL allows to set up a distributed system of IoT devices
equipped with specific sensors and to gather, accumulate and store the collected
data without the need of a powerful backend. It also features a simple front
end to view the data. MonTreAL relies on the existence of a network infrastruc-
ture (LAN, WLAN) and operates with only a few needed configuration options.
We constantly evaluate our prototype at the University Library of Bamberg by
collecting temperature and humidity data with the capacity of three RPis.

3 https://www.elv.de/output/controller.aspx?cid=74&detail=10&detail2=44549.
4 https://www.elv.de/elv-funk-aussensensor-ash-2200-fuer-z-b-usb-wde-1-ipwe-1.

html.
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4 Conclusion and Future Work

Our IoT prototype MonTreAL implements a distributed temperature and humid-
ity monitoring framework, which is delivered by Docker images for several Docker
supported SBC architectures like ARM, AARCH64 and x86 64. It is made pub-
licly available at the Github5 repository unibaktr/MonTreAL containing the
source code. By defining those images, virtualization is achieved at IoT level
and by these means MonTreAL offers an easily manageable solution. Further-
more, deploying the system to a container enabled cluster achieves reliability
and resilience through the underlying Docker Swarm paradigm. Even, if services
are unavailable or are scaling up or down, collected data remain in the distrib-
uted message queue and is processed as soon as the consumer recognizes the
queue again. Data collected from message queues are processed and stored in a
database for long term evaluations. However, if sensors, services, the underlying
network, or in the worst case SBCs fail, the consumer notifies the user by alerts.

By now, the RPis, more precisely the plugged in SD cards, provide a bottle-
neck for MonTreAL. Their limited lifetime is evoked by a relatively small number
of write cycles and stands in contradiction to a persistent storage solution. This
might be a less relevant problem for a stateless container that only produces
runtime data. However, for the database we plan to evaluate the possibility to
persist data on a reliable storage solution, which is attached to the database
container. Moreover, MonTreAL currently supports only one depot with several
sensors attached to multiple RPis. In the future, more containers should enhance
the framework to remotely manage multiple depots within one web service.

Acknowledgement. The authors would like to thank the Hypriot team (https://
blog.hypriot.com/crew/) for their great effort to port Docker to ARM platforms and
for providing Hypriot OS.

References

1. Glauert, M.: Klimaregulierung in Bibliotheksmagazinen. In: Hauke, P., Werner, K.U.
(eds.) Bibliotheken bauen und ausstatten. Institut fü Bibliotheks- und Information-
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Abstract. In this paper we introduce Solon, a legal document man-
agement platform aiming to improve access to legal sources by offering
advanced modelling, managing and mining functions. It utilizes a novel
method for extracting semantic representations of legal sources from
unstructured formats, interlinking and enriching them with advanced
classification features. Also, it provides refined search results utilizing
the structure and specific features of legal sources, allowing users to con-
nect and explore legal resources according to individual needs.

Keywords: Digital libraries · Information retrieval · Legal informatics

1 Introduction

As a consequence of many open data initiatives, a plethora of publicly available
portals and datasets provide legal resources to citizens and legislation stakehold-
ers. However, legal resources are mostly disseminated in a semantically poor,
human-readable textual representation [1], mainly PDF, which can not capture
the structure and the legal semantics of the data, making it impossible to reuse
and establish an interoperability layer among repositories in the Semantic Web.

To address these issues, we introduce Solon1, an advanced system architec-
ture, aiming to assist users locate and retrieve legal and regulatory documents
within the exact context of a conceptual reference. It consists of several differ-
ent components, exposed as REST services. It operates on unstructured legal
sources, capturing the internal organisation of the textual structure and the
legal semantics, interlinking them based on discovered references and classifying
them according to a set of rules. It exploits the semantic representation of legal
sources, offering, among others fine-grained search results and enabling users
to organize legal information according to individual needs. Recent efforts have
also addressed the need for semantic representation of greek legal information [2],

1 Solon was an Athenian lawmaker, credited with having laid the foundations for
Athenian democracy.
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whereas Solon has been successfully deployed in a public sector production envi-
ronment2. In this paper, we initially demonstrate the main features offered, we
present the main architectural components and discuss future work aspects.

2 Architecture

Requirements and General Characteristics. The main requirements for
Solon, are focused on (i) support for automatic and manual import of unstruc-
tured legal sources from predefined repositories, (ii) automatic structural analy-
sis and semantic representation of legal sources, (iii) automatic discovery and
resolution of legal citations, (iv) automatic classification of legal sources based
on custom rules, (v) support for manual content curation, (vi) multi criteria
and multi faceted search using all metadata identified in documents, and (vii)
support for user-defined collections of legal resources around a topic.

Fig. 1. High-level view of Solon logical and conceptual architecture

Architecture. The system’s architecture, Fig. 1, is composed of different com-
ponents exposed to the remaining platform as REST services. The core business
layer consists of (i) the Document Repository, which provides functionality for
storing and managing complex legal sources, (ii) the Crawler module, which har-
vests remote information sources as input data, (iii) the Text Mining module,
which transforms the Crawler’s input into a semantically rich data structure, (iv)
the Search module, which is responsible for the efficient indexing and retrieval
of legal information, and (v) the Collaborative Semantic Interlinking module.
Complementary to the aforementioned modules is the presentation layer, which
offers UI and Administration functionality.
2 http://www.publicrevenue.gr/elib/.
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Data Model. Solon utilizes the Akoma Ntoso (AKN) schema [3] to model
legal documents, an OASIS standard, XML schema for modelling parliamentary,
legislative, and judiciary documents. To accommodate for the structure and
metadata of Greek legal and administrative documents we provide extensions
to the schema in terms of Dublin Core and FRBR vocabularies. In short, our
model maps all sections of a legal document, such as articles and paragraphs,
into semantically rich legal resources, identified by a URI.

Legal Document Repository. Our legal document repository was build on top
of Flexible Extensible Digital Object Repository Architecture, Fedora3. Since a
legal resource may be accompanied by several files e.g., manifestation format
(word, pdf), XML based representation (AKN schema), accompanying material
(images), objects are stored in digital containers utilizing a directed acyclic graph
of resources where edges represent a parent-child relation. Digital Container
management (CRUD) operations are exposed through a RESTful HTTP API,
implementing the W3C Linked Data Platform specification.

Crawler. The crawler is based on a distributed architecture, and consists of
(a) a Crawler manager and (b) various crawler implementations, extending a
common Crawler interface, delivering relevant data to the Crawler manager.
The Crawler manager interacts with the Legal Document Repository, ensuring
consistent data validation and storage, avoiding also duplication of content. It
is also responsible for the periodic scheduling and performance monitoring of all
crawling activities within the system.

Text Mining. A pipeline strategy invokes a list of transformers in sequence,
that acquire a structured semantic representation of legal sources, interlink legal
sources and perform advanced classification based upon tailor made rules that
map text to semantic components.

- Parser. Solon employs the automatic structuring and semantic indexing
approach for legal documents, presented in [4].

- Interlinking legal sources. Given the abundant use of citations between
legal sources, Solon employs automated methods for identification and resolution
of legal citations, between Greek and EU legal sources, following the methodology
utilized in [5]. This component first discovers citations, and then resolves them
by creating their respective URIs, following ELI, an EU proposed standard for
a European Legislation Identifier. The legal corpus can then be modelled using
a graph model as presented in [6].

- Document Classification. The Document Classification mechanism is
based on a custom developed rule engine following a deterministic approach.
Rules are defined through the administration UI module and executed against
the legal sources using priorities. Rules can be simple or combined, forming
complex chains of operation, acting upon the textual data or metadata of the
legal sources.

Collection Management. Solon employs a linked data enabled collabo-
rative semantic interlinking mechanism, that allows users to create legal
3 http://fedorarepository.org.
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collections, provide custom semantic annotations to legal resources, and col-
laborate on shared resources, utilizing the model presented in [7].

Search. Solon’s information retrieval component, has been build on top of Solr4,
integrated with our repository component. Since legal documents tend to be
quite long, covering multiple topics, we follow structured retrieval techniques,
utilizing the legal sources hierarchical structure of nested elements.

3 Evaluation and Demonstrator

Solon has been successfully deployed in a public sector production environment
(see footnote 2), under the supervision of the Independent Authority for Public
Revenue5, aiming to provide semantic access to Greek tax legislation. It cur-
rently hosts more than 4000 legal and regulatory documents. In the demo, we
will showcase the main functionality, addressing the needs of both: (a) the pub-
lic users e.g., browse the legal knowledge base, search, cite legal resources and
(b) the authenticated users e.g., select a legal document and upload it to the
repository, curate the structure/metadata, publish it, create legal collections.

4 Conclusion and Future Work

In this paper, we presented Solon a platform suitable for modelling, managing
and mining legal sources. As future work, we are investigating the adoption
of the recently proposed ELI extension as an OWL ontology and the tempo-
ral management of legal sources. Additionally, we plan to employ search result
diversification methods, as a means of improving user satisfaction by increasing
the variety of information shown to user, based on our previous work where we
performed an exhaustive evaluation of several state of the art methods [8].
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Abstract. Because of the data deluge in scientific publication, finding
relevant information is getting harder and harder for researchers and read-
ers. Building an enhanced scientific search engine by taking semantic rela-
tions into account poses a great challenge. As a starting point, semantic
relations between keywords from scientific articles could be extracted in
order to classify articles. This might help later in the process of browsing
and searching for content in a meaningful scientific way. Indeed, by con-
necting keywords, the context of the article can be extracted. This paper
aims to provide ideas to build such a smart search engine and describes
the initial contributions towards achieving such an ambitious goal.

1 Introduction

Keeping up-to-date in a specific research field is a tedious and complex task. This
is mandatory as it allows researchers to increase their knowledge on a domain and
acquire latest ideas. Hence, choosing the correct approach is the first step of any
research work. Despite—or because of —the data deluge in scientific publication,
researchers spend a significant amount of time searching for articles related to
their scientific interests.

An editorial from Nature [1] clearly expressed the continued frustration of
the scientific community concerning the incredible potential that text mining
of scientific literature represents. However, text miners often face the barrier of
publishers’ legal restrictions (i.e., closed access). The average growth of scien-
tific literature is estimated to be 3 million new articles per year from journals
and conferences over the last 4 years, with 3.3 million articles produced in 2016
(http://www.scilit.net). This massive amount of data is published by more than
6000 publishers in around 47,000 scientific journals. These de-centralised and
separated platforms further complicate the research process because scientists
are unable to go through them all in order to search for relevant articles. Thus,
they have to rely on big databases or indexing companies which provide either
an incomplete corpus due to selection criteria or only display articles from their
own platforms. Moreover, their search engines often offer very limited search
functionalities, and this is the problem we want to tackle.
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To tackle this problem, our approach consists in using semantic relations
between keywords to extract the main categories of the articles. This approach
simultaneously validates both the context of the article and the context of the
word, thus providing the correct category. Effendy and Yap [2] discussed the
potential of using semantic mining tools to extract the best category of a con-
ference. This is exactly what our framework aims to do.

2 Method

Our approach uses BabelNet [3] which is a multilingual lexicographic and ency-
clopaedic database based on the smart superposition of semantic lexicons (Word-
Net, VerbNet) together with other collaborative databases (Wikipedia and other
Wiki data). A query for a term through BabelNet returns “dictionary entries”,
synonyms, categories or domains. Each synset S contains the relative categories
C, domains D and synonyms syn within the specific concept:

S = {C,D, syn} (1)

Assuming that synonyms of keywords might be an interesting way to connect
several articles, BabelNet is the knowledge database on which our framework will
rely. However, BabelNet lacks specificity and searching for one word can return
synsets from various different contexts. For example, “flight” returns 36 synsets,
from a South Korean movie to the verb ‘to fly’. Consequently, a method to filter
out unrelated synsets is mandatory.

Because synonyms are too specific, and domains are too general, categories
have been naturally chosen in order to identify overlapping between synsets from
different keywords. Indeed, if several keywords share the same category, then this
is potentially the correct category in regards to the article context. In addition,
the greater the number of keywords sharing the same category, the higher the
confidence. Thus, connecting the returned synsets based on their categories is
an interesting way to naturally filter out all of the unrelated synsets.

This approach does filter some content, but still returns “living people;
English-language films; celestial mechanics; American films” as the main cat-
egories for keywords “nonlocal gravity; celestial mechanics; dark matter”. Con-
stant noise (* singer, * album, etc.), meaningless in our scientific context, has
been identified. A parameter can now be set in order to force the automatic fil-
tering of identified noise. Most of the remaining noise is finally naturally filtered
out, and “celestial mechanics” is finally returned as the main category.

Our final goal is to apply this valuable added knowledge to all articles from
the scientific literature database, Scilit (http://www.scilit.net), developed by
MDPI (http://www.mdpi.com). To validate our approach, a manual analysis
on a subset of 595 articles from seven journals (six about Physical Science and
one about Pediatrics) has been conducted. We evaluated the correctness of the
categories based on the connection of keywords by their synsets. This approach
provides good precision—from 96% to 100%—depending on the threshold which
identify the data as correct not. Indeed, strictly selecting only categories shared

http://www.scilit.net
http://www.mdpi.com
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by three different keywords or more leads to a high degree of confidence (100%
precision), but a recall of 9%. By being more tolerant and considering all cate-
gories shared by at least two keywords, precision slightly decreased (96%) but
we significantly gain in recall (47%). Moreover, similar proportions are observed
for Children, the journal about Pediatrics (from 100% to 92%). This validates
that our approach may be used in several domains.

The main drawback of our approach is that correct categories have been
identified for only 22% of the articles within the subset. Figure 1 illustrates the
reason for the law recall and coverage of our approach.

Fig. 1. Limits of the exact search: only one keyword from three return data.

One of the reasons for this law coverage is that BabelNet often returns no
result for composed keywords (multi-word keywords), as shown in Fig. 1, where
no data is returned for two of three keywords. In our approach—proposing only
categories shared by at least two keywords—the degree of confidence is not high
enough to return the categories. We will investigate further a way to propose
some categories from these composed keywords in our future work. In doing so,
we aim to significantly gain in recall, and cover many more articles.

3 Perspectives

Making scientific recommender systems smarter is crucial in order to help sci-
entists in their mandatory and tedious bibliographical research phase. The app-
roach proposed could be the first step in building such a smart system. Indeed,
analysing the correctness of the main category based on the overlapping of the
keywords category confirms the logic of our approach. In the future, we plan to
extend the search in order to extract categories from composed keywords. Split-
ting on spaces would provide some data for sub-keywords. Then, applying the
same logic as described in our approach (i.e., connect by common category) will
filter out unrelated items, and categories from connected items might be used
for the global category connection. By taking the example from Fig. 1, split-
ting “flapping flight” on spaces will return 3 and 25 synsets, respectively for
“flapping” and “flight” (Fig. 2):
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flapping
(3 synsets)

Aerospace_engineering

Aerodynamics

Aircraft_wing_design
Synset: 

bn:00035036

flight
(25 synsets)

English_phonologySynset: 
bn:03672748

American_English

Aerodynamics

Flight

Synset: 
bn:00035207

Aviation
Synset: 

bn:00002193

Civil_aviation

Types_of_travel

Fig. 2. The category “Aerodynamics” is returned as the main category of “flapping
flight”. Other categories are filtered out by this connection.

This further search will successfully identify “Aerodynamics” as the main
category of “flapping flight”. Thus, our approach would connect “Aerodynam-
ics” based on both keywords. Extracting the part-of-speech (with a syntactical
analyser like SyntaxNet [4] or CoreNLP [5]) from long keywords could be an
interesting extra source of information for refining requests on BabelNet. Finally,
Fig. 3 shows the main logic of our next contribution: to process in a smarter way
the keywords that do not return any satisfactory results. Later, we might also
generate a graph inherited from the BabelNet’s synsets as in [6].

Keywords Connect()Exact Search
(KWDs)

Catgories

Domains

Synsets
Satis  -
factory

Further Search
(subKWDs) Connect()

no

yes
return

Fig. 3. Illustration of the general logic of our approach in a future work
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Abstract. By generating bibliographic records in RDF, libraries can
publish and interlink their metadata on the Semantic Web. However,
there are currently many barriers which prevent libraries from doing
this. This paper describes the process of developing an RDF-enabled
cataloguing tool for a university library in an attempt to overcome some
of these obstacles.

Keywords: Semantic web · Linked Data · MODS · RDF · Library ·
Interface design · Usability testing

1 Introduction

The Digital Resources and Imaging Services (DRIS) department of the Library
of Trinity College Dublin (TCD) hosts the Digital Collections Repository of the
university. This repository provides open access to TCD’s collection of digitised
cultural heritage materials which includes manuscripts, letters, books, images,
and other archival materials. DRIS aims to publish the bibliographic data of
its collections as RDF in order for these materials to be discoverable on the
SW, increasing the visibility and use of the library’s resources. Additionally,
RDF metadata published by DRIS could be interlinked with Linked Data (LD)
emerging from other institutions, facilitating library users to access a web of
related data from a single information search [1].

2 Libraries and Linked Data

Although not yet widely used, libraries are publishing bibliographic metadata as
RDF in increasing quantities [1,2]. However, librarians have reported a number
barriers in using LD to its full potential including that LD software is not tai-
lored to the specific needs and expertise of librarians but rather technical experts.
Other reported challenges included a lack of authority control on the SW, dif-
ficulties establishing interlinks, and few examples of useful applications of LD
c© Springer International Publishing AG 2017
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in the library domain that would justify the allocation of time and resources to
its generation [3,4]. These challenges were experienced by DRIS and prevented
the library from publishing its metadata to the SW. As such a bespoke RDF-
enabled cataloguing interface was developed for DRIS. The aim of the interface
was to explore whether such a tool could be used by DRIS to successfully gen-
erate MODS-RDF records for a small sample of records thus demonstrating the
potential for LD software specifically designed for library use.

3 MODS and MADS

The Metadata Object Description Schema (MODS) is an XML schema for a
bibliographic element set that can be used for the purpose of cataloging digital
resources [5]. The full schema consists of 20 top-level elements, for example
TitleInfo and Name, which are used to provide information on the title and
creator of a work. The majority of MODS elements contain subelements, such
as title, subtitle, and namePart, as well as attributes which describe the metadata
itself, for example, the authority source from which a title or name was taken,
or the language used when cataloguing.

MODS was selected as the output schema for the tool as it was suffi-
ciently detailed for DRIS’s cataloguing purposes and a MODS-RDF ontology
was already available [6]. Additionally, a set of MODS implementation guide-
lines was developed by the Digital Library Federation’s (DLF) Aquifer Initiative
thus allowing for the standardisation of MODS records [7].

The Metadata Authority Description Schema (MADS) [8] can serve as a
companion to MODS to provide metadata regarding the authority sources used
in a record when describing names, organisations, genres, or subjects for example.
Like MODS, a MADS-RDF ontology already exists [9]. Both MODS and MADS
share a number of subelements, such as those in TitleInfo, Name and Subject.
The schemas also share all attributes. Interestingly the MODS-RDF ontology
excludes all elements it has in common with MADS. As such, in order to generate
a full MODS record in RDF, both ontologies must be used.

4 Interface Design and Testing

A semi-structured interview was carried out with the DRIS metadata cataloguer
in order to establish a set of tool requirements, and a mock-up of the cataloguing
interface was subsequently developed. User requirements included:

– Facilitating cataloguing efficiency by automating input where possible.
– Publishing MODS records that meet DLF-Aquifer requirements by forcing

data entry for certain fields and constraining data entry options for others.
– Further constraining data entry options as per the specific needs of DRIS.
– Providing additional administrative data entry fields.
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The completed interface was programmed to initially constrain data entry
options to only those elements and subelements which were identified as required
fields by the DLF. This was done to ensure that the minimal data requirements
for each record were met prior to the addition of supplementary metadata. Once
these fields were complete, data entry options expanded to include recommended
and optional fields.

Data entry fields and dropdown menu options were programmed to dynam-
ically alter based on prior selections made during the cataloguing process. This
ensured that data entry options were restricted to DLF recommendations. For
example, in the Name element, DLF require that the resource creator’s name
should be taken from the Name and Title Authority Source Codes maintained
by the Library of Congress (LOC). Thus the list of options in the authority menu
was constrained to these sources, this was then further constrained to display
only the sources used by DRIS. Data entry fields also self-populated based on
prior selections allowing for a more efficient cataloguing process. For example,
again in Name, after selecting an authority source the Authority-URI field self-
populated. This also highlights how the tool was capable of accepting URIs to
other LD datasets - a first step in the LD interlinking process.

The interface was tested by observing the DRIS metadata cataloguer using
the tool to create a bibliographic record. Although results indicated some issues
with the interface layout, the librarian felt that the tool would be useful for
creating more authoritative RDF datasets and that it could facilitate increased
LD generation by librarians rather than technical experts alone.

5 Record Generation

Data from the interface was stored in a relational database. In order to uplift
this data to RDF an R2RML mapping was developed based on the MODS and
MADS RDF ontologies. R2RML is a W3C Recommendation for declaring map-
pings from relational databases to RDF datasets [10]. In the process of adding
MADS to the mappings it was noted that, unlike MODS-RDF where proper-
ties are represented individually, some MADS-RDF properties were grouped in
collections including the subelements in TitleInfo and Name. Collections are a
special RDF construct used to represent lists. This grouping allows for labels,
such as title and subtitle, or first and last names, to be reconstructed with all ele-
ments in the correct order. However, at the time of the project, R2RML did not
support the mapping of RDF collections, thus some metadata, such as subtitle,
and more than one namePart were omitted. Despite this setback, semi-complete
RDF records were generated for a small sample of DRIS’s materials. A num-
ber of SPARQL (RDF query language) queries were successfully run over the
RDF dataset including typical searches by author, date, and genre, as well as
more interesting and detailed searches by ISO Language and Country Codes,
authority sources, controlled vocabulary terms, and URIs.

This issue inspired a separate project in which an R2RML expansion sup-
porting the mapping of RDF Collections (and Containers) was developed [11].
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This expansion facilitated the uplift of all metadata in the database to RDF,
allowing for the publication of complete MODS records.

6 Conclusions and Future Directions

Providing librarians with bespoke LD tools would allow for increased publica-
tion of rich LD datasets. It is likely that LD generated by librarians would be
treated with increased credibility and thus used more frequently as libraries are
viewed as trustworthy and authoritative sources of information. LD created by
librarians will follow specific and standardised bibliographic schemas, and use
long established authorities and controlled vocabularies to describe resources.
This would increase the level of authority control on the SW, allowing for sim-
ilar entities to be identified consistently across the SW leading to richer search
results.

Future research will explore how to engage librarians in the process of inter-
linking with LD datasets published by other libraries and related institutions
rather than just large scale authorities (LOC) and LD datasets (DBpedia). This
would allow library users to access larger amounts of related data from single
information search.

Acknowledgments. This study is supported by the Science Foundation Ireland
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Abstract. Automatic subject indexing is a key technology for digital
libraries, however, factors like concept drift hinder its success in practice.
Releasing high-quality results into productive retrieval systems may still
be possible when thorough quality control is applied, which may support
algorithmic improvements and allow to create high precision filters. Since
errors and their relevance can depend on characteristics of concepts and
their relations, evaluations should take semantic aspects into account.
For this reason, we present the prototype of a web-based reviewing tool
which especially aims at fostering semantic analysis and visualization,
that is, considering relations, properties and semantic categories of con-
cepts, algorithms and reviews. The tool uses techniques of the Semantic
Web. Its application is demonstrated by example.

Keywords: Quality control · Automatic subject indexing · Semantics

1 Introduction

Accurate indexing of documents with subject headings (descriptors, concepts) of
controlled vocabularies enables high-quality semantic access to digital libraries.
Automation of this task has been addressed by many researchers, for instance,
in the field of machine learning and multi-label classification. In practice, differ-
ent factors hinder the success of automatic methods, thus libraries apply them
either only as assistants [1,3], or as autonomous agents restricted to special types
of documents [7]. In particular if predictions are passed to productive retrieval
systems without human intervention, continuous testing and control becomes
crucial to ensure high-quality results over time. In this paper, we present a web-
based application for reviewing automatically predicted subject headings. In
order to recognize semantic patterns in errors, integration of background knowl-
edge from thesauri is desirable. We build upon technology from the Semantic
Web for data modelling to foster analysis and visualization of relations, proper-
ties and semantic categories of concepts, indexing approaches and ratings.
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2 Background

Put briefly, subject indexing aims to determine the most relevant subjects of
documents comprehensively, precisely and concisely. Controlled vocabularies are
used to reduce ambiguity and enable further semantic applications. In this work,
we use the STW thesaurus 9.021 [2], which addresses economics and related sub-
ject areas. It has more than 6,000 concepts with links between broader (BT),
narrower (NT), and semantically related (RT) concepts. Descriptors are addi-
tionally linked to semantic categories. Regarding automatic subject indexing, we
assume that there is a main system under review, for instance, a fusion system [6]
that combines lexical approaches, which use keyword matching, and associative
approaches, which learn synonymous expressions from examples.

Common approaches for evaluation of automatic methods leverage corpora
with documents that have already been indexed professionally and compare them
with subjects predicted by algorithms. Several classification metrics, like preci-
sion, recall, and F1, or ranking metrics can be computed and different averaging
techniques may be used, for instance, aggregation by concept or by instance.
Beyond these evaluation approaches, subject-specific analysis and fine-grained
ratings are used as well, for instance, at the German National Library [7].

Since cleansing and evaluation tasks are crucial but often costly parts of
projects, general purpose tools like OpenRefine2 and various specialized user
interfaces for annotation and evaluation tasks have been developed in differ-
ent domains, for instance, ontology alignment and object-vocabulary automatic
linking, which also have to deal with fuzzy matching problems.

3 Reviewing Subject Headings

The main view for reviewing subject headings is depicted in Fig. 1. On the top,
meta-data (title, author keywords, abstract) is shown 1 for determining relevant
subjects manually. A table 2 summarizes the concepts (rows) that have been
proposed by different indexing approaches (columns). Each concept can be rated
individually 3 . Missing concepts can be added 4 . When finished reviewing the
concepts, the reviewer enters a final decision for the document on a 3-point
scale 5 , which especially determines if the automatically generated descriptors
must be rejected because the proposed subjects would be misleading. A graph
visualization3 depicts relations between proposed concepts (direct RT relations
and paths of BT) and their semantic categories 6 . Some decisions may be subtle,
like disambiguation between Germany, Germans and German (language).

The tool especially targets the precision of automatic indexing, thus the most
relevant role of concept-level ratings is to prevent misleading concepts (−) in the
output. The other levels (0, +, ++) denote increasing preciseness and relevance.
Detailed information on the rating guidelines can be accessed by a dialog 7 .
1 www.zbw.eu/en/stw-info/ (accessed: 10.04.2017).
2 www.openrefine.org/ (accessed: 15.06.2017).
3 The graph visualization is below the table in the user interface, but depicted next

to it due to space constraints.

https://www.zbw.eu/en/stw-info/
www.openrefine.org/
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Fig. 1. User interface for reviewing subject headings.

4 Semantic Quality Control

In contrast to plain applications of precision, recall and F1, the tool proposed
here aims at semantic quality control, that is, taking semantic categories and
relations between concepts as specified in thesauri into account. In the con-
text of measuring inter-indexer consistency, disregarding semantic relationships
between concepts has been criticised, for instance, by Medelyan and Witten [5]
who proposed a measure that incorporates RT and BT/NT relations. Some the-
sauri provide further structure beyond these relations, for instance, the STW
(cf. Sect. 2). At the top level, it has seven semantic categories (row names in
Fig. 2). In order to leverage this background knowledge, we build upon Seman-
tic Web technology for data modeling which can be used by digital libraries
to expose Linked Open Data [4]. We utilize well-known schemas: dublin core4,
SKOS5, rev6, and MUTO7. With this representation, queries on reviews can be
formulated in SPARQL, accessing semantic properties and relations.

To illustrate a simple case of semantic quality control, Fig. 2 shows an analy-
sis of artificial concept ratings by rating value, indexing algorithm (Agent) and
semantic category. It can be seen that severe errors are imbalanced, e.g. fusion
does not make any errors for geographic names. Such insights can help to improve
the overall indexing system by weighting assignments for each category depen-
dent on the algorithm. Also rules for filtering can be developed. For instance,
geographic names proposed by knn may be blocked.
4 dublincore.org/documents/dcmi-terms/ (accessed: 10.04.2017).
5 www.w3.org/2004/02/skos/ (accessed: 10.04.2017).
6 vocab.org/review/ (accessed: 10.04.2017).
7 muto.socialtagging.org/core/v1.html (accessed: 10.04.2017).

http://dublincore.org/documents/dcmi-terms/
www.w3.org/2004/02/skos/
http://vocab.org/review/
http://muto.socialtagging.org/core/v1.html
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Fig. 2. Contingency table of ratings aggregated by method and semantic category.

5 Discussion and Future Work

The software is under active development. In particular, we plan to support con-
fidence information and quality estimation. Experiments have to be conducted
to evaluate and improve the system. Some aspects of the implementation are
currently tuned to the STW, especially regarding semantic properties that are
beyond the scope of the SKOS specification, and thus differ among thesauri.

Acknowledgements. We would like to thank the indexing professionals who set the
reviewing guidelines for valuable feedback, and thank the anonymous reviewer, who
pointed us to related work in other domains, for constructive advice.

References

1. Berrios, D.C., Cucina, R.J., Fagan, L.M.: Methods for semi-automated indexing for
high precision information retrieval. JAMIA 9, 637–652 (2002)

2. Gastmeyer, M., Wannags, M., Neubert, J.: Relaunch des Standard-Thesaurus
Wirtschaft - Dynamik in der Wissensrepräsentation. Inf. Wiss. Praxis 67(4), 217–
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1 Research Topic and Questions

My research project belongs within Library and Information Science in the area of
Scholarly Communication. It started in October 2016 and will continue for three years.
The study focuses on researchers and research data - more specifically on research data
sharing in the scholarly practices of an interdisciplinary research project mandated by
a data policy. A Horizon2020-project including four different disciplines will be inves‐
tigated. These EU-projects are by default obligated to develop data management plans
(DMPs). Few studies have been done on this subject and the questions to answer are
many. I have chosen to focus on the following questions: what does data mean to the
different participating disciplines? How do the researchers work with the data of the
project and how do they share the data between the represented disciplines? What are
the effects of the data policy on the daily research work?

2 Introduction

Within the area of Scholarly Communication, many things are changing rapidly today.
One of these changes concerns how research data is viewed and valued. Different stake‐
holders demonstrate an unprecedented level of interest in how researchers communicate
their findings (Jubb 2013). Governments, universities and research funders, among them
actors as the OECD and the EU, are currently formulating digital data policies that
requires granted research projects to develop plans for their data management.
Researchers receiving funding are expected to develop data management plans where
data storage, handling and access is specified. Within scholarly communication research
data as new actors are predicted to become “recognized as significant scholarly contri‐
butions in their own right” (Hey et al. 2009). Other authors terms this development as
an institutionalization of open access to research data (e.g. Mauthner and Parry 2013)
but it is perhaps early to use this term, since policies have not yet been in place or applied
consistently long enough. In either case, researchers sharing data with one another is
per se nothing new, but the external demands on researchers to do this sharing are. I see
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these policies as constituting a prominent example of this new interest coming from
outside the researchers closest community, directing towards openness to research data.
These policies are changing the conditions for and practices of data sharing.

Then what does research data mean and what are the drivers behind this develop‐
ment? To begin with, the concept of research data is complex and research seems only
to agree in that no single definition is sufficient. Data have many kinds of value that
varies widely over place, time and context (Borgman 2015). She, like other authors,
agrees on that the sometimes more interesting question than what are data is when are
data, claiming data to be “emergent, relational, and shaped by their use” (Haider and
Kjellberg 2016). However, in order to analyse data in the context of scholarly commu‐
nication, Borgman decides that a narrower approach to the concept will suffice which
is why I settle with her definition of data as “representations of observations, objects, or
other entities used as evidence of phenomena for the purposes of research or scholarship”
(Borgman 2015). The general underlying motive for the aspirations of opening up access
to data is the idea that accessible research data can contribute to benefit both research
itself and the society in general. The driving arguments are mainly political, quality
improvement of research through facilitation of transparency, and economical, enabling
researchers and other interested to utilise the data for further research or innovation
(NordForsk 2016).

I would here like to clarify what open data means in this discussion, since what is
meant by openness and the degree of accessibility varies. Open can mean free and
accessible data posted on a researchers personal website or published alongside a schol‐
arly journal article as well as data deposited in a repository accessed only after registering
and requesting it. In a report by The UK Royal Society speaks of “qualified openness”
in the meaning of open data as “accessible, useable, assessable and intelligible” data
(Royal Society 2012), implying that not all data are equally interesting or important.
Though different approaches to openness, stakeholders agree that not all data can be
made open, certain data will remain confidential for commercial, safety, privacy or
security reasons.

3 Contributions

The results of this study will have both theoretical and practical implications. Learning
more on how researchers from different disciplines collaborate on research data issues
and how the data is shared with other project members, will increase our knowing on
how knowledge is created jointly in temporary research projects. I hope to clarify the
process of shaping common decisions on questions on research data and factors influ‐
encing this process. Additionally, with more knowledge of the epistemological bases of
data in scholarly practices, the researchers’ daily data “doings” and negotiations, and
what data means to them, these behaviours can be better understood. Practically this
new knowledge can be used when developing and forming services adapted to support
the needs of research groups.

Work remains to be done in order to reach the economic and political goals set up
for open data sharing. There is a gap between the aspirations of openness of research
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data and the actual sharing being done. The above mentioned data policies rarely
describe data as the complex heterogeneous phenomenon it actually is, moreover
varying from discipline to discipline, but rather simplifies without recognizing the many
obstacles present before a realization of these demands is possible. Some problems that
have to be resolved are technical issues, others are infrastructural. Many authors indicate
that these problems are the easier ones to solve. What is needed and is crucial, but more
difficult to achieve, is to change the scholarly cultures and practices of researchers (Hey
et al. 2009). And studies on disciplinary cultures show that we are facing multiple
cultures (e.g. Kim and Stanton 2016).

In order to support the process of changing scholarly practices and develop infra‐
structure supporting data sharing, further research on how research data in scholarly
practices looks like within interdisciplinary collaborations. Studies on the practices of
scholars related to research data will “be imperative to improve our understanding of
both the epistemological bases and the actual practices that arise from new forms of
collaboration and novel approaches to data management” (Palmer and Cragin 2008).

4 Theoretical Framework

For this project the theoretical approach is based on practice theory. Although there is
no such thing as a unified practice theory or single practice-based approach, its origin
coming from different intellectual backgrounds, the way of how to view organizational
knowing is central and unifying. This challenges today’s assumptions of knowledge
based on rationalistic and cognitivist learning (Cox 2012) in considering knowing as
“situated in the system of ongoing practices of action, as relational, mediated by arte‐
facts, and always rooted in a context of interaction” (Nicolini et al. 2003). The philos‐
opher Schatzki describes a practice as an “array of human activity” and as “bodily doings
and sayings” (Schatzki et al. 2001). They are routine-based activities and things said or
unsaid, and they materialize un-reflected knowledge. For studies in LIS, this approach
can therefore serve as a useful instrument when examining the social aspects of scholarly
practices, the tacit knowledge of researchers and their approach in information use or
information sharing.

Based in practice theory, moving away from the individualistic focus, the scholar
will be studied mainly as a member of a community. She will be seen as a carrier of a
practice, neither autonomous nor dependent of social culture (Cox 2012). The results
will thus be analysed seeing data activities less governed by individual needs and more
as having a social nature: as an information activity that is woven through social prac‐
tices.

5 Methodology

Three different qualitative methods for studying research data in scholarly practices have
been chosen since qualitative methods are well suited to describe phenomena in context
and provide an interpretation that leads to a greater understanding of the phenomena
(Justesen and Mik-Meyer 2012). The methods I find most suitable are interviews, focus
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groups and participant observations. Researchers within an identified research project
funded by the EU Research and Innovation programme Horizon 2020 will be studied.
This project has been chosen firstly since projects within Horizon 2020 from January
2017 by default are part of the Open Data Pilot and thereby “must deposit your data in
a research data repository where they will be findable and accessible for others”
(European Commission 2016). In order to specify data collection, handling, sharing and
curation, the projects are suggested to develop data management plans. Secondly, the
project was chosen since it is constituted of researchers representing four different disci‐
plines. The researchers thus have different traditions of handling data and their data will
differ. Different scholarly practices will meet when project participants will discuss and
agree on data management issues.

I have chosen to observe one single Horizon2020-project for this study in order to
make it fit my time-frame and to be able to go deep into the subject; I want to search for
“thick descriptions”. The disadvantage with this choice is that it is difficult at this stage
to say how representative my study will be. However, it would be quite difficult to find
projects identically constituted in order to make an exact comparison. Naturally it would
be very interesting to investigate several projects of this kind, to make a largely scaled
qualitative study of this kind. Unfortunately, this will have to be for others to realize.

Semi-structured individual interviews as well as focus groups will be conducted with
a yet unknown number of the researchers in order to find information of data in their
scholarly practices, of cultures and norms, that can answer my research questions. Focus
groups will be used as a “parallel force” to the interviews allowing me to observe the
process of the participants managing their role both as an individual as a representative
of the collective (Barbour 2013). Additionally, groups can prompt talk and interacting
in offering other audience than the researcher (Macnaghten and Myers 2007) and points
of view are argued for or defended in dialogue with the other participants (Tenopir et al.
2011). This information hopefully allows me to identify or grasp the data in the scholarly
practices of the group and what is considered general behavior and unusual.
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Abstract. Amounts of digital data combined with incentives for open research
challenges researchers to share their research data (RD). Researchers are
meeting requirements for data management plans (DMPs), and in Norway the
Research Council has made it a priority to develop an infrastructure for making
RD available. This project investigates how these constraints influence the
researchers’ choices and how the solutions created fit with the expectations from
other stakeholders. Is there a satisfying dialog between the research environ-
ments and the service providers? Do the researchers experience that their voices
are heard by the infrastructure providers and the research funders? The work
aims to strengthen the dialog between the stakeholders in the knowledge
infrastructure (KI) for RD and contribute to an improvement of this.

Keywords: Research data management � Knowledge infrastructure

1 Background

Edwards [1] defines KI as “robust networks of people, artifacts, and institutions that
generate, share and maintain specific knowledge about the human and natural worlds”.
Borgman [2] elaborates on this: “[knowledge] infrastructures are not engineered of
fully coherent processes. Rather they are best understood as ecologies or complex
adaptive systems” and “these networks include technology, intellectual activities,
learning, collaboration, and distributed access to human expertise and to documented
information”. By this she includes, in the context of RD, not only the technical solu-
tions we often associate with the use of the term infrastructure, but also human
recourses and competence. Sharing of RD can be viewed from different perspectives;
organizational, political, technical, and ethical. Different stakeholders typically weight
each of these differently, yet they are all important to keep in mind in order to get the
whole picture of the KI for RD.

Norwegian KI stakeholders include funders, researchers, infrastructure providers
and institutional research support functions such as libraries, research administration,
and IT. If we look into the terms technical solutions, human resources, and compe-
tence, there appears to be a clear connection between these. It is, however, not evident
that the stakeholders related to the different functions act with a full understanding of
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the matter as a whole and that they are aware of the other stakeholders’ positions.
A better understanding of the different stakeholders expectations in regards of roles and
responsibilities will make it possible to improve the workflow within the KI.

The KI for RD in Norway is undergoing big changes in order to follow require-
ments of open science coming from both the EU [3] and several research environments.
The research is expected to give input for how the KI can be improved. As an approach
for investigating science and technology Bruno Latour’s [4] seven rules of method for
studying “science in action” will be applied.

2 Research Question and Method

The main research question How do expectations, demands and solutions correspond
in the KI around RD that is being established in Norway? reflects on the KI as a unity
where the researcher, the technical infrastructure and its providers, the funders, and the
political control exist as separate but connected entities. In turn, we can divide the
research question into two sub-areas:

1: What expectations do the different stakeholders have of each other?
2: What expectations do the different stakeholders have of sharing RD (making RD

available)?

This leads to the following sub-questions: How do funders influence the
researcher’s choice regarding RD? How do funders wish to influence the researcher’s
choice regarding RD? How do the different funding programs influence the services
and tools developed? How do the funders wish services and tools to be developed? To
what extent do the researchers find the solutions available for RD to be satisfactory? To
what extent do the service providers find their solutions to be satisfactory? How do
research support services adapt to new demands and needs? What role do the research
support services1 at the universities have, from the perspective of the other stake-
holders? (in relation to knowledge spread, choices/political influence, and other pos-
sible roles). What roles and functions do the research support services see for
themselves?

A Delphi inspired mixed methods study is applied with data collection through
interviews with the different stakeholders. Two rounds of interviews will be conducted
in order to identify possible agreement on different roles and responsibility between
stakeholders. Interviewees will be key-persons from the two main data storage facilities
representing the infrastructure, the research council and the ministry of knowledge
representing the funders, researchers with H2020 project requiring DMPs representing
researchers, and from the research support services individuals engaged in DM services
will be interviewed. Researchers and research support staff from the universities of
Bergen, Oslo, Trondheim, and Tromsø will be interviewed. These universities (BOTT)
have a long tradition of collaboration on administrative support systems, IT, and
infrastructure. In addition, a questionnaire will be sent out to a larger group of

1 Research support services at the universities include IT, library and research office.
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researchers with questions based on preliminary analysis. Relevant documents and
policies will be analyzed.

3 Challenges

At this stage, the questions I ask myself relate much to definitions, theoretical per-
spective and methodology. I find that the challenges here often are interconnected and
it will be my focus for the autumn of 2017 to sharpen and pin down what “my way” is
when it comes to theoretical perspective and method. Below are some of the questions I
tangle with.

3.1 What Are Expectations?

According to Merriam Webster expectation is “The act or state of expecting: antici-
pation in expectation of what would happen” [5], but it can also be expectations for an
economic recovery such as prospects of inheritance. Even if the anticipation in
expectation of what would happen is not stated as a positive, the term can still give the
impression that the anticipation is of something positive that will come. In my usage, I
do not wish to enforce this positive sentiment but rather for the interviewees to express
their thoughts on the subject, independent of these being positive or negative. In other
words, I wish to use “Expectation” as a neutral term.

3.2 How Do I Identify and Measure Expectations?

Clearly stating expectations is one thing; it will be more difficult to identify what might
not be reflected upon by the interviewees. I hope that doing two rounds of interviews
can be useful, since it makes it possible to follow up on issues that emerge from my
analysis of the first interview.

3.3 The National Perspective

The selection of the national perspective might not be obvious. My reasons for such a
restrain are based current organization and traditions within the higher education
system in Norway. Many solutions are national or shared by several universities.
Further juridical issues are grounded in national legislation, which for data that is
openly shared is not an issue, but there are still a lot of data with access restrictions for
which national storage facilities are necessary. At the same time, European require-
ments, international partners and the research as a global network of knowledge makes
the national perspective redundant, and somewhat “old school” in a global world.

3.4 My Role

Too much reflection upon one’s own role in a PhD project might turn the focus off the
project itself. I do however sometimes find myself on the other side of the table as I am
both writing a PhD thesis on the subject and working with it from the University of
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Oslo Library (UiOL). Being a visible agitator for sharing of RD in Norway for some
years, and outspoken on my personal views in my position at UiOL, I risk that this
influences how my respondents see me and how they respond to me. I do not believe
that I can be completely objective, but by revising and reflecting upon the decisions I
make along the way and in particular during data analysis, combined with discussing
with peers, I will aim at making my research process as transparent as possible.

3.5 Pinning Down the Methodology

Many of the issues above relate to what methodological approach I end up with, both
theoretical perspectives and data collection methods will somehow be a response to the
issues above. I would therefore be most grateful on feedback that helps me make
decisions regarding my methodological approach.

4 Path Forward

During the autumn of 2017 I will plan my first round of data collection, define, and
describe my methodological approach. In the beginning of 2018 the first data collection
will take place, followed by a stay at the University of Illinois Urbana-Champagne
were I hope to be discuss findings data collection with fellows. In the last part of 2018 a
second round of data collection will take place. After this the focus will be analysis,
writing, presenting, and publication, my deadline is in primo 2021.
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Abstract. In spite of the existence of theoretical models for digital libraries (DL),
studies and guidelines about the identification of the DL users, the users and their
needs in terms of interface and services are still not well known, especially in the
context of a 2.0 DL. Yet, this type of DL has become crucial for the projects that
want to be more anchored in the Web environment and want to better fulfil the
expectations of their potential users. Our work “Enriched digital libraries: users
and their interfaces” aims to better understand the needs of the users in terms of
interaction and participation in a DL called Fonte Gaia Bib, through the devel‐
opment of an enriched and participative DL. This paper will first present the
challenges of the elaboration of this type of interface, from both the DL and user
points of view. Then, it will focus on the method chosen to achieve it, which is a
combination of a top-down approach (state of the art of the DLs’ services) and a
bottom-up one (identification of users profiles and requirements through user
studies). This method has already produced good results and has highlighted
common practices, services and roles, that can constitute the basis for the devel‐
opment of an interactive and participative DL.

Keywords: Digital library · User studies · Interfaces · Bottom-up and top-down
approaches · Services · Collaboration

1 The User, the Great Unknown of the Digital Libraries?

Digital Libraries’ (DL) theoretical models, such as the Digital Library Reference Model
(DLRM) or the Interaction Triptych Framework (ITF), make the user one of the pillars
of this type of resources. They insist on the need to take the user into account during the
development of a DL, to achieve well-balanced interfaces [15, 32]. However, DL inter‐
faces are often based on a set of presuppositions and false beliefs, and are ultimately the
reflection of the needs of the creators of DLs themselves [12, 13]. Instead of being a
bridge between the users and the digital contents, interfaces appear as a place of conflict
between the users as they are imagined by the creators, and the real users.

To balance this situation and to better know these specific users and their practices,
studies have been carried out since the late 1990s [4, 5, 7, 18, 19, 29–31, 33]. Some DLs,
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such as Gallica1 or Europeana2, have also launched extensive user studies to adapt their
interfaces to the evolution of their users. The success of those studies has led to the
publication of guidelines that help and encourage similar projects to do the same [2, 3,
6, 8, 11, 14, 25]. However, despite these recommendations and studies, DLs’ users are
still not well known. On one hand, the studies focus on one facet of users’ practices
(usually the search and reading practices). On the other hand, they are linked to a specific
project and were launched several years after the release of the first interface. Therefore,
they only provide a biased view of the DLs public, i.e. the behaviours of a public for
one specific DL, and general studies are still too few.

Moreover, the DLs are currently at a turning point. They gradually move towards
so-called 2.0 interfaces, where the users become actors, instead of being passive readers.
These new-generation libraries are no longer mere data silos, where the data are static
and only available for viewing, but spaces for sharing and collaborating, where the data
are renewed, enriched and dynamic, mainly through users’ activities such as the addition
of annotations or links. If many studies on user participation have been done for other
humanities projects [1, 9, 16, 17, 26–28], they are still rare for DLs. The needs of the
users in terms of interaction with DLs contents and collaboration are not clearly iden‐
tified.

2 Who Are the Real Users of Digital Libraries? Objectives and
Methods

On the basis of these studies and through the development of a specific DL called Fonte
Gaia Bib3, a 2.0 DL for the Italian studies, the project “Enriched Digital Libraries: Users
and their Interfaces” aims to lay the foundations of the needs of users in the context of
an enriched and participative DL. Several research questions are at the base of this work:
Who are the intended and the real end-users of 2.0 scientific DLs: is it us (i.e. academics
folk with a high digital literacy), someone like us, or someone else? What does it mean
in terms of self-perception and of expectations to be a user of a 2.0 DL? What kind of
interface do we have to build in order to match those expectations and to shape implicit
needs? Can we imagine a personalized and user-adjustable interface that remains intui‐
tive and effective? By extension, this work focuses on the formation of a mixed
community, made of academics and members of the larger public, both groups being
the intended public of the library we are building. It also investigates which factors are
likely to encourage users to be engaged with a DL: is it the content, the interface, the
infrastructure or the community gathered around a DL, that lead them to use a resource
rather than another?

This work aims to propose a method that goes beyond the principle of “If we build,
they will come”, which is particularly persistent in digital humanities projects [12, 13,

1 http://gallica.bnf.fr/accueil [Accessed 28/05/2017].
2 http://www.europeana.eu/portal/fr [Accessed 28/05/2017].
3 Presentation of the digital library’s project: http://fontegaia.hypotheses.org [Accessed

28-05-2017]. Fonte Gaia Bib: http://www.fontegaia.eu [Accessed 28-05-2017].
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22, 34]. This latter principle seems to be based on a top-down approach pushed to its
extreme, i.e. the creators develop an interface only from their own perspective. This
hegemony of the top may lead to unsuitable interfaces, as we mentioned earlier. This is
why we have chosen to adopt a twofold approach: a bottom-up approach, based on the
needs of the potential users, and a top-down approach, based not only on the objectives
of the creators but also on projects that already exist. In merging these two approaches,
the goal is to produce a user-centred interface, made up of innovative functionalities
identified with the top-down approach, while remaining consistent with what users do
and want via the bottom-up approach. This twofold approach corresponds to the first
step of this work. The results obtained will be a base for the development of prototypes,
which will then be tested with a panel of users to analyse their activities and to identity
new needs.

The Fonte Gaia Bib case will help us to offer a set of recommendations for the
elaboration of a 2.0 DL and to contribute to the definition of 2.0 DLs users. These
reflections about users and their interfaces will also bring knowledge about the engage‐
ment of the public with digital written heritage and about the factors that lead to the
constitution of mixed communities of users4.

3 Preliminary Results: Users and Services

3.1 From a Digital Library Point of View: The Top-Down Approach

The top-down approach was based on a state of the art of DLs and digital humanities
projects, which have some similarities with Fonte Gaia Bib. After the analysis of these
projects, it appears that the interfaces of DLs take the form of a mosaic of services. These
services act like the key components of the relationship between users and digitized
contents. This relationship can be defined as interdependent. Indeed, when users access
a digitized content, the interface provides one or several services that the users then use.
The nature of a service is dependent both on the type of the content chosen and on the
profile of the users. However, the features of a particular content can be influenced by
the service used to interact with it. Finally, if the profile of the users does not change,
their methods of work can be modified by the services offered (Fig. 1).

Let us take the example of the downloading service. This service is based on
proposing different formats of export. However, these formats depend on the nature of
the resource: if a text offers many formats such as .pdf, .epub, .jpeg, .tiff or .xml, an
image has limited possibilities, mostly .tiff and .jpeg. The form of the service itself is
then influenced by a particular resource. But, the aspect of a resource can also be modi‐
fied by the export format chosen by users. A resource in PDF or in XML will not have
the same form and the same features. In return, the users have new possibilities to see
and analyse the resource. For example, they can annotate a resource with the PDF format,
but a XML format is rather for automatic processing of texts, data extraction etc. Thus,
the downloading service can enrich the experience of users by providing different ways
to apprehend a resource.

4 Presentation of the thesis: http://fontegaia.hypotheses.org/1050 [Accessed 23-06-2017].
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This model leads to the categorisation of the services already present in DLs, and
their modelling in a UML ontology. This categorisation underlines that DLs waver
between fidelity to the traditional missions of libraries by offering services that copy the
one of the latter (consulting of documents, advice services, communication services),
and innovation, under the influence of Web 2.0 technologies (user-generated-content
services). These different types of services tend to change the relationships between DLs
and their users. From a unilateral relationship, where DLs provide tools and their exper‐
tise to their users, DLs move little by little towards a multilateral relationship, where
users collaborate with DLs and other users. This ontology gives us then an insight into
the internal functions of a DL and helps to envisage potential services for Fonte Gaia Bib.

3.2 From a User Point of View: The Bottom-up Approach

The needs of users have been identified using a bottom-up approach, via dissemination
of a questionnaire (67 answers, May 2016) [21] and conducting interviews (8 partici‐
pants, February–April 2017). The objective of this first user study was (1) to better know
the profiles, the practices and the needs of users of DLs; (2) to identify their high-priority
services; (3) to measure their degree of engagement with interfaces by presenting inter‐
active and participative services. Compared to other similar endeavours, such as the ones
of Gallica and Europeana, this study had the distinctive characteristic to precede the
public release of Fonte Gaia Bib and then to attempt to define a general profile for the
users of specialised DLs5. Moreover, it gave an important insight into the notions of
interaction and collaboration.

The questionnaire allowed us to identify the core stakeholders of DLs, i.e. a public
made of researchers, PhD students and GLAMs’ professionals. It appears that these

5 “Specialised DLs” are projects that focus on one discipline, type of contents, period or author,
by opposition to “generalist DLs”, that aggregate large types of contents and do not make any
distinction between them [10, 24].

Fig. 1. UML representation of the User-Resource-Service relationship

Top-Down and Bottom-up Approaches to Identify 635



different groups have similar needs and practices, namely the way they read a digital
document (scanning, use of the table of contents and of the full-text search to select
interesting parts), the way they search (dominance of the simple search) or the way they
want to contribute (addition of tags, comments and bibliographical references) [20].
These results have been confirmed by interviews with eight representatives of the core
stakeholders of the DLs (2 academics, 2 PhD students, 2 students and 2 librarians).

However, this study has also highlighted several users’ patterns that are independent
from the professional backgrounds, and that represent distinctive roles within a DL:

• The passer-by reader: These “ephemeral” users favour the reading locally on their
own machine to reading on the Web. They glean contents from library to library and
have a superficial knowledge of the functionalities provided by DLs. They do not
have a preferred DL, but rather a preferred portal or search engine that helps them to
find contents of interest. They put the emphasis on the contents rather than on the
interface or on the services of DLs.

• The active reader: These users are engaged in DLs and favour online reading. They
have a good knowledge of the services offered, but focus their attention on select
functionalities, such as zoom, full-text search and interactive table of contents. For
them, a DL is a reading space, where they can manage their selections, their searches
and their downloaded material.

• The expert reader: These users have a high degree of engagement with DLs. They
explore all services for the purpose of analysis and reuse of content. They consider
DLs as workspaces, where they can compare several documents, make critical anno‐
tations or work in group.

These roles underline that DLs have a utilitarian function: they fulfil research objec‐
tives that have been carefully thought through by the users. These latter do not come to
a DL for their own enjoyment, but with a specific purpose in mind [14, 23]. The services
expected by the participants of the study are thus essentially linked to search, export and
analysis activities, which are oriented towards the use and reuse of content.

The same assessment can be made for collaboration. While all the participants
declare a willingness to collaborate with other users, the way they see this collaboration
depends on their profession: researchers and PhD students are oriented towards scientific
collaboration; students towards a pedagogical collaboration; librarians towards a profes‐
sional collaboration, where the contributors become citizen librarians. The volunteers
are thus interested by participative working tools, that allow them to share their knowl‐
edge and skills and that can help the progress of their research, their studies or their
professional tasks.

4 When the Two Approaches Meet: Conclusions and Perspectives

After comparing the results of the top-down and bottom-up phases, it was possible to
define a set of services that have the specificity to engage users in each step of a digital
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document’s lifecycle. From the suggestions of which work to digitize, to the dissemi‐
nation of contents (social networks, Web 2.0 tools), to the involvement in the pre-
processing of documents (transcription, OCR correction) and their analysis (annotations,
easy-reading tools, personal workspace), users can contribute to the improvement and
the renew of the digitized documents of DLs.

A second categorisation can be overlaid on the first one: users’ roles in DLs that have
been modelled during the user studies. The first categorisation corresponds to the DL
point of view; the second, to the users’ point of view. In this second classification, each
service that has been identified previously corresponds to a role within a DL and to the
needs and expectations of the users that follow this role. Services connected with
reading, search and export correspond to the passer-by reader role. Services for the
description and the improvement of the content, as well as connected with the manage‐
ment of reading (history, personal annotations) are typical to the active reader role.
Services related to advanced reading (comparison, text and image manipulation) and to
critical annotations are in the realm of expert reader role.

The definition of these roles helps the on-going modelling of the DL’s interface, via
the realisation of mock-ups and prototypes. The challenge will be to be able to stand‐
ardize these roles and relevant services into one interface, and to allow users to move
easily from one role to the next in a flexible way. The objective is to avoid the forms of
role segregation between users, and to consider the potential evolutions of their practices.

In the meantime, the bottom-up phase enters a new stage: the identification of the
potential users coming from a larger public, who remained in the shade during the first
study. After this new study (May–June 2017), the aim will be to compare the practices
of the academics and of the amateurs, in order to identify common patterns or differences
that will help to understand how we can create a diversified and welcoming community
of users. These results will be also taken into account during the development of an
enriched and participative DL.
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Abstract. This paper proposes a method for cross-language record linkage
across digital humanities collections by exploiting similarities between metadata
values in different languages without using any translation method. Our method
represents metadata values in Japanese and English as vectors by using mono-
lingual word embeddings. Then, we calculate similarity between metadata value
vectors by learning a mapping between vector spaces that represent Japanese and
English. The proposed method could help users to acquire multilingual infor-
mation of the objects in digital collections. We evaluate the effectiveness of our
method on Japanese Ukiyo-e print databases in Japanese and English.

Keywords: Cross-language record linkage � Word embeddings � Digital
humanities collections

1 Introduction

Over the past decade, more and more libraries, museums and galleries around the world
have been digitalizing their collections and making them accessible online. It opens up
new opportunities to acquire valuable knowledge from vast amounts of information
about these digital collections. The metadata, which are used to provide information
about the records in digital collections, are created independently by heterogeneous
institutions using different natural languages. For instance, Japanese Ukiyo-e wood-
block prints1 have been digitized by many museums in Japan and Western countries
and described by the metadata values in their native languages. As a consequence,
identical records that refer to the same object could be described in different languages.
Given that there is multilingual information in metadata of identical records, it is
important to provide technologies for finding these identical records in order to
aggregate multilingual knowledge about objects.

Record linkage [1] is a task offinding record pairs that refer to the same object across
multiple data sources, which has been studied for many years. Our research focuses on a
new field of cross-language record linkage, where records are from the data sources with
metadata in different languages. In particular, we aim for cross-language record linkage
across digital humanities collections in Japanese and English by using textual metadata

1 Ukiyo-e is a type of Japanese traditional woodblock print, which is known as one of the popular arts
of the Edo period (1603–1868).
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values. It is challenging due to several reasons: (1) metadata values are expressed in
different languages, therefore similarity measures cannot be employed directly; (2) even
if the machine translation system can be used to translate metadata values into the same
language in order to calculate similarities between them, machine translation systems
have poor performance on specific domains [2] due to the difficulty of obtaining a
domain-specific bilingual corpus for training system.

2 Proposed Method

Our proposed method focuses on the similarity matching phase of cross-language
record linkage, which is an important phase that determines whether two records
represent the same object. In this section, we first introduce our approach of repre-
senting textual metadata values. Then, a method of learning a mapping between vector
spaces that represent Japanese and English is provided for calculating the similarity
between metadata values.

2.1 Representations of Metadata Values

We represent textual metadata values as vectors by usingword embeddings [3], which are
dense, low-dimensional and real-valued vectors for representing words. Through these
embedded word representations, the words with a similar meaning have closer distances
in a vector space, e.g. vector(“storm”) is close to vector(“hurricane”), which means the
semantic relationships between words can be captured. Moreover, the semantic rela-
tionships between words can be expressed as linear operations in a vector space, e.g.,
vector(“Berlin”) - vector(“Germany”) + vector(“France”) is close to vector(“Paris”).

Our method of representing textual metadata values is inspired by the character-
istics of word embeddings. More specifically, we firstly learn Japanese and English
word embeddings by using Word2Vec toolkit. Then, we represent textual metadata
values in Japanese and English by additive combination of the vector embeddings of
words that compose the metadata values. Fig. 1 illustrates our method of representing
metadata values.

Fig. 1. The process of our method of representing metadata values
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2.2 Similarity Calculation Between Metadata Value Vectors

We calculate the similarity between metadata value vectors by learning a mapping
between vector spaces that represent Japanese and English. Our proposed method is
motivated by the idea in [4] that the same concepts have similar geometric arrangements
across the vector spaces that represent different languages, which is illustrated in Fig. 2.
Taking the concept of weather as an example, the relative positions of “雨 (rainfall)” and
“嵐 (storm)” in the vector space that represents Japanese (the graph on the left) are
similar to the relative positions of “rainfall” and “storm” in the English vector space (the
graph on the right). What is more important is that the relationship between vector spaces
that represent these two languages can possibly be captured by learning a mapping
between them, e.g. a liner mapping. If we know some word pairs in Japanese and
English, e.g. “雨” and “rainfall”, “嵐” and “storm”, we can learn a mapping that can help
us to transform other words in the Japanese vector space to the English vector space.

Similar to the idea above, we learn a liner mapping between vector spaces that
represent Japanese and English in order to transform the Japanese metadata value
vectors to the vector space that represents English. Suppose we are given a set of
textual metadata value pairs and their associated vector representations fxi; zigni¼1,
where xi 2 R

1 is the vector representation of Japanese metadata value i, and zi 2 R
2 is

the vector representation of its corresponding English metadata value that is obtained
by our method in Sect. 2.1. Our goal is to find a mapping matrix W such that Wxi
approximates zi. In practice, W can be learned by the following optimization problem
shown in Eq. (1), which can be solved with stochastic gradient descent.

minw
Xn

i¼1
k Wxi � zi k2 ð1Þ

At the time of similarity calculation, for any given new Japanese metadata value
vector x, we transform it into a vector space that represents English by computing
z = Wx. Then, we can calculate the similarity between metadata values in Japanese and
English by comparing the transformed vectors of Japanese metadata with other English
metadata value vectors.

3 Experiment

In this section, we show the preliminary results of our proposed method in finding the
identical Ukiyo-e prints across databases in Japanese and English.

Fig. 2. The word vector representations of weathers and times in Japanese and English
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In the experiments, the titles of Ukiyo-e prints are used to calculate similarities
between Ukiyo-e prints. We train the Japanese and English word vectors on Japanese
and English Wikipedia articles using Word2Vec toolkit. In the process of learning the
mapping between the vector spaces that represent Japanese and English, we use 600
Japanese-English parallel short sentence pairs for pre-training. In order to make this
mapping more accurate to transform Ukiyo-e titles, we further use 74 pairs of Japanese
and English Ukiyo-e titles to optimize this mapping, in which each pair of titles refers
to the same Ukiyo-e prints. The similarities between the Ukiyo-e titles are calculated by
cosine similarity metric.

We use 173 pairs of Japanese and English Ukiyo-e titles as the test data to evaluate
our method. The precision at top-n are used to evaluate the experimental results. In
order to verify the effectiveness of using Ukiyo-e titles to optimize the mapping in the
phase of pre-training, we show the results of both conditions of using Ukiyo-e titles and
without using them. The experimental results are shown in Table 1.

These results show that the precisions can be improved by using Japanese and
English Ukiyo-e titles to optimize the mapping between Japanese and English vector
spaces. The experimental results also confirm the usefulness of our proposed method
for linking the same Ukiyo-e prints in Japanese and English.

4 Conclusions

In this paper, we proposed a method of cross-language record linkage by measuring the
similarity between textual metadata values without using any translation methods. In
the future, we plan to explore different embedded vector representations of metadata
values. Besides we will evaluate our method on data sources in other languages.

References

1. Ahmeh, K.E., Panagiotis, G.I., Vassillios, S.V.: Duplicate record detection:a survey. IEEE
Trans. Knowl. Data Eng. 9(1), 1–16 (2007). IEEE

2. Hua, W., Haifeng, W., Chengqing, Z.: Domain adaptation for statistical machine translation
with domain dictionary and monolingual corpora. In: 22nd International Conference on
Computational Linguistics, pp. 993–1000. ACL, Manchester (2008)

3. Mikolov, T., Chen, K., Corrado, G., Dean, J.: Efficient estimation of word representations in
vector space. arXiv preprint arXiv:1301.3781 (2013)

4. Mikolov, T., Le, Q.V. and Sutskever, I.: Exploiting similarities among languages for machine
translation. arXiv preprint arXiv:1309.4168 (2013)

Table 1. The experimental results

Precision
In top-1 Within top-5 Within top-10 Within top-15

Without using Ukiyo-e titles 2.3% 12.2% 17.4% 22.7%
Using Ukiyo-e titles 29.1% 41.9% 50.0% 54.7%
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Abstract. Digital libraries desire automatic subject indexing as a scal-
able provider of high-quality semantic document representations. The
task is, however, complex and challenging, thus many issues are still
unsolved. For instance, certain concepts are not detected accurately, and
confidence estimates are often unreliable. Accurate quality estimates are,
however, crucial in practice, for example, to filter results and ensure high-
est standards before subsequent use. The proposed thesis studies appli-
cations of machine learning for automatic subject indexing, which faces
considerable challenges like class imbalance, concept drift, and zero-shot
learning. Special attention will be paid to architecture design and auto-
matic quality estimation, with experiments on scholarly publications in
economics and business studies. First results indicate the importance of
knowledge transfer between concepts and point out the value of so-called
fusion approaches that carefully combine lexical and associative subsys-
tems. This extended abstract summarizes the main topic and status of
the thesis and provides an outlook on future directions.

Keywords: Automatic subject indexing · Machine learning · Quality
control

1 Introduction

By subject indexing, libraries create concise yet comprehensive descriptions of
documents with terms of controlled vocabularies like MeSH1, LCSH2, GND3, or
STW4. These structured semantic document representations are highly valuable
for digital libraries since they support services like semantic browsing, multi-
lingual information retrieval and recommendation, or trend detection. According
to the TPDL-2017 theme “Part of the machine: turning complex into scalable”5,
1 www.nlm.nih.gov/mesh/.
2 id.loc.gov/authorities/subjects.html.
3 www.dnb.de/gnd.
4 www.zbw.eu/stw.
5 www.tpdl.eu/tpdl2017/.
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digital libraries demand for solutions that ease access to large amounts of hetero-
geneous data, thus making accurate automatic subject indexing a key technology
for their infrastructure. The challenges that need to be solved are, however, con-
siderable: subject indexing is a complex cognitive task which involves several
aspects of the human mind, such as natural language processing and semantic
reasoning under uncertainty. Its automation thus requires artificial intelligence
and machine learning, having many options to model the task and encode it in
terms of input, output, features, dependencies, and objectives. In the past, such
architectures have been realized in different ways.

For instance, several researchers regarded subject indexing as a multi-label
classification task [2,9], which differs from standard classification in that multiple
possibly interrelated classes have to be assigned per document. Since the num-
ber of different classes is remarkably large, often exceeding several thousands of
concepts, system engineers have to be very careful. Complex models with many
variables can quickly suffer from too few training examples to estimate parame-
ters reliably, and in order to recognize previously unseen concepts, zero-shot learn-
ing [8] and exploitation of external knowledge sources have to be regarded.

For these reasons, researchers have made several assumptions and simpli-
fications. For instance, Medelyan and Witten [7] made a specific invariance
assumption that allows to learn parameters shared by all concepts, transferring
knowledge between them. This reduces the minimum amount of documents nec-
essary for training and enables zero-shot learning, however, it requires extensive
linguistic knowledge from thesauri. Other approaches make “naive” indepen-
dence assumptions for the sake of efficiency. Very common are binary relevance
approaches like the work of Wilbur and Kim [11], using independent classifiers
for each subject heading, thus learning associations between terms and con-
cepts. More complex architectures have been constructed by combining different
approaches using meta-learning [4] or learning to rank [3]. Yet, research on the
design of machine learning architectures with heterogeneous modules for auto-
matic subject indexing is limited. Their composition and setup has numerous
parameters, configuration options, and design choices.

Interestingly, although in practice accurate quality estimates are fundamental
to ensure highest standards of generated meta-data, there have been negative
experiences with confidence values provided by systems6, hence, it becomes an
attractive research topic. Finally, note that evaluation in automatic indexing is
non-trivial and may require more detailed analysis than standard metrics like
precision and recall.

2 Contributions and Research Questions

The proposed thesis aims to make contributions in the fields of digital libraries
and computer science, gaining insights into applications of machine learning
6 For instance, due to experiments at the ZBW and correspondence with the German

National Library at a recent workshop on “Computer-assisted Subject Cataloguing”,
2017 in Stuttgart, Germany.
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techniques, and exploring different approaches, their effectiveness and efficiency.
Related to Manning’s thoughts on computational linguistics and deep learn-
ing [5], the thesis strives for thorough problem analysis and meaningful composi-
tion of machine learning architectures, which may provide more general insights.

In this regard, the thesis will be directed by the following questions:

1. Architectures:
(a) How do aspects of architecture design (modelling: encoding of input, fea-

tures, output, dependencies, objectives) and requirements of the environ-
ment (properties of thesauri, characteristics and availability of training
data, dynamics of the domain) relate to each other? In particular, which
effects does architecture design have according to concept drift and zero-
shot learning?

(b) What is the role of invariance assumptions, which enable to share para-
meters in learning? Where do they apply? How are they modeled and
integrated into systems?

(c) Can different approaches be “meaningfully” combined, that is, can we
leverage individual advantages effectively?

2. How can (reliable) confidence estimates be computed for automatic subject
indexing? What are relevant aspects of “confidence” in subject indexing? How
do the terms “quality” and “confidence” relate to each other in the field of
automatic subject indexing? How do confidence and quality estimation fit
into encompassing architectures?

Finally, many research activities focused on the medical domain where
subject-specific solutions are available and can be incorporated. This thesis
will investigate a less-studied domain, namely scholarly publications related to
economics, where comparable solutions do not exist. Differing challenges may
emerge, with the prospect of novel insights.

3 Approach

As part of the thesis, different automatic subject indexing architectures and con-
fidence estimation approaches are analysed, designed, implemented, and evalu-
ated.

The project looks at approaches like dictionary matching, ranking and asso-
ciative methods, and determines how they fit into encompassing architectures,
especially with respect to concept drift.

Regarding confidence estimation, techniques similar to the DeepQA archi-
tecture of IBM Watson [1] will be considered. The project will first collect ideas
for implementation: confidence estimation features for automatic indexing must
be developed, and meaningfully grouped into evidence profiles. Finally, experi-
mental evaluation will be performed.

Theoretical analysis will be taken into account, however, it may be limited
due to the fuzzy nature of the tasks [9]. Therefore, experiments will be conducted
to test systems and justify hypothesis empirically. Commonly used metrics are
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precision, recall and F1 [2,9], although they may be too shallow to assess qual-
ity reasonably. Semantic relations between concepts [6] and graded ratings may
therefore be taken into account. Confidence estimation methods may be evalu-
ated using ranking metrics. The data that will mainly be used, has the following
properties: scholarly publications related to economics, written in English, only
descriptive metadata (short texts), indexed with descriptors of the STW.

4 Status Summary

A major contribution has already been accomplished by analysis of architec-
tures, development of specific fusion systems, and experiments on short texts
(titles and author keywords) [10]. This work will be supplemented by certain
extensions, their analysis, and experiments. For instance, different approaches
to apply learning components for fusion will be explored. Work on confidence
estimation is at an early stage and thus may profit from exchange with the digital
libraries community.
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Abstract. Current methods in automatic text summarization only take
a single document into account. In contrast, the proposed research in this
paper aims at summarizing the discrepancy between two documents. We
approach this by transforming documents into a representation where
mathematical operations have a semantical correspondence. This allows
us to recombine documents and draw a summary from the recombined
vector. A discrepancy summary can briefly convey what a reader can
additionally learn from reading an unknown document with respect to a
document that the reader is already familiar with.

1 Introduction

In natural language processing(NLP) applications documents are usually trans-
formed into a new reference system which allows applying mathematical measure
to determine their differences. We want to investigate these differences between
two documents with the goal of acquiring human-interpretable knowledge. To
achieve this goal we developed an abstract model that captures and formalizes
automatic dissimilarity summarization(ADS). This model will be accompanied
by an evaluation framework that objectively compares different implementations
of this model. Afterwards we will evaluate the performance of different imple-
mentations and investigate enhancements. To the best of our knowledge this
question has not been studied, albeit the potential benefits in NLP applications.
Word2Vec [4,7] and its increments (e.g. [4,9]) are promising candidates for a
suitable data representation for ADS, as they comprise a shallow understanding
of language. Summaries generated by ADS are more beneficial to users than
plain summaries as they take the history of documents that a user has already
read into account. These information can support users by choosing the next
document to read with respect to previously read documents.

2 Research Questions

There is a vast amount of text representations available to determine the dif-
ference of two documents mathematically. These representations have impor-
tant practical applications but fall short on depicting their insights to humans
directly, which is the motivation for the proposed research. We have identified
the following research questions:
c© Springer International Publishing AG 2017
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– What kind of text representation is most appropriate for automatic discrep-
ancy summarization?

– Is the information that is contained in the order of words better encoded by
a sequence of word representations or by a document-wide representation?

– What is the most suitable way to convey the discrepancy between documents
(text-based, graphical or other representations)?

– How can we determine the quality of a summary?

These questions are governed by two areas of research in natural language
processing: (1) Information Representation: Often simple word count models
like bag of words [3] and tf-idf [5] are used to represent text. In contrast, topic
models like LDA [2] represent entire documents by uncovering their latent topic
structure and encoding each document in a collection as a composition of those
topics. Word embedding models [1] map each word in a vocabulary onto a vectors
of real numbers. These vectors are arranged such that they encode semantical
and syntactical properties of the language. (2) Automatic Text Summarization:
Automatic text summarization is the process of shortening a text document
while preserving salient aspects of it. There are two different approaches to the
problem. (1) Extraction: Extraction methods try to find a subset of sentences
from the original document that cover salient aspects of the original document.
Which is what TextRank [6] does, by constructing a graph where every sen-
tences is a vertex that has an edge to sentences that are sufficiently equal to the
sentence. Subsequently, PageRank is used to determine the importance of each
sentence. (2) Abstraction: Abstraction methods build semantical representation
of text documents an derive a summary from that representation, which mimics
what people do when they summarize a document.

3 Approach

The proposed research wants to represent the content differences of two docu-
ments such that they are human-interpretable, easily comprehensible and quickly
to compute. At first an estimator (e.g. Recurrent Neural Network (RNN)) is
trained to recover a text that generated the corresponding data representation.
Secondly, a recombination takes place that generates a new data representation.
And lastly, the trained estimator is used to find a coherent interpretation of this
newly created data representation (see Fig. 1). The model is required to learn
the language of the documents to a degree that allows it to generate correct lan-
guage which is plausible as Sutskever et al. [8] have been able to create a RNN
that generates English text despite the fact that it was trained on character
level. Since there is no proper baseline available that we can compare against,
the initial step is to create a simple implementation of the model described in
Fig. 1. This includes a sentence-wise tf-idf encoding and a simple Gaussian naive
Bayes classifier. Afterwards we will create and apply an evaluation framework
that reflects the desired properties:

– Correctness: The summary produced is coherent given the two documents
that it was derived from. A simple approach to test this is to consider the
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Fig. 1. Abstract model of the automatic discrepancy summarization. During the train-
ing phase, an estimator learns to recreate a text from its data representation. In the
recombination phase, a new vectors gets created by applying some function (e.g. sub-
traction) onto those two vectors (The Ds refer to a text unit whereas the V s are the
corresponding data representations). The Interpretation phase transforms the newly
created vector into a human-understandable form.

extremes: What is the result of comparing a document with itself? Since
there is no discrepancy, the summary should be empty. What happens when
two topically orthogonal documents are examined? The summary should be
dominated by one of the documents.

– Interpretable: Is a user able to comprehend the results produced and draw
conclusion from them? For example, if the summary is a sentence, the sentence
must be syntactically, grammatically and semantically correct.

– Generalizable: The technique must work on text documents across different
domains. Moreover, the model must produce coherent results on domains that
were not covered in the set of training documents.

– Deterministic: The system always produces the same output when it is
given the same inputs.

Subsequently, more sophisticated implementations will be investigated and com-
pared against the baseline results. Currently, two experiments are projected:

1. Topic Models: A topic model will be used to represent the text units. Since
topic models preserve more structure of the text, it is expected to obtain
better results.
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2. Text Embeddings: In this experiment we want to investigate the ques-
tion whether the sequential nature of text documents should be captured by
the representation of the text or by the estimator. This leads to two differ-
ent settings: (1) Sequence-aware model: Sentences will be transformed into a
sequence of word vectors. The estimator will be a RNN. (2) Sequence-aware
data representation: Sentences will be transformed into a single paragraph
vector. The estimator will be a support vector machine.

4 Preliminary Results

In [10] we have derived words describing the difference between two documents
from their document embeddings. That is, given two document vectors d0 and
d1, we compiled a set of word vectors w0 . . . wn such that d0 ≈ d1 ◦w0 ◦w1 ◦ . . .◦
wn (◦ was either the summation or the subtraction operator). We approached
that task with an iterative process that generated a word at each iteration. It
began by finding the word that maximizes similarity(d0, d1 ◦w0) and continued
by maximizing similarity(d0 ◦ w0, d1 ◦ w0 ◦ w1) etc. We found that this leads
to a list of words that is descriptive of the content difference of d0 and d1.
However, we realized that words are not the correct text unit for the given
task, as they provide to few information and, lacking context, lead to ambiguous
and false conclusions. Hence, we want to investigate alternative methods that
may overcome the drawbacks while preserving the beneficial properties of our
previous solution.
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Abstract. This thesis studies the library data and the way that linked data
technologies may affect libraries. The thesis aims to contribute to the research
regarding the development and implementation of a framework for the integration
of bibliographic data in the semantic web. It seeks to make sound propositions for
the interoperability of conceptual bibliographic models, as well as for future
library systems and search environments integrating bibliographic information.

Keywords: BIBFRAME � Conceptual models � EDM � FRBR � FRBRoo �
Interoperability � Linked data

1 Research Area

Libraries generate and preserve bibliographic data by describing the resources they
provide access and the items they keep in their collections. These bibliographic
descriptions have been specified by standards, such as the ISBD family of standards
and the AACR2 rules. Codification and sharing of bibliographic data is currently
realized using the MARC21 and UNIMARC standards. The MARC structure and
format originates in the 1960s and was developed in pace with the technology of the
time. Technology has evolved facilitating the delivery of services using structured data
from one or more domains. Integration of library data into the semantic web
(SW) demands a shift in conceptual data models and data format according to the SW
principles and standards. Thus, the library community has started either (re)using
existing data models, such as the Functional Requirements for Bibliographic Records
(FRBR) and FRBR Object-Oriented (FRBRoo) or developing new models, such as the
British Library Data model and the Bibliographic Framework (BIBFRAME) for rep-
resenting bibliographic information according to the new needs and formats. There are
currently projects applying these models and publishing bibliographic data in linked
data format (e.g. British National Bibliography, National Library of Spain Catalog).
There are also other efforts considering the description of bibliographic entities, broader
in scope or related to other domains, such as the Bib.schema.org for the web com-
munity, the CIDOC-CRM, the Europeana Data Model and the DPLA Metadata
Application Profile for the cultural heritage domain. Other projects related to different
aspects of the transition of library data into the SW are the Bibflow project examining
future cataloguing workflows, the Linked Data for Production (LD4P) project
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investigating both changes in workflows and extension of BIBFRAME to serve
scholarly communication and description of special materials needs. All these initia-
tives call ‘library data’ the universe of bibliographic data and their relationships and
agree that the shift from legacy to library linked data needs a new framework for
bibliographic data definition, representation and interoperability. The existing rela-
tionships between the bibliographic data and how they should be preserved in the SW
environment is an issue that this research effort focuses on. In general the research is
initiated into the context of the following research questions:

– How could library data and their relationships be modeled respecting library domain
principles and linked data prerequisites?

– What changes are expected regarding existing tools, practices and services? How
will internal workflows and end-user services (existing or potential) be affected?

– How shall libraries collaborate and interoperate with each other, and with third
parties, such as archives, museums, publishers, information resource providers?

2 Aim and Objectives

The aim of the thesis is to contribute to the evolution and integration of library data into
the SW. The thesis’ objectives lie on a framework defined by three axes:

– New data models. The thesis seeks to participate in the identification of library data
representations that may support enhanced information services within the SW.
Specific library data use cases and the way they are represented by library data
models shall be examined. Specific element sets and value vocabularies shall be
also identified for the expression of certain types of bibliographic information.

– Workflows. Adoption of linked data shall affect the overall operation and man-
agement of a library. What new services shall or may libraries offer? What kind of
data (internal of from third parties) may facilitate the delivery of these services? The
thesis seeks to study the requirements for these services in a SW environment by
focusing on tools, new workflows and interoperability of data shared between
libraries, or between libraries and other organizations.

– Testbed. To propose the design and development of a testbed within the scope of
assessing the thesis’ findings. On the basis of good practices [1, 2] this testbed shall
include: (a) test scenarios, (b) test data, (c) workflows and use of data in the
scenarios, (d) evaluation criteria regarding the data expressiveness, ease of imple-
mentation and use for both libraries and end-users, (e) proposed software tools to be
used in implementing the thesis’ findings and in managing the test data.

3 Approach and Preliminary Results

The methodology’s first step has been a literature survey regarding new library data
models and their semantics. The well-known bibliographic conceptual models FRBR,
FRBRoo, BIBFRAME, as well as the Europeana Data Model (EDM) have been
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studied so far. The expressiveness of the models with regard to specific use cases has
been the thesis’ first object of investigation. The cases are of varying complexity, from
single-volume monographs to aggregates, involving also the representation of content
relationships (derivation, adaptation, equivalence, whole-part) and large bibliographic
families. The term bibliographic family, as defined in [3], refers to a group of related
bibliographic works that somehow derive from a common progenitor. To cover all
these cases, selected records from library catalogs have been used.

The research begun with an initial study [4] that revealed similarities and diver-
gences between the models. More specifically, it exhibited that there is “more common
ground between FRBR and FRBRoo, and between EDM and BIBFRAME”. The
similarity between FRBR and FRBRoo was expected, since the latter extends the
semantics of the former. The common ground between EDM and BIBFRAME seemed
interesting for interoperability reasons. Earlier in the same year the EDM-FRBRoo
application profile was presented [5]. Therefore, the research proceeded [6, 7] focusing
on a possible BIBFRAME-EDM application profile. The study presented in [7] used
four different approaches for the representation of monographs in EDM: according to
the library alignment report, using the ore:Proxy class, using the edm:Informa-
tionResource class, and using both ore:Proxy and edm:InformationResource classes.
All three studies [4, 6, 7] revealed that for the case of monographs semantic interop-
erability between the models is desired and possible.

This finding was further studied in the four models (FRBR, FRBRoo, BIBFRAME,
EDM) using more bibliographic records as test data. The bibliographic records were
selected to study content relationships also. The content relationships studied are
derivation, equivalence and the whole-part relationship. This study [8] identified that
for the description of each case, there can be more than one alternative representations
enabled by each model’s semantics. The research has also revealed similarities and
divergences between the models that may facilitate or hinder interoperability and
sharing of library data. This last finding is currently tested in mappings from FRBR to
BIBFRAME using bibliographic records as test data. All bibliographic records describe
works from the same bibliographic family. The mappings are also studied for the
preservation of the explicit and the implicit relationships between members of a bib-
liographic family. Control of bibliographic families and explicit linkages between their
members would enhance navigation in a linked data environment. During these tests, it
has been discovered that there are conditions enabling mappings, e.g. the existence of a
specific attribute of a class or a specific value to an attribute, and that different map-
pings may be required for the preservation of content relationships. The findings may
influence future cataloguing policies, workflows, software interfaces, as well as
prospective mappings for sharing or integration purposes.

4 Planned Work and Future Directions

The research plans to develop more mappings to transform data from FRBR and
BIBFRAME and vice versa, and to evaluate them using records from library catalogs.
The consolidated FRBR model (FRBR-LRM) shall be approved in 2017 and mappings
will take under consideration any changes with regard to Group 1 entities, on which
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this thesis focuses. Since preservation of bibliographic families is an important issue,
probably separate mapping algorithms are going to be developed for each bibliographic
case. At this stage, it will also be evaluated whether existing MARC21 records include
explicit statements of content relationships that may enable preservation of biblio-
graphic families after transformation of data. The mapping algorithms may be
expressed in a mapping language, such as the x3ml [9] or the RML [10]. Another issue
to be investigated is whether available software tools for automatic conversion of
MARC21 data in linked data, produce conversions that ensure preservation of content
relationships and bibliographic families.
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1 Aims, Scope and Learning Objectives

The proposed tutorial introduced attendees to DSpace-GLAM (Galleries, Libraries,
Archives, Museums), the Digital Library Management System based on DSpace (http://
www.dspace.org) and DSpace-CRIS (https://wiki.duraspace.org/display/DSPACECRIS/
DSpace-CRIS+Home), developed by 4Science for the management, analysis and
preservation of digital cultural heritage, covering its functional and technical aspects.

DSpace-GLAM is an additional open-source configuration for the DSpace plat-
form. It extends the DSpace data model providing the ability to manage, collect and
expose data about every entity important for the cultural heritage domain, such as
persons, organizations, projects, events, places, concepts and so on. The extensible data
model was explained in depth, through examples and discussions with participants.
Other main topics were DSpace-GLAM “components”, relationships management and
network analysis.

Finally, 4Science new add-ons for digital cultural resources fruition and analysis
(the IIIF-International Image Interoperability Framework-Image Viewer, the
Audio/Video Streaming Module, the OCR Module and the CKAN integration) were
illustrated. At the end of the tutorial the participants were able to understand the
DSpace-GLAM data model, to adapt it to their needs and to evaluate if DSpace GLAM
fits the needs of their institution.

2 Relevance to TPDL 2017 and Significance
for the Research Field

In the last years humanities are witnessing a growth of available data, thanks to the
increasing use of databases, electronic journals, digitization of cultural heritage and
tools for data extraction and analysis. In this context, scholars and cultural heritage
professionals have to be able to correlate different data sources, to better investigate the
articulation of historical phenomena and of the transformation processes that affected
human history and culture. In the analysis of the digital data, indeed, it is essential that
they are not considered in isolation but in conjunction with all the contextual infor-
mation needed to answer the research questions. Historical data are often fragmentary,
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partial and biased, so frequently we can understand a content only in a contextual
framework, analyzing its relationships within a global and multidimensional approach.

Since almost two decades Digital Libraries have been managing a variety of
objects, like texts, audios, videos, blogs and so on, and they are still evolving to scale
into Virtual Research Environments (VREs), integrating the entire extent of an insti-
tution’s scholarship, including articles, theses, dissertations, journals and also research
datasets.

In the Big Data Age, Digital Library Management Systems have to forcefully enter
the research process to manage both qualitative and quantitative aspects of digital
cultural heritage and allow researchers also to analyze data, highlighting and enhancing
their relationships at different scales and to explain their interpretations about the
important dimensions of variation and about the network of contextual links that affect
the historical sources. Therefore, the flexibility of the data model and the availability of
tools for analysis and interpretation become fundamental features for such systems.
DSpace-GLAM has been developed to face these challenges.

Using DSpace-GLAM, institutions will be able to manage, analyze and preserve
digital objects. together with historical, archaeological or other cultural datasets,
relating them with other entities (persons, events, places, concepts, contexts, etc.) for
describing the context of cultural objects and data, according to different granularity
levels.

3 Target Audience and Expected Prerequisite Knowledge
of the Audience

The level of this tutorial was introductory. It was addressed to librarians, archivists,
historians, archaeologists, researchers and to those who wanted to build their own
digital library, but did not want to write their own software, nor buy a proprietary
solution. No programming ability was required. Basic knowledge of digital libraries
and repositories architectures and of the relational model, though not mandatory, can
guarantee a better learning experience.
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1 Aims, Scope and Learning Objectives of the Tutorial

Innovation search presents many challenges to the research community and also to
professional searchers and search solution providers. Patents are complex technical
documents, whose content appears in many languages and contains images, chemical
and genomic structures and other forms of data, intermixed and cross-referring with the
text material. Further much innovation search involves the search of other forms of
technical information such as scientific papers, or the integration of open linked data
and so on with the patent data. Finally, the realistic presentation of search and analysis
results to often non-technical and time-poor audiences for purpose of strategic decision
making presents particular challenges.

The course reviewed the state of the art and pointed out where the key challenges
are, especially for early stage researchers and innovation professionals in patent search
and related disciplines. The objectives of the tutorial were:

• Understand the international patent system, patent searching and the relevant
state-of-the-art.

• Understand the key limitations and challenges for the research community in the
development of patent retrieval and innovation search systems in general.

• Understand how recent developments in information retrieval, multilingual and
interactive information access may be applied to patent searching research.

2 Relevance and Significance to TPDL2017

The patent related business is worth billions, but still many problems of innovation
search are solved on a daily basis by the patent community, often in somewhat inad-
equate labor-intensive ways. The challenge for the research and scientific community is
to provide better solutions without increasing the already heavy burden on relevant
technical, legal and language experts.
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3 Target Audience

Intellectual property and patents in particular have been extremely present in research,
public discussion as well as in the media, in the last ten years. Innovation is very
important in today’s society and heavily reflected on the economic analyses, calls for
collaborative research etc., therefore it demands for a serious consideration also by
researchers and experts from related disciplines. We hence expected the target audience
to consist mainly of two groups. First, postgraduate students and post-doc researchers
from academia engaging in studies related to information retrieval, professional search
systems and natural language processing. Second, researchers from other related dis-
ciplines and professionals (e.g. search solutions providers) who will be given the
opportunity to enhance their expertise towards the area innovation search.

Since the class introduced foundations and basic concepts of patents and innovation
search, it was also accessible to individuals not familiar with the field of information
retrieval. We did not rely on any particular prior knowledge.
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1 Introduction

“Sound, reproducible scholarship rests upon a foundation of robust, accessible data. For this
to be so in practice as well as theory, data must be accorded due importance in the practice of
scholarship and in the enduring scholarly record. In other words, data should be considered
legitimate, citable products of research. Data citation, like the citation of other evidence and
sources, is good research practice and is part of the scholarly ecosystem supporting data
reuse.” (Data Citation principles, [1])

While the importance of these Data Citation Principles is by now widely accepted,
several challenges persist when it comes to actually providing the services needed to
support precise identification and citation of data, particularly in dynamic environ-
ments. In order to repeat an earlier study, to apply data from an earlier study to a new
model, we need to be able to precisely identify the very subset of data used. While
verbal descriptions of how the subset was created (e.g. by providing selected attribute
ranges and time intervals) are hardly precise enough and do not support automated
handling, keeping redundant copies of the data in question does not scale up to the big
data settings encountered in many disciplines today. Conventional approaches, such as
assigning persistent identifiers to entire data sets or individual subsets or data items, are
not sufficient to meet these requirements. This problem is further exacerbated if the data
itself is dynamic, i.e. if new data keeps being added to a database, if errors are corrected
or if data items are being deleted.

Starting from the Data Citation Principles we reviewed the challenges identified
above and discussed the solutions and recommendations that have been elaborated
within the context of a Working Group of the Research Data Alliance (RDA) on Data
Citation: Making Dynamic Data Citeable. These approaches are based on versioned
and time-stamped data sources, with persistent identifiers being assigned to the
time-stamped queries/expressions that are used for creating the subset of data.
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We reviewed examples of how these can be implemented for different types of data,
including SQL-style databases, comma-separated value files (CSV) and others, and
took a look at operational implementations in a variety of data centers.
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1 Aims, Scope and Learning Objectives

The tutorial demonstrated a suite of tools for text mining, semantic indexing and
visualization that facilitated enhanced searching and exploration of digital collections.
Specifically, we aimed to provide:

• an introduction to modular text mining and indexing workflows developed using the
Argo platform (http://argo.nactem.ac.uk);

• an overview of the Elasticsearch indexing engine and the Kibana visualization
platform;

• the know-how on building and visualizing semantic indexes over digital collections
without any programming effort.

The tutorial will cover the end-to-end automatic generation and visualization of a
semantically enabled search index over digital collections. By the end of the tutorial,
the audience will have gained knowledge on:

• exemplar digital collections (e.g., the Biodiversity Heritage Library, British Medical
Journal) enhanced with text-mined semantic metadata and visualization tools;

• information extraction methods for generating semantic metadata over textual
collections;

• employing Argo to construct text mining workflows that generate Elastic-search
indexes for searching over digital collections;

• using the Kibana platform to generate dashboards and visually explore digital
collections indexed with Elasticsearch.
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2 Relevance to TPDL 2017 and Significance to the Field

With the vast amounts of heterogeneous data that many digital libraries hold, finding
information relevant to users has become a challenge. One of the most complex types
of data is text written in natural language, whose unstructured and ambiguous nature
poses a barrier to the accessibility and discovery of information. Furthermore, the
volume of available data makes the exploration and discovery of meaningful content
difficult. This can be alleviated by means of a combination of semantic indexing and
interactive visualization. Firstly, documents can be indexed with semantic metadata,
e.g., by tagging them with terms that indicate their “aboutness”. As manually indexing
these documents is impractical, automatic tools capable of generating semantic meta-
data and building search indexes have become attractive solutions. Secondly, users of
digital libraries need to be provided with the necessary tools to explore collections and
be able to quickly answer analytical questions based on the data. Information visual-
ization, therefore, represents a valuable asset as it aims at showing summarized
information in an intuitive manner.

In this tutorial, we aimed to demonstrate how digital library developers and man-
agers (who do not necessarily have the expertise on natural language processing, text
mining and visualization) can make their digital collections easier to search and
explore. To this end, we showed how Argo can facilitate the development of their own
customized, modular workflows for automatic semantic metadata generation and search
index construction. Moreover, we showed how the Kibana platform can be used to slice
and dice different views of the data and facilitate their visual exploration.

In this way, the tutorial provided digital library practitioners with the necessary
technical know-how on building and visualizing semantic search indexes without any
programming effort. We believe that this in turn will allow various digital libraries to
build search systems that enable users to find and discover information of interest in a
more scalable and efficient manner.

3 Target Audience

This tutorial did not require any prerequisite knowledge and the concepts which will be
presented were at the introductory level. Although its aim was to enable the audience to
build a technical artifact, no knowledge of programming was required, owing to the
Argo platform’s graphical interface for workflow construction as well as Kibana’s
ready-to-use visualizations based on Elasticsearch queries. We wished to reach out to
attendees who were developers and managers of digital libraries interested in enhancing
their systems with capabilities that facilitate semantic searching and visualization over
digital collections.
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1 Introduction

The 17th NKOS workshop at TPDL2017 explored the potential of Knowledge Orga-
nization Systems, such as classification systems, taxonomies, thesauri, ontologies, and
lexical databases in the context of current developments and possibilities. These tools
help to model the underlying semantic structure of a domain for purposes of infor-
mation retrieval, knowledge discovery, language engineering, and the semantic web.
The workshop provided an opportunity to discuss projects, research and development
activities, evaluation approaches, lessons learned, and research findings.

2 Themes

Main workshop themes were:

• KOS Alignment: KOS alignment or terminology mapping plays a vital role in NKOS
for many years. We wanted to sort out the needs (use cases) of KOS alignments in
the new environment of Linked Open Data. We planned to collect methodologies,
best practices, guidelines and tools. This included manual and automatic alignments.

• KOS Linked Open Data: Recent years have seen an increasing trend to publication
of KOS as Linked Data vocabularies. We needed discussion of practical initiatives
to link between congruent vocabularies and to provide effective web services and
APIs so that applications can build upon them.
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• KOS and Document Retrieval: Documents or parts of documents are nowadays not
only accessible via their metadata, but their abstracts and in many cases the full
texts are electronically available. Thus, these documents also can be found by
search engines. Given this possibility of full text search the role of classification and
annotation had to be redefined. Questions like the following ones arise: can tradi-
tional knowledge organization and document annotation improve full text retrieval?
Are classification, categorisation, annotation, tagging, and full text retrieval com-
plementary, or how can they be made complementary? What should be the focus of
annotation, if full text retrieval is available?

3 Website

More information can be found at https://at-web1.comp.glam.ac.uk/pages/research/
hypermedia/nkos/nkos2017/.
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1 Introduction

It is well known that we are rapidly moving towards a data driven world, where all
aspects in our everyday lives are data driven. In all domains, from healthcare to retail
and finance, data is collected, analyzed and used to make decisions, usually utilizing
machine learning techniques. Data Science involves collecting, cleansing and inte-
grating data prior of analysis. The quality of this data is critical and directly affects the
outcome of all data science related tasks. Moreover, metadata is used to annotate data
and facilitate data organization and retrieval. Metadata quality also directly affects
retrieval and other operations (such as data integration) and workflows that are meta-
data driven.

Although various metrics have been proposed to measure metadata and data
quality, in most cases they are highly subjective and/or domain specific. Moreover,
they are directly related to the intended use of the data, meaning that a dataset could be
of high quality for one use and of low quality for another. In all cases, (meta)data
quality has a tremendous impact on data science related tasks and ultimately in
everyday life. The proposed workshop aims at exploring the various quality issues
found in people working with both data and metadata across domains. An
inter-disciplinary workshop where data scientists across different domains will meet
and:

• share and exchange experiences regarding (meta)data quality;
• identify patterns in (meta)data quality;
• share methodologies and metrics that will help to measure (meta)-data quality;
• share/propose tools that can be used effectively in improving (automatically)

(meta)-data quality.

This initiative aimed at bringing together a community of data scientists that have
expertise in a diverse set of domains, such as archives and libraries, healthcare, biology,
humanities, computer science and engineering, environment, agriculture, economics,
etc. Apart from sharing metrics and methods to identify and resolve quality issues and
evaluate datasets, the workshop aimed at promoting the use of tools and services for the
automatic measurement and improvement of (meta)data quality. Although few such
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tools are available in the market, a good number of standalone micro-services are
available and can be used to automatically improve (meta)data quality.

We welcomed position papers expressing the data and metadata quality needs from
content providers (libraries, archives, museums, public and private sector organizations
that manage multimedia content). Moreover, we welcomed research papers that
described methods, metrics, services and tools for measuring and ensuring quality. The
workshop provided a session for demonstrating implemented systems and services in
order to trigger discussions on real world needs and running systems.

2 Topics

Indicative topics of the Workshop were:

• Data and metadata quality measurement methods
• Data and metadata quality requirements for e-research, health, education and digital

humanities, etc.
• Metrics for data quality measurement in for e-research, health, education and digital

humanities, etc.
• Metrics for metadata quality measurement in for e-research, health, education and

digital humanities, etc.
• Tools and services for measuring quality
• Tools and services for improving quality
• Services for automatic data and metadata enrichment

3 Website

More information can be found at http://qualitics.org/mdqual2017.
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1 Introduction

In Digital Libraries, which can often span several epochs, time is a critical factor. It is
the means by which understanding, searching, and exploring these collections of data.
Temporal dynamics, i.e. time-based patterns and trends, underpin language usage,
entity references, and cultural and economic trends. Users accessing the information
contained in Digital Libraries have to deal with their partial knowledge of these phe-
nomena (word meaning variation, entity temporal ambiguity, specific events and
time-related trends), as well as their own temporal evolution, i.e. their change in
interests, preferences, and goals over time. Intercepting, representing, and predicting
these dynamics is fundamental to the intelligent information access in Digital Libraries.

This workshop proposed to bring together researchers and practitioners from dif-
ferent backgrounds in order to identify and discuss research trends, challenges, and new
opportunities related to the time-aware intelligent access to Digital Libraries.

2 Topics of Interest

We invited papers that pertain to the workshop theme including, but not limited, to:

• Diachronic analysis of language
• Time-aware Information Retrieval for Digital Libraries
• Time-aware Recommender Systems for Digital Libraries
• Timeline Summarization
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• Time-aware User Modeling for Digital Libraries
• Event detection
• Time-aware entity disambiguation
• Topic detection and tracking
• Temporal clustering
• Timeline interfaces
• Temporal queries
• Historical studies and computational history
• Topic and entity evolution
• Opinion changes over time
• Web archive-related topics

3 Website

More information can be found at http://tddl2017.github.io/
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1 Introduction

People seek and share ideas, information, experiences, expertise, opinions, and emotion
with both acquaintance and strangers on the Internet, based on the effect of the Wisdom
of Crowds. Over the last few years, the use of Social Media has increased tremendously
all over the world. The huge popularity of social networks provides an ideal envi-
ronment for scientists to test and simulate new models, algorithms and methods to
process knowledge. Structured social knowledge can be used by different actors
(companies, public institutions, researchers and scholars interested in formal and
empirical analysis of social trends) to understand the behaviors in users or groups.

As recent advances in information and communication technologies continue to
reshape the relationship between governments and citizens, opportunities emerge at
both ends. Citizens route their voices through new electronic channels, hoping to have
their opinions heard at any time from any place. At the same time, companies are
willing to identify user’s opinion and perceived contexts about their products.

Taking advantage of this huge knowledge “repository”, and the new search and
extraction methods, the scientific program of FUTURITY-2017 invited papers focusing
on the following (and related) topics:

• Extracting knowledge from social web;
• Collaborative and interactive search;
• Conversational search interaction;
• Community behavioral analysis;
• Intelligent personal assistants;
• Semantics in digital libraries;
• Extracting and mining forum data;
• Social media and linked data methodologies in real-life scenarios;
• Collaborative tools and services for citizens, organizations, communities;
• Creating and using structured social media-based resources through social web

mining;
• Exploring crowdsourcing and user communities;
• Strategic early warning systems and detection of week signals;
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• Using the social web to foster innovation;
• Exploring the digital cultural heritage;
• Interaction with the web as a mental, social and physical extension of people.

In this context, the specific aim of FUTURITY-2017 was to establish a consoli-
dated community of internationally appreciated language technology practitioners from
different backgrounds, with interests in real-life applications, bridging the gap between
research and innovation in order to make sense of crowdsourced knowledge and
foreseen future societal challenges.

2 Activities

The workshop intended to be a half-day workshop, tailored around the following
schedule:

• Opening session and ice-breaking team building activities, meant to familiarize
participants with each other;

• Presentations of papers focusing on challenging research questions;
• Poster presentations during coffee break/lunch;
• A two hours active brainstorming activity (see below)
• A final round table, summarizing ideas and enhancing collaborations.

FUTURITY-2017 had a brainstorming session on three societal innovation sce-
narios (the topics list was open, participants were asked to propose discussion topics
when registering): (1) multilingual collaborative and interactive search; (2) innovative
conversational agents for the social web; (3) “intellectual” cooperation between
humans and computers.

The organizers acted as facilitators, making sure all participants were engaged in
discussion, by actively working is small groups, using creative instruments (from
classical mind maps, to Round-Robin brainstorming or Six Thinking Hats techniques).
The output of the brainstorming sessions will be at least one viable research project
draft.

3 Website

More information can be found at https://profs.info.uaic.ro/*futurity/
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