Chapter 13
Adaptation and Self-organization in Life
and Society

For the source of any characteristic so widespread and uniform
as this adaptation to environment we must go back to the very
beginning of the human race.

Ellsworth Huntington
The survival of the fittest is the ageless law of nature, but the
fittest are rarely the strong. The fittest are those endowed with
the qualifications for adaptation, the ability to accept the
inevitable and conform to the unavoidable, to harmonize with
existing or changing conditions.

Dave E. Smalley

Abstract The aim of this chapter is to demonstrate the role of adaptation and
self-organization in life and society. The range of adaptation is very wide and includes,
among others, animal physiology adaptation, immigrant adaptation, animal fertility
adaptation, emotional adaptation, adaptation to stress, etc. Self-organization is an intrinsic
process taking place in both biological and societal systems. In both cases, the rules of
self-organization are determined on the basis of local information only, without infor-
mation from a global level. Examples of self-organizing biological systems or patterns
include a raiding column of army ants, a termite mound, pigmentation patterns on shells,
etc. This chapter illustrates the presence of adaptation and self-organization through a
number of representative examples, namely: adaptation of animals, adaptation of
ecosystems, adaptation of immune systems, adaptation of socio-ecological and general
societal systems, self-organization of knowledge management, and self-organization of
technological and man-made systems (traffic lights control, WWW, multiagent robotic
systems, bio-inspired systems). The above examples demonstrate clearly that adaptation
and self-organization are fundamental processes for the survival of living organisms and
societies, and the optimal operation of hard and soft man-made systems.
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Knowledge pillars - Knowledge-based society -+ Man-made S-O systems
S-O traffic lights control

13.1 Introduction

In Chaps. 8 and 9, we have presented the concepts of adaptation and self-organization
including the relevant definitions, the historical landmarks of their study, and the prop-
erties possessed by adaptive/complex adaptive systems and self-organizing systems in
nature and society. We have seen that adaptation is manifested as genetic adaptation,
structure adaptation, physical/physiological adaptation, function adaptation, and, in gen-
eral, evolution adaptation. According to Julian Huxley: “adaptation is nothing else than
arrangements subserving specialized functions, adjusted to the needs and the mode of life
of the species or type... Adaptation cannot but be universal among organisms, and every
organism cannot be other than a bundle of adaptations, more or less detailed and efficient,
coordinated in greater or lesser degree [1, p. 420].” A presentation of historical per-
spectives on adaptation can be found in [2], a global view of adaptation is provided in [3],
and a critique of the evolutionary thought on adaptation and natural selection is offered in
[4]. Today there is a vast bibliography on “adaptation” and “complex adaptive systems,”
where the topics of life, society, and science that it covers are revealed and discussed.

A few of them are discussed in [5—15]. They range from animal physiology
adaptation [6], immigrants adaptation [8], human fertility adaptation [9], adaptation
to stress [10], adaptation in the mind-brain and physiology concepts [11], tech-
nology adaptation of e-society [12], emotional adaptation [13], to the view and
study of the Web and supply networks as complex adaptive systems [14, 15].

As explained in Chap. 9, self-organization is a process, in which “patterns” at
the global level of a system are the result of numerous interactions among the
components of its lower levels. The rules that determine the interactions among the
system’s components are executed on the basis of local information only, without
information from the global level. The patterns of the global level are an emergent
property imported into the system by an external ordering entity.

Examples of self-organizing biological patterns are: a raiding column of army
ants, the complex architecture of a termite mound, pigmentation patterns on shells,
etc. Living systems obey, in addition to the physical laws, genetic programs that are
the result of genetic evolution. This adds an extra dimension to self-organization in
biological systems because the fine-tuning of the rules of local interactions is
controlled by natural selection. A complex phenomenon possesses self-organizing
complexity only if it is governed by some kind of fractal (power law) scaling. Of
course, power scaling may be applicable only over a limited range of scales.

Self-organization is also a feature of human society. Some representative ref-
erences dealing with self-organization in society and technology are [7-16].
Self-organization in modern society involves four basic dimensions, namely: the
social dimension, economic dimension, institutional dimension, and environmental
dimension, which are interrelated and interacting as shown in Fig. 13.1.
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Fig. 13.1 The four principal
interconnected dimensions of
social self-organization http://

www.eolss.net/CF03-1.jpg).

The reader is informed that _SOCI3_| @ E_COI"IOI"DIC
Web figures and references dimension dimension
were collected at the time of
writing the book. Since then
some of them may no longer

be valid due to change or
removal by their creators, they
may no longer be useful

Institutional CZL'> Environmental
dimension dimension

Complex adaptive systems theory offers the tools to analyze how large-scale
self-organization arises and is maintained in many physical, biological, natural, and
societal systems.

An important example, very crucial for modern human life on Earth, is the area
of ecosystems and the biosphere. Understanding how changes, at one level of
biological organization, influence the patterns or mechanisms occurring at another
level, and how the cross-scale interactions lead to adaptation and self-organization
can considerably help the management efforts that aim to assure manipulation and
rehabilitation/restoration of damaged ecosystems.

The chapter presents the following examples of adaptation and self-organization
in life and society: adaptation of animals, ecosystems, climate change, immune
systems, social-ecological systems, stock market, general society systems, knowl-
edge management, and man-made self-organizing systems design.

13.2 Adaptations of Animals

Adaptations of animals are among the best examples of adaptation in nature [5, 17].
Both animals and plants are continually adapting to their habitats. The habitats of
plants and animals offer extremely diverse living conditions of temperature and
water availability over the widely spaced areas of Earth. For example, more than
99% of Antarctica is covered by ice. Antarctica is very cold, and only a small
number of plants grow there (e.g., algae, mosses, and lichens). Animals that have
adapted to live in Antarctica obtain their food from the sea or migrate to leave the
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continent during the winter. By adaptation, an animal’s body changes to help the
animal to live and survive in its environment. The physical characteristics of ani-
mals help them to find food, live safely, survive the weather conditions, etc. These
characteristics are collectively called adaptations. Adaptations in each species has
developed slowly over many generations, i.e., they are the result of evolution.
Some general examples of animals’ physical adaptations are the following:

Wing-flapping mode
Bird’s beak shape

Nose and ear’s shape
Type of fiir

Color of the fiir

The number of fingers
The locomotion style, etc.

The wing of a bird ends in a set of digits. The wing surface is made up of flight
feathers aligned laterally. The pectoral muscles of a bird are purposefully located
below the wings and provide the locomotive driving power for the bird flight. Birds
use warm rising currents of air to stay afloat without using much energy. Birds are
able to orient themselves using landmarks, the Sun and the Earth’s magnetic field
for locating true North. Night birds learn how to orient themselves by the positions
of the stars, using celestial navigation; birds migrate annually, typically from
breeding to nonbreeding grounds, relocating to areas with abundant food and
returning to their breeding grounds when the food is again abundant to breed and
bring up their young.

In the following, we provide a short list of animal adaptations in order to
illustrate their variety and usefulness:

Polar bears Their color is white to blend in with the snow and ice. They have
under their skin a thick layer of fat to keep warm in their cold environment. Their
large paws enable the polar bear to walk in the snow.

Penguins These flightless birds are excellent swimmers using their webbed feed.
They live on pack ice and the oceans around Antarctica. They keep warm using
their thick skin and the large amount of underlying fat. They have streamlined
bodies to reduce drag in the water and flipper-shaped wing to be able to “fly”
underwater at speeds reaching 15 mph.

Camels They have many adaptations that enable them to live in desert environ-
ments that are dry and hot. They have long eyelashes and nostrils that can open and
close for protection against the sand blown around by winds. They can live for
more than a week without water and without food for long periods (many months).
When they find water, they can drink up to 40-45 L.

Fennec fox This is the only carnivore able to live in a desert habitat without free
water. To this end, their kidneys are adapted to function with only little water. They
take moisture from their food. They have thick fur to insulate them from the cold
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desert nights. They have sandy-colored fur for camouflage and thick fur on the soles
of their feet for insulation against the hot sand of the desert.

Lions Some of their adaptations are: heavily muscled forelimbs and shoulders for
capturing large prey, eyes set in the front of head for depth perception and good
estimation of distances, rough tongues to peel the skin of prey animal away from
the flesh and the flesh from bone, belly skin for protection against kicking by prey,
and forepaws equipped with long retractile claws for easy grabbing and holding of
prey.

Giraffes Their long neck help them to feed from treetops and detect predators.
Their hearts are extremely large and powerful to pump blood up their long necks to
their brains (about 2-3 times more powerful than a human’s heart). A giraffe can
drink up to 15-18 L of water. The spots on their fur are for camouflage among the
trees. Giraffes get water from the dew on the leaves that they eat. Their long and
tough tongues enable them to pull leaves from the branches without being hurt by
the thorns during foraging.

Dolphins They have keen hearing ability and high mobility for protection from
predators. For better protection, they swim in groups. Their bodies are streamlined
to enable them to moving fast to catch food and escape from predators. They also
have greater intelligence than most of the other mammals.

13.3 Ecosystems as Complex Adaptive Systems

Ecosystems represent one of the classes of natural systems that possess the features
of complex adaptive systems outlined in Chap. 8. As we saw in Sect. 10.3,
ecosystems are open thermodynamic systems with respect to energy. Ecosystems
are controlled in two well-balanced ways:

e Bottom-up control Here, it is the nutrient supply to primary producers that
controls the operation of the ecosystem.

e Top-down control Here, it is predation and grazing by higher trophic levels on
lower trophic levels that controls the ecosystem operation.

If the nutrient supply is increased, the autotrophs’ production increase is prop-
agated via the food web, and so all the other trophic levels will expand accordingly.
If there is an increase in predators, fewer grazers will result, which leads to more
primary producers as fewer of them are eaten by grazers. This means that the
control of population size and overall productivity “travels” from the top levels of
the food chain down to the bottom trophic levels. Actually, in real ecosystems,
neither mechanism completely occurs, but both of these controls take place in any
ecosystem at any time. In order to see how an ecosystem will behave or adapt under
several situations (e.g., a climate change), we have first to understand how both
bottom-up and top-down control mechanisms are operating. Prey and predators
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have reciprocal roles that are specified by the feedback loops in which they par-
ticipate. To be part of a food web ipso facto is to belong to a system of feedback
loops that establish pathways of energy flow from living being to living being.

One of the early studies on the consideration of ecosystems and biosphere as
complex adaptive systems was conducted by Simon Levin [18, 19]. He demon-
strated that ecosystems possess the four CAS properties suggested by Holland
(complexity, nonlinearity, flows, and diversity). Bonabeau [20] classified social
insect colonies (ants, termites, etc.) as complex adaptive systems and demonstrated
that they possess all the CAS properties presented by Levin [18]. Social insect
colonies are composed of hundreds to millions of genetically similar individuals.
These individuals interact locally but collectively to produce large-scale patterns of
colonies dynamics. A similar view of ecosystems as complex adaptive systems was
inherent in [21]. A simple adaptive system is a flock of birds. Actually, there is no
bird-in-chief directing the behavior. Individual birds have some degree of
decision-making capacity, but all the flight decisions have to follow simple rules,
such as:

e Align flight to match the neighbors
e Avoid collision with neighbors or obstacles
e Fly an average distance from neighbors.

These rules, despite their simplicity, lead to very complex adaptive flocking
behaviors. Figure 13.2 shows an example of bird collective movement and two
other cases of self-adaptive collective movement in nature.

Janssen [22] uses genetic algorithms as a modeling tool for adaptation and
management in two different cases, namely: (i) how the evolution of drug resistance
alters malaria dynamics, and how individual-level variability in humans changes
group responses to elevated atmospheric carbon dioxide. These two case studies
help to explain how relatively simple CAS techniques may lead to the emergence of
fresh perspectives on complex management problems that cannot be easily
addressed by standard ecological models.

In general, CAS techniques provide insight into large- and cross-scale ecological
interactions and help in the successful analysis of the role of adaptation in driving
system dynamics and responses to new situation.

13.4 Adaptation to Climate Change

In this section, we will discuss one particularly critical, current problem of eco-
logical adaptation, namely the problem of adaptation to climate change. The study
of this adaptation is very complex and provides many challenges. One of them is
the requirement to get information about impacts on climate change, as well as their
secondary effects. All the approaches to understanding the potential impacts of
climate involve, or are dominated by, uncertainty. Any attempt to face these
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Fig. 13.2 Three examples of collective movement: a birds, b social insects, ¢ fish (www.irit.fr/
TFGSO/DOCS/TFGSO_Mano.ppt, http://www.cs.tufts.edu/ ~ paulina/images/fish.jpg)

uncertainties needs the design of adaptation policies that would be successful under
a wide variety of future climate conditions, i.e., they should be “robust” against the
uncertainties. Of course, it would be difficult to develop adaptation options that
address simultaneously a wide range of drier and wetter conditions. These drier and
wetter conditions need to be handled by different adaptation schemes. It should be
noted that it is not always necessary to justify adaptation actions. If the weather
seems to follow a well-known trend, there is no need for detailed climatic data for
deciding the policies to be followed.

Clearly, each household, community, and society needs to design an adaptation
strategy that fits its own specific conditions. This can be done via an enabling
national policy/legislation framework and functional and environmentally conscious
institutions. In any case, the resources allocated must be sufficient to meet the
minimal, administrative, societal levels.
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According to the Environmental Change Institute (ECI) [23], the following

issues must be studied and faced:

How to make successful decisions about adaptation to climate change.

The effectiveness of international environmental agreements.

The role of hybrid schemes of governance in environmental risk management
(co-governance, public-private partnerships, social-private partnerships).
Motivators of behavioral responses to environmental risk (human motivation,
social values and culture, social and economic characteristics, attitudes towards
the environment, etc.).

Of course, the above challenges of adaptation to climate change appear differ-

ently in developing and developed countries, although there are the following
common concerns [24]:

The need to shift from studying the impact of climate change to increased
understanding of how to make adaptation occur

The need to examine adaptation needs and identify priorities

The relative roles of adaptation and mitigation actions

The need to clarify the relationship between climate-change adaptation policies
and the mainstream of development and financial support

What funding mechanisms and organizations can be used for delivery at
national and international levels.

Climate Change in Developed Countries

Developed countries have accepted the need to meet obligations (financial and
other) towards covering the cost of the accumulated greenhouse gas.

The financial mechanisms should deliver effectively for their taxpayers.

The minimum conditions for accessing the required funding must be met.
There should be no proliferation of new funds under the Convention.

Climate Change Issues of Developing Countries

Aspects of equity and justice about the damage caused by climate change to
vulnerable countries due to emissions from rich developed countries are of
primary concern.

Developed countries must deliver on their obligations under the Convention for
finance, technology, and capacity building.

The additional costs for adaptation to climate change should be covered.
Governance of financial mechanisms should be transparent and include an
equitable and balanced representation by all parties and “direct access” to
funding to all recipient countries.

Support should be provided, not in a fragmented manner, but through interna-
tional organizations (e.g., the United Nations Development Framework
Convention on Climate Change (UNFCC).
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In [25], the Intergovernmental Panel on Climate Change (IPCC) of EPA
(Environmental Protection Agency, USA) provides a discussion on climate-change
adaptation strategies and states that “adaptation alone is not expected to cope with
all the projected effects of climate change, and especially not over the long term as
must impacts increase in magnitude.” IPCC’s definition of adaptation is: “the
adjustment in natural or human systems in response to actual or expected climatic
stimuli or their effects, which moderates harm or exploits beneficial opportunities”
(2007).

In non-managed natural systems, adaptation is not planned but occurs when
forced to do so (e.g., as the climate warms, tree and animal species migrate to the
north in order to live in suitable climatic conditions and habitats). In human society,
much of the adaptation is planned and implemented by the government, public
agencies, and private organizations. But for humans, adaptation is a
risk-management process that has costs and is not foolproof. The estimated value of
avoided damages against the costs of implementing the adaptation strategy should
be taken into account.

Some examples of potential adaptations in various realms of human society are
the following [25]:

e Human health (Urban tree planting, weather advisories, adjustment of clothing,
and fluid intake)

e Coastal areas and sea-level rise (Shore protection, adaptive land-use measures,
protection of water supplies from saltwater contamination)

e Agriculture and forestry (Controlling the planting dates, breeding novel,
more-tolerant plant species and crops, controlling insect outbreaks)

e Ecosystems and wildlife (Protecting species-migration avenues, promoting
management practices that provide reliance to the ecosystem)

e Water and energy resources (Improving water-use efficiency, conserving soil
moisture, protecting fresh-water resources from saltwater intrusion, improving
energy-use efficiency, diversifying power supply to face power-plant failures,
protecting power facilities against extreme weather phenomena).

Other useful and easily accessible sources in which the adaptation of humans to
climate change is discussed include [23, 25-28].

13.5 Adaptation of Immune and Social-Ecological Systems

The immune system aims to maintain the health of the body through protection from
invasions of bacteria, viruses, fungi, and parasites. The immune system has the
ability to detect and eliminate these harmful pathogens and remember successful
responses to invasions so as to reuse these responses when similar pathogens invade
in the future. The adaptability of immune systems is due to the distributed system of
an extremely diverse set of modules (lymphocytes) that assure the detection of
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pathogens by different modules. The principal advantage of the adaptive immune
systems is their ability to match partial and temporal defense mechanisms to those
of the pathogens’ evolution. Actually, viruses and bacteria multiply quickly (with
generational periods on the order of minutes or hours) which allows them to mutate
and genetically change easily and quickly. Long-lived vertebrates cannot match the
pace of pathogen evolution, but the adaptive immune system offers a suitable
evolutionary adaptation to this mismatch in scale [29, 30]. This adaptation ability is
achieved by a special class of white blood cells, the lymphocytes, which circulate
throughout the body via the lymph system. The primary function of lymphocytes is
to detect pathogens and help the organism to eliminate them. The immune system
of vertebrates needs to face local disease ecology from the moment the organism is
born. The initial capacity of the offspring comes from the antigen experience
accumulated by the mother and is extended through lactation in mammals [31].

The immune adaptive systems function on several spatial and temporal scales,
namely [32]:

1 Extremely small spatial and temporal scales at the molecular-level dynamics of
the interacting antibodies.

2 Immunity level at which antibodies proliferate against a specific antigen. During
this process, the antibody population becomes more specific and the concen-
tration increases.

Analogously,  social-ecological  systems (SESs) work on several
social-ecological scales that depend on the level of the social agent involved. For
example, a community developing response mechanisms to deal with a particular
disturbance represents a “social agent” that may vary from an individual to a state,
learning, experimentation, and memory towards the adaptation goal. A social agent
may involve several functional components (entrepreneurs, innovators, visionaries,
experiment specialists, etc.) that contribute substantially to achieve the required
adaptability.

It is noted that under certain circumstances an immune system or
social-ecological system may lose adaptive capability by suppressing disturbances.
For example, the suppressions of fire lead to an accumulation of tree biomass [33],
and the lack of fire leads to suppression and elimination of fire-resistant species via
competition from other species because there is a cost to being fire-resistant.
Adaptation of SESs to reduce the risk of the system due to a small crisis (e.g., fires
on an immune response) helps the system to prevent a large crisis (e.g., ecosystem
conversion or bacterial resistance). The immune system has been extensively
studied in the framework of complex adaptive systems. For example, in [34], a
simulation method for the immune system is presented via a CAS model, and, in
[35], the simulation of an immune system and HIV was considered using genetic
algorithms, cellular automata, and classifier algorithms. A study of immune systems
using genetic algorithms is presented in [36].
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13.6 Stock Markets as Complex Adaptive Systems

Classical stock-market theory is based on a few basic assumptions, mainly “pri-
mary efficient market” and “investor rationality.” A short discussion of these
assumptions follows [37]:

¢ Stock-market efficiency This assumption suggests that stock prices include all
relevant information when this information is readily available and widely
disseminated. Therefore, it is assumed that there is no systematic way to exploit
trading opportunities and achieve better results. Market efficiency does not mean
that stock prices are always correct, but it does imply that stock prices are not
mispriced in a systematic or predictable way in any manner. The changes in
prices come only as a result of the receipt of random (unexpected) information, a
process modeled by a random walk. As a result, the efficient market assumption
leads to modest trading activity and limited price fluctuations.

¢ Investor rationality Rational investors can rapidly and precisely evaluate and
optimize risk/reward outcomes. They persistently seek profit opportunities, and
their efforts lead to the market efficiency. Actually, rational investors try to
obtain the highest return for a given risk level. Of course, investor rationality
does not mean that all investors are rational profit seekers.

A classical stock market falls short in the following areas:

e Stock-market returns are not normal (as capital-market theory suggests).
The return distributions show high “kurtosis,” which implies that periods of
relatively modest change are interspersed with higher than predicted changes
(i.e., booms and crashes).

e The random walk model is not supported by the data Return series are
frequently both persistent and trend-reinforced, i.e., financial-asset return can be
predicted to some degree.

e The relation of reward and risk is not linear The Capital-Asset Pricing Model
(CAPM) of rational investors is not valid always in practice.

o Investors are not rational This is due to several reasons: people make sys-
tematic errors in judgment, individuals risk preferences are primarily influenced
by the way information is presented or “packaged,” investors trade more than
the theory suggests, and finally, people usually operate using inductive, not
deductive, reasoning.

Despite the above drawbacks, classical theory has advanced very much our
understanding of capital markets, but it appears to have approached its limits.

In [37], Michael Mauboussin develops a new challenging theory of capital
markets as complex adaptive systems. This new theory was motivated by the
observed fact that, as we add more players (agents) in the stock market game,
something remarkably new occurs, which is the appearance of the well-known
self-organized criticality (see Sect. 9.4). This takes place without any design or help
from any outside agent, but it is the direct result of the dynamic interactions among
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the agents of the system. Therefore, the system has the self-organizing feature and
the other features of complex adaptive systems (aggregation, adaptive decision
rules, negative- and positive-feedback loops, emergence, etc.).

The question is to see how the CAS framework resolves the above inconsis-
tencies between the classical stock-market theory and actual practice. According to
[37], the answer to this question is the following:

e The CAS model accounts for the high kurtosis (“fat rails”) appearing in actual
return distributions. This is because periods of stability punctuated by rapid
change (attributable to criticality) is a feature of most complex adaptive systems.

e The trend persistence is a feature of most natural phenomena. Therefore, some
degree of trend should be expected to occur in the stock market.

e The actual nonrationality of investors can be justified by the CAS model.
Complex adaptive systems can explain market dynamics without the need to
assume that investors have homogeneous expectations.

e A CAS model offers a better descriptive model of the market, the poor per-
formance of actual portfolio managers is consistent with both the CAS model
and the market-efficiency model.

e Researchers in the CAS area have developed the actual market process (e.g.,
[38]). These models employ agents with multiple “expectational models.”
Agents discard poorly performing rules in favor of more successful rules. The
results of simulation show that, when the agents replace their expectational
models slowly, the classical capital market-model predominates. The above
CAS simulation of stock markets contributes to a better understanding of the
behavior of capital markets.

To summarize, complex adaptive systems seem to offer a good description of
how the capital market works. CAS predict stock-price changes more closely than
what occurs in practice, while revealing why markets are so hard for investors to
beat. Although the underlying assumptions of CAS are very simple, they are not so
restrictive as investor rationality or lead-steer assumptions of classical market
theory. Therefore, capital managers can go much less far astray with the CAS
model compared to the classical stock-market efficiency model. A discussion on the
electricity market as a complex adaptive system is provided in [39], where it is
indicated that the electricity market is a CAS involving both the economic issues
and the climatic/ecological issues.

In general, complex adaptive systems are all around us. They offer a model for
thinking about our world but not for predicting what will happen. Complex
adaptive systems are based on agents that contribute to the emergent operation of
the system without knowing the system concept.
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13.7 Society Is a Self-organizing System

The question whether human society is a self-organizing system has attracted the
attention of sociologists and scientists for a long time [16, 40-46]. Sociologists
agree that human societies have always been organized according to the primary
means of subsistence, political and cultural traditions, beliefs, religion, and values.

Kuhn [47] has proposed studying the development of the sciences in terms of
paradigms that historically are emerging from crises in communication. After its
establishment, a paradigm starts to organize a science in terms of relevant com-
munications and cognitions, and in terms of underlying communities. The concept
of paradigms has offered sociology of science a good model for understanding
self-organization as an agency at the supra-individual level. As we have seen in
several places of this book, the concept of self-organization has been related to
nonequilibrium thermodynamics [48]. Self-organization has also been considered in
the framework of neurophysiology [49]. The use of the self-organization concept in
sociology leads to the necessity to answer the question of the contingency of this
theory as one more paradigm in science. One might ask what one gains or loses by
using the self-organization hypothesis as a paradigm specific to the communications
that they are allowed. Loet Leydesdorff [S0-52] has argued that, in order to achieve
sociological understanding with respect to the concept of paradigm and the
incommensurability between paradigms, these concepts should be reformulated in
terms of discourses, i.e., as communication systems. The paradigm concept refers to
the possibility of self-organization in these communication systems. Leydesdorff
has the opinion that there is no a priori reason to exclude sociological inference at
the meta-theoretic level from this general mechanism. The inference leads to the
hypothesis of self-organization as the general form of sociological scientific dis-
course, which is by default chaotic. Sociological theory itself is a reflexive scientific
communication system. Self-organization teaches that the lower level variation is a
necessity for a system to be able to organize itself. Only a reflexive understanding
of the contingent history allows the further specification of the emerging system of
reference. Both theory and methods can profit from the reflexive turn in relation-
ships with one another. In sociology, the processes of differentiation and institu-
tionalization are two basic processes that contribute to social self-organization.
Parsons suggested that these two processes (i.e., internalization of cultural and
social objects into the personality and the relations between the various components
of society) can be understood using the same systemic relations among all stable
systems of social interaction [45]. In his own words: “The phenomenon that cultural
norms are internalized to personalities and institutionalized in collectivities is a case
of the interpenetration of subsystems of action, in this case social system, cultural
system and personality.... Hence the critical proposition is that institutionalized
normative culture is an essential part of all stable systems of social interaction.
Therefore, the social system and culture must be integrated in specific ways of their
interpretations.” According to Luhmann [44], the social communication system
cannot function without communicating individuals (actors), but only the message
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(i.e., the action) is communicated, not the actor. Therefore, the action may have
different meanings for the sending actor, the receiving actor, and the social system,
because they have different systems of reference. The critical issue here is that
Luhmann’s theory does not include the actors in the social system, but the exchange
information through interpenetration (i.e., via actions). Adding the time dimension
to this theory, different frequencies may occur at the self-referential update within
each subsystem. Social systems operate through actions by individuals (local
nodes), although not all actors can participate in each update. For example, small
economic transactions may have a strong impact on political processes, but these
changes may be unnoticed (temporarily) for many of the actors involved.

According to Leydesdorff [52], the reflexibility needed for understanding the
self-organization process (i.e., the differentiation between the instance of reflection
and the reflected substance) requires a probabilistic interpretation of self-organizing
social systems (e.g., Shannon’s communication theory), but does not need a
physical interpretation. Therefore, the reflexive analysis of societal
self-organization involves the following analytical tasks [52]:

e Communication theory should be extended beyond nonequilibrium thermody-
namics, i.e., to other nonequilibrium systems that do not rely on a
physico-chemical interpretation.

e Substantive knowledge about what the systems communicate, how this is
selected, and eventually how this stabilizes and self-organizes the social system
over time has to be elaborated in each particular case.

e The reflexive nature of sociological systems has helped to understand what it
means “to apply” mathematical communication theory to the social system as a
special case. Actually, only sociology can understand itself reflexively as a
special communication system. The natural sciences assume that data variance is
provided by nature, whereas biology assumes that selection is a feature of
nature. Psychology, although it shares with sociology a radical understanding of
the reconstructive nature of knowledge, does not have the above self-reflexive
understanding feature.

Figure 13.3a shows an example of self-organizing social systems, namely a
self-organizing electronic voting system which involves two top layers:
(i) self-organizing process/event layer, and (ii) IVCS interface layer, and three
lower level layers (web services layer, applications/application server layer, and
persistence layer). The interaction/self-organization taking place in these layers is
realized through the design and implementation of several functions and applica-
tions as shown in the figure. Figure 13.3b shows a generic architecture for
human-interactive, adaptive hard and soft automation systems. The nature and
structure of the components of this architecture depend on the particular application
concerned.
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13.8 Knowledge Management in Self-organizing Social
Systems

Knowledge is a process that involves three principal components:

e (Cognition
e Communication
e Cooperation

The knowledge-management cycle in societal systems is shown in Fig. 13.4. It
involves four stages, namely:

(i) Capturing stage

(i) Organization stage
(iii) Assessment stage
(iv) Dissemination stage

Figure 13.5 shows a pictorial representation of three interdependent branches
(pillars) of knowledge creation for system safety in the “knowledge-based society,”
namely: education, information, and science & technology, including the basic
elements of them.

DECISION UNDERSTANDING INFORMATION

JHOLS

KNOWLEDGE

Fig. 13.4 The knowledge-management cycle in social systems (http://www.caci.com/images/fcc/
Knowledge_Management_Lifecycle.jpg)
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Fig. 13.5 Pillars of knowledge in the “knowledge-based society” (http://www.system-safety.org/
images/CreatingSafetyKnowledge.gif, http://www.system-safety.org/about/strategic.php)

“Education” involves the elements of certification, mentoring, training courses,
policy, standards, and customized solutions.

“Information” involves the elements of best practices, lessons learned, interna-
tional archives, corporate memory, know-how, and expertise database.

“Science and technology” involves the elements of academia, government,
industry, national laboratories, professional society, etc. These pillars are appro-
priately applicable in other processes, aspects, and functions of “knowledge-based
society.” In particular, depending on the knowledge application, the “science and
technology” pillar should be based on the knowledge of the particular scientific or
technological area concerned, and/or be extended to humanistic, economic, man-
agerial, ecological, medical, and other knowledge areas.

The knowledge involved in knowledge-based society and social systems needs
to be properly managed and self-organized. Society is based on individuals.
Therefore, social analysis has to start with individuals and then extended to groups,
organizations, institutions, or networks. Christian Fuchs calls the self-organization
of social systems re-creation [53]. Societal structures don’t exist externally to, but
only in and via, human agents. The interaction of human agents (actors) leads to
new social qualities and structures that cannot be anticipated by merely analyzing
the individual actors’ performance. The internal structures influence individuals’
thinking and actions (i.e., their constraints and enabling actions). This is actually a
top-down emergence, in which new individual and group properties can emerge.
The entire cycle is the fundamental process of societal self-organization which is
called re-creation because a social system maintains and reproduces itself through
permanent human agency and constraining/enabling processes. This concept was
coined by Hofkirchner [54] and further elaborated by Fuchs [55-58]. Recreation
means that individuals of a system persistently change their joint environment. This
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Fig. 13.6 Structure of self-organization/re-creation

allows the system to change, maintain, adapt, and reproduce itself. The above
self-organization concept of a social system is illustrated in Fig. 13.6.

Giddens in [59] states: “Human social activities, like some self-reproducing
items in nature, are recursive. That is to say, they are not brought into being by
social actors but continually recreated by them via the very means whereby they
express themselves as actors.” The information concept helps to explain the
dynamics of self-organized units of matter: it is a relationship of reflection between
a fluctuation that produces changes within a system and the structure of the system.
In social systems, knowledge is the social manifestation of information. The units
of organized matter are active individual or collective human actors [60].

In social systems, self-organization generates the so-called “objective social
knowledge,” in which the social knowledge is produced in the course of the social
interactions and relationships of several human actors. Objective social knowledge
involves scientific/technological elements, life-support elements, and everything
else that contributes to a society.

Therefore, one can classify objective social knowledge into the following types:

Ecological knowledge
Technological knowledge
Economic knowledge
Political knowledge
Cultural knowledge

These types store existing knowledge about past social actions, and facilitate
future social actions by exploiting the fundamental ways of acting socially and not
needing to use exclusively new rules for each situation. On the informational level,
the social interaction and production process involves the three aspects mentioned
above, namely: cognition, communication, and cooperation. Part of subjective
knowledge (“cognition”) is communicated from one individual to the other and vice
versa (“communication”). There is some degree of autonomy or “chance” in this
process, but there is a possibility to produce new knowledge (qualities) as a result
of synergies (“cooperation”) between the individuals. The structural subjective
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knowledge involved in the systems is coordinated, and something new emerges in a
self-organization way.

We now discuss the management of knowledge, which appears to be of basic
task in knowledge-based society (KBS). All social structures store knowledge about
society: they involve a history of social relationships and enable future actions.
Thus, all societies are actually knowledge-based societies. This knowledge-based
character of society is enhanced continuously by the rising impact of scientific/
technological advancements, knowledge-based/artificial-intelligence technologies,
and accumulated expertise. A short list of basic features of knowledge follows [53]:

e Knowledge is a human and cultural product. It is a manifestation of information
in the human-social environment. It does not exist in nature as such.

e Knowledge exists in both human brains and social structures and artifacts. It
contains both subjective and objective elements that are mutually connected.

e Knowledge is intrinsically coupled to “not knowing” and is persistently updated
and enhanced.

Knowledge is a social not substantial public good that has a historical character.
Knowledge production has a strongly cooperative and networked nature.

e Knowledge expands while it is used, it can be compressed, it can replace other
economic resources, and it can be transmitted and transported.

e Purchasers of knowledge simply buy copies of the original data. The costs of
reproducing knowledge are very low and become lower as the technology
progress.

e In contrast to capital, knowledge appreciates by usage. Its marginal utility
increases with its exploitation.

Social systems in the knowledge-based society possess the following
characteristics:

Complex knowledge patterns

A networked nature

A global (continuously enhanced) character
Dynamic communication

A high degree of complexity and flexibility

Thus, the question raised here is whether knowledge systems can be managed so
as to secure efficiency of an organization and well-being of its members, and, if yes,
what are the basic guiding rules of knowledge management. The first rule is that all
kinds of human intervention should be minimized because intervention may be
harmful and create problems.

Haye reveals the spontaneous nature of society and differentiates orders in
self-forming (spontaneous) orders and deliberately arranged (planned) orders [61].
Spontaneous orders are called “cosmos (world)” and planned orders are called
“taxis (order).” All cultural evolution, like natural evolution, is the result of
adaptation to unexpected events and contingent situations. Social development is to
a great extent “unexpected’ and “unavoidable.” Self-forming orders cannot be
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designed because they are produced permanently by people making many decisions
independently of each other (to meet their own goals) in the complex knowledge
environment. The market co-ordinates spontaneously the activities in a way that
produces order (order-out-of chaos). The economic gain and competitive advantage
that occurs for some actors (individuals or groups) is communicated to others
through the market, which can then adapt to these changes. This enhances evolu-
tion. Therefore, evolution is not a humanly guided process, but a “self-forming”
process. Activities of individuals could benefit other individuals not known to them.
Unconscious, self-reforming order in society and markets is one side of the coin.
Without successful actions of conscious co-ordination, society wouldn’t be possi-
ble. Conscious, goal-directed production is a must for individuals and social beings.
Humans must consciously identify their goals and find the means that lead to the
achievement of these goals. This is simultaneously a conscious and a social process.
Human society’s existence is a purposeful existence, a conscious generation, and
adaptation to natural and societal environment [55-58].

Hayek, Luhmann, and other scientists have argued that human intervention into
self-organizing systems is neither possible nor desirable. Humans must rely on
competition and adaptation to environmental and systemic effects. On the contrary,
Fuchs considers participatory (coordinated/cooperative) systems design as a good
alternative to such a systemic “fatalism” [53]. Design is an evolving process that
steadily integrates new knowledge about the world, which is based on experiences
in nature and society. The same approach was adopted by Bernathy [62] who stated
that: “The notion of empowering people to make decisions that affect their lives and
their systems is a core idea of true democracy. Much of this power today is dele-
gated to others.” Thus, for Banathy, the concept of participatory system design
leads to a self-organizing and self-creating society.

Fuchs argued that cooperation in the strong sense is something much more than
co-action that has the following characteristics [53]:

Cooperating actors are mutually dependent and have many shared goals
Cooperating actors can meet their goals faster and more efficiently than
individually

e Cooperation exploits communication about common goals and about how they
can be reached and involves mutual learning and common production of new
realities

e Cooperation does not exclude conflicts that can be productive and constructive,
if they are not escalated

e Cooperation involves interconnected and networked activity. Mutual intercon-
nectivity and responsibility emerge

All self-organizing social systems involve mutually productive relationships of
actors and social structures, and, according to the different degrees and qualities of
participation and cooperation, are classified into five types, namely:

¢ Rigidly controlled systems
e Deterministic systems
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e Purposive systems
e Heuristic systems
e Purpose-seeking systems

In conclusion, participation and cooperation are, according to Christian Fuchs,
the two most effective (and democratic) methods for managing knowledge. The
novel management principles refer to a new way of handling communication and
social relationships, as well as their material effects in an organization. Social
systems are self-organizing in the sense that order and knowledge emerge from
“bottom-up” processes of cognition, communication, and cooperation.
Self-organization is based on the creativity and activity of human being, and order
emerges from decentralized “bottom-up” synergetic interactions. Managing
knowledge is a basic task in KBS and can be performed in many different ways
ranging between the two extremes of hierarchical management that is based on
coercion control and steering and social design that is based on cooperation and
participation.

13.9 Man-Made Self-organizing Controllers
13.9.1 A General Methodology

In Sects. 13.7 and 13.8, we have discussed the role of self-organization in society
and revealed the self-organization features possessed by human-social systems. We
saw that participation and cooperation are the two basic ways of managing social
knowledge. Technological and industrial control systems are man-made systems
that are designed so as to exhibit suitable performance characteristics of accuracy,
speed, reliability, and energy use. Therefore, it should be useful if man-made
systems are designed so as to be self-organizing, i.e., so as to possess all the
fundamental properties exhibited by natural (not man-made) systems, which assures
movement from a disordered state to an ordered one. The most fundamental
property is that the structure and function of the system “emerge” from free
interactions between the elements. The purpose must not be explicitly designed,
programmed, or controlled, but the system components should interact freely with
each other and with the environment. The system operation should be self-adaptive
for the system to go to a “fir” or “preferable” configuration (attractor), and the
system’s purpose to be generated is an “emergent” phenomenon (see Sect. 13.9.2).

A comprehensive study on the design and control of self-organizing systems is
provided in [63]. A general methodology is presented and applied to design
self-organizing traffic lights and self-organizing bureaucracies. This methodology
receives the performance and operational requirements of a system and enables the
designer to produce a system that satisfies the requirements. The methodology
includes the following stages:
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. Representation
. Modeling

. Simulation

. Application

. Evaluation
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These steps are not necessarily distinct and sequential because the stages merge
with each other in both forward and backward directions. Backtracking takes place
whenever the designer needs to go again to a previous stage for reconsideration
before completing an iteration (cycle). A brief outline of the above steps is the
following.

Representation In this step a specification (probably non-final) of the system
components is selected. Actually, there may exist many different descriptions and
one cannot say beforehand that a specific description is superior to another. Here
the experience of the designer is crucial. The designer has to divide a system into
elements (modules) with individual dynamics and goals and few interactions
between elements. Dividing the system into modules implies division of the
problem undergoing solution, which means that a complex task can be performed in
parallel by different modules. If there exist only a few elements of interaction, then
the more likely it is that the system will be understandable and predictable (i.e., the
state space can be exhaustively analyzed), and the system complexity will be low.
In this case, the use of traditional descriptive methods may be preferable. On the
contrary, if the number of elements and interactions is high, or very high, the same
is true for the system complexity, and the representation must be revised and
improved before going to the modeling stage

Modeling The model should be as simple as possible and predict as much as
possible. Simple models offer a better understanding of a process than complex
models. Here a control mechanism must be specified that will secure that the system
will do what it is required to do. In a self-organizing system, this control should be
internal and distributed. The control should also be adaptive since a non-adaptive
control mechanism would not be able to face the changes inside and outside the
system. This can be done if the control mechanism is actively searching for solu-
tions. The system must be equipped with a capability to reduce friction and increase
synergy. Reduction of friction can be achieved by one or a mix of courtesy,
compromise, imposition (forced courtesy), eradication (a special case of imposi-
tion), and apoptosis (programmed death as happens to cells when they are no longer
needed for an organism). An increase of synergy can be achieved by the following
actions: cooperation, altruism, and exploitation (forced altruism)

Simulation In this stage the model selected/developed in the modeling stage is
simulated with appropriate computer programs. The aim of simulation is to test
various scenarios and mediator strategies. The development of simulation must
proceed from abstract to particular. An abstract scenario should be first tested and
refined, before proceeding to a finer representation model. Simulation experiments
should go from simple to extensive, i.e., proof of concept should be taken first, and



13.9 Man-Made Self-organizing Controllers 649

then extensive studies should be followed. Simulation should reach mature state
before taking the implementation into the real world.

Application At this stage, the models(s) developed and tested in the previous
stages are applied to a real system. This is a relatively easy task if the real system is
a software system, but the application to a “material” (hardware) system will face
many difficulties. Therefore the feasibility of application should be considered
during all stages of design.

Evaluation The evaluation of the various aspects of system performance is a
necessity during the application course, in order to measure the performance and
compare it with the performance of the previous system(s). The system should not
decide, once and for all, that its operation/solution is the best and should be able to
adapt itself to the changing requirements.

Obviously, the above general methodology for designing self-organizing sys-
tems is not unique. Many other methodologies might be developed and proposed.
One of them is described in [64], which has been applied to design a simple
self-organizing industrial controller. This controller uses the probability state
variables (PSV) for the parameter identification, which gives a signal corre-
sponding to the parameter. PSV can only identify a single parameter and so, in the
multi-parameter case, several identification units should be employed. The system
uses a “predictor” (actually a proportional-plus-derivative (PD) controller) which
receives the system error e(t) and transmits as its output the predictor error €, (t) = €
(t) + Te(t). The self-organizing controller minimizes the integral absolute predictor
error (IAE), and a performance assessment unit is used that performs this mini-
mization employing the (+1) for encouragement and (-1) as punishment according
to the equation [65, 66]:

V = —sgne,(t)sgn(é(t))

The self-organizing feature of this controller is that no information about the sign
of the controller output e, (2) is needed for the correct performance of the system.
The controller is implemented in discrete-time (sample-data) form. The simulation
results, obtained by strongly disturbing the system after reaching its steady state,
showed that this controller produces very good results and can be used in practice.
But obviously it is a simple controller which does not possess all the features of
self-organization. A similar fuzzy controller is presented in [70, 71]. In the fol-
lowing, we will briefly describe the self-organizing traffic controller that was
designed using the general methodology of Sect. 13.9.1 [63].

13.9.2 Self-organizing Traffic-Lights Control

Traffic congestion is one of the major problems of modern highly populated cities.
To lessen the consequences of congestion, suitable traffic-control systems have
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been developed to regulate the flow of vehicles by not allowing them to go in any
direction using traffic lights at street intersections. Of course, when car density
saturates the streets, no traffic control is possible. Traffic systems are traditionally
designed using mathematical, operational research, and computational methods to
determine appropriate traffic policies (periods and phases of traffic lights) to opti-
mize the overall system operation (time, energy consumption, driver patience, etc.).
Unfortunately, despite the efforts to design intelligent traffic-light systems, many
current traffic-light systems cannot cope with “abnormal” and “extreme” situations.
Carlos Gershenson argued that traffic-light control is not so much an optimization
problem, but rather an adaptation and self-organization problem. Optimization
provides the best possible solution for a specific configuration and unchanged
constraints. Therefore, an adaptive/self-organizing system is expected to provide a
more efficient solution to the problem. The system proposed in [63] employs the
general methodology outlined in Sect. 13.9.1. Specifically, the system considers the
traffic lights as agents that want to “ger rid” of cars as quickly as possible. To this
end, they should avoid having green lights on empty streets and red lights on highly
congestion streets. In the modeling phase, two classic methods were implemented,
namely marching and optim, to compare their effectiveness with the sorl-request
method. In the march-step model, all green lights are either southbound or east-
bound and synchronized in time. The optim method is implemented trying to set the
phases of traffic lights so that, as soon as a red light turns green, a car that was made
to stop would find the following traffic light green. These two methods are non-
adaptive because their operation is predetermined and does not take into account the
actual state of the traffic. On the contrary, the sotl-request method enables the traffic
lights to be sensitive to the current traffic condition, and, thus, respond to the needs
of the oncoming vehicles. In the simulation, the march-step and optim methods
were compared with the sotl-request method. The sotl-request method proved better
for low-traffic densities, but very poor for high-traffic densities. For this reason,
Gershenson has developed a new method, called sotl-platoon, which, before
changing a red light to green, checks if a platoon is not crossing through, so as not
to disperse it. In other words, a red light is not changed to green if, on the crossing
street there is at least one car approaching at a given number of car-lengths from the
intersection. The performance of the simulated model was measured using the
following statistical figures:

e Speed (cruise speed is one patch/per time step, i.e., the speed at which cars
proceed without obstruction)

e Percentage of stopped cars

e Waiting time.
The conclusions of the simulation are very briefly summarized in the following

bullet points. The details can be found in [63]:

e The marching method is poor for low-traffic densities (with roughly less than
three cars encountered between intersections) and has the best performance for
very high densities (with more than eight cars between intersections)
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e The optim method has an acceptable performance for low densities, but for high
densities cars may enter a gridlock much more quickly than with the other
methods.

e The sotl-request method has the best performance for low-traffic densities and
for high traffic is very inefficient. This is because platoons (that are formed of
observed sizes from 3 to 15 cars) can change red lights into green rapidly (in
most cases, before actually arriving at the intersections), and there is a constant
switching of lights, which reduces the speed of cars that are forced to stop on
yellow lights and also breaks platoons (which has the result that the few cars
passing have a higher probability of waiting longer at the next intersection).

e The sotl-platoon method can keep platoons together resulting in full synchro-
nization for a wide range of density. The full synchronization shows how
self-organizing traffic lights form platoons that modulate traffic lights, so that
average car speed is maximized, waiting times are minimized, and the cars are
stopped in a robust way. Moreover, the self-organizing traffic lights are efficient
without knowing beforehand the locations and densities of the cars.

A distributed self-organizing system for urban traffic control based on
swarm-self-organizing maps is contained in [67]. This system overcomes the
requirement of other distributed systems to have available a special mechanism for
synchronization between intersections. The proposed architecture (Fig. 13.7)
involves one signal controller at each intersection in the traffic system.
Communication between these controllers is essential. This architecture consists of
three subsystems, namely: (1) the traffic-signal control system (TSCS), (2) the
simulator, (3) the map converter (MP), (4) the vehicle sensor, and (5) the light
control as the main output of TSCS. The simulator is used for verification and
testing TSCS. The map converter obtains information and intersections from traffic
networks, which is sent as input to the TSCS for the computation process and to the
simulator for the verification and testing process. The vehicle sensor (VS) is an
application that aims to detect and calculate the number of vehicles that pass
through an intersection. The traffic lights are controlled via three parameters,
namely: “cycle time” [the time needed for a full signal-phase cycle
(red-yellow-green)], “green split” (the percentage of green assigned for each
direction in a cycle), and “offset” (the difference time between starting times and
green phases on successive signals). There must be a correlation between adjacent
intersections with others as shown in Fig. 13.8.

Figure 13.8a, b shows a generic traffic light model used in the implementation of
the control system.

This traffic controller was tested in an actual road scenario in Jakarta, and its
performance was compared to the system used in the Jakarta Traffic Control
System, giving favorable results.

Thirty tests were made using random input and simulation running times of 3
min. Another example of self-organizing traffic control systems that employs neural
networks is described in [86].
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Fig. 13.7 Architecture of self-organizing urban traffic-control system (http://www.s2is.org/Issues/
v3/n3/papers/paper8.pdf)

13.10 Concluding Remarks

In this chapter, we have discussed a number of fundamental issues concerning the
role of adaptation and self-organization in life and society. We started with a listing
of adaptations of animals that enable them to live safely as much as possible and
survive in their varying habitats. Then we discussed why the ecosystem falls within
the framework of complex adaptive systems and the adaptation measures that are
generally accepted as the minimum requirements to face the harmful impact of
today’s fast climate change. Next, we provided a short description of the adapt-
ability functions of the immune systems that assure successful defense of an
organism against the invasions of pathogenic bacteria, fungi, viruses, and parasites.
It was then explained that social-ecological systems operate in a way similar to the
immune system with the aid of the so-called “social agents.” Next, we outlined the
basic aspects of the theory of capital markets as complex adaptive systems.
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On the self-organizing side of the chapter, we first argued that human society is
actually a self-organizing system based on the processes of differentiation, insti-
tutionalization, reflexibility, and communication between individuals and groups.
Then we reviewed the ideas of Christian Fuchs about how knowledge in
self-organizing (re-creation) social systems would be managed. The three processes
involved in knowledge are cognition, communication, and cooperation, and,
according to Fuchs, the two most effective methods for managing a
knowledge-based society are participation and cooperation. The chapter ended with
Carlos Gershenson’s general methodology for designing man-made self-organizing
systems and controllers and his case-study on the self-organizing control of traffic
lights.

We close the chapter by mentioning three other very important areas of tech-
nological and societal application of adaptability and self-organization. These are:
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e The World-Wide Web
e Bio-inspired self-organizing systems
e Self-organizing multi-agent robotic systems.

The WWW has evolved as a complex adaptive and self-organizing system
characterized by scaling phenomena of the “fractal” type. The amount of infor-
mation on the Web is overwhelming. Its wide distribution, openness, and high
dynamics make it a really complex system. To find the information one wants is a
big challenge. Therefore, the open field to develop and implement systematic
integrating mechanisms of self-adaptation and self-organization is a very attractive
perspective [14, 68]. In [67], it is demonstrated that the WWW possesses all the
principal features of self-organizing systems, namely recursion, attractors, bifur-
cations, self-reference, self-similarity, self-repair, and autonomous agent
performance.

Figure 13.9 shows an inclusive picture of modern interconnected societal and
technological applications at both local and remote levels. The interconnection is
implemented by several communication networks (WLAN, UMTS, Internet, Ad
Hoc, PAN, etc.).
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Fig. 13.9 Representation of locally and remotely networked societal applications (http://4.bp.blogspot.
com/-mR56Wqvbe4E/Ti2avgRqIPVAAAAAAAAAIU/_C_pi6_pKcM/s1600/SONS-ANTS jpg)
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¢ Bio-inspired man-made self-organizing systems The principal task here is to
find local behavior rules from which global properties emerge. Nature and
biology offer many different examples of such rules of both the top-down (di-
rect) and bottom-up (indirect) types. The visible differences between biological
and technological solutions should be noted and exploited.

Lower living organisms (e.g., protozoa) do not have learning mechanisms and
capabilities to interchange behavior during their lifetime. New behavior is stored
via the genes of the next generation. In higher living organisms, the physical body
and capabilities grow at most times as part of the solution [69, 70]. In technological
systems, the hardware (which is the analog of the body) must be fixed very early in
the design. If the man-made system is built with only the software part of the
biological self-organization, the result may be less effective than the biological
prototype. Thus, it is a mistake to adopt biological solutions only because they are
more elegant. Here the field of artificial life is offering the needed concepts,
principles, and possibilities.

¢ Self-organization in multi-agent robotics This is a very active area of robotics
initiated by R. Brooks [71, 72]. According to Brooks, the decomposition of
intelligent systems is not meant to obtain independent information processing
units that must interface with each other via representations. Actually, the
system is decomposed into independent and parallel activity producers that all
interface with the real world via perception and action. The performance of
social insects is the result of collective intelligence, which was formalized and
generalized by Sulis [73] as consisting of a large number of quasi-independent,
stochastic agents, interacting locally both among themselves, as well as with an
active environment, in the absence of hierarchical organization, and yet capable
of adaptive behavior [74]. The local interactions in a self-organizing system may
be based on direct communication among agents or on indirect communication
via stimuli originating within the environment. In the 1950s, entomologist
Piere-Paul Grase named this indirect interaction stigmergy [75]. Stigmergy
combined with self-organization is called “stigmergic self-organization.”
Stigmergy appears to be the basis of several collective behaviors in social
insects. This concept has been studied by many researchers interested in
multi-agent robotics; it has been integrated with evolution concepts, embodied
agents concepts, and continuous-dynamic systems for designing “collectively
intelligent and self-organized multi-robotic systems” [74]. This area of robotics
will have many industrial and nonindustrial applications in modern society.
Figure 13.10 shows three cases of experimental robot swarms studied within the
European SYMBRION project. These intelligent, symbiotic multi-robotic sys-
tems are based on bio-inspired and modern computing paradigms. They can
dock with each other, share energy and computational resources, and perform
complex tasks such as autonomous navigation, perception of the environment,
and grasping objects.
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Fig. 13.10 Three examples (a)
of robot swarms (http:/www.
ipvs.uni-stuttgart.de/
abteilungen/bv/lehre/
studentische_arbeiten/
studienarbeiten/SO_
industrial_micromontage/de)

(b)

Some other references in which the problem of designing man-made self-organizing
systems has been treated via evolutionary methods, multidimensional Kiefer-Wolfowitz
stochastic approximation, economic-political concepts, meta-data architecture techniques,
and the ADELFE multi-agent technique are [76-81], respectively. Self-managing/
self-organizing systems are defined and discussed in [82]. Three further references on
fractals/chaos, self-organizing systems, and their relation to synergetics are [83—85].
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