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Preface

Society is well governed when its people obey the magistrates,
and the magistrates obey the law.
Solon

I cannot teach anybody anything. I can only make them think.
Socrates

Science is the creator of prosperity.
Plato

Freedom is the sure possession of those alone who have the
courage to defend it.
Pericles

Wealth consists not in having great possessions, but in having
few wants.
Epicurus

The aim of this book is to provide a comprehensive conceptual account of the five
fundamental elements of life and society, viz., energy, information, feedback,
adaptation, and self-organization. These elements inherently support any living
organism, human society, or man-made system.

Energy is the cornerstone of everything. Information is included in the “pro-
gram” (organized plan) of any living organism, to function over time, which is
implemented by the DNA that encodes the genes and is transferred from generation
to generation. It is one of the main factors of the progress of modern society which
is characterized as the “information society”. Feedback (control) is a “must” for
any kind of system, biological, natural, or technological, to be stable and operate
according to its purpose. Adaptation is the capability of living organisms, species,
and societies to adapt to changes that occur in their environment so as to fit to it. It
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is the principle that lies behind the natural selection and evolution.
Self-organization has many interpretations, the predominant of which is the “ten-
dency” of natural systems to become more organized by their own, and shows more
structure or order or pattern without the help or intervention of any external agent.
This means that spontaneous emergence of global complex structure occurs out of
local interactions.

All the above aspects of life and society have been of principal concern to
humans over time, and a plethora of concepts and scientific or technological
methodologies were developed and studied. The topics addressed in this book are
the subject matter in a vast number of sources in the literature and the web. The
book gives a collective and cohesive presentation of the fundamental issues, con-
cepts, principles, and methods drawn from the literature, including modern appli-
cations and short historical notes of each field. The presentation is kept at a level
sufficient for a clear understanding of the concepts and principles by the general
scientific reader. In many cases, viz., thermodynamics, communication systems,
information theory, and feedback control, the discussion includes the basic math-
ematical analysis aspects in some more detail which are deemed to be necessary and
useful for the nonprofessionals. Unavoidably, the material provided in the book
does not exhaust all the results and views available in the literature. However, it is
considered to be over sufficient for disseminating the fundamental concepts and
issues. The views and opinions/quotations on the delicate aspects of life and
society, presented in the book, are those coined and published by the referenced
authors. No attempt was made to modify or speculate them in any way.

The writing of this book was inspired by the need of a concise, cohesive, and
complete presentation of the five life-and-society fundamental elements (pillars):
energy, information, feedback, adaptation, and self-organization in a unique vol-
ume. Surely, besides the general reader, this book will be valuable as a source for
introductory or complementary material in relevant science and engineering aca-
demic programs.

The book involves 13 chapters. Chapter 1 provides an introduction to the book
presenting the background concepts of life and society, and outlining the five
fundamental elements of life and society considered in the book.

Chapters 2 and 3 are devoted to the energy. Chapter 2 presents the basic issues of
energy (historical landmarks, types, sources, and environmental impact), and Chap.
3 is devoted to thermodynamics (basic concepts, laws of thermodynamics, entropy,
exergy, branches of thermodynamics, and entropy interpretations).

Chapters 4 and 5 are concerned with the information element. Chapter 4
introduces the concept of information and reviews the communication systems and
information theory. Chapter 5 discusses information science, information technol-
ogy, and information systems in enterprises and organizations.

Chapters 6 and 7 are devoted to the feedback element. Chapter 6 presents the
concept of feedback and control, the history of its study, and the methods for linear
and nonlinear control systems analysis and design developed between about 1935
and 1950 (classical control). Chapter 7 reviews the modern control techniques
which are based on the state-space model, namely, Lyapunov stability,
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state-feedback (eigenvalue/model matching) control, and optimal control (deter-
ministic and stochastic). The classes of adaptive, predictive, robust, nonlinear, and
intelligent control are also discussed.

Chapter 8 is concerned with the adaptation in biology and society including the
related scientific fields of complexity and complex adaptive systems.

Chapter 9 is devoted to the final fundamental element studied in the book, i.e.,
the self-organization of natural and societal systems. The four self-organization
mechanisms observed in nature are first reviewed, and the concept of self-organized
criticality (edge of chaos) is then discussed. The role of cybernetics in the study of
self-organization is also examined.

Chapters 10 through 13 are concerned with the role and impact of the five
fundamental elements studied in the book on life and society discussing major
issues and a variety of examples. Chapter 10 discusses the fundamental role that
energy plays in life and society, starting with an examination of the three basic
biochemical pathways of energy in life (photosynthesis, respiration, and metabo-
lism) and going to the energy flow in ecosystems. The evolution of energy
resources, the thermoeconomy, and the saving of energy in the human society are
then investigated.

Chapter 11 deals with a number of issues that refer to the role of information in
life and society. These include the substantiative and transmission roles of infor-
mation in biology, and the information technology applications in modern society,
such as office automation, power generation /distribution, computer-assisted man-
ufacturing, robotics, business/e-commerce, education, medicine, and transportation.

Chapter 12 reviews the role and impact of feedback in both living organisms and
societal systems. Representative examples that best show the operation of negative
and positive feedback in biology and society are provided. These include temper-
ature, water, sugar, and hydrogen ion (pH) regulation, autocatalytic (autorepro-
duction) reactions, enzyme operation, cardiovascular—respiratory system, process
control, manufacturing control, air flight and traffic control, robot control, man-
agement control, and economic control systems.

Finally, Chap. 13 provides a number of adaptation and self-organization
examples and applications in life and society. These examples are adaptations of
animals, ecosystems, climate change, immune systems, social-ecological systems,
capital /stock market, general society system, knowledge management, and
man-made self-organizing systems.

In overall, the book provides a cohesive and complete picture of the five fun-
damental elements: energy, information, feedback, adaptation, and
self-organization, and the role they play in sustained life and society, including
selected modern applications.

Athens, Greece Spyros G. Tzafestas
June 2016



Only one thing I know, that I know nothing.

Only Absolute Truth is that there are No Absolute Truths.
Socrates, Athens, 470-399 B.C.
Footnote: Statue of Socrates in front of Athens Academy
(Sculptor: Leonidas Droses/1885. Photographer: Elias Georgouleas/2014, *’atenistas”:

www.athenssculptures.com).

Picture taken from www.athenssculptures.com by courtesy of “athens sculptures atenistas”


http://www.athenssculptures.com

Global

_«Community,

Humans and Society: Synergy, hierarchy of society, social life. Sources
http://crossfitlando.com/wp-content/uploads/2013/04/earth-day.jpeg,
http://thesocialworkexam.com/wp-content/uploads/201 1/03/Human-Behavior-Hierarchy .jpg,
http://www.urbansplash.co.uk/imagess/ ABOUTUS_SOCIETY .jpg
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Chapter 1
Life and Human Society: The Five
Fundamental Elements

The goal of life is living in agreement with nature.
Zeno of Elea (490-435 B.C.)
The good life is one inspired by love and guided by knowledge.
Bertrand Russel

Abstract The aim of this chapter is to provide fundamental material about life and
society (definition, evolution, etc.), starting with a brief presentation of cell biology,
DNA/RNA, protein synthesis, and a list of the principal discoveries about DNA and
RNA. The meaning of “society” is discussed, followed by the evolution of life on
Earth, and the evolution of human society (physical, vital, and mental stages). The
common fundamental elements (pillars) of life and society that are studied in this
book, namely: energy, information, feedback, adaptation, and self-organization, are
briefly introduced. As a supplement, the chapter includes a short outline of some
purely societal fundamental elements that are encountered in humanity studies.
These elements are: (i) pillars of democracy, (ii) pillars of fulfilled living, and
(iii) pillars of sustainable development.

Keywords Life - Society - Molecular biology - Cell biology - Life domains
Energy - Information - Feedback - Adaptation - Self-organization

Evolution of life - History of life - Evolution of human society

Human development - DNA - Life-program - Pillarsof democracy

Pillars of fulfilled living - pillars of sustainable development

1.1 Introduction

This chapter serves as an introduction to the book by providing some background
concepts about life and society, specifically their definitions and evolution. These
concepts will help the reader to go smoothly to the five particular “elements” or
“pillars” of life and society studied in the book. The term “pillar” is used in several
frameworks of life and society, some of which will be discussed in Sect. 1.5.
Koshland has used the term “pillar” for the definition of ‘life’ [1]. According to
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Webster (1913) the term “pillar” literally means “a firm, upright, insulated support
for a superstructure; a pier, column, or post; also, a column or shaft not supporting a
superstructure, as one erected for a monument or an ornament” [2, 3]. “Figuratively,
that which resembles a pillar in appearance, character or office; a supporter or
mainstay” (as: the Pillars of Hercules; a pillar of the state, etc.) or “anything tall and
thin approximating the shape of a column or tower”. In science, pillar may be called
“a fundamental principle or practice”.

The questions “what is life” and “what is society” were of primary concern to
humankind throughout the centuries of historical record and have been studied by
philosophers, scientists, biologists, sociologists, archaeologists, geographers, etc.
Today we have better informed and more developed views of what is life and how it
evolved since the formation of Earth 4.5 billion years ago. We know that human
societies are essentially “adaptive systems” the elements of which, “human popu-
lations™, strive to satisfy their varied needs and wishes. History has shown that
these needs and wishes have been accomplished either by maintaining existing
ways of doing things or by developing and adopting new, innovative ways. In all
cases, the parts that failed to adapt were eliminated from the system, while those
that succeeded survived. This is exactly the “principle of survival of the fittest”
which holds in all biological and sociological processes.

The structure of the chapter is as follows. Section 1.2 deals with the question
“what is life”. It starts with a brief presentation of cell biology, DNA, and protein
synthesis. Then it lists the main discoveries about DNA and RNA, and provides the
definition of life coined by Daniel Koshland. Section 1.3 is concerned with the
meaning of society (Richard Jenkins’ and Richard Alston’s views). Section 1.4
outlines the evolution of life (prokaryotes, eukaryotes, etc.) and society (physical,
vital, and mental stages). It also includes a discussion of human development
(requirements, components, economic models) and human development index.
Section 1.5 describes briefly the fundamental elements of some societal aspects,
other than the five elements that are the subject matter of the book, namely:
democracy, fulfilled living, and sustainable development. Finally, Sect. 1.6 dis-
cusses the scope of the book and places the five pillars: energy, information,
feedback, adaptation, and self-organization, in their proper position which is in the
“intersection” of the “biological” and “societal” sets of pillars [1-118].

1.2 What Is Life?

1.2.1 General Issues

The reply to this question appears to be simple: “A living organism is an organized
entity which is able to grow and sustain itself through metabolic processes
(absorption of energy), to respond to stimuli, to protect itself from external attacks
or injuries, and to be reproduced”. This is a very primitive definition of life not
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capturing all the facets of life. Actually, many biologists have the opinion that there
still does not exist a clear, definite, and complete definition of life. One of the
reasons seems to be the existence of viruses and other microscopic entities. Many
biologists suggest that viruses are complex organic molecules, but others consider
viruses as the simplest form of life. No one knows with certainty how life began.
But we know for certain that all life on Earth involves strings of DNA
(DeoxyriboNucleic Acid) that are long chains of self-replicating molecules which
encode information (genes) and implement the so-called life-program. We also
know that life (except of viruses) is constructed by cells, i.e., tiny containers which
contain the DNA and other chemical compounds that make up the cells. The early
life forms were single cells. To understand what life is and later supply an
apparently complete list of features (or pillars) that define life, we first give a short
review of cell-biology (biological cell) [4—11].

1.2.2 The Living Cell

A living organism may be composed of a single biological cell (single-cell
organisms) or of many cells (multiple-cell organisms). The biological cell can
sustain its functionality through a set of organelles (which are “miniature”
machines) that each have a special function. Some of them in case of the animal
cells are the following Fig. 1.1 Analogous organelles exist in the plant cell (http://
waynesword.palomar.edu/Imexerla.htm)."

Cell membrane or plasma membrane This is the external layer of a cell that has
a structural and protective role affecting how molecules enter or exit the cell.

e Nucleus This is the “brain” of the cell that contains the genetic information
about the processes taking place in an organism. It is surrounded by the nuclear
membrane.

e Nucleolus This resides inside the nucleus and is the organelle where ribosomal
RNA is produced.

Cytoplasm This is the fluid that surrounds the contents of a cell.
Mitochondrion This is an organelle that participates in respiration (i.e., in the
energy release and storage; it is also called “powerhouse” of the cell).

e Ribosomes These are packets of RNA (RiboNucleic Acid) and protein. They
are the site of protein synthesis. Messenger RNA from the nucleus moves
systematically along the ribosome where transfer RNA adds individual
amino-acid molecules to the lengthening protein chain.

e Lysosomes These are sacs filled in with digestive enzymes.

1(*) The term “biology” comes from the Greek “Bioc” (bios = life) and “Adyog” (logos = speech/
study), (**) All web sources and references were collected during the writing of the book. Since
then, some of the urls may not be valid due to change or removal.
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Nucleolus
Peroxisomes

Nuclear envelope } Nucleus
Rough endoplasmic reticulum

Lysosome

Nuclear Pore

Cantrioles

Golgi body
Mitochondrion s ‘9
Cell membrane
Smooth endoplansmic reticulum

Fig. 1.1 Schematic of eukaryote animal cell with the basic organelles. Source http://www.odec.
ca/projects/2004/mcgo4s0/public_html/t1/animalcell3.jpg (The reader is informed that Web fig-
ures and references were collected at the time of writing the book. Since then, some of them may
not be valid due to change or removal by their creators, and so they may no longer be available)

¢ Golgi body/complex They are involved in the production of glycoprotein.

e Vacuole Cavities filled with food being digested and waste material to go out
of the cell.

e Centrosome A small body located near the nucleus, also called “the micro-
tubule organizer center”. It is the organelle where microtubules are made during
cell division (mitosis).

¢ Endoplasmic reticalum (ER) A useful organelle, differentiated into rough ER
and smooth ER, which is involved in the synthesis of protein.

The cell (or plasma) membrane, which is a semi-permeable structure composed
by proteins and fat (phospholipid) molecules, acts as a circumferential barrier and
allows only selected compounds to get in and out of a cell. The transportation of
ions via the cell membrane into the cell is performed in three ways: active transport
(based on concentration gradient), passive transport (diffusion via a carrier), and
simple diffusion (such as osmosis of water). The uptake of materials from the
external environment of the cell is called absorption, and the ejection of material is
called secretion. A full animal-cell picture with labels is provided by Russell
Kightley Media [21].


http://www.odec.ca/projects/2004/mcgo4s0/public_html/t1/animalcell3.jpg
http://www.odec.ca/projects/2004/mcgo4s0/public_html/t1/animalcell3.jpg
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The cells are specialized to each perform a distinct function within an organism.
Thus we have, for example:

e SKkin cells They function as waterproof and pathogen protection from the cell’s
exterior environment.

e Nerve cells These cells, also called neurons, are electrically excitable cells that
function within the nervous system for message transmission to and from the
central nervous system.

e Muscle cells These cells have an elastic capability and enable flexible move-
ment (as in our muscles).

e White blood cells They activate suitable digestive enzymes that break down
pathogens to the molecular level, thus eliminating them.

Biological cells have the capability to break down complex molecules into
simple molecules, which can then be used as building elements of other complex
molecules. This is done via pinocytosis (e.g., drinking bacteria after breaking down
them into drinkable form) or phagocytosis (in which the original material is eaten,
after it has been broken down into a suitable form).

1.2.3 DNA, Nucleotides, and Protein Formation

The type, structure, and functioning of cells are determined by chromosomes (from
the Greek words chroma = color and soma = body) which reside in the cell
nucleus. These chromosomes are made from DNA bonded to various proteins in the
nucleus of eukaryotic cells or as a circular strand of DNA in the cytoplasm of
prokaryotes and in the mitochondrion (and chloroplast) of some eukaryotes.
The DNA specifies all the features of an organism, containing all the genetic
material that makes what a living being is. This material (information) is transferred
from generation to generation in a species, determining the offsprings’ character-
istics. The building blocks of DNA are the nucleotides which appear as four dif-
ferent types, namely: adenine (A), guanine (G), thymine (T), and cytosine (C). Our
genome contains billions of these nucleotides in all possible permutations, located
in adjacent pairs along the double-helix arrangement of DNA. Actually, there are
two groups of bases, namely, purines and pyrimidines. Purines (adenine and gua-
nine) have a two-ring structure, whereas pyrimidines (thymine and cytosine) have a
single-ring structure. Complementary (or permissible) bases are bases that pair
together in a DNA molecule. These base pairs are:

e Thymine and adenine (TA)
¢ Gyanine and cytosine (GC)

Thymine and cytosine cannot make a base pair, and similarly adenine and
guanine cannot form a base pair.
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While DNA resides mainly in the nucleus, the nucleic acid polymer RNA
(Ribonucleic acid) is found mainly in the cytoplasm, despite the fact that it is usually
synthesized in the nucleus. DNA contains the genetic codes to make RNA, and RNA
contains the codes for the primary sequences of amino acids to make proteins.

The backbone of the polymer is a repeating chain of sugar-phosphate-
sugar-phosphate, etc. The pentose sugar of DNA is a deoxyribose sugar, whereas
RNA contains a ribose sugar. Both DNA and RNA contain a phosphate group and a
nitrogenous base as shown in Fig. 1.2.

The pentose is a five-membered, puckered ring. Attached to the ring is the
phosphate group (which is a phosphorous atom with four covalently attached
oxygen atoms) and the nitrogenous base. Pictures of DNA and RNA models are
provided in http://www.dreamstime.com/stock-images-structure-dna-rna-molecule-
vector-image28618424http://www.dreamstime.com/stock-images-structure-dna-
rna-molecule-vector-image28618424

In the RNA model, we have an extra-OH of the pentose sugar, and the uracil
base (U) is used instead of the thymine base (T) used in DNA (Fig. 1.3).

The cells—which have finite life spans—pass their genetic information to new
cells replicating exactly the DNA to be transferred to offsprings. To this end, a

Fig. 1.2 Structure of -
connected pentose sugar, Nitro gen hase

phosphate group, and
nitrogenous base in DNA and 4] ho sp hates I' o |
RNA

{ Y N NH
o 0o 0 ¢ L J~NH,
i I I N
HO-P-0—P-0—P-0 N
I I ] 0
& : :
HO H

A-carbon sugar

Fig. 1.3 Uracil base (a O
single-ring pyrimidine)
| NH
N /Ko
H
Uracil (U)

(RNA only)


http://www.dreamstime.com/stock-images-structure-dna-rna-molecule-vector-image28618424www.dreamstime.com/stock-images-structure-dna-rna-molecule-vector-image28618424
http://www.dreamstime.com/stock-images-structure-dna-rna-molecule-vector-image28618424www.dreamstime.com/stock-images-structure-dna-rna-molecule-vector-image28618424
http://www.dreamstime.com/stock-images-structure-dna-rna-molecule-vector-image28618424www.dreamstime.com/stock-images-structure-dna-rna-molecule-vector-image28618424
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supply of suitable enzymes that stimulate the reaction process is available, together
with a pool of the required nucleotides. The actual DNA acts as an exact template.
The energy needed for this transfer is provided by ATP (Adenosine Triphosphate)
molecules (see Chap. 10).

Actually, the replication of the double-helix DNA involves two strands of DNA,
each one of which produces a copy of itself. The replicated DNA has only half of
the original material from its parent (i.e., it is semi-conservative). Therefore the two
copies produced have the full (exact) DNA material contained in the two strands of
the DNA involved in the replication. This is the way genetic information is
transferred from cell to cell and from parent to offspring.

The sequence of the nucleotides is used to create amino acids, the chains of
which are shaped so as to make a protein. An amino-acid molecule consists of the
basic amino group (NH,), the acidic carboxylic group (COOH), a hydrogen atom
(H), and an organic side group (R) attached to the carbon atom. Thus, an amino
acid has the structure NHCHRCOOH. Actually, there exist more than a hundred
amino acids in nature, each of them differing in the R group. Twenty of them
participate in protein synthesis and are differentiated into essential and
non-essential amino acids. Essential (or indispensable) amino acids cannot be
created in the body and can only be acquired via food. Non-essential (or dis-
pensable) amino acids are synthesized in the body. These twenty amino acids are
the following:

o Essential Histidine, isoleucine, leucine, lysine, methionine, phenylalanine,
threonine, tryptophan, and valine.

¢ Non-essential Alanine, arginine, aspartic acid, asparagine, cysteine, glutamic
acid, glutamine, glycine, proline, serine, and tyrosine.

The structure of proteins spans four levels of complexity, namely:

e Primary structure (the sequence of amino acids).

e Secondary structure (local folding sustained via short-distance interactions;
hydrogen bonds).

e Tertiary structure (additional folding sustained via more distant interactions
between alpha helices and pleated sheets).

e Quaternary structure (sustained by interchain interactions of more than one acid
chain).

Although the sequence must determine the structure, we cannot yet predict the
full structure accurately from a sequence. Structures are stable and relatively rigid.
Today, there are about 4000 known protein structures determined by X-ray crys-
tallography and 2-D NMR studies. The above four-level structure of proteins is
depicted in Fig. 1.4.

The synthesis of proteins takes place in the ribosomes residing in the cell’s
cytoplasm, whereas the genetic information lies in the nucleus. Thus, the genetic
information has to pass to these ribosomes. This transfer is performed by mRNA
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(a) Primary structure
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Fig. 1.4 The four-complexity levels of proteins (source [18])

(messenger ribonucleic acid), which is analogous to DNA, differing only in two
aspects.

¢ In mRNA, the thymine bases are replaced by a base called uracil (U).

e The deoxyribose sugar of DNA is substituted by ribose sugar.
The transfer is performed in the following sequence:

e Inside the cell’s nucleus, genes (DNA) are transcribed into RNA. To this end,
the double-helix structure of DNA uncoils for mRNA to replicate, like the DNA,
the genetic sequence of which corresponds to the protein under synthesis.
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e This RNA produces a mature mRNA through post-transcription modification
and control.

e The mRNA is transported out of the nucleus and travels through the cytoplasm
until it reaches a ribosome where it is translated into protein. Since ribosomes
don’tunderstand the mRNA code, they use their translator, i.e., the transfer RNAs
(tRNAs). The RNAs decode the message and assemble the desired amino acids
in the specified sequence to form the protein which is released into the cytoplasm
for further transport and processing.

The above scheme for protein synthesis (known as “dogma of molecular biol-
0gy”) is pictorially illustrated in Fig. 1.5.

DINA
Replication
llnfarmmonf DNA duplicates
SOMPVRDVERDOVONNERNONNR
SRV IVERDOVUORNINRODED
DNA Info rllmiion
5\5\1\/\4/? Transcription
RNA synthesis
RINA l
mRNA

nucleus
~ W
\ Information
/ cytoplasm

nuclear envelope Y

Translation

Protein synthesis

Y
Protein

The Central Dogma of Molecular Biology

Fig. 1.5 Synthesis of protein (source [9])
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1.2.4 Historical Landmarks of DNA and RNA Discoveries

Until the 1800s, it was believed that life arose more or less spontaneously, butin 1864
Louis Pasteur disproved spontaneous generation. He demonstrated that, when any
micro-organisms residing in a liquid are killed through boiling, the liquid becomes
sterile (nothing grows afterwards). After Pasteur, the principal historical landmarks
of the “RNA world” are here listed chronologically [12]. The complete historical
evolution of DNA and RNA discoveries and studies can be found in [13-17].

1924:  Alexander Ivanovich Oparin attributes the origin coming of the simplest
single-cell life to simple organic molecules residing in the early Earth’s
atmosphere that was substantially different from our present atmosphere—
there was no free oxygen, but there was abundant hydrogen, ammonia,
methane, carbon dioxide, water, and nitrogen).

1953: James Watson and Francis Crick publish their results on the structure of
DNA. They received a joint Nobel Prize for these results in 1962.

1961: Marshal Nirenberg and colleagues discover that messenger RNA,
composed completely of the base uracil, can be translated into the amino
acid phenylalanine.

1968: Francis Crick and Leslie Orgel argue that the first information molecule
was RNA.

1972: Harry Noller suggests that ribosomal RNA plays a role in the translation of
mRNA into protein.

1986: Walter Gilbert uses the term “RNA world” for the time during which RNA
was the main information and catalytic molecule. Thomas Cech presents his
discovery of self-splicing (catalytic RNA). In 1989, he shares a Nobel Prize
with Sidney Altman for the catalytic RNA discovery. Kary Mullis presents a
procedure for rapid copying of DNA and RNA sequences (polymerase
chain reaction). He was awarded a Nobel Prize for this in 1993.

1989: Gerald Joyce starts his work on simulating RNA evolution via the
“polymerase hain reaction”. Jack Szostak’s lab provides evidence for
self-replicating RNA.

1992: Harry Noller’s lab provides experimental evidence for the involvement of
ribosomal RNA in protein synthesis.

1993:  Gerald Joyce presents test-tube experimental processes for RNA evolution.

1994: Charles Wilson (while working in Szostak’s labs) creates RNA molecules
that are able to perform simple cellular reactions more efficiently than the
proteins, which perform it in cells.

Complete presentations of “molecular cell biology” are provided in [19, 20],
where both genomics (the complete DNA sequences of many organisms), and
proteomics (all possible shapes and functions that proteins employ) are studied. The
principal topics considered include:

e The dynamic cell
e Nucleic acids and genetic code
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From gene to protein

Protein structure and function

Genetic analysis

DNA replication, repair, and recombination
RNA processing and post-transcriptional control
The mechanism of translation

Gene control in development

Cell-to-cell signaling: hormones and receptors
Genome analysis

Epigenetics and monoallelic gene expression
Medical molecular biology.

A useful site with biology images, videos, and cell-interactive animation is
provided by Cells Alive Com in [22].

1.2.5 Koshland’s Definition of Life

With the background on molecular and cell biology provided in Sects. 1.2.2-1.2.4,
we can now proceed and examine the seven fundamental elements (pillars) that
define life as presented by the molecular biologist Daniel Koshland (2002) [1],
where the term “pillars™ is used to mean “the essential principles (thermodynamic
and kinetic) that enable a living system to operate and propagate”. These seven
pillars, although essential to the distinct mechanisms by which the life’s principles
are implemented on Earth, may be complemented by other pillars, as well that may
explain better the mechanisms of life so far known or other mechanisms to be
discovered in the future for other forms of life or for life elsewhere [1]. Koshland’s
seven pillars defining life are the following:

Program
Improvisation
Compartmentalization
Energy

Regeneration
Adaptability
Seclusion,

Which can be represented by a Temple, called as a whole by the acronym
PICERAS. A brief description of the pillars follows Fig. 1.6.

Program Koshland states that “program is the organized plan that describes both
the ingredients themselves and the kinetics of the interactions among ingredients as
the living system persists through time”. These interactions and processes involve
the metabolic reactions that enable a living organism to function over time. Each
program of a living system on Earth is implemented by the DNA which encodes the
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Fig. 1.6 Koshland’s
seven-pillar temple for the
definition of life [1]. Source
www.astro.iag.usp.br/

~ amancio/aga0316_artigos/
Koshland02.pdf

genes, is replicated from generation to generation, and operates through the
mechanisms of nucleic acids and amino acids, as briefly described in Sect. 1.2.3.

Improvisation This refers to the capability of living systems to modify their
programs in response to the wider environment in which they live. This modifi-
cation (change) of program is realized by mutation and selection with the aid of
which the program is optimized under the environmental constraints.

Compartmentalization This refers to the fact that all living organisms are con-
fined to limited space, surrounded by a surface (membrane or skin), which separates
the living organism from the environment. In this way, the ingredients of the
organism are kept inside a definite volume and any dangerous substances (toxic or
diluting) are kept outside this volume. Thus compartmentalization protects the
living organism’s ingredients from reactions to the external environment.

Energy Living systems take energy from their environment and change it from
one form to another. This energy is necessary for the chemical activities or body
movements of the living system to take place, during which energy quality is
degraded and entropy is produced. The principal source of Earth’s energy is the
Sun, but of course other energy sources (exhaustible or non-exhaustible) exist for
human life on Earth (see Chap. 2).

Regeneration This is the ability of living systems to replace parts of themselves
that experience wear and degradation. Regeneration balances the thermodynamic
losses in chemical reactions, the wear and tear of larger parts, and the decline of
ingredients due to ageing. For example, the human body continually re-synthesizes
and replaces its heart muscle proteins as they suffer degradation. The same is true
for other constituents, such as lung sacs, kidney proteins, brain synapses, and so on.
In general, living systems balance the occurring losses by synthesizing fresh
molecules and parts, or importing compounds from their environment, or producing
new generations to start the system over again. However, in spite of the regener-
ation capability, all living systems (organisms) degrade into an ultimate
non-functioning state (i.e., death).


http://www.astro.iag.usp.br/%7eamancio/aga0316_artigos/Koshland02.pdf
http://www.astro.iag.usp.br/%7eamancio/aga0316_artigos/Koshland02.pdf
http://www.astro.iag.usp.br/%7eamancio/aga0316_artigos/Koshland02.pdf
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Adaptability This is the capability of living systems to adapt and evolve in
response to changes in their environment. Improvisation is a kind of adaptability,
but is too slow for many of the environmental hazards to which a living organism
may be exposed. Thus Koshland considers adaptability as different from improvi-
sation because its action is timely and does not imply any change of the program.
Adaptability takes place from the molecular to behavioral level through feedback
and feed-forward operations (see Chap. 8). For example, our bodies respond to
depletion of nutrients (energy supplies) with hunger, which drives us to seek food,
and also our appetite feedback system prevents excess eating [1]. When an animal
sees a predator, it responds to the danger with hormonal changes and escape
behavior. In general, influences from the environment leads to adaptive reaction
through metabolic and physiological response and behavioral action.

Seclusion This is the ability of living systems to separate chemical pathways in
order to secure that metabolic and other processes occurring simultaneously within
the organism are not confused or mixed. This is achieved thanks to the specificity of
enzymes that function only on the molecules for which they were designed. Such
specificity holds also in DNA and RNA interactions. Seclusion is the property of
life that enables numerous reactions to take place efficiently within the tiny volumes
of living cells, while, at the same time, they receive and process specialized signals
to accommodate changes in the environment.

Defining life is problematic especially at the level of ‘bacteria’, where, among
others, the question “what we really mean by using the word species for a bac-
terium”, arises. Schrodinger argued that life is not a mysterious phenomenon, but a
scientifically comprehensible process that might be ultimately explained by the laws
of physics and chemistry.

1.3 The Meaning of Society

The term society has its origin in the Latin societas from socius, and the French
societ¢ which means companion, chum, comrade, associate, or partner. At
Dictionary.com, one can find several alternative meanings of the word society.
Some of them are the following [23]:

e A group of humans broadly distinguished from other groups by mutual interests,
participation in characteristic relationships, shared institutions, and a common
culture.

e An organized group of persons, associated together for religious, benevolent,
cultural, scientific, political, patriotic, or other purposes.

A body of individuals living as members of a community.

A highly structured system of human organization for large-scale community
living that normally furnishes protection, continuity, security, and a national
identity to its members.
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e An organization or association of persons engaged in a common profession,
activity, or interest.
The totality of social relationships among humans.
In biological terms, society is a closely integrated group of social organisms of
the same species exhibiting division of labor.

According to sociologist Richard Jenkins, the term society refers to critical
existential issues of humans, namely [24]:

e The way humans exchange information, including both the sensory abilities and
the behavioral interaction.

e Often community-based performance and phenomena cannot be reduced to
individual behavior, i.e., the society’s action is “greater than the sum of its
parts”.

e Collectives usually have life spans, exceeding the life span of individual
members.

e All aspects of human life are tied together in a collective sense.

According to Richard Alston [25]:

“Society must be understood as a combination of functional, cognitive, and
cultural systems”. This view is illustrated by his “triangle heuristic model of
society” (Fig. 1.7).

Cognition is interpreted as meaning the issues that help people understanding the
difference between “what is” versus “what ought to be”.

Culture includes the social imperatives such as groups, values, status, roles,
authority, ideology, etc.

Function includes the institutional aspects of society, namely: norms (i.e., rules
that govern activity and behavior), moral statements, and sets of obligations and
expectations. Norms are combined to produce “roles”. A set of roles specifies the
individual. Groups match similar persons and interests and interact by means of

Fig. 1.7 Alston’s heuristic

model of society Cognition
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institutions and institutional complexes. Institutions are formed at the proper levels,
viz. community, local, state, nation, and international, as may be required.

Society is sometimes separated from culture. According to Clifford Geertz
“society is the organization of social relations, while culture emerges from symbolic
forms (beliefs, ideologies, etc.)”. In political science, the term society usually
includes all the human relations, typically in contrast to the rulers (government,
etc.) within a territory (state). An ideology links an individual’s perceptions to those
dominating in the overall society and provides a basis for consensus at the group
level. In other words, ideology is a way of looking at and perceiving the world,
shared by the members of a community. A society changes as any one of its
elements changes persistently. Change results in stress, but it is needed for adap-
tation and adjustment to new internal and external conditions (see Chap. 13). When
the cognitive, cultural, and functional changes, accumulated over time, are no
longer compatible with the ideology that served to interpret them, and solutions to
social problems are no more possible within the existing systems of information and
social organization, then revolutionary change takes place (as, e.g., the revolu-
tionary change occurred in Western societies between the medieval period and the
modern era). The study of human society is still continuing. Sociologists investigate
human behavior from different viewpoints such as the cultural, economic, political,
and psychological perspectives, both qualitatively and quantitatively.

Basic issues included in these studies are the following:

e General individual and group behavior (genetic inheritance and social
experience/organization factors and issues)

Cultural factors and norms (tradition, beliefs, etc.)
Social-conflict factors (internal and external)
Social-trade-off factors (material or economic)

Economic factors

Political factors

Professional- and scientific-society factors

Interaction of societies (cultural, civil, technological, etc.)
Immigration factors

Social change/evolution factors.

Some free online information sources on these issues of human society
diachronically are provided in [26-29]. For an early and a recent book on human
society, see [30, 31].
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1.4 Evolution of Life and Human Society

Both life and human society have taken their present form through several evolu-
tionary processes over the past millions of years (biological life) or thousands of
years (human society). Our purpose here is to briefly discuss this evolution sepa-
rately, for both overall life on Earth and human society.

1.4.1 Origin and Evolution of Life

Scientists estimate that the Earth’s atmosphere with the proper composition of
oxygen, hydrogen, carbon, and nitrogen that allowed the creation of life was present
about 3.9 billion years ago. They also believe that the Sun’s energy, heat, and
radioactive elements originated the formation of nucleic acids and proteins with
replicating genetic code. These tiny entities have then self-organized and evolved,
resulting in the first simple forms of life. At about 3.8 billion years ago, the
fossilization of Earth’s cellular life forms started. The fossilized cells resemble
current cyanobacteria. These cells were given the name prokaryotes (also called
monera) and contain a few specialized structures with their DNA not confined to a
volume defined by a membrane. According to “your Dictionary.com”, the name
“prokaryote” comes from the Greek “mpo” (pro = before) and “rxdpvov (kopddr)”
(caryon = walnut) [32]. See also [33]. The more complex cells of plants and ani-
mals, called eukaryotes, from the Greek “ev” (eu = good) and “kapvov”

Origin of Earth 4.5 billion years (by) ago

Rise of life \
=" 4.0 by ago
. = ) 0yag .
Advent of Oxygen /4 I)—by—aFégst photosynthesis
First simple cell plants (eukaryotes)

2.0 by ago

1.0 by ago

«— Multicellular eukaryotes (680 my ago)
«+«——— First inverterbrates (600 my ago)
500 million years (my) ago

400 my ago

300 my ago First flowering, plants and insects

Present
First land plants
and animals

First amphibians First mamma

First reptiles First primates

Fig. 1.8 Approximate time of appearance of the Earth’s principal species of plants and animals
(Darwinian evolution of species). This estimation is, in many cases, supported by fossil evidence
(by = billion years, my = million years). A more detailed pictorial illustration of the evolution of
life on Earth is provided in: http://blogs.egu.eu/network/palaeoblog/files/2012/10/life-on-earth.jpg
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(karyon = walnut), first appeared about 2.1 billion years ago. These cells have a
nucleus bounded by a cell membrane and numerous specialized structures confined
within the bounded-cell volume. The multicellular organisms, which are made by
well-organized collections of eukaryotic cells, first appeared about 680 million
years ago. At about 570 million-years ago, multi-cellular life was enormously
diversified, with all but one of the modern phylum of animal life existing on Earth
today. Fish first appeared about 500 million years ago (Ordovician Period) [34-37].

Figure 1.8 shows the approximate (estimated) time of the occurrence of the
principal events of the evolution of life on Earth, which itself came into existence
about 4.5 billion years ago. We can see that the plants and animals familiar to us
(e.g., marine invertebrates such as shell-making ammonities) appeared about 540
million years ago), then fish, amphibians, reptiles, mammals, the first primates, and
finally humans. The life thread that continues in the oceans indicates that the
evolution of aquatic life continues up to our present time.

One of the difficulties of Darwinian evolution of species is, according to Stephan
Jay Gould ([119], p. 14), the existence of “gaps” in the fossil record. He states:
“Evolution requires intermediate forms between species and the paleontology does
not provide them. The gaps must therefore be a contingent feature of the record”.
This difficulty was also mentioned by Charles Darwin himself in his book (The
Origins of Species, 1859) as follows: “Geology assuredly does not reveal such
finely graduated organic chain; and this perhaps, is the most obvious and gravest
objection which can be urged against my theory. The explanation lies, as I believe,
in the geological record”.

The first known human-like primates (hominids) evolved in eastern Africa about
5.2 million years ago, during the so-called Pliocene Epoch (5.3-1.8 my), named
after the Greek words “mieiov” (plion = more) and “koivdg” (cenos = new) to
indicate that there were more new fossil forms than in previous epochs. Most
hominids lived probably in groups near (or inside) forests, and many later used
tools and weapons. The oldest hominid fossils (a jawbone teeth and a toe bone)
were found in Ethiopia (existing at about 5.3 my ago). A younger, almost complete
hominid skeleton (known as Lucy) was found in Hadar (Tanzania) revealing that
even the earliest hominids could walk upright on two legs. Then, we have the
Pleistocene Epoch (1,800,000-11,700 y), where the word “pleisto” comes from the
Greek “mAgictog” (most), which extended up to the beginning of the Holocene
Epoch at 10,000 years ago. By the start of the Pleistocene, the Earth entered a
cooler period of alternating glacial and interglacial phases, with arctic vegetation
inside the Arctic Circle, and taiga coniferous evergreen forests. Homo sapiens
appeared during the Pleistocene epoch about 400,000 years ago (evidence from
archaic fossils), and the earliest modern humans appeared only 170,000 years ago.
Our scientific knowledge of human evolution is improving continuously, as new
fossils are discovered and described every year. In general, over the years, our view
of our evolutionary past has changed as social attitudes have changed, after
Darwin’s publication entitled “The Descent Man” (1871).

During the Holocene epoch (8000 years-present), where the word “holo” comes
from the Greek “640¢” (holos = entire) to indicate the appearance of entirely new
fossil appearances, the Earth was relatively warm and had only small scale climate
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shifts (such as the so-called “The Little Ice Age” which started about 660 years ago
(1350) and lasted for about 300 years. The Holocene epoch is sometimes called the
“Age of Man”, although this may be misleading because modern humans evolved
and spread over the Earth, influencing the global environment in ways different
from any other organism, well before the Holocene period began.

On the basis of the above (Fig. 1.7), scientists divide living creatures into the
following three domains:

Archaea These are tiny and tough prokaryotes without a nucleus. They have been
recently discovered in hostile habitats like volcanic vents, hot springs, and saline
pools. Although they are similar to bacteria, molecular research has shown that are
biochemically and genetically very different from bacteria.

Bacteria Prokaryotes, small cells without nucleus. Except for cyanobacteria (see
Chap. 10), bacteria do not contain chlorophyll. They get energy to live through the
breakdown of organic matter via fermentation and respiration (i.e., they are
heterotrophs).

Eukaria (Eucaria) Organisms that have an eukaryotic-cell type. This class is
further divided in several life kingdoms, the four primary of which are: Protista,
Fungi, Plantae (plants), and Animalia (animals). Details about them can be found in
the literature [38—43]. Figures 1.9 shows a phylogenetic pictorial representation
(evolutionary tree) of the above three life domains and the life kingdoms of the
domain Eukaria.

Archaea and Eukarya share a common ancestor not shared by the bacteria. The
eukaryotic cell probably evolved only once. Many different microbial eukaryotic
(protist) groups emerged from this common ancestor [40].

The history of life and the approximate times of appearance of plants and
animals (see Fig. 1.9) can also be schematically presented in the form of a 30-day
calendar in which each “day” represents about 150 million years [40]. Earth came

Fig. 1.9 Phylogenetic
presentation of Archaea,
Bacteria and Eukaryota
kingdoms (source [40]).

A more detailed phylogenetic
representation is given in:
http://www.sheppardsoftware.
com/content/animals/images/
evolution_treeoflifechart.jpg
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into existence during the first day (30 x 150 million years = 4.5 billion years ago).
The origin of life is placed somewhere between the third and fourth day or about
3.0-4.0 billion years ago. Photosynthesis evolved in the 14th day, eukaryotic cells
evolved in the 20th day, and multi-cellular organisms in the 24th day. Aquatic life
and abundant fossils appeared in the 27th day, the first land plants and animals in
the 28th day; coal-forming forests, insects, first mammals, and dinosaurs during the
29th day; and the first birds, flowering plants and the rise of mammals during the
30th day. Homo sapiens appeared in the last 10 min of the 30th day, and recorded
history fills the last few seconds of day 30.

The theory of the origin of life and evolution of species described above is the
current, dominating theory widely-accepted by most biologists and scientists.
However, many biologists and physicists have published strong criticism of the
Darwinian approach, from various points of view. Space limitation does not allow a
detailed presentation of this criticism, which can be found in the literature. Here we
only list a few quotations which summarize the conclusions and views of the
respective scientists.

H.S. Lipson
“In fact, evolution became in a sense a scientific religion; almost all scientists have
accepted it and many are prepared to “bend” their observations to fit in with it” [93].

Sir Fred Hoyle
“In short, there is not a shred objective evidence which supports the hypothesis that
life began in an organic soup here on Earth” [94].

David B. Kitts
“Evolution at least in the sense of Darwin speaks of it, cannot be detected within the
lifetime of a single observer” [95].

Michael Behe
“Intelligent Design is an explanation of the origin of life that differs from Darwin’s
view”.

“Many systems in the cell show signs of purposeful intelligent design. What
science has discovered in the cell in the past 50 years is poorly explained by a
gradual theory such as Darwin’s” [96].

“Scientific theories are explanations of facts. That is why they are not facts. The
Darwinian theory of evolution, like all scientific theories is not a fact”. “Gaps in the
fossil record constitute valid objections to Darwin’s theory of evolution because
they are spaces for the miraculous appearance of species that have not evolved from
any other source” [96].

“Biology is irreducibly complex™ [96].

Hubert P. Yockey

“Biology is not irreducible complex because the bit string in the genome that
describes a protein is finite and stops after it produces the protein (i.e., the com-
putation is not performed indefinitely)” [101].
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“Contrary to the established and current wisdom, a scenario describing the
genesis of life on earth by chance and natural causes which can be accepted on the
basis of fact and not faith, has not yet been written” [97].

“The fundamental consideration in evolution is the genome, not the fossil record.
Gaps in the fossil record do not matter. What matters is that there are no gaps in the
genome from the origin of life to the present. It is the continuity of the genome that
shows the connectedness of all life-living, extinct and yet-to-be-evolved. That
means there are no gaps in which species miraculously appear, as Intelligent Design
falsely claims”.

“The origin of life is unsolvable as a scientific problem” [101, 102].

Collin Patterson

“It is easy enough to make up stories of how one form gave rise to another, and to
find reasons why the stages should be favored by natural selection. But such stories
are not part of science, for there is no way of putting them to the test” [98].

Klaus Dose
“Explanatory power (of the origin of life theory) is weak ... There are more
questions than answers” [99].

Freeman Dyson
“Pathways of evolutionary development in chemical origin of life, remain unex-
plained and even unimaginable” [100].

L. Harrison Matthews

“The fact of evolution is the backbone of biology, and biology is thus in the
peculiar position of being a science founded on an unproved theory—is it then a
science or a faith? Belief in the theory of evolution is thus exactly parallel to belief
in special creation—both are concepts which believers know to be true but neither,
up to the present, has been capable of proof” [103].

Richard Dawkins
“We are survival machines ... robot vehicles blindly programmed to preserve the
selfish molecules known as genes. This is a truth which fills me with astonishment”.
“Let us try to teach generosity and altruism, because we are born selfish”.
“The essence of life is statistical improbability on a colossal scale”.
“A universe with a God would look quite different from a universe without one.
A physics, a biology, where there is a God, is bound to look different. So the most
basic claims of religion are scientific. Religion is a scientific theory” [104].

Leslie E. Orgel

“It is extremely improbable that proteins and nucleic acids, both of which are
structurally complex, arose spontaneously in the same place at the same time. Yet it
also seems impossible to have one without the other. And so at first glance, one
might have to conclude that life could never, in fact, have originated by chemical
means. We proposed that RNA might well have come first and established what is
now called the RNA world ... This scenario could have occurred, we noted, if
prebiotic RNA had two properties not evident today: a capacity to replicate without
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the help of proteins and an ability to catalyze every step of protein synthesis [105,
p. 78]. The precise events giving rise to the RNA world remain unclear. As we have
seen, investigators have proposed many hypotheses, but evidence in favor of each
of them is fragmentary at best. The full details of how the RNA world and life
emerged, may not be revealed in the near future” [105, p. 83].

David E. Green and Robert F. Goldberger

“The popular conception of primitive cells as the starting point for the origin of the
species is really erroneous. There was nothing functionally primitive about such
cells. They contained basically the same biochemical equipment as do their modern
counterparts. How, then did the precursor cell arise? The only unequivocal
rejoinder to this question is that “we do not know™” [106].

John Maddox

“It was already clear that the genetic code is not merely an abstraction but the
embodiment of life’s mechanisms; the consecutive triplets of nucleotides in DNA
(called codons) are inherited but they also guide the construction of proteins ... So

it is disappointing that the origin of the genetic code is still as obscure as the origin
of life itself” [107].

Freeman Dyson “The more I examine the universe and study the details of its
architecture, the more evidence I find that the universe in some sense must have
known we were coming” [108].

More quotes and views with discussions are provided in [109-111]. The fight
among creationists, intelligent design promoters, and evolutionists is naturally still
being continued. Here, it is useful to note and have in our mind Albert Einstein’s
statement:

“We still do not know one thousand of one percent of what nature has revealed
to us”, where “nature” obviously includes living and nonliving processes and
phenomena.

Also, worth to mention here is the following quotation of Michel de Montaigue:

Nothing is so firmly believed as that which we least know.

1.4.2 Evolution and the Development of Human Society

As mentioned in Sect. 1.4, modern man appeared about 170,000 years ago with a
hunter-gathering societal organization. From that period, human society has passed
through three consecutive, largely overlapping, stages of development, namely
[45, 46]:

e Physical: Survival stage
e Vital: Vital needs (trade, etc.)
e Mental: Knowledge and empowerment of the individual.
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Each stage is distinguished by a predominant organization structure. The fol-
lowing provides a short description of these stages.

Physical stage This stage has evolved beginning with man’s origin, but in par-
ticular has developed over the last 10,000 years. During this period, primitive man
was a tribal inhabitant, just starting to develop social organization, using
stone-based tools for producing goods for his survival. During the physical stage,
people’s social activity was confined (compulsorily) within the tribe, and any action
outside the borders of the tribe was non-permissible. Natural phenomena (atmo-
spheric and other) caused severe insecurities.

Vital stage In this stage, man stared developing the basic productive processes and
controlling the physical forces surrounding him. People began to cooperate within
the collectives and to be concerned about human issues above the physical ones.
Traveling, cooperation, and information exchange between collectives started at
this stage, aiming at improving the conditions of life. The vital stage started
at around 500 years ago (i.e., approximately during the Renaissance era) and
continued over the next centuries of discoveries and explorations.

Mental stage This stage started about 170 years ago and achieved an increasingly
mature state during the last 60-70 years with the development of the so-called
“information and knowledge society”. During this period, a systematic codification
and organization of past knowledge has had a strong start, and proper training and
education methods are being developed and adopted in all areas of human concern
(science, arts, technology, politics, humanities, and spiritual fields).
Communications have expanded from wire and wireless communications, to
computer communications, multimedia, and the Internet. The quality of life is
improving, human life-expectancy is increasing, and the values of freedom, choice,
and democracy are strongly institutionalized. Overall, the mental stage has pre-
sently arrived to very high standards of education, health, social involvement, social
benefits, political freedom, quality of life, and an individual person’s potential and
wish fulfillment. It is believed by many thinkers that the mental stage is now
moving towards a spiritual age, where greater efforts are made to achieve unity,
peace, social cooperation, spiritual connectedness, and increased opportunities for
personal success, delight, and prosperity.

Although the term human development (HD) most commonly refers to economic
advancement, the term applies equally to social, political, and technological pro-
gress, all of which contribute to an optimum level of health and well-being. Recent
thinkers place emphasis on HD as something distinct and different from economic
growth. This distinction helps in establishing proper priorities and strategies of
development. A comprehensive development theory should be human-minded (or
human-centered), recognizing both the fact that a human being is the source and
primary motive force for development, and the fact that humans are the rightful
beneficiaries of social progress [44].

Development is above the process of social survival, by which a community
sustains itself at the minimum level of existence (basic needs) without trends for
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horizontal expansion or vertical progress. Development is also different from
growth, which is the expansion or proliferation of activities at any established level
of development (physical, vital, mental). Human-development theory is concerned
with issues that involve the question whether “modern societies” represent “pro-
gress” over “traditional societies”. To study this question, the development
researchers and scientists go back to the earliest foundations of modernization
theory with economies limited to “rural and agricultural levels”.
HD is classified as follows [45]:

Conscious development HD proceeds from experience to comprehension and
conscious understanding of the secrets of successful activities at various levels.

Natural versus planned development This separates the natural process of social
development from the planned development processes initiated by government.

Emergence of new social activities These activities deal with more complex and
efficient levels of organization. The development emerges from the subconscious
preparedness of society that produces new conscious ideas and initiatives in the
individual members. Here education and family help to assimilate these emergent
social processes and embed them in the social culture.

Some key issues of HD are the following:

HD requires energy, surplus, awareness, and ambition.
HD is performed in several dimensions, viz. social, economic, technological,
cultural, and spiritual.

e HD takes place by creating higher levels of organization and knowledge
exploitation through the organized use of the best available technology at each
time.

e HD is facilitated by higher levels of energy use, efficiency, productivity, cre-
ativity, quality, and accomplishment.

e HD can be achieved if the required change of attitudes, social beliefs, and life
style are adopted and institutionalized.

e HD is speeded up when the awareness of opportunities spreads, aspiration
increases, and infrastructure is utilized.

Going on further to our discussion on HD, we point out that the creator of all
resources is the human mind and intelligence. HD enables a human to choose his/
her priorities, i.e., it is concerned with the “broadening of human choices”. The
three fundamental components of HD that contribute synergetically to the widening
of human choices are:

e Socioeconomic development
e Emancipative value change
e Democratization.

Socioeconomic development is the most important component of HD and
includes among others technological modernization, automation, productivity
enhancement, improvement of health and quality of life, rising levels of education,
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increases of personal income, etc. This component increases individual resources
and therefore provides people with the objective means of choice.

Emancipative value change is the second component of HD that contributes to
human choice and is compatible with the fact that human choice does not depend
only on human resources, but it is also strongly influenced by the individual’s
motivation and mind. In all cases, this change has the result that conformity values
that subordinate human autonomy to community rules tend to be replaced by more
emancipative values that are dominated by human choice.

Democratization is the most remarkable development of modern society. During
the past five or six decades, democratization has occurred in two distinct ways, viz.:
(i) many authorization regimes evolved to formal democracies by establishing
democratic constitutions, and (ii) most of the existing formal democracies have
applied or widened direct democratic institutions leading to rising levels of direct
civic participation.

Other components of HD include, but are not limited to, communications,
large-scale transportations, cultural progress, and spiritual life. All these compo-
nents create rising expectations for individual personal progress, which is a fun-
damental indicator of the maturity of the mental stage of HD. This is because all
development reduces to the development of human beings. Thorough discussions on
all these components of human society’s development are provided in [45-47].

The socioeconomic component combines social issues in several ways, such as
those mentioned before, with economic policies that were developed and adopted in
various countries over time. The term “economics” comes from the Greek
“orkovouixog” (economicos = cheap), which is a good practice in household-
budget management. The modern field of economics was initiated in the 17th and
18th centuries as the Western world started its gradual evolution from an agrarian to
an industrial society.

The fundamental economic problems faced in all epochs have been the same,
namely:

e Given that our resources are limited, how do we choose what to produce?

e What are the best and stable prices, and how do we guarantee the full usage of
our resources?

e What policies must be followed to achieve a rising standard of life both for
ourselves and future generations?

The study of these questions has led over time to the development of several
distinct economic theories and models with relative merits and drawbacks [58-69,
113-116]. These are the following.

Mercantilism was the model used by merchants during the 16th and 17th cen-
turies. This theory is based on the assumption that a nation’s wealth was mainly the
outcome of gold and silver accumulation. Mercantilists advocated the enforcement
of state prices on foreign goods to restrict import trade.
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Physiocrats developed (in France during the 18th century) the model of a circular
flow of income and output. Physiocrats had the belief that agriculture was the
unique source of economic wealth, in contrast to mercantilists, who supported
enhancing trade at the expense of agriculture. Physiocrats endorsed the principle of
minimal government interference in the economy (in French “laissez-faire™).

Classical Economics This is widely considered as the first modern school of
economic thought. It began in 1776 with Adam Smith’s seminal work “The Wealth
of Nations”, for which he is recognized as the father of “free market economics”. In
Smith’s theory, the ideal economy is a self-regulating market system that auto-
matically satisfies the economic needs of the people. Other major developers of
classical economics include Jean-Baptiste Say, David Ricardo, Thomas Malthus,
and John Stuart Mill. Smith incorporated in his theory some of the physiocrats
concepts (including “laissez faire”), but did not accept the position that only
agriculture was productive. David Ricardo focused on the distribution of income
among landowners, workers, and capitalists, in contrast to Smith who placed
emphasis to the production of income. Thomas Malthus used the idea of dimin-
ishing returns to explain low living standards, and challenged the idea that a market
economy tends to produce full employment. He attributed unemployment to the
tendency of economy to reduce its spending by over-saving.

Marginal Economics While classical economics is based on the assumption that
prices are determined by the cost of production, marginal economists gave
emphasis to the fact that the prices also depend upon the level of demand, which
varies according to the degree that consumers are satisfied by the offered goods and
services.

Marxist School This school challenged the principle of classical economic theory.
Actually the term “classical economics” is due to Karl Marx and refers to Ricardo’s
and Mill’s theory of economics. This term is currently used for all economic
theories followed Ricardian economics. Marx and Engel developed the so-called
“historian materialism” [63, 64]. According to this theory, manifestations of
existence and evolution were based on the necessity of labor and production.
Specifically, this theory asserts that as long as the labor mode (breeding, cultivation,
handicrafts) were just permitting the production of the absolutely necessary means
for the existence of the particular worker, there was not the need to exploit the work
of others. But as soon as man, due to the growth of productive forces and tech-
nology, was able to produce a surplus beyond the minimum requirements, this
surplus was usually taken by other people. This process has passed through several
stages, i.e., Slavery, Feudalism, and Capitalism. Marx predicted that capitalism
would create misery for workers, since the struggle for profit would lead the cap-
italists to apply labor-saving processes, producing a “reserve army of the unem-
ployed” who would eventually rebel and seize the means of production.

Institutionalist Economics This economic model, also known as “Institutionalist
political economy”, considers the individual economic process to be a part of the
larger social process which is affected by currently established views of thought and
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life styles. Therefore, institutionalist economists reject the narrow classical eco-
nomic model that assumes that people are primarily driven by economic
self-interest. In contrast to the “minimal government interference” (laissez-faire) of
physiocrats, the institutionalist economists propose that government control and
social reform are necessary for bringing about as much as possible an equal dis-
tribution of income. The institutionalist political economy model has its roots to
Thorsten Veblen’s view that there is a separation (dichotomy) between technology
and the operational aspects of society. New variants of institutional economics give
emphasis on the role of institutions in minimizing the economic transactions costs
and regard markets as an outcome of the complex interaction between the various
institutions: individuals, companies, government, and social norms. The role of law
in economics was of major concern since 1924, the year in which John R.
Commons published his work “Legal Foundations of Capitalism”. Institutional
economics has also broadened the area of economics by including cognitive,
psychological, and behavioral issues, in addition to the standard technocratic
assumptions about economic activity.

Keynesian Economic Theory This theory is opposite to the line of thought of
classical theory according to which, in a recession, wages and prices would be
decreased to restore full employment. Keynes, in his 1936 publication “Theory of
Employment, Interest and Money”, argued that falling wages, by depressing peo-
ple’s incomes would not allow a revival of spending. His position was that direct
government intervention was necessary to increase total spending. He reasoned
theoretically that the use of government spending and taxation can stabilize the
economy. Specifically, government must spend and decrease taxes when private
spending is insufficient and threatens a recession, and must reduce spending and
increase taxes when private spending is too high and threatens inflation.

Monetarists Economic Theory This theory was developed in the 1970s by Milton
Friedman who challenged the Keynesian conservative economic theory [113—-116].
According to Friedman: “inflation is always and everywhere a monetary phe-
nomenon”. He accepted the Keynesian definition of recession, but rejected the
therapy policy. He reasoned that government should maintain the money supply,
increasing it slightly each year to enable the natural growth of economy. The
control policies that can be used for this purpose include:

Open-market operations
Funding

Monetary-base control
Interest rate control.

Friedman coined a new definition of money as “monetary aggregates” that
include virtually everything in the financial sector (saving deposits, money market
accounts, etc.), which is different from the definition used by most economists (i.e.,
cash circulation and its close equivalents such as checking accounts). Friedman
argued that an excessive increase in the money supply leads inherently to inflation,
and that monetary authorities should solely maintain price stability. He derived a
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quantified monetary rule (known as Friedman’s k-percent rule) by which the
money supply can be determined computationally, helping economic bodies to
enact their best monetary policy decisions. Monetarism was most popular in the
1970s and 80s.

Two theories that historically have strongly challenged the theory of “free market
and globalization” are the dependency theory [70-72], and the world-system theory
[73=77]. Dependency theory (first formulated in the 1950s), argues that low levels of
development in underdeveloped countries (called the peripheral countries) spring
from their dependence on the advanced economies (of the rich or core countries),
which are further enriched at the expense of the peripheral countries own wealth. The
world-system theory was developed by Immanuel Wallerstein and lies somewhere
between the theories of Weber and Marx [75-77].

A recent book that explains that “capitalist freedom” is a two-edged sword, is
“Capitalism and Freedom: The Contradictory Character of Globalization” of
P. Nolan [78]. He states that, although many benefits of capitalism and global-
ization are visible when compared to the economic organization of non-capitalist
systems, in our times we experience severe undesirable results for both the natural
environment and the population. Actually, as P. Nolan argues, capitalist global-
ization’s contradictions have intensified. It is generally recognized that they visibly
threaten the environment and widen global inequality, within both rich and poor
countries, and between the internationalized global power elite and the mass of
citizens rooted within the respective nation. The author explores comprehensively
the impact of the globalized economic phenomenon on individual and social
liberties

Human Development Ranking The major current measure for ranking human
well-being and development in various countries worldwide is the so-called human
development index (HDI) which is a quantitative combination of three particular
indicators namely: (i) life expectancy at birth, (ii) adult literacy rate, and (iii) gross
domestic product (GDP) that measures the income per capita [79, 80]. In 1990, the
United Nations Development Program (UNDP) launched the human development
report (HDR), which is published in more than 12 languages and takes into
account, in addition to the above three components of HDI, the Gender-related
Development Index (GDI), the Gender Empowerment Measure (GEM), and the
Human Poverty Index (HPI). Each year, HDP is devoted primarily to one or more
distinct challenges facing humanity. For example, the 2007-2008 HDR was pri-
marily focused on climate change, and the 2009 HDR on the migration process and
its effects on growth and health. Countries with HDIs below 0.5 are classified as
“low-development” countries, and countries with an HDI > 0.8 as “high devel-
opment” countries. Details about HDI and HDR are provided in [80, 81].
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1.5 Fundamental Elements of Some Specific Societal
Aspects

As mentioned in Sect. 1.1, the term “pillar” is used for a fundamental element that
provides a “firm support” in a variety of natural processes, and human activities,
and creatures (material, cultural, and social). For completeness in this section, we
provide a brief outline of some human-society “fundamental elements” that refer to
processes beyond the ones extensively covered in this book. These are the
following:

e Pillars of democracy
e Pillars of fulfilled living
e Pillars of sustainable development

1.5.1 Pillars of Democracy

The term “democracy” comes from the Greek word “dnuoxpatioc” (demokratia:
onpog (demos) = public (people) + kpdtog (kratos) = rule/power/state). The rules
and procedures of democracy go back to Athenian Democracy (508-322 BC) in
which the founder of democracy was Pericles [82].

One of the basic principles of Athenian Democracy (“freedom-of-speech”
principle) is expressed by the following question addressed to the citizens in “public
forums” and “general assemblies’:

“T1g ayopederv fodietar;”

“Who wants to make a speech?”

Today, there are many variations of democracy all over the world, and it is
generally accepted that the “pillars” of a sound institutionalized democracy include
at least the following “musts™ [83, 84]:

¢ Pillar 1—Elections: The elections must be free and fair. No one individual or
group can monopolize power over the election process.

o Pillar 2—Political Tolerance: Minorities must benefit equitably from the
election process. The minority’s civil rights must be respected, tolerated, and
protected in order to secure a sustainable democracy.

e Pillar 3—The Rule of Law: Political action must be subject to democratic laws
and take place within the bounds of a proper judiciary and regulatory
framework.

e Pillar 4—Free Press and Expression: The nature and extent of the democratic
political system are indicated by what the citizens are permitted to say, print,
discuss and publicize. A free press is a must and provides a measure of the
freedom of expression in the society.



1.5 Fundamental Elements of Some Specific Societal Aspects 29

¢ Pillar 5—Accountability and Transparency: A democratic government must
be accountable and its actions must be transparent. The same is true for indi-
vidual institutions. The goal of accountability and transparency is to protect the
citizens from misguided policies and practices that enrich a few at the expense
of the many.

¢ Pillar 6—Decentralization: Government must be close to the people governed
and funding and resources must be decentralized. The local communities pro-
vide good ways to see how democracy is linked to the everyday lives of the
people.

e Pillar 7—Civil Society: A healthy democracy provides strong vitality to its
civil society. Citizens must have a role to play in participating in the
public-policy making and checking the government’s decision making. Forums,
clubs, charities, professional unions, think tanks and other special-purpose
societies are included in the civic-society umbrella.

In general, democracy can be compressed into the following rule: “government
of the people, by the people and for the people”. Unfortunately, this is not always
strictly and fully followed, despite contradictory declarations by politicians and
gOVernors.

1.5.2 Pillars of Fulfilled Living

Nature is governed by unchanging laws that are continuously working in our lives
no matter if we know and understand them or not. In the Freedom Technology’s site
(London) [86] the following five pillars of fulfilled living are discussed:

Pillar 1—Freedom, sovereignty and privacy: This pillar includes processes and
policies that protect and maintain what rightfully belongs to the individual.

Pillar 2—Good bodily health: A person is free from pain and discomfort inde-
pendently of any controlling medical treatment.

Pillar 3—Relationship principles: Skills and practices that secure good relation-
ships with other people and life-long love.

Pillar 4—Absolute truths: They help to promote true prosperity from within in
agreement with the known laws of nature, as proven by reality and not simply based
on traditions.

Pillar 5—Wealth creation and financial freedom: This can be achieved by
encouraging the individual to exert his/her own skills and use profitably his/her own
time, thus personally escaping the constraints of a salaried position.
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1.5.3 Pillars of Sustainable Development

Sustainability is, according to Robert Gilman, “the ability of a society, ecosystem,
or any similar ongoing system, to continue operating in the indefinite future without
being forced into decline via exhaustion of key resources” [44]. Sustainable
development usually refers to ecological sustainability, but currently other forms
such as economic, societal, and cultural sustainability are noticeably entering the
scene. The three pillars of sustainable development most-commonly considered are
[44]:

e Economic growth
e Social progress
e Environmental protection

In [87], Keith Nurse, prepared a report for the Commonwealth Secretariat, in
which he adds “culture” as the fourth pillar of sustainable development. Here, we
will briefly describe all these pillars of sustainable development.

Pillar 1—Economic growth: According to Munro (1995) [87], this must be
compatible with the need to strike a balance between the costs and benefits of
economic activity, within the confines of the carrying capacity of the environment.
Economic growth should not be achieved at the expense of intergenerational equity.
Pillar 2—Social progress: Social sustainability is achieved by respecting social
values and norms, which are largely intangible “ethical” values and relate to lan-
guage, education, work styles, and spiritual issues. Social progress assumes, as a
prerequisite, the satisfaction of basic needs within the society (food, clothing,
shelter), and equity in the distribution of resources.

Pillar 3—Environmental protection: The protection and preservation of the
quality of the environment is the cornerstone of sustainable development.
International concerns about the environment are evidenced by the UN series of
summits and declarations started in 1992 (Rio de Janeiro), and continued with the
Copenhagen Declaration (1995), the Kyoto Protocol (COP3, 1997) {http://unfcc.
int/kyoto_protocol/items/2830.php}, the 11th UNCCC (Climate Change
Conference) at Bali (India, 2007), and the UNCC (COP15) of Copenhagen
(December 2009). General information about on-going events about environmental
protection is provided in [88].

Pillar 4—Culture: Often, culture is considered narrowly, not linked to the wider
sustainable-development debate. The connection of culture to development was
systematically pointed out by Serageldin and Martin-Brown (1999) [87]. Today the
concept of sustainable development has matured and embodies culture as one of its
key elements. Wallerstein (1991) states that the possibilities for an ecologically
sustainable future depend on how “production cultures” and “consumption cul-
tures” are adapting to ecological, socio-political, and technological changes. Today
it is understood that the cultural sector plays a dual role, i.e., it is an arena for social
identity formation and an arena for economic growth potential on the basis of
intelligent and technological properties and capabilities.


http://unfcc.int/kyoto_protocol/items/2830.php
http://unfcc.int/kyoto_protocol/items/2830.php

1.5 Fundamental Elements of Some Specific Societal Aspects 31

Closing our discussion on the societal pillars, we just list the pillars of the

following aspects:

Pillars of dynamic schools (communication and relationship, leadership and
empowerment, planning and evaluation, collaboration, accountability and
responsibility, consistency, and redundancy) [89].

Pillars of prosperity (energy, economy, integrity, sympathy, sincerity, impar-
tiality, and self-reliance) [90].

Pillars of market leaders (vision-directed, customer-driven, innovative, flexible/
adaptive, intellectual-capital oriented, and knowledge-based) [91].

Pillars of science (matter—quantum theory, life, the mind-intelligence) [67].
Pillars of instructional technology (philosophy of technology, history of tech-
nology, and technological leadership) [118].

Pillars of education (learning to live together, learning how to acquire
knowledge, learning how to act, and learning for life) [85].

Worth mentioning is also the working paper of the American Economic

Foundation (AEF): “The Ten Pillars of Economic Wisdom” [92].

1.6 The Five Fundamental Elements of This Book

The five fundamental elements of life and human society that are the subject matter
of this book are:

e FEnergy

Fig. 1.10 The pentagon
representation of LHS. The
energy element is the basic
prerequisite of all the other
elements

Elements
of

Life
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Fig. 1.11 Four energy

sources: the Sun (the source ,
of life on Earth), solar energy ]
system, electric energy, and
wind energy

Information
Feedback
Adaptation
Self-Organization

These elements/pillars support both the life and the society and have also a
technological content. From the seven biological pillars of life suggested by
Koshland (see Sect. 1.2.5) compartmentalization, regeneration, and seclusion pil-
lars are biological characteristics of life only, and do not directly apply to society.
The program can be considered to be involved in the information pillar, and
improvisation is included in adaptation. Likewise, the pillars of democracy,
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Fig. 1.12 Four examples for
information: computer,
computer network, DNA, and
the human brain

Fig. 1.13 The feedback
concept
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Fig. 1.14 Representation of ,
adaptation L U N pe———
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Diverse agents interact
within boundaries (rules)

education, fulfilled living, sustainable development, prosperity, etc., discussed in
Sect. 1.5 are fundamental elements (characteristics) of society that do not have a
biological nature or interpretation. The full gamut of fundamental elements of life
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Fig. 1.15 Two instances of
self-organization

and human society involves the union of the biological and societal aspects.
Therefore, considering “life and human society” as a “Temple”, like Koshland, we
can use a temple that has five central columns accompanied by a left-hand, side
column standing for the pure biological elements and a right-hand side column that
stands for the pure societal (humanistic, economic, cognitive, cultural, and func-
tional) aspects. Here we represent the five common (central) elements of life and
society by a pentagon as shown in Fig. 1.10, with energy as its base.

In this book, these five central (common) fundamental elements/pillars of LHS
will be considered with emphasis on their diachronic technological issues. Chapters
1-9 discuss the conceptual and methodological aspects of the five elements,
including the historical landmarks of their evolution and development. Chapters 10
—13 discuss the connection, role, and impact of these elements to the life and human
society, including evolutionary aspects and modern applications.

Figure 1.11 shows four sources/types of energy, Fig. 1.12 shows four pictures
for information, and Figs. 1.13, 1.14 and 1.15 show pictures for feedback, adap-
tation, and self-organization (Figure 1.14).

1.7 Concluding Remarks

In this introductory chapter, the question “what is life” was addressed and the basic
concepts of “cell biology” (living cell, nucleotides, DNA/RNA, proteins) were
discussed. Then, the meaning of society was analyzed. The evolution of life and
human society was presented in some detail, also including a number of views
(expressed as quotations) about the origin of life and evolution that support or
criticize Darwin’s theory. Next, the fundamental elements/pillars of a number of
specific societal aspects were briefly outlined. These elements have a “pure soci-
etal” nature and concern the aspects of democracy, education, fulfilled living, and
sustainable development. The five fundamental elements: energy, information,
feedback, adaptation, and self-organization, which are the subject matter of this
book, are actually common elements of life and society, and as such they have been
studied in “life sciences” and “social sciences”, and “engineering sciences”, often
from different points of view.
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In this reference book, we will present the underlying concepts, principles,
methods, and applications of these five fundamental elements, in a collective way,
aiming at convincingly demonstrating their roles (individual and combined), and
their impact on the existence, evolution, operation, maintenance, and sustainability
of life and modern human society.
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Chapter 2
Energy I: General Issues

The history of man is dominated by,
and reflects, the amount of available energy.
Frederick Soddy
The scientist discovers a new type of material or energy
and the engineer discovers a new use of it.
Gordon Lindsay Glegg

Abstract Energy is the basis of everything. It is the dominant fundamental element
of life and society. Its movement or transformation is always followed by a certain
event, phenomenon, or dynamic process. Energy is used by humans to acquire
useful minerals from earth, and construct technological creatures (buildings,
transportation systems, factories, machines, etc). The energy used by end users in
our society comes from exhaustible sources (coal, fuel oil, natural gas),
non-exhaustible (renewable) sources (hydroelectric, wind, solar) or from alternative
sources (bio-alcohol, biodiesel, liquid nitrogen, hydrogen). In this chapter, we
provide a historical tour to the energy and thermodynamics studies and develop-
ments, accompanied by an exposition of the fundamental aspects of energy. These
aspects include the energy concept itself, the energy types, the energy sources, and
the impact of energy generation and use on the environment.

Keywords Energy - Energy types - Kinetic energy - Potential energy
Evidence of energy - Available energy - Sensible energy - Latent energy
Chemical energy - Nuclear energy - Energy sources - Exhaustible/renewable
energy sources - Reversible/irreversible process - Fossil/non-fossil fuels

2.1 Introduction

Energy is the most fundamental prerequisite for all living organisms on Earth and
engineered (man-made) systems to live, operate, and act. It is one of the most
important physical concepts discovered by human. In the elementary textbooks,
energy is defined as the “ability to do work”. To do all things we do, we need
energy. More generally, things can change because of energy. For example, by
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taking concentrated energy in the form of oxygen plus food, we can perform both
the unconscious synthesis of the complex biological substances required for our
bodies and our conscious physical and mental work, returning to nature-diffused
energy as body heat and less-concentrated-energy substances.

Using energy, we can acquire from the Earth useful minerals, construct powerful
complex machines, etc. The energy used by end users in our society (car manufac-
turers, wind turbine makers, dairy farmers, and so on) comes from fossil sources (coal,
fuel oil, and natural gas), and electrical energy generated using fossil, nuclear fuel, and
renewable-energy sources (wood, hydroelectric, wind, solar, etc.). Humans need energy
to walk, to run, to read a book, to think, and even to sleep, and so on. Nearly all
buildings (homes, offices, etc.) need energy for lighting, air conditioning, water heating,
space heating, and lift systems. To run our office equipment (computers, printers, fax
machines, etc.), we need energy. Energy is used to light our cities, power our vehicles,
industrial plants, trains, airplanes, etc. In general, we buy energy, we sell energy, try to
conserve energy, convert energy, and so on. Energy can be transferred from one place
to another and can be transformed from one form to another. Every time energy moves
or changes form, a certain event takes place (e.g., something moves, gets warmer or
cooler, breaks, falls down, and so on). Therefore, to understand the processes that occur
in natural and man-made systems, we must study energy’s behavior, i.e., what happens
when energy moves or changes form.

This chapter gives a brief exposition of the basic issues of energy, namely the
energy concept itself, energy types, energy sources, and the impact of energy on the
environment, including a tour of the principal historical landmarks of energy and
thermodynamics.

2.2 What is Energy?

Energy is a physical concept that cannot be defined in the usual concrete way.
Actually, most of the authors in physics, energy, and thermodynamics bypass the
definition and describe energy through the physical and mathematical properties of
its various manifestations [1-8]. The term, “energy” comes from the Greek word
“evépyela: energeia” (action, activity, operation) and “evepyds: energos” (active,
working). Aristotle used the term “evépyeia’ to clarify the definition of “being” as
“potency” (dOvapic-dynamis: force) and “action” (energeia). The elementary def-
inition of energy as “the ability to do work” is more a property, a characteristic of
energy, than a definition, and applies only to mechanics. In [7], energy is introduced
as follows: “While it is difficult to define energy in a general sense, it is simple to
explain particular manifestations of energy”. In [8] it is stated that, “Energy is
inherent in all matter. Energy is something that appears in many different forms that
are related to each other by the fact that conversion can be made from one form of
energy to another. Although no simple definition can be given for the general term
energy, E, except that it is the capacity to produce an effect, the various forms in
which it appears can be defined with precision”. Richard Feynman, a famous
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physicist and Nobel Laureate, in his lectures on Physics (textbook) [4, 7] introduces
energy by saying:

It is important to realize that, in physics today, we have no knowledge of what energy is.
We do not have a picture that energy comes in little blobs of a definite amount... There is a
fact, or if you wish, a law, governing natural phenomena that are known to date. There is no
exception to this law; it is exact, so far we know. The law is called conservation of energy;
it states that there is a certain quantity, which we call energy, that does not change in
manifold changes which nature undergoes. That is the most abstract idea because it is a
mathematical principle; it says that there is a numerical quantity, which does not change
when something happens. It is not a description of a mechanism or anything concrete; it is
just a strange fact that we can calculate some number, and when we finish watching nature
go through her tricks and calculate the number again, it is the same!

Following David Watson [9], energy can be described in a general way as follows:
“Energy is a property or feature of matter that makes things to move or change
condition (state), or has the capability (potential) to make things to move or change”.

In all cases, if anything moves, changes state, or happens, there is an energy change,
i.e., either a change of energy form (e.g., kinetic energy of wind or water falling energy
to electrical energy) or a change of location (e.g., heat flow from one object to another
object). Without energy, nothing would ever move or change or happen. The “changes
of condition” include all possible changes in nature, such as a change in chemical
composition due to a chemical reaction, change of thermodynamic or systemic state,
change of phase (solid to liquid, liquid to vapor, and vice versa), changes in pressure,
change of the position of a mass, and so on. Energy “feeds” earthquakes and volcanoes,
“powers” bacteria, and “drives” tornadoes, typhoons, and tidal waves. Cosmologists
have attempted and are attempting to explain the origin of our universe (cosmogony)
via theories that are based on energy. Today, the theory that is accepted by most
cosmologists is the Big Bang theory. The Big Bang consisted of an explosion of space
with itself, different than the explosion of a bomb, the result of which is the outward
propulsion of fragments. At the very beginning after the Big Bang (about 15 billion
years ago), there was only an extremely hot plasma soup, which began to cool at about
10 into—43s after creation. At that time, an almost equal (yet asymmetrical) amount of
matter and antimatter existed. These materials collided and destroyed one another,
creating pure energy, but with an asymmetry in favor of matter, with the discrepancy
growing larger as the universe began to expand. As the universe expanded more and
more, and so cooled, common particles called baryons began to form that include
photons, neutrinos, electrons, and quarks and became the building blocks of matter and
life, as we know it [10-13]. Generally, all the cosmological and astronomical phe-
nomena of galaxies, stars, nova, etc., are large-scale transformations of matter into
energy or manifestations of energy movement or the transformation of potential energy
into kinetic and radiant energy [14].

The Big Bang model of “cosmogony”, like other scientific cosmogony models, is
supported by the abundance of the “light elements” hydrogen and helium found in the
observable universe, and by other evidence such as the movement of galaxies away
from us (Hubble’s Law), etc. Cosmogony is an area where science and theology meet
in their effort to explain the “supernatural” event of the cosmos’ creation [11, 15].
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In our observable world, energy is the ultimate agent of change, the mother of all
changes [6]. Therefore, to study energy, one must learn how it behaves and what it
can do. Using this knowledge, humans build all human-made systems: numerical
machines, manufacturing systems, power plants, computers, robots, control sys-
tems, aircraft, and so on.

2.3 Historical Landmarks

The history of energy and thermodynamics represents a substantial part of the
history of physics, chemistry, and science. Here only the principal landmarks will
be presented. More extensive presentations can be found in [1-3, 6, 16-21, 22-31].

Ancient Times The ancients related heat with fire. The Egyptians viewed heat as
related to their origin mythologies. In ancient Greece (fifth century BC),
Empedocles formulated his four-element theory according to which all substances
derive from earth, water, air, and fire. It appears that the fire element of
Empedocles is probably the principal ancestor of the J. J. Becher Combustion
theory (1669) that was further developed and renamed as phlogiston theory by
Georg Ernst Stahl (1694-1734). Phlogiston theory was later disapproved by
Antoine Lavoisier, who discovered oxygen and proposed the caloric theory. The
Greek philosopher Heraclitus expressed his famous proverb: “All things are
moving” (~500 BC), and argued that the three fundamental elements of nature
were fire, earth, and water. For the above proverbial expression, Heracletus is
known as the “flux and fire” philosopher. Furthermore, Leucippus and Democritus
formulated the first philosophy of atomism which is considered today as the primary
link between thermodynamics and statistical mechanics. Atomism was further
developed to the subsequent atomic theory, which was validated in the twentieth
century by the experimental proof of the existence of atoms. Another stepping stone
that inherently stimulated the development of modern thermodynamics seems to be
a “poem” of Parmenides entitled “On Nature”in which he postulated that a void
(today’s vacuum) could not occur in nature. It was Otto von Guericke who proved
Parmenides’ postulation through his vacuum pump, incorporated into his celebrated
“Magdeburg Hemispheres”.

1676-1689 Gottfried Leibniz developed the precursor to the energy concept with
his vis viva (living force) quantity defined, for a system of interacting objects, by the
sum [37, 38] :

E miuiz
i

where m; stands for the mass and v; for the velocity of the ith interacting object.
Leibniz observed that, in many cases, vis viva was the same before and after the
interaction. Newton developed the concept of momentum given by:
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E m;v;
i

which is conserved in all interactions (conservation of momentum law). It was later
established that both quantities are conserved simultaneously (e.g., in elastic
collisions).

1776 John Smeaton publishes the results of his experiments on momentum, kinetic
energy, and work that supported the conservation of energy.

1802-1807 Thomas Young uses for the first time the term energy (from the Greek
gvépyelo—energeia) to replace Leibniz’s vis viva. Young defined energy as
E = mv’.

1819-1839 Gustave Coriolis and Jean-Victor Poncelet recalibrated vis viva as:

= I/I’ll)2

2

which determines the conversion constant for kinetic energy (vis viva) into work.
Coriolis used the term quantity of work (quantité de travail) and Poncelet used the
term mechanical work (travail mecanique). The precursor to “potential energy” is
the term vis mortua (dead force) and the term “ergal” used by Clausius, who
showed that the energy U of a system is equal to vis viva T plus ergal J (i.e.,
U =T+J), and that the energy U remains constant during any motion (conser-
vation of energy). The term potential energy was introduced by William Rank in
1853 [39].

1824 Sadi Carnot publishes his work “Reflections of the Motive Power of Fire” in
which he studies the operation of steam engines using caloric theory. Through the
development of the concept of reversible process (and postulating that such a
process does not actually occur in nature) he discovers the concept of entropy. He
stated that in, all heat engines, work (motive power) can be produced whenever a
“fall in caloric” occurs between a hot and a cold body. Carnot proved that if the
body of a “working substance” (such as a body of steam) is brought back to its
original state (temperature or pressure), at the end of a complete engine-cycle
(known as Carnot cycle), no change occurs in the condition of the “working body”.
Here is exactly where the development of the classical entropy concept was
founded. Carnot defined the efficiency of an engine and proved that the upper bound
of efficiency is set by his ideal engine (known as Carnot engine) (see Sect. 3.6.2).

1834 Emile Clapeyron provides a graphical and analytic formulation of Carnot’s
theory which facilitates very much its comprehension.

1842 Julius Robert von Mayer, a German surgeon, states for the first time the
mechanical equivalence principle of heat, but he does not provide at this time a
quantitative relationship between the two [40].
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1843 James Prescott Joule discovers the mechanical equivalent of heat (inde-
pendently from Mayer) in a set of experiments on friction consequences, and
formulated the first version of the First Law of Thermodynamics. His most
well-known experiment used the now called “Joule apparatus”, a falling weight
attached to a string causing a paddle immersed in water to rotate. He demonstrated
that the loss in gravitational potential energy of the falling weight was equal to the
gain in thermal energy (heat) of the water due to the friction with the paddle.
Actually, the work of Joule received much wider attention, and the mechanical
equivalent of heat is today known as Joule’s equivalent (see wikipedia, mechanical
equivalent of heat).

1847 Herman von Helmholtz provides an alternative statement of the First Law of
Thermodynamics (conservation of energy).

1848-1849 Lord Kelvin (William Thomson), a British mathematician and physicist,
develops further the concept of absolute zero and extends it from gases to all
substances. He also coins the name “thermo-dynamics” in the framework of his
studies of the efficiency of heat engines.

1850 Rudolf Clausius develops further Carnot’s formulation of the Second Law,
and explains fully the properties of the ratio Q/T (without giving it a name).

1865 Rudolf Clausius presents the modern macroscopic concept of entropy as the
dissipative energy use of a thermodynamic system (or “working body”) of chemical
species during a state change. This was in disagreement with earlier considerations
based on Newton’s theory that heat was a non-destructible particle possessing mass.
Clausius also originated the term enthalpy as the total heat content of a system.

1871 James Clerk Maxwell, a Scottish mathematician and physicist, formulates
statistical thermodynamics, a new branch of thermodynamics that deals with the
analysis of large numbers of particles at equilibrium (i.e., systems with no occurring
changes) for which one can define average properties such as temperature 7" and
pressure P.

1872 Ludwig Boltzmann, an Austrian physicist, formulates the Boltzmann equation
for the temporal development of distribution functions in phase space, using the
constant “k” known as Boltzmann’s constant. In 1948, Boltzmann’s definition of
entropy was properly transferred by Claude Shannon (1916-2001) in the modern
field of information theory.

1874 Lord Kelvin provides a new formal statement of the Second Law.

1876 Willard Gibbs publishes a long paper: “On the Equilibrium of Heterogeneous
Substances”, in which he introduces the free energy equation (now known by his
name) that gives the amount of “useful work” attainable in chemical reactions. This
equation is the result of studying phase equilibria and statistical ensembles and is
considered as a grand equation of chemical thermodynamics.
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1884 Boltzmann uses thermodynamic  considerations to derive the
Stefan-Boltzmann blackbody radiant flux law (discovered in 1879 by Jozef Stefan,
according to which the total radiant flux from a blackbody is proportional to the
fourth power of its temperature).

1906 Walther Nernst develops and formulates the third law of thermodynamics.

1909 Constantin  Caratheodory presents an axiomatic formulation of
thermodynamics.

1927 John von Neumann presents the concept of “density matrix” and establishes
the field of quantum statistical mechanics.

1961 A. Rényi presents a generalization of Boltzmann—Gibbs entropy which
depends on a parameter “o””. A similar type of entropy for non-extensive processes
is introduced by C. Tsallis in 1988.

1976 Elias P. Gyftopoulos (MIT) with G.N. Hatsopoulos presents a unified
quantum theory of mechanics and thermodynamics, and later (1984), with G.
P. Berreta, derives a new equation of motion for general quantum thermodynamics,
which covers both reversible and irreversible processes.

2.4 Energy Types

Energy exists in a variety of types or forms. Any and every human activity is based
on the conversion of some energy type into another. In general, energy determines
the quality of the processes and changes that occur on Earth and in the Universe,
including both the material processes and the thinking ones. Energy is actually the
measure of a physical or biological or man-made system; more specifically, it is the
measurement of a substance’s movement. The occurrence of the substance move-
ments in several forms and their interrelationships and connections inspired the
development of the energy concept as a common aspect for measuring them.

The nomenclature of the various types of energy can be based on the following
features [32]:

e How energy is perceived (e.g., mechanical energy, electrical energy, radiation
energy, etc.).

e What carries the energy (e.g., thermal energy).

e The source of energy (e.g., solar energy, wind energy, geothermal energy).

The energy that is available may not be in the required form. In order to obtain
the form needed, the proper conversion must be performed. It should be noted,
however, that not all available energy can be converted into another form of energy.

The major well-known types of energy are the following:



46 2 Energy I: General Issues

2.4.1 Mechanical Energy

Mechanical energy is distinguished in kinetic and potential energy to position and
elasticity.

Kinetic Energy The energy stored in an object due to motion. An object of mass
m and linear velocity v has kinetic energy equal to:

2
Ep, = Emn

An object of moment of inertia J and angular velocity w has kinetic energy equal
to:

L.
Ek,w = EJ(U
Potential Energy The energy stored in an object due to its position, which is
equal to the work done against a given force that changes its position from a
reference position. It is given by the work of the force, with a minus sign, i.e.:

Ep:—/F-ds

where F is the force vector, s is the displacement vector, and ”-” stands for the
scalar (inner) product of F and ds. From the above relationship, it follows that
F = —dE,/ds i.e., F is the negative derivative of the potential energyE,(s).

Elastic Potential Energy The work needed to expand or compress a spring or
any other mechanism that is governed by Hook’s law:

F=—kx

where x is the compression or expansion displacement and £ is the elastic constant
of the spring. In this case, the elastic potential energy is found to be

Eyp = 1
PX 2
for a linear spring, and
1
Ep,g - 5]{02

for a rotating spring with expansion or compression angle displacement 6.
Work-Energy Theorem If a net constant force F is applied to an otherwise free

particle (object) of massm, which has velocityvy, it will accelerate with a constant

acceleration "a” given by Newton’s lawF = ma. The velocity of the particle at time
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t will be v = v + at and the change of position (displacement)As = vot + (1/2)ar>.
Now

1 1 1 1 1
AEy, = Emu2 - Emv(z) = Em(vo +at)2—§mv% = ma (vot+ Eaﬂ) = (ma)As

=F - As=W

This says that the change AE; , in kinetic energy is equal to the work W = F - As
done by the force F on the massm, which is the so-called “work—energy theorem”.

2.4.2 Forms of Potential Energy

In general, potential energy appears in several forms, not only in the above
mechanical forms. Potential energy is the energy in the matter due to its position or
the arrangement of its parts and includes the following:

Gravitational potential energy
Chemical potential energy
Electrical potential energy
Magnetic potential energy

Gravitational Potential Energy This is the energy of objects due to their position
above the ground. When an object is lifted or suspended in the air, work is done on
it against the pull force of gravity. When the object succumbs to the force of gravity
falling towards Earth, it converts potential energy into kinetic energy.

Chemical Potential Energy This is the internal energy associated with the various
forms of aggregation of atoms in matter (for the internal energy, see Sect. 2.4.3).
For example, the chemical arrangement (makeup) of gasoline makes it a good
fuel-energy source, which, when burned (combusted), releases large quantities of
energy that can, e.g., move an airplane. During combustion, chemical bonds are
broken and reformed, transforming gasoline into by-products such as water and
carbon dioxide, releasing energy.

Electrical (or Electrostatic) Potential Energy This is the potential energy U
stored. in a given configuration of point electrical charges or in a given electro-
static field distribution. Uis equal to the work W needed to bring the charges one by
one, slowly, from their infinite separation (i.e., from the zero reference) to the given
configuration.

Examples of this type of energy are the following: (i) A battery has chemical
potential energy along with electrical potential energy. Turning on a device that is

In many cases the expression “the energy stored” is avoided because energy may be erroneously
depicted as a substance contained within a substance.
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battery-powered, the electrical potential energy stored in the battery is converted
into other forms of energy, such as light, sound, mechanical energy, or thermal
energy; (ii) A power plant or hydroelectric dam maintains electrical potential
energy due to the spinning generator; (iii) A solar cell stores electrical potential
energy similar to a battery, as long as sun rays are impacting on it.

Magnetic Potential Energy This is the potential energy E,, of a magnet. It is
equal to the work of the magnetic force (torque) done to realign the vector of the
magnetic dipole ‘moment’m. Thus, if B is the magnetic field vector, E,,, is given
by:

Eyp = —|m| - [B]

In the case of an inductor via in which a current I is flowing, E,,, is equal to:

1

Eyp = 5L12

where L is the inductance of the inductor.

2.4.3 Internal Energy in Thermodynamics

Internal energy is the sum of all microscopic forms of energy in a system. It can be
considered as the sum of potential and kinetic energies of the molecules of the
object and involves the following subtypes of energy not including the kinetic
energy of the system (body) as a whole [33-46]

Sensible energy
Latent energy
Chemical energy
Nuclear energy

In particular, the sum of the sensible and latent internal energy is called thermal
energy.

2.4.3.1 Sensible Energy

This is the part of the internal energy in the system due to the kinetic energies of its
molecules (particles). It is the heat (or thermal energy) provided to the system
(body) when the heat is not used to change the state of the system (as in the latent
heat). The sensible energy is actually the heat that changes the temperature of the
system. The sensible energy is transported in three distinct ways, namely, via
conduction, convection, and radiation (or their combinations). Convection (heat or
mass convection) is the motion of molecules within fluids (liquids, gases). In fluids,
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convection occurs via diffusion (random motion of particles) and advection (heat
transfer by the macroscopic motion of current in the fluid). Heat convection is
distinguished by two principal types as follows:

e Free or natural convective heat transfer caused by the circulation of fluids due
to the density alterations produced by the heating process itself.

e Forced convective heat transfer which takes place passively due to fluid
motions (current) that would occur independently of the heating process. Forced
convection is sometimes called heat advection.

2.4.3.2 Latent Energy

This is the part of internal energy associated with the phase (state) of the system. It
is the amount of energy in the form of heat that is absorbed or released by a
chemical compound during the process of changing phase (solid, liquid, and gas).
The concept was coined by Joseph Black (starting in 1750) and the name latent
comes from the Latin latere (= hidden) [46]. Today, in place of latent energy, we
frequently use the term enthalpy. The two typical latent heats (or enthalpies) are as
follows:

e Latent heat of fusion (melting)
e Latent heat of vaporization (boiling).

2.4.3.3 Chemical Energy

Chemical energy is the internal energy due to the arrangement of atoms in the
chemical compounds. It is produced via reactions that take place when the bonds
between the atoms loosen or break and create new compounds. The chemical
energy is released in the form of heat. Reactions that release heat are called
exothermic. In general, exothermic reactions consume oxygen, and, when the bonds
break or loosen, oxidation occurs almost instantly. Chemical reactions that need
heat to occur usually store some of this energy as chemical energy in the bonds of
the newly generated compounds. Chemical energy is a source of energy easy to
assess and very efficient to store and use. The chemical energy contained in food is
converted by the human body into mechanical energy and heat. The chemical
energy in fossil fuel is converted into electrical energy at power plants. The
chemical energy stored in a battery can provide electrical power via electrolysis.

As we will see in Sect. 2.5.3, chemical energy can be used in several ways to
obtain alternative renewable-energy sources very useful for the future survival of
humans.
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2.4.3.4 Nuclear Energy

Nuclear energy is the energy due to the strong bonds within the nucleus of the atom
itself. It can be released via fission (splitting) or fusion (merging together) of the
nuclei of atoms. When a nucleus is split apart, a tremendous amount of energy E is
released, in both heat and radiant-energy forms, according to Einstein’s matter—
energy equivalence equation E = mc?, where m is the (converted) mass and c is the
speed of light.

A nuclear power plant employs uranium as fuel, the atoms of which are split
apart in controlled, nuclear chain reactions, through appropriate control rods. In a
chain reaction, the particles released by atom fission go off and strike other uranium
atoms, splitting them. If a chain reaction is not controlled, then an atomic bomb
may be obtained under particular conditions (e.g., pure uranium-235 or plutonium,
etc.). The nuclear fission creates radioactive by-products that may harm people.
Therefore, very robust concrete domes are constructed to contain the radioactive
material, in the case of an accident. The large amount of heat energy released by a
nuclear reaction is fed to a boiler in the core of the reactor. The boiled water around
the nuclear reactor core is sent to suitable heat exchangers that heat a set of pipes
filled with water to produce steam. This steam is passed via another set of pipes to
turn a turbine that generates electricity.

Fusion is the process of merging (joining) together smaller nuclei to make a
larger nucleus. Through the fusion of hydrogen atoms, the sun creates helium atoms
and gives off heat, light, and other radiation. The difficulty of controlling nuclear
fusion within a confined space is the reason why, at the moment, scientists have not
yet succeed in constructing a fusion reactor for generating electricity. It should be
noted that nuclear fusion creates less radioactive material than fission.

2.4.4 Evidence of Energy

Mechanical motion, thermal energy, sound, and light cannot easily be classified as
kinetic and potential energy since they always contain a combination of the two.
For example, a pendulum has an amount of mechanical energy that is continually
converted from gravitational potential energy into kinetic energy, and vice versa, as
the pendulum oscillates back and forth. Thermal energy consists of both kinetic
energy (the sensible energy) and the latent (phase-dependent) energy. An LC
electric circuit is, like the pendulum, an oscillator (electric oscillator), and its energy
is on average equally potential and kinetic. Therefore, it is arbitrary to characterize
the magnetic energy as kinetic energy and the electrical energy as potential energy,
or vice versa. The inductor can be either regarded as analogous to a mass and the
capacitor as analogous to a spring, or vice versa. Likewise, the sound is made up of
vibrations and contains both kinetic and potential energy. Extending the reasoning
about the LC electric circuit to the empty space electromagnetic field, which can be
regarded as an ensemble of oscillators, we easily verify that radiation energy
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(energy of light) can be considered to be equally potential and kinetic [7]. This
interpretation is used when we are interested in the electromagnetic Lagrangian
which involves both a potential energy and a kinetic energy component. Now, in
empty space, the photon (which is massless, has electric charge, and does not decay
spontaneously in empty space) travels with the speed of light,c, and its energy E
and momentum are related by

E = pc(p = magnitude of momentum vector p)
The corresponding equation for particles that have mass m is as follows:
E? = p* + mc?

where mc? is the so-called rest energy. At speeds much smaller than ¢, the kinetic
energy of the particle is found to be equal to p?/2m [47, 48]. This expression is
used when we are interested in the energy-versus-momentum relationship. The
formula E = pc says that the energy of a photon is purely kinetic. The above two,
apparently different, results about the energy of light are actually consistent. In the
first, the electric and magnetic degrees of freedom are transverse to the direction of
motion, while in the second, the speed is along the direction of motion. In all the
above cases, where the energy cannot be classified as pure kinetic or pure potential
energy, we say that we have “evidence of energy” [7, 49].

2.5 Energy Sources

The energy sources available to humans, besides the perpetual energy of the Sun,
are categorized into the following:

e Exhaustible (non-renewable) sources: Fossil fuels (oil, coal, natural gas) and
nuclear fuel.

¢ Renewable (non-exhaustive) sources: Biomass, geothermal, hydropower,
solar, wind, and other alternative non-fossil sources (bio-alcohol, bio-diesel,
liquid nitrogen, hydrogen, etc.).

A short presentation of them follows [8, 16-21, 32 47, 48, 50-58]. Detailed
technical issues can be found in relevant books (e.g., [59-65]).

2.5.1 Exhaustible Sources

Exhaustible energy sources are finite resources, and eventually, the world will run
out of them, or it will become extremely difficult and expensive to retrieve those
that remain.
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Fossil Fuels were formed hundreds of millions of years ago before the time of the
dinosaurs (hence the name fossil fuels). The age in which they were formed is
known as Carboniferous Period (from the carbon that is the basic constituent of
fossil fuels), which was part of the Paleozoic Eva [32]. They were formed from the
dead and decayed plants and animals, under the effects of high pressure and high
temperature. The dead plants and animals sank to the bottom of the swamps of
oceans. They formed layers of the so-called “peat”, which, over the centuries, was
covered by sand, clay, and several minerals, and then were transformed into a form
of rock named “sedimentary”. As more and more rock piled on top of rock, and
weighed more and more, the peat was squeezed by the very high pressures which
developed, and the water was ejected. In this way, eventually, the matter became
oil, coal, and natural gas.

Oil is used to produce petrochemical products (gasoline, petroleum, kerosene,
diesel, plastic fabrics) using the distillation method. The reserves of fossil fuels are
being depleted at very high rates, a fact that raises strong sustainability concerns.
Oil supplies about 40% of world’s currently used energy (Fig. 2.1).

Coal was formed from decomposed plants via the same process (called coalifi-
cation), but it took comparatively less time than that of fossil fuels. Fossil fuels have
been used in China from very early times (around 1,000 BC), and oil was in use by
ancient Babylonians (about 6,000 years ago). The intensive use of fossil fuels
started during the Industrial Revolution. The principal ingredients of coal are car-
bon, hydrogen, nitrogen, oxygen, and sulphur, but the actual composition varies
among the various types of coal (anthracite, bituminous, lignite). It is noted that
anthracite is the hardest type and lignite the softest type of coal. It is estimated that,
today, coal provides about 28% of the total energy consumed by humans.

Natural Gas collects in large quantities and contains mainly methane and some
small amounts of butane, propane, ethane, and pentane. It is thinner than air,
odorless, and highly inflammable. Its typical use is for cooking in the form of
liquefied petroleum. The first discoveries of natural-gas seeps were made in Iran.
Natural gas is commonly located near petroleum underground. It is pumped from
below ground and transported via pipelines to storage tanks. Since natural gas has
no odor, before going to the pipelines and storage areas, it is mixed with a chemical
to acquire a strong odor, smelling like rotten eggs. This odor is an indication that
there is a leak, and so the users of the natural gas evacuate and avoid possible
ignition of the gas. Natural gas covers around 20% of the world’s energy demand.

Nuclear Fuel The basic fuel of nuclear power reactors is uranium (U), a very
heavy metal (with a melting point of 1,132 °C). Uranium is mildly radioactive,
exists in the crust of Earth and contains abundant concentrated energy. It was
formed in supernovae about 6.6-million years ago. Today, its radioactive decay
provides the principal source of heat inside the Earth, causing convection and
continental drift. Uranium is 40 times more abundant than silver. It is primarily
used for the production of electricity from nuclear plants, but it is also used for
marine propulsion and in medicine for cancer treatment via the production of
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Fig. 2.1 Two examples of
technology for oil-field
extraction (http://www.inn-
california.com/valleys/
images/ca0159.jpg, http://
www.amroll.com/artman/
uploads/1/oil.jpg. The reader
is informed that Web figures
and references were collected
at the time of the book’s
writing. Since then, some of
the urls may not be valid due
to change or removal by their
creators, and so they may no
longer be available

radioactive isotopes. The various processes that are used for the production of
electricity from nuclear reactions are collectively called the “nuclear fuel cycle”.
The nuclear fuel cycle starts with the mining of uranium and finishes with the
disposal of the nuclear waste. With the reprocessing of used fuel as a source for
nuclear energy, the stages constitute a “true cycle” [33]. In a number of areas on
Earth, the concentration of uranium in the ground is adequately high so that the
mining and use of it as nuclear fuel is economically feasible. In these cases, we say
that we have uranium ore. The uranium ore can be recovered by excavation or in
situ techniques. The decision as to which technique is to be used is based on the
nature of the ore body at hand, and on safety and economic issues. Vaclav Smil
argues that although the promoters of nuclear energy in the 1970s were saying that,
by the year 2000, all electricity in U.S. would come from nuclear fission, the reality
of 2008 was that coal-fired power plants produced 50% of the electricity and
nuclear stations only 20%, with no operating commercial breeder reactors (The
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American, A  Magazine (http://www.american.com/archive/2008/november-
december-magazine/). Figure 2.2 shows an example of nuclear power plant.

2.5.2 Renewable Sources

Fossil fuels are still the main energy source used for the growth and development of
modern industries and the human society, but reliance on them presents a serious
problem since they are exhaustible. Renewable-energy sources are energy resources
that are naturally replenishing but flow-limited. They produce little or no pollution
or greenhouse gases, and they will never run out. Today, about 50% of the energy
provided by renewal sources is used to produce electricity. Renewable sources
include biomass, geothermal, hydropower, solar, wind, and ocean energy.

Biomass Energy Biomass, which is matter otherwise thought of as garbage, has
been an important source of energy from the first time humans started burning wood
to cook food and warm them- selves in winter. In general, biomass is organic
material produced from plants and animals and, besides the release of heat, can also
be converted to electricity, biodiesel, ethanol, and methane gas. The conversion of
biomass to electrical energy is performed in manufacturing industries, where left-
over biomass, like wood waste or paper waste, is burned to produce steam, which is
then used for the electricity generation. Waste coming from household and office
contains some kinds of biomass that can be recycled for fuel and other uses, thus
cutting down on the need for “landfills” into which to put garbage. The two
principal ways of using the biomass for energy are the following:

e The biomass is tapped at the landfill for combustible waste products. The
decomposition of the garbage produces methane gas which is immediately
collected by pipelines that are installed within the landfills. This methane is then
used in power plants to produce electricity. This category of biomass is known
as “landfill gas”.

e The waste wood, agricultural waste, and other organic material from industrial
and municipal wastes are collected in large trucks and transferred to a biomass
power plant. Here it is properly fed into a furnace where it is burned and
generates the heat used to boil water in a boiler. Then the energy of the resulting
steam turns turbines and electric generators.

Geothermal Energy Geothermal comes from the Greek “yew: geo” (earth) and
“Oepuotnto : thermal” (heat). So geothermal means “earth-heat” and refers to the
energy existing inside the Earth’s crust. To generate electricity from a geothermal
source, deep wells are constructed and high-temperature water or steam is pumped
to the surface of the Earth. Geothermal power plants are built near geothermal
reservoirs (large areas with naturally hot water). Other uses of geothermal sources
include the heating/cooling of houses (heating in winter, cooling in summer). The
physics of geothermal energy is briefly as follows. The crust of the Earth floats on
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Fig. 2.2 a A photo of a (a)

nuclear-power plant (http://

www.picture-newsletter.com/

nuclear//nuclear-plant-m82.

jpg), b interior of the

nuclear-power plant (http://

www.picture-newsletter.com/

nuclear/nuclear-power-nv5. — -4

jpg)

(b)

the magma (the hot liquid rock lying below the crust). When the magma comes to
the surface of the Earth in a volcano, it is the well-known “lava”. The temperature
of the rock increases with the depth (about three degrees Celsius for every 100
meters below ground), and so, if we go to about 3,000-3,500 meters below the
ground, the temperature of the rock would be sufficient to boil water. Actually, the
hot water can have temperatures as high as 150 °Celsius or more (i.e., hotter than
boiling water), but, because the water is not in contact with the atmosphere, it does
not turn into steam. Hot springs are this very hot water emerging from the ground
through a crack.

Hydropower was invented in the 1880s, and, for many decades, the moving water
was used to turn wooden wheels attached to grinding wheels to grind flour or corn.
These “wooden and grinding wheels” were the well known “water mills”. Water is
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a renewable resource, constantly replenished by the cycle of evaporation and pre-
cipitation. Today, moving water is extensively used for electrical-power generation,
the so-called hydro-electric power (from the Greek “vdpo-hydro: water” and
“electric”). Here, the mechanical energy of the moving (swift-falling or descending)
water is used to turn the blades of a turbine. Hydroelectric power plants are built at
the place of the water fall or in man-made dams (Fig. 2.3). The electric power
generated depends on the amount and speed of the flowing water. In many coun-
tries, more than 10% of the total electricity is produced by hydropower.

Solar Energy Sunlight (solar energy) can produce electrical and thermal energy by
two techniques, namely, direct and indirect. In the direct, the technique employs
solar cells or photovoltaic systems. In the indirect technique, solar energy is col-
lected by power thermal collectors to heat fluid and generate steam, which is fed to
steam engines that produce electricity. The varying intensity of sunlight, depending
on the location of the system and the weather conditions, is the major drawback of
this energy source.

Solar cells or photovoltaic (PV) cells are made from silicon. When the sun’s rays
strike the solar cell, electrons are knocked loose and move toward the treated front
surface. In this way, an electron imbalance is developed between the front and the
back of the cell. Then, by connecting the two surfaces with a wire (or another
connector), we make an electric current flow between the negative and positive
terminals. Multiple individual solar cells are grouped to form a PV module, and
many modules are arranged in arrays that are attached to special tracking systems to
maximize the sunlight collection all day long. Figure 2.4 shows an example of a
solar-power system.

Solar collectors that store heat energy may be “batch”-type collectors, while other
kinds of solar collectors use circulated fluid (e.g., water or antifreeze solution) to
provide the heat for storage in an insulated reservoir or for direct use. A complete
solar-heating system is composed of a collector, a heat-transfer circuit, and a
heat-storage device. Three basic plate-collector system types are the passive
breadbox collector, the active, parallel, flat-plate collector, and the active, ser-
pentine, flat-plate collector. Flat-plate collectors are usually employed to heat water
or housing spaces, and other domestic buildings. To generate electricity,
solar-power plants use parabolic solar reflectors of the “parabolic dish” or the
“parabolic through” type. A parabolic dish concentrates the parallel sunlight rays
at the focal point of the collecting lens. A kind of solar, reflector, dish concentrator
can be also obtained by lining the interior of a cardboard box with aluminum foil.
Parabolic troughs are cheaper than the dish. A simple way to make a parabolic
trough is to use a sheet of cardboard lined with a piece of aluminum foil. The
drawback of solar energy is that it is available for use only during sunny days.
During nights and on cloudy days, the solar systems cannot produce energy. For
this reason, some systems are of the hybrid solar and natural gas type.

Wind Energy Here the wind’s speed is used to rotate suitable blades, which are
connected to an electrical power generator. The blades of the turbine are connected
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Fig. 2.3 a A hydroelectric
power plant example

b Schematic hydro-power
system: turbine, generator,
transmission lines (Source
http://earthsci.org/mineral/
energy/hydro/hydro.htm ¢ A
tower for electric power
transmission Source http://
www.cbe.ca/news/
background/poweroutage/
electricity_terms.html

to a rotating axis via a gearbox that increases the rotation speed. This in turn rotates
an electrical generator. Wind turbines or wind mills are placed in the best orien-
tation in order to make maximum use of wind energy. Wind-power plants involve
groups of wind generators (Fig. 2.5). Today, many wind-generator companies
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Fig. 2.4 A photo of a typical
solar-power plant (http://
www.publicdomainpictures.
net/view-image.php?/image=
30618&picture=solar-power-
plant)

Fig. 2.5 An example of a
wind-power-generator “farm”
(http://www.worsleyschool.
net/science/files/windpower/ “ .‘\ !
page.html) s N T

produce and install wind-power plants appropriate for both domestic and industrial
systems. Again, wind generators have the drawback that they can provide sufficient
amounts of electrical energy only if installed in windy areas. A wind turbine can
provide sufficient power if the wind speeds are higher than 10 to 15 miles per hour,
in which case each turbine produces about 50-300 kw.

OceanEnergy The ocean provides three main types of renewable energy, i.e.,
wave energy, tidal energy, and thermal energy. Of course, the ocean provides
non-renewable energy as well, since, in many regions, huge amounts of oil and
natural gas are buried below the seabed.

Wave Energy The kinetic energy of the moving ocean waves is used to rotate a
turbine, and the resulting air circulation turns a generator. In other systems, the up
and down motion of the wave is used to power a piston moving a cylinder up and
down. The piston is used to rotate an electric generator (Fig. 2.6).

Tidal Energy The tides coming onto the shore are trapped in reservoirs behind
dams. These reservoirs operate like standard hydropower systems, i.e., when the
tide drops, the water behind the dam is let out as in conventional hydroelectric
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Fig. 2.6 An example of an TSTER WAYE

oyster system, a type of N e POWER CONVERSKN PLANT
hydroelectric wave-energy
plant (http://www.gizmag.
com/tag/wave+power)

HIGH PRESSURE
FLOW LINE

SEA WATIR PISTON

plants. In other tidal technologies under development, the natural ebb and flow of
water is not changed. For the tidal energy to work efficiently, large tidal variations
(at least 16 ft between low tide and high tide) are required, but very few places exist
on the Earth with this tidal change. For this reason, tidal systems are of limited
applicability. Three examples of tidal-power plants are the 500-kw plant installed
on the Scottish shoreline of Islay, the La Rance Station in France (250 MW), which
is capable to power 240,000 homes, and the Merrimack River tidal system along the
Massachusetts-New-Hampshire border.

Ocean Thermal Energy Solar energy heats the surface water of the ocean. Thus
the surface layers of the ocean are warmer than the deeper, colder layers. In tropical
areas, the temperature difference between surface water and deep water can be very
significant. Ocean thermal energy conversion (OTEC) systems exploit these tem-
perature differences. OTEC power systems can work well if this difference is higher
than 38 °F, which can occur in tropical regions. There are two types of OTEC
systems: closed and open. A closed system converts warm surface water into steam
under pressure through several heat-exchange cycles. Cold, deeper water is pumped
via pipes to a condenser on the surface. The cold water condenses the steam, and
the closed cycle is repeated. An open OTEC system turns the steam into fresh water,
and new surface water is fed into the system. The generated electrical power is
transmitted to the shore. Small-scale OTEC systems have been installed and tested
in tropical coasts, but, in general, OTEC technology 1is far from
economically-practical commercial use.

2.5.3 Alternative Energy Sources

Some major alternative nonfossil fuels are the following:

Bio-Alcohol Fuels of this category are produced from plant sources. They include
ethanol, butanol, methanol and propanol, and (due to their properties) can be used
in car engines. The most popular is ethanol which is produced from sugar fer-
mentation. In the US, ethanol is typically produced from corn and is being used
extensively as a fuel additive. Its use as a part of a mix with gasoline or as ethanol
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fuel, alone, is increasing. But, in general, bio-alcohol is not used in the majority of
industries because it is more expensive than the derived from fossil fuels. Careful
energy analysis has shown that there is a net loss in alcohol use, and further
improvements need to be done (use of optimized crops, elimination of pesticides,
etc.) to make bio-alcohol a viable renewable fuel. Of course, chemically there is not
any difference between biologically produced alcohols and those produced by other
sources.

Bio-Diesel Bio-Diesel is a renewable fuel for diesel engines produced from natural
vegetable oil (such as soybean oil) and animal fat by a reaction with an alcohol
(such as methanol or ethanol) in the presence of a catalyst. This reaction produces
mono-alkyl esters and glycerin, which is removed. Bio-diesel can be mixed with
petroleum-based (normal) diesel fuel in any analogy and used in all existing diesel
engines without any modification (or with minor modification). Because glycerin is
removed, bio-diesel is different from standard raw vegetable oil. The bio-diesel has
reduced the overall emission of pollutants and possesses good lubrication charac-
teristics. Currently, it has been introduced in all types of locomotion all over the
world.

Liquid Nitrogen This type of fuel can only be used in cars equipped with nitrogen
power combustion. These cars have a circuitry similar to electric cars, but the
batteries are replaced by nitrogen fuel tanks. Liquid nitrogen is inert, odorless,
colorless, non-corrosive, nonflammable, and extremely cold. Nitrogen’s concen-
tration in the atmosphere is 78.03% by volume and 75.5% by weight. Although it is
inert and does not support combustion, it is not life supporting, since when it is
combined with oxygen to form oxides of nitrogen, it may reduce the concentration
of oxygen in the air below that needed for life. It is noted that, at low oxygen
concentrations, unconsciousness and death may come very quickly and without
warning. The use of liquid nitrogen (a cryogenic liquid) requires special protective
measures (such as a full-face shield over safety glasses, loose-fitting
thermally-insulated gloves, long sleeve shirts, trousers without cuffs, and safety
shoes).

Hydrogen Hydrogen is an energy carrier, like electricity, and may be produced
from many sources (water, fossil, biomass, etc.). Hydrogen can be obtained as a
by-product of many chemical reactions. The hydrogen fuel cell converts the
chemical energy stored in a hydrogen molecule into electrical energy. The most
economic method of producing hydrogen is steam reforming, which is employed in
industries to extract hydrogen atoms from methane (CH,4). This method has the
disadvantage that, together with the hydrogen, greenhouse gases (GHG) that are
the main cause of global warming are emitted. A second method of hydrogen
production is electrolysis, a process that splits hydrogen from water. This method
does not produce GHG emissions but is very expensive. New methods and tech-
nologies are currently under development, e.g. it has been discovered that some
algae and bacteria produce hydrogen. The advantage of hydrogen fuel is that a



2.5 Energy Sources 61

mass of hydrogen contains 2.8 times the energy in the same mass of gasoline.
Although hydrogen fuel is already in use, it’s excessively high production cost
makes it, at the moment, not commercially viable. Most hydrogen is used in pro-
cessing foods, refining, and metal treatment. Today, there are many
hydrogen-fueled vehicles (buses and cars) powered by electric motors.

The use of renewable-energy sources (including the human-made ones) is
steadily increasing because of their environmental advantages, i.e., reduced
greenhouse-gas emissions. It is estimated that currently about 20% of the world’s
energy is produced from renewable sources, with biomass being the dominant
renewable-energy source in developing countries.

2.6 Environmental Impact of Energy

The production, transportation, and use of energy (of any kind) have a visible,
substantial impact on the environment, which includes air and water pollution and
solid-waste disposal. This impact takes place at every stage of the energy cycle,
from energy-extraction methods to the ways the raw resources are transported and
used by humans in the industrial and domestic sectors. In the previous section, we
saw that the energy sources are categorized into exhaustible and renewable sources.
Therefore, here we will discuss the energy’s impact on the environment separately
for each one of these two energy categories.

2.6.1 Impact of Exhaustible Sources

Technically, fossil fuels are the incompletely oxidized and decayed animal and
vegetable materials (petroleum, coal, and natural gas) that can be burned or
otherwise used to produce heat. Up to the Industrial Revolution, most energy
sources were used for cooking and heating, with only small quantities used in
industry. The Industrial Revolution impelled an increased utilization of conven-
tional fuels (wood and coal) and initiated the development of new ones. Energy
consumption is not equally distributed throughout the world. The developed
countries, which represent only 20% of the world’s population, consume about 80%
of the natural gas, 60-65% of the oil, and 50% of the annual coal production [59].
Combustion of these fossil fuels is one of the principal factors contributing to GHG
emissions into the atmosphere. But, the most serious long-term economic and
environmental problem posed to the world seems to be the high consumption rate of
natural sources. As the quantity of these energy resources becomes smaller and
smaller, their cost will increase making products that use them much more costly,
and nations will fight to maintain access to them. According to [57], the amount of
nonrenewable sources remaining available as of 2003 was as follows:
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Qil About 1000 billion barrels (sufficient for about 38 years)
Natural gas Approximately 5400 trillion cubic ft (sufficient for about 59 years).
Coal About 1000 billion metric tons (sufficient for about 245 years).

The principal types of harmful outcomes of the conversion of fossil fuels to
energy are the following [56-58]:

e Air pollution
e Water pollution
e Solid-waste disposal

Air pollution affects the formation of urban smog, acid rain, ozone thinning, and
global warming. The main cause of global warming is considered to be the carbon
dioxide that is released by the combustion of fossil fuels. Other emissions released
by this combustion include carbon monoxide, hydrocarbons, etc. A very injurious
gas with long-term effects is nitrous oxide, which is released when coal is burned.
About 50% of the nitrous oxide and 70% of the sulfur oxide coming directly from
the burning of coal. Smog can cause human diseases and can also affect the sus-
tainability of crops, because smog seeps via the protective layer of the leaves and
destroys critical cell membranes. Acid rain (rain which is more acidic than con-
ventional rain) damages lakes, forests crops, and monuments. Today, the least
harmful fuel to the environment is natural gas since it releases very little carbon
dioxide and other GHGs.

Water pollution (surface and ground) can occur during the extraction of oil, coal,
and gas that typically exist underground and below groundwater reserves. The
drilling process can break the natural barriers between the fossil-fuel and the
groundwater reserves. Also, water supplies may be contaminated by fossil fuel
during transportation and storage (broken pipes or storage tanks). But water pol-
lution is mainly due to industry which disposes process wastewaters, cooling
waters, spent process chemicals, and other contaminants into surface water, either
directly (by piping them to a nearby lake, river, or steam), or indirectly (by adding
them to a public sewer which eventually leads to a water body). The treatment of
these wastes, so that they cease to be hazardous for human health and the envi-
ronment, is excessively costly.

Solid-waste disposal The conversion of fossil fuels may also lead to accumulated
solid waste. Solid-waste disposal also comes from agricultural wastes (such as crop
residues or manure from animal feeding), which pose problems in rural areas. Other
solid wastes originate from industry (process wastes) and domestic operations
(institutional, household, and commercial wastes). The collection, transport, pro-
cessing, recycling, disposal, and monitoring of waste materials is collectively called
“waste management and control”.
Other types of environmental impacts of fossil fuels are [48]:

e Land subsidence
e Land and wildlife disruption
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o Drilling-mud releases

Land subsidence This is due to the large holes left underground when oil and gas
are taken out of underground reserves. Naturally, if there is no more mass to support
the land above, it can collapse, with serious environmental and property damage.

Land and wildlife disruption The process of extracting fossil fuels from the Earth
has large-scale infrastructure requirements. These include the construction of new
roads, storage tanks, oil and gas wells, and other numerous other constructions.
These infrastructure developments are usually done in rural and wilderness areas,
and so they have serious impacts on plants, trees, and wildlife in general.

Drilling-mud releases These include the drilling fluids or muds employed for
lubrication, which contain several harmful chemicals (toxic or non-toxic). The
contamination of these muds occurs both in the immediate area of drills and in the
wider vicinity due to their subsequent dumping.

Nuclear energy Nuclear energy poses a special environmental impact due to the
production of long-life (thousands of years) radioactive wastes, either as spent-fuel
quantities or as remainders of end-of life, dismantled power plants that have been
operated for over 35-40 years.

2.6.2 Impact of Renewable Sources

Although renewable resources are more environment friendly than fossil fuels, they
are not appropriate for all applications and places. There are still several issues that
must be taken into account from an environmental viewpoint because they are not
readily utilizable in their natural forms [58, 63—65]. A brief account of these issues
for each kind of renewable energy resources follows.

Biomass Energy This category of energy has more serious environmental impacts
than any other renewable type of energy, except hydropower. Combustion of
biomass releases carbon dioxide into the atmosphere producing air pollution and
contributing to global warming. In addition, nitrogen oxides and particulates (soot
and ash) are emitted. Unwise cutting of trees and plants (forests, peat, and so on)
may lead to sterile soil, through the increased surface run-off and the resulting wind
erosion. Another uncertain factor involved in biomass impact is that there is no
unique biomass technology. Actually, many technologies exist for energy pro-
duction from biomass, each with different environmental impacts. The production
of energy from biomass needs to be done with care, since the reduction of plants
and trees implies that less carbon dioxide is absorbed, thereby increasing the
greenhouse phenomenon. Overall, biomass emissions are similar to those of
coal-based plants, but with much smaller quantities of sulfur dioxide and harmful
metals (such as mercury and cadmium). The most serious impact of biomass-based
energy is due to the emission of particulates that must be restricted via suitable
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filters. Nevertheless, the major advantage of replacing fossil fuels by biomass is
that, if done in a sustainable way, it can reduce considerably the emission of GHGs.

Geothermal Energy All geothermal-energy-resource types suffer from a common
category of environmental concerns. This includes the potential release of water or
gas from underground reserves that contain toxic substances, air and water pollu-
tion, siting and land subsidence, and noise pollution from the high-pressure steam
release. Local climate changes may also occur due to the release of heat.

Hydropower In many countries, large and small hydropower plants have a strong
impact on fish populations (e.g., salmon, trout, etc.). Young fish are forced to travel
downstream via several power plants at the risk of being killed by turbine blades at
each plant. To reduce this impact, national laws have been enacted that prohibit new
hydropower plants to be installed, enforce a considerable reduction of peak-power
output in existing ones, direct water around the turbines during the times of the year
when the fish are traveling, use screens that keep fish away from turbine blades, or
flash underwater lights to direct night-migrating fish around the turbines. Also, the
vast reservoirs needed for large hydropower stations flood broad expanses of
farmland, affecting forest and wildlife populations and causing severe changes in
the ecosystem and human economic activity. River ecosystem changes (upstream
and downstream) can also be caused by the hydropower dams. In modern reser-
voirs, the mercury naturally existing in the soil is released by chemical reactions.
Although existing and new hydropower stations have been modernized to minimize
these negative consequences, for environmental protection, it is not anticipated that
hydropower will increase in total in the near future by more than 10-20%. On the
contrary, it may remain constant or be reduced in the long term due to lessening
rainfall, the policies of protecting and restoring perilous wildlife and fish, and the
increasing demand for drinking and agricultural water.

Solar Energy Solar cells and collectors do not produce waste or gas emissions, but
the substances used in photovoltaic cells (e.g., cadmium or arsenic) are hazardous
for the humans that are exposed to them. The silicon used in PVs, which is usually
inert, might be harmful if breathed in as dust, and so proper protection measures
should be taken. Solar systems themselves are manufactured and installed through
the consumption of fossil fuels, which produce pollution. But the quantities of fossil
fuels needed for this are much smaller than the corresponding quantities consumed
for other comparable fossil-based energy systems. Also, the land needed for
large-scale power plants (utilities) pose problems similar to other types of energy
production.

Wind Energy Wind turbines, similar to solar cells, do not pollute the land, water,
or air, but they result in visual and sound pollution in the landscape, which may
affect wildlife. Wind turbines provide a good solution to the energy needed in
agricultural/farming areas, but in other cases they may create difficult conflicts in
land use (e.g., in forest areas, tree clearing may be required and, in other places,
existing roads have to be cut). In many areas, where large-scale wind-power sys-
tems are installed, a massive death or injury of birds due to collisions with the
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rotating wind turbines or electrocution has been observed. To face this and other
similar problems, special measures should be taken, acceptable by the communities
concerned.

2.7 Violent Manifestations of Earth’s Energy

Our exposition of energy’ properties and issues is complemented in this section
with a short discussion of earthquakes, volcanoes, tornadoes, and hurricanes [66—
74]. These violent geological and meteorological phenomena have shown, over
human history, severe destructive effects that have killed a huge number of people
and destroyed their property.

2.7.1 Earthquakes and Volcanoes

The structure of the Earth involves the core (about 400 miles below the ground), the
mantle which is outside the core (about 1800 miles thick), and the crust. The core is
made from superheated metals, and the mantle consists of semi-molten and
semi-solid rock. On top of the mantle float the so-called tectonic plates (large
semi-rigid slabs) that constitute the greater part of the earth’s crust and have a
thickness of only three to 45 miles. The Earth’s continents are the visible surfaces
(and land masses) of the plates. In most cases, the edges of the tectonic plates (i.e.,
the borders between them), which are regions of geological turbulence and create
visible fault lines (breaches), extend along the shorelines. The tectonic plates move
very slowly (typically less than five inches per year), but there are periods without
movement which are signals of danger. This is because, when no or little movement
occurs, energy accumulates and is stored that then presses on the plates. When the
plates can no longer withstand the tension, they break down and an earthquake
takes place. Earthquakes are usually measured using the Richter logarithmic scale
(or its improvement, called the moment magnitude scale). On the average, there is a
severe earthquake (~9.00 Richter), and about 150 moderate earthquakes (~ 6-8
Richter) per year (since 2000). Figure 2.7 shows the collapse of houses caused by a
strong earthquake in the area of Kobe (Japan).

Volcanoes are typically located on the edges of Earth’s tectonic plates (e.g., those
of Iceland and Japan), but in many cases they are located within the body of a plate,
e.g., those of Hawaii (Fig. 2.8). Actually, a volcano is the aperture from which
magma and other materials erupt from the ground. But, in common terminology,
people talking about volcanoes mean the area around the aperture, where the vol-
canic materials have solidified. Volcanic eruptions are violent demonstrations of
Earth’s energy—mass movement. Sometimes, volcanic eruptions start with emis-
sions of steam and gases from small apertures in the ground, accompanied by a
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Fig. 2.7 Collapsed houses in Kobe caused by the 2002 earthquake (http:/images.
nationalgeographic.com/wpf/media-live/photos/000/002/cache/kobe-house-collapse_262_
600x450.jpg)

Fig. 2.8 The Kilauea
volcano of Hawaii (http://
www.solarnavigator.net/
volcanoes.htm)

dense sequence of small earthquakes. In other cases, magma comes to the surface as
fluid lava which either flows continuously or shoots straight up in the form of
glowing fountains.

The study of volcanoes, their action, and their products is a multidisciplinary
field called “volcanology” [69]. A list of the major volcanoes of the world is
provided in [66]. It is noted that it may be possible to use nonexplosive volcanoes to
harvest geothermal energy, as, e.g., has been done in Iceland [70].
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2.7.2 Tornadoes and Hurricanes

Normal weather phenomena include wind, clouds, rain, snow, fog, and dust storms.
Less common phenomena include tornadoes, hurricanes, and ice storms. Tornadoes
and hurricanes are weather phenomena belonging to the class of natural vortexes.
The atmosphere of Earth is a complex and chaotic system in which small changes
somewhere can create large variations elsewhere, see Sect. 8.8 (“Butterfly Effect”).
The weather is shaped in the stratosphere and affects the weather below it in the
troposphere. However, due to the chaotic nature of the atmosphere, it is not possible
to specify precisely how this occurs. A tornado is the result of a violent movement
of energy (heat) when cool air and warm air meet, forcing warm air to rise very
quickly. A tornado consists of a violent windstorm with a twisting, funnel-shaped
cloud, usually followed by thunderstorms. Tornadoes in the Fujita scale are clas-
sified not by their size but by their intensity and the damage they cause. Large
tornadoes may be weak and small ones may be strong. An example of a tornado is
shown in Fig. 2.9.

Hurricanes, known as typhoons in Asia, are tropical storms or cyclones that are
much broader than tornadoes (Fig. 2.10). Tropical cyclones are typically formed
over ocean water heated to a temperature of 26 °C and lying within about 5° of
latitude from the Equator, but they can occur at other places as well. The ocean
water is heated and it evaporates taking energy from the ocean. As the warmed air
rises, a vacuum is formed from the resulting low-pressure system, and thus tropical
storms are created. The formation of tornadoes and hurricanes can be explained by
Archimedes principle, the rotational force, and the Coriolis force [72-74]. In par-
ticular, the Coriolis force creates the rotation of air around the center (a calm area
called the “eye”) in a cyclonic direction (clockwise in the Southern Hemisphere and
anti-clockwise in the Northern Hemisphere). The rising water vapor cools and
condenses, releasing latent energy and warming further the surrounding air.
Actually, this process is a “positive feedback” process that reinforces the existence
of the phenomenon. According to K.M.I. Osborne [74], tropical cyclones help to

Fig. 2.9 A tornado (http:/
www.chaseday.com/
tornadoes-02.htm)
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Fig. 2.10 A satellite photo of
a hurricane (Andrew) (http://
ww2010.atmos.uiuc.edu/
(Gh)/home.rxml)

cool the ocean by drawing heat out and converting it to wind (mechanical energy)
and so ensuring that no area of the ocean becomes overheated. The increase of the
overall amount of energy in the Earth’s atmosphere caused by accumulating GHGs
will be followed by the formation of more and more cyclones.

2.7.3 Tsunamis

Tsunamis can be generated whenever large water masses are violently displaced
from their equilibrium position, caused by any disturbance. The word tsunami is
Japanese written in English and composed of the word “fsu” (meaning “harbor”)
and “nami” (meaning “wave”). Tsunamis are different from wind-generated waves
since they have long periods and wavelengths like shallow-water waves. A wave
turns out to be a shallow-water wave when the ratio between the water depth and its
wavelength becomes very small. The traveling speed of shallow-water waves is
equal to the product of the acceleration of gravity (9.81 m/s) and the water depth.
For example, in the Pacific Ocean (with a typical depth 4000 m), a tsunami travels
with speed about 200 m/s or greater than 700 km/h. The rate at which a wave loses
its energy is inversely proportional to its wavelength. Thus, a tsunami can travel (at
high speed) long distances with very small energy loss. Figure 2.11a illustrates how
an earthquake generates a tsunami. The water column is disturbed by the uplift or
subsidence of the seafloor. Figure 2.11b is a photo of an actual tsunami impinging
on a shoreline in India.

The tsunami’s energy flux (which depends on wave height and wave speed) is
almost constant, and so, since the tsunami’s speed decreases as it approaches the
land, (i.e., water becomes shallower), its height grows to become several meters
near the coast. Figure 2.12 shows the tsunami that occurred after an earthquake in
Eastern Australia (near Solomon Islands).

A recent tsunami is the 7-20 m tsunami generated by the magnitude 9.0 quake
that hit northeastern Japan on March 11, 2011. This tsunami reached Australia,
North America, and South America after a few hours.
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(b)

Fig. 2.11 a Earthquake-tsunami genesis (http://static.howstuffworks.com b An actual
earthquake-generated tsunami (http://www.snopes.com/photos/tsunami/tsunamil.asp

Fig. 2.12 The Australian
tsunami at Lord Howe and
Norfolk Islands (http://
livesaildie.com/2007/04/02/
tsunami-threat-to-eastern-
australia)
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2.8 Concluding Remarks

Energy is the basis of everything and its movement or transformation is always
followed by a certain event and dynamic process. For this reason, and the fact that
energy cannot be formally defined, David Watson [9] calls energy the “mysterious
everything”. This chapter has discussed the fundamental aspects of energy, viz., the
energy types (mechanical, electrical, chemical, and nuclear), the energy sources
(exhaustible, non-exhaustible, alternative sources), and the impact of energy on the
environment. An overview of the major, violent, natural phenomena of physical
energy on our planet was also provided. The actual study of the energy movement
and conversion, collectively called “thermodynamics”, will be the subject of the
next chapter. The role of energy in life and its flow in nature, society, and tech-
nology will be discussed in Chap. 10.
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Chapter 3
Energy II: Thermodynamics

The law that entropy always increases—the second law of
thermodynamics—holds, I think, the supreme position among
the laws.

Arthur Stanley Eddington

My position is perfectly definite. Gravitation, motion, heat,
light, electricity, and chemical action are one and the same
object in various forms of manifestation.

Julius Robert Mayer

Abstract Broadly speaking, thermodynamics is the study of the relation of heat and
other forms of energy (mechanical, electrical, radiant, etc), and the conversion of one
form to another, as well as their relation to matter in the Universe. This chapter gives
an overview of the major concepts, laws, and branches of thermodynamics that have
been developed and studied over the years since the Carnot times. Specifically, this
chapter defines the basic physical concepts of thermodynamics, with emphasis on the
fundamental concept of entropy, and presents the four laws of thermodynamics.
Particular aspects studied are the entropy interpretations (unavailable energy, disor-
der, energy dispersal, opposite to potential), the Maxwell demon, and the types of
arrow of time (psychological, thermodynamic, cosmological, quantum, electromag-
netic, causal, and helical arrows). This chapter ends with a number of seminal quotes
on thermodynamics, entropy, and life that express the opinions of the founders and
other eminent contributors and thinkers in the thermodynamics field.

Keywords Thermodynamics - Thermodynamics branches - Thermodynamic
equilibrium - Thermodynamics laws - Entropy - Enthalpy - Exergy

Statistical entropy - Quantum mechanics entropy - Non-statistical physics entropy
Entropy interpretations -+ Maxwell's demon - Arrow of time

3.1 Introduction

Thermodynamics is the field of science that investigates the phenomena of energy
movement in natural and man-made systems. Historically, it was developed as a
science in the eighteenth and nineteenth centuries. In 1798, Count-Rumford
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(Benjamin Thomson) initiated the investigation of the conversion of work into heat
through his cannon-boring experiments and Sir Humphry-Davy did the same via his
ice-rubbing experiments. The concept of entropy was discovered by Sadi Carnot
(1824), and the term thermodynamics [in the forms thermodynamic (1849) and
thermodynamics (1854)] was coined by William Thomson (Lord Kelvin) in the
framework of his studies of the heat engines’ efficiency [1]. The name “thermo-
dynamics” comes from the Greek words “@eppo” (thermo = heat) and “Svvopikn”
(dynamics = study of forces, power, and work).

Expressed in another way, thermodynamics is the study of the relation of heat
and other forms of energy (electrical, mechanical, radiant, etc.) and the conversion
of one form into another, as well as their relationship to matter in the universe.

In the twentieth century, thermodynamics has evolved into a fundamental branch of
physics dealing with the study of the equilibrium properties of physical systems and the
phenomena occurring during the transition toward equilibrium. Thermodynamics is
presently used in many areas of science and life from physics and engineering, to
biochemistry, computer science, human chemistry, business, and cosmology.

The methodological approaches of thermodynamics include the following [2—15]

¢ C(lassical macroscopic approach which starts from principles that are estab-
lished by experiment and develops further using standard properties of physical
objects and substances (Galilei, Black, Carnot, von Mayer, Gibbs, Clapeyron,
Joule, Helmholtz, Thomson, Clausius, Planck, Nernst).

e Statistical microscopic approach which is based on statistical mechanics in
which the thermodynamic systems are investigated through the statistical per-
formance of their ingredients (Maxwell, Boltzmann, Max Planck) [16-18].

¢ Quantum-mechanics approach which is based on the density matrix (operator)
concept of a mixed quantum system (Von Neumann) [19].

e Axiomatic approach in which all postulates of thermodynamics are derived
from a set of basic mathematical axioms (Caratheodory) [12].

¢ Non-statistical general theory of physics approach in which entropy is
considered to be an inherent, non-statistical property of any system (small or
large) in any state (thermodynamic equilibrium or non-equilibrium), or a pure
microscopic non-statistical property of matter (Gyftopoulos, Beretta) [10].

The objectives of this chapter are:

e To present the four laws of thermodynamics and the definitions of entropy:
classical, statistical, quantum-mechanics, non-statistical, Renyi, and Tsallis
formulations.

e To outline the branches of thermodynamics, namely, traditional, natural sys-
tems, and modern branches.

e To discuss entropy interpretations, namely: entropy as unavailable energy, entropy
as disorder, entropy as energy dispersal, and entropy as the opposite of potential.

e To review the Maxwell’s Demon and its exorcisms and discuss the concept of
time’s arrow, including all of its known types; psychological, thermodynamic,
cosmological, quantum, electromagnetic, causal, and helical.
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e To list a number of important quotations and statements about thermodynamics,
entropy, and life, as expressed by established and newer thinkers in the field.

3.2 Basic Concepts of Thermodynamics

As a preparation for the material to be presented in this chapter, the following basic
concepts of physics and thermodynamics are first introduced [3-10, 20-26]:

Intensive and extensive properties
System

System state

Universe

Thermodynamic equilibrium
Temperature

Pressure

Heat and specific heat

Reversible and irreversible process
Categories of thermodynamic processes
Basic concepts of non-statistical general physics.

3.2.1 |Intensive and Extensive Properties

A physical property (or quantity or variable) is called an intensive (or bulk)
property (or quantity or variable) if it is independent of the size of the system or the
amount of material contained in it, i.e., if it is scale-invariant. Otherwise, if it
depends on the size of the system or the amount of the material contained in it, is
said to be an extensive property (or quantity or variable).

Examples of intensive and extensive properties are given in Table 3.1.

The ratio of two extensive quantities is an intensive quantity. For example:

“Density = mass/volume”.

All the extensive properties of Table 3.1, except volume, depend on the amount
of material, and so, in the case of homogeneous substances if expressed on a per
mass basis, yield corresponding intensive properties (e.g., specific internal energy,
specific entropy, specific heat capacity at constant volume or at constant pressure,
etc.).

Actually, an extensive property of a system is the sum of the respective prop-
erties of all subsystems that are contained in the system. For example, the internal
energy of a system is equal to the sum of the internal energies of all its subsystems,
and the same is true for the volume, etc.



76

Table 3.1 A partial list of
basic intensive and extensive
properties

3 Energy II: Thermodynamics

Intensive properties

Particle number

Density

Specific gravity

Concentration

Specific energy

Temperature Specific heat capacity
Pressure -At constant pressure
Velocity -At constant volume
Elasticity Chemical potential
Viscosity Electrical resistivity

Melting point

Boiling point

Extensive properties

Particle number

Mass

Internal energy

Volume Heat capacity

Entropy -At constant pressure
Enthalpy -At constant volume
Exergy Gibbs free energy
Stiffness Helmholtz free energy

3.2.2 System and Universe

System in conventional thermodynamics is any fixed mass of a pure substance
bounded by a closed, impenetrable, and flexible surface (e.g., a collection of
molecules of air, water, or combustion gas contained in a cylinder with a fitted
piston). A universe is an isolated system since no energy or matter can go in or out
(Fig. 3.1).

A closed system can exchange energy but no matter. An open system can
exchange both energy and matter with its exterior. The system itself in Fig. 3.1 may
exchange energy and/or matter with its surrounding through the boundary. It is
remarked that the term “universe” is used in thermodynamics not in the cosmo-
logical sense, but simply to incorporate the system and all matter of its environment
that may interact with the system. Synonymous terms for the “system” concept used
throughout the history of thermodynamics are “working substance” (Carnot),
“working body” (Clausius), and “working medium” (Ksenzhek).

Fig. 3.1 An isolated system
(universe) composed of an
open system and its
surrounding

Boundary

Surrounding
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3.2.3 System State

The state of a system is specified by the values of all the variables that describe the
performance of the system. These variables are usually dependent on each other.
This dependence is described by one or more equations that are called “state
equations”. In the case of a gas, the state variables are the temperature 7, the
pressure p, the volume V, and the number of moles n in the gas. The experiment
showed that only three of these four variables are independent, and so we must have
a single state equation. The best-known state equation of an ideal gas (where the
molecules are assumed point masses, and there are no intermolecular forces) is:

pV =nRT (3.1)

where R is the so-called “universal gas constant” (R = 8.314472 ] K! molfl).
Actually, no real gas is governed by the ideal gas equation for all temperatures

and pressures, but in the limit as pressure tends to zero. This is because the effective

pressure of the gas is higher than the measured pressure p and is equal to:

Peit = p +an®/V? (3.2)

due to the intermolecular forces that attract the peripheral molecules to the interior,
which are proportional to n*/V?.

Likewise, the effective volume V.4 is smaller than V because of the volume
occupied by the molecules themselves, i.e.:

Vet = V—bn (3.3)
Therefore, the ideal gas equation now becomes:
pettVeit = (p +an® /V?)(V—bn) = nRT (3.4)

where the parameters a and b for each gas are determined experimentally. This
equation is known as the van der Waals equation.

3.2.4 Thermodynamic Equilibrium

We say that a system is in thermodynamic equilibrium if no state change occurs for
a long period of time. In general, the state (or condition) of a system is identified by
the values of temperature, pressure, and volume (see below), which are the
macroscopic thermodynamic properties.

An equilibrium state of a system consisting of a single phase of a pure substance
can be determined by two thermodynamic properties, e.g., temperature and
pressure.
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3.2.5 Temperature and Pressure

Temperature T is a physical property that provides a measure of the average kinetic
energy of the atoms contained in any physical object. High average kinetic energy,
i.e., fast motion of the atoms, implies high temperature and vice versa. Actually,
temperature expresses the tendency of the system or object to provide or release
energy spontaneously. The upper bound of temperature is the temperature at the Big
Bang, and the lower bound is the absolute zero (see Sect. 3.7).

The temperature of an object (system) is measured by a thermometer that is
brought in intimate and prolonged contact with the system, such that the object and
the thermometer are in thermodynamic equilibrium. For example, a
mercury-in-glass thermometer operates on the basis of thermal expansion or con-
traction of mercury within a glass bulb. After the equilibrium is achieved, the length
of the narrow column of mercury connected to the bulb indicates the actual tem-
perature of the object.

The pressure is a thermodynamic property that provides an alternative way to
measure the changes in the state of a liquid or gaseous system. To this end, a
manometer is connected to the system and the level of the free surface of its fluid is
observed. The free surface of the manometer goes up or down according to the
increase or decrease of the pressure (force per unit area) acting on the manometer
interface.

As we saw in Sect. 3.2.1, the temperature and pressure are intensive physical
properties (i.e., they do not change with the mass of the system), but can vary from
point to point in the system. For example, a thermometer placed at different posi-
tions in the system may indicate different temperatures. Only if the system is in
thermodynamic equilibrium are the temperatures at all points of the system the
same and equal to the unique temperature of the system. This means that a system
has a unique temperature only if it is in equilibrium.

3.2.6 Heat and Specific Heat

Heat, denoted by Q, is the thermal energy of a system. Therefore heat has the
dimensions of energy and is measured in “calories”. The “calorie” is defined as the
amount of heat needed to heat 1 gr of water by one degree Celsius. The relation of
calorie and Joule (mechanical equivalent of heat) is:

1 calorie = 4.186 Joule

The heat transfer to or from a system can change the state of the system and does
the work. Two systems (or objects) in contact are said to be in thermodynamic
equilibrium, or simply in equilibrium if they have the same temperature. If they
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have different temperatures, then they are not in equilibrium, because heat will flow
from the object of higher temperature to the object that has a lower temperature,
until the two objects reach a common temperature, i.e., until they reach thermo-
dynamic equilibrium. As described in Sect. 2.4.3.2, the heat flow that enters or
leaves a system and does not lead to a temperature change in it, e.g., the heat flows
that accompany phase alterations, such as boiling or freezing, are the so-called
latent heat (the amount of heat absorbed or released by a substance during a state
change).

The relation of heat, mass, and temperature is the so-called “specific heat”
formula:

0 = mcAT (3.5)

where Q is the amount of heat, m is the mass, c is the specific heat of the material,
and AT the temperature change. The quantity:

C=mc (3.6)

is called heat capacity of the substance of concern with mass m. The field of
measuring the amount of heat involved in thermodynamic processes (e.g., chemical
reactions, state changes, mixing compounds, change of phase, etc.), or the heat
capacities of substances is called “calorimetry”. The instruments that are used to
quantitatively measure the heat required or generated during a process are called
“calorimeters” which may be of one the following types: constant volume (or
“bomb”) calorimeters, adiabatic calorimeters, constant pressure calorimeters,
isothermal titration calorimeters, X-ray microcalorimeters, etc. [27]. To determine
the heat capacity of a calorimeter, we transfer a known quantity of heat into it and
measure its temperature increase via a suitably sensitive thermometer.

3.2.7 Reversible and Irreversible Process

The concept of a “reversible process” is best illustrated by a gas inside a frictionless
piston in contact with an unlimited surrounding of temperature 7 (known as “heat
reservoir”, Fig. 3.2).

The “gas-piston-heat reservoir” system is a “thermodynamic universe”, as
described in Sect. 3.2.2.

By pushing very slowly on the piston in small steps, the gas will compress at
constant temperature 7, and pulling it back, slowly as before, the gas will expand
and return to its initial state. This procedure is defined to be a reversible process and
is characterized by thermodynamic equilibrium at each successive step in both the
compression and expansion cases. This is so because a small step in one direction
(say compression) can be exactly reversed by a similar small step in the opposite
direction (i.e., expansion). If the piston is moved sharply, then a turbulent gas



80 3 Energy II: Thermodynamics

Fig. 3.2 Gas in a piston for
illustrating a reversible
process

Heat-Reservoir

T

motion takes place that cannot be done in the opposite direction in the same way,
i.e., passing through the same consecutive gas states. This process is called an
irreversible process.

In general, if the temperature and pressure changes (gradients) in a system
process are always small, this process can be regarded as a sequence of near-
equilibrium states. If all these states can be restored in reverse order, the process is
called an internally reversible process. If the same is true for the system sur-
rounding, then the process is said to be externally reversible. The process is said to
be a reversible process if it is both internally and externally reversible. Actually, in
reality, all processes are irreversible because they do not satisfy the reversibility
requirements. Irreversibility is due to pressure, temperature, velocity, and compo-
sition gradients caused by chemical reaction, heat transfer, fluid and solid friction,
and high work rates exerted on the system.

3.2.8 Categories of Thermodynamic Processes

The thermodynamic processes are distinguished in the following principal cate-
gories (Fig. 3.3):

Adiabatic processes
Isothermal processes
Isochoric processes
Isobaric processes
Isentropic processes

An adiabatic (or isocaloric) process is a process in which no heat transfer takes
place into or out of the system. The term adiabatic comes from the Greek composite
word “adiafaticég” (“a” = not, “dia” = through, “Boatikdc” = passing) and lit-
erally, means “impassable”, i.e., heat not passing (not transferred). Since no heat
transfer occurs, it is also called isocaloric (with equal calories), although there also
exist “isocaloric” processes that are not adiabatic.
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p = pressure T = Temperature

V = Volume s = entropy p

Isothermal Process Isentropic Process

Adiabatic Process Isobaric Process

\") s

Fig. 3.3 Categories of thermodynamic processes. (http://www.grc.nasa.gov/WWW/K-12/
airplane/Images/pvtsplot.gif (*)) (The reader is informed that Web figures and references were
collected at the time of the writing the book. Since then, some may no longer be valid due to
change or removal by their creators, and so they may no longer be useful)

The state equation for a reversible adiabatic process of an ideal gas is:
PVY = constant (3.7)
where 7 is the adiabatic index given by:
Y=cp/cy = (a+1)/a (3.8)

Here, ¢, and ¢, are the specific heats of the gas for constant pressure and constant
volume, and “o” is the number of degrees of freedom divided by 2, i.e., o = 3/2 for
monatomic gas and o = 5/2 for a diatomic gas. A reversible adiabatic process
occurs at constant entropy and is called an isentropic process.

An isothermal process is a process without any change in temperature. To
assure that the temperature is kept constant, the system must be strongly insulated
or the heat transfer into or out of the system must take place at a sufficiently slow
rate so that thermal equilibrium is maintained. During an isothermal process, there
is a change in internal energy, heat, and work.

An isochoric process is a process with no change in volume and so no work
done by the system. The term isochoric comes from the Greek “igoywpi1og” (1co
(iso) = equal + ywpikdc = space/volume). To keep the volume constant is easily
done by placing the system in a sealed container that does not expand or contract.

An isobaric process is a process where no change in pressure occurs [the
process takes place while maintaining constant pressure units (bars)].

An isentropic process is a process in which the entropy is kept constant.

In practice, we may have more than one type of processes within a single
process, such as, e.g., in the case where both volume and pressure change such that
no change in temperature or heat occurs (adiabatic and isothermal process).
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3.2.9 Basic Concepts of Non-statistical General Physics

Gyftopoulos, Berreta, and Hatsopoulos in a series of publications [10, 28-33] have
shown that thermodynamics is a well-founded non-statistical theory of physics, and
they presented two novel avenues for formulating the entropy concepts and the first
two laws of thermodynamics. As preparation, we briefly outline here the definitions
of the basic elements of this approach (system, properties, state, energy, equation of
motion, types of states).

e System: A collection of constituents (particles and radiations) subject to both

internal and external forces possibly depending on geometrical features, but
independent of coordinates of constituents not belonging to the collection at
hand.
It is assumed that the system is both separable and uncorrelated with its
environment, i.e., the environment includes everything that is not contained in
the system. The amounts of the r constituents and the s parameters of the
external forces are given by the vectors n = [ny, n,, ..., n,] and p = [By, B2, ..,
Bs], respectively. Examples of parameters are the volume (B; = V) and the
potential of an external (electrical, magnetic, gravitational) field (B, = ).

e Properties: The condition of the system at some instant in time needs also the
knowledge of the values of a complete set of independent attributes that are
called properties and are determined by proper measurement operations or
procedures at each time.

o State: The state of the system at a given instant consists of the values of the
amounts of the constituents, the values of the parameters, and the values of a
complete set of properties, under the assumption that the measurement results do
not have any correlation with measurements in any other systems in its envi-
ronment. The system state may change over time as a result of internal forces
(i.e., spontaneously) or because of interactions with other systems or both.

e Energy: The energy of any well-defined system A in any well-defined state A, is
a property denoted by E;, which is evaluated by a weighing process connecting
the state A; to a reference state Aq that has an energy E, (arbitrarily assigned),
ie.,

E| = Ey+mg(z1—20) (3.9)

where m is the mass of the weight, g the gravitational acceleration, and z;, z the
corresponding elevations. Energy is additive, i.e., the energy of a composite sum is
the sum of the subsystems’ energies. The energy change of a system is positive if it
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is transferred from the environment into the system, symbolically denoted by an
arrow as:

(EZ - El)systemA = EAH (310)

e Equation of motion: This is the relationship that describes the time evolution of
the system’s state (spontaneous, or forced, or both) subject to the condition that
the external forces do not violate the definition of system. Examples of equa-
tions of motion are: Newton’s equation F' = ma, and Schrodinger’s equation
(i.e., the quantum-mechanical analog of Newton’s or Hamilton’s equations).
These equations, and particularly Schrodinger’s equation, are applied to re-
versible processes that evolve unitarily. Because not all physical processes are
reversible and not all processes evolve unitarily, Gyftopoulos and Berreta
developed a complete equation of motion which is applied to all cases.

e Types of states: The states are classified according to their time evolution in:
unsteady and steady states, non-equilibrium states (i.e., states that change
spontaneously), equilibrium states (i.e., states not changing while the system is
isolated), unstable equilibrium states (i.e., equilibrium states that may be caused
to act spontaneously by short-term interactions having zero or infinitesimal
effect on the system’s environment), and stable equilibrium states (i.e., states
that can be changed only by interactions not leaving any net effect in the
system’s environment). These state concepts seem identical to those of
mechanics, but here they include a much wider spectrum of states due to the first
and second laws of thermodynamics. Experience has shown that starting from
an unstable equilibrium or from a non-equilibrium state, energy can be moved
out of the system causing a mechanical effect but not leaving any other net
change in the environment’s state. However, starting from a stable equilibrium
state, the above mechanical effect is not produced. This is a striking outcome of
the first and second laws of thermodynamics.

3.3 The Zeroth Law of Thermodynamics

Over the years, the laws of thermodynamics have been formulated in a variety of
ways. The Institute of Human Thermodynamics collects ten variations of the zeroth
law, 40 variations of the first law, 125 variations of the second law, 30 variations of
the third law, and 20 variations of the fourth law [34]. In particular, the second law
and the interpretations of the concept of entropy, which refers to changes in the
status quo of a system, has created a long-lasting scientific debate with many
different and opposing opinions and misrepresentations [35, 36].
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The zeroth law of thermodynamics, which is known as the law (or principle) of
thermodynamical equilibrium, has its origin in the work of the Scottish physicist
Joseph Black at the end of the eighteenth century [37-39]. He observed the ten-
dency of heat to diffuse itself from any hotter body to a cooler one nearby until it is
distributed among them such that none are disposed to take more heat from the
others. The heat is therefore brought into equilibrium. Black continued his argu-
mentation by saying that “one of the most general laws of heat is that all bodies
communicating freely with each other, without being subject to unequal external
action, acquire the same temperature (as indicated by a thermometer), namely the
temperature of the surrounding medium.” This is actually a precursor of what is
now considered as the “combined law of thermodynamics” [40].

Most modern textbooks of thermodynamics use either Maxwell’s formulation
(1872) or Adkins’ formulation (1983), as follows:

Maxwell
Two systems A and B in thermal equilibrium with a third system C are in thermal
equilibrium with each another.

Adkins
If two systems are separately in thermal equilibrium with a third, then they must
also be in thermal equilibrium with each other.

Although the zeroth law underlies the definition of temperature and asserts the
fundamental fact of thermodynamics that, when two systems are brought into
contact, an exchange of energy between them takes place until they are in thermal
equilibrium (i.e., until they reach a common temperature), it was only stated
explicitly much later at the time when the first three laws were formulated and
widely used. This is why Ralph Fowler coined the term zeroth law in the 1920s.
Clearly, “thermal equilibrium” is a binary relation that is both a fransitive and an
equivalence relation.

3.4 The First Law of Thermodynamics

3.4.1 Formulation of the Law

The first law of thermodynamics is widely known as the “law of conservation of
energy”, and states:

“Energy can be moved from one system (or place) to another in many forms, but the total
amount does not change, i.e., energy cannot be created or destroyed.”

In other words, energy is conserved during any and every event, happening,
process or transformation. Energy cannot come into existence from anywhere and
cannot go out of existence into anywhere. The most general formulation of the first
law is due to Clausius (1865) and states:
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“The energy of the World is constant”

Historically, the first law was firstly informally stated by Germain Hess (1840)
[34] in the form:

“The heat absorbed or evolved in any chemical reaction is a fixed quantity and is inde-
pendent of the path of the reaction or the number of steps taken to obtain the reaction”,
which is known as Hess’s law.

Later, Julius Robert von Mayer (1841) stated that “Energy can be neither cre-
ated nor destroyed”, and James Joule formalized the equivalence of mechanical
work and heat with his experiments on the consequences of friction (1843). The first
law was explicitly formulated for the first time in 1850 by Rudolf Clausius in the
form [2, 34, 41]:

“There is a state function E, called energy, whose differential equals the work exchanged
with the surroundings during an adiabatic process.”

In the exposition of thermodynamics by Gyftopoulos and Berreta via the
non-statistical general physics theory, which is applicable to all systems (large and
small including one- particle or one-spin systems), the first law is stated as follows
[10]:

“Any two states A; and A, of a system A may always be the initial and final state of a weight
process in which the only effect external to the system is the change z; — 7, of the weight’s
elevation from the initial to the final state (a purely mechanical effect).”

This means that, for a given weight “mg”, the value of the quantity mg (z; — z2)
is determined only by the end states of the system. Of course, instead of the
weight-elevation change, one can use many other effects in the statement of the first
law. As a result of the above first law, many theorems can be rigorously proven for
a system A such as: (i) To each system’s state there corresponds a function E, called
energy, the change of which from state A; to A, is proportional to z, — z;.
(ii) During any spontaneous changes of state (occurring in an isolated system), E
remains constant; and (iii) During interactions, the energy change E, — E; is bal-
anced by the energy exchanged with the systems that interact with the system A.

It is remarked that the first law does not provide any means to quantify the effects
of friction and dissipation.

Another related physical law states that “matter cannot be created or destroyed”
and so the amount of matter in the universe is fixed (conservation of matter). But
according to Einstein’s equivalence of matter (mass) and energy expressed by the
equation:

E = mcz7
where E is the energy contained in the mass m and c is the velocity of light in
vacuum, the conservation of energy law is essentially the same as the conservation
of matter law [42, 43]. Therefore, overall, “the total amount of matter (mass) and
energy available in the Universe is constant [44]. Conversion of one type of matter
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into another type is always accompanied by the conversion of one form of energy
into another. Usually, heat is leveled or absorbed. Of course, many energy trans-
formations do not involve chemical changes. For example, electrical energy can be
converted into mechanical, heat, or light energy, without any chemical change.
Mechanical energy is converted into electrical energy in a generator. Potential and
kinetic energy can be converted into one another. Many other conversions are
possible, but all of the energy and mass involved in any change always appears in
some form after the change is completed.

3.4.2 The Thermodynamic Identity: Energy Balance

According to the first law, in any movement of energy, “energy entering a system”
is equal to “energy stored” plus “energy going out”. For the human body, this is
illustrated in Fig. 3.4. Figure 3.5 is a diagram of the process of maintaining the
normal temperature in the human body through energy balance.

Let AU be the change in internal energy of a system during a process, Q the heat
flowing into the system (Q > 0) or flowing out of the system (Q < 0), W the
mechanical work is done on the system, and W' any other energy added to the
system. Then, by the first law we obtain the following thermodynamic identity or
energy balance relation:

AU=Q+W+W (3.11)

In Eq. (3.11), the work done on the system has a positive sign (W > 0), and the
work done by the system has a negative sign (W < 0). The same holds also for W'.
The standard unit for all quantities U, Q, W, and W' is the “joule” (in SI system), but
in many cases, the units used may be the “calorie” or the British Thermal Unit
(BTU).

Fig. 3.4 Illustration of the N
first law acting on the human (, /
body P Y

/ If!l .5 \

|
| .’I | '-". |

4 b

1) |/' Energy stored
W | <
/J[b (2.5 units)
E t
Energy in nergy‘ ot
(7.5 units)

(10 units)



3.4 The First Law of Thermodynamics 87

Body temperature falls. Body temperature rises.

A
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so that heat is conserved. | / | resulting in heat loss to the
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Fig. 3.5 Human-body temperature regulation through energy balance. (http://cnx.org/resources/
€685e1239226339d60f40ad3654e7c4d17c8e2e8/Figure_16_01_01.png)

In infinitesimal form, Eq. (3.11) can be written as:
dU = 6Q + oW + oW’ (3.12)

where the symbol “d” denotes an exact differential and “3” indicates an infinites-
imal increment which is not an exact differential. It is recalled that the integral of the
exact differential of a quantity is given by the difference of the values of this
quantity at its limits, while is not true for an inexact differential where the value of
the integral depends on the path of integration. Thus we have:

Ur

/ dU = Uy — U (3.13)

U;

The exact differential applies to physical properties (quantities) that are state
functions of a system and characterize the state of the system as does the internal
energy.

Now, consider a non-viscous fluid, for which the mechanical work is done on the
system is given by

SW = pdV (3.14)

where p is the pressure and V is the volume of the fluid. Note that p and V are the
so-called generalized force and generalized displacement, respectively. Referring to
the “gas-in-piston system” of Fig. 3.2, Eq. (3.13) follows directly as:


http://cnx.org/resources/e685e1239aa6339d60f40ad3654e7c4d17c8e2e8/Figure_16_01_01.png
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O0W = Fdx = pAdx = pdV (3.15)

where F' is the force on the piston, A is the area of the piston, and dV = Adx is the
differential volume change of the gas. Using Egs. (3.12) and (3.14) and assuming
that OW’ = 0, in (3.12), we get:

dU = 5Q — pdV (3.16)

where the default direction of work was taken from the working fluid to the sur-
rounding (e.g., the gas loses energy equal to the work it does on the surroundings).
Definition: A system which, after undergoing arbitrary change due to heat and
work, returns to its initial state, is said to have participated in a cyclic process.
For a cyclic process (in which the final value Uyof U is equal to the initial value
U,), Eq. (3.13) becomes:

de:Uf—U,:o (3.17)

where the special integral symbol indicates integration over a single cycle.

Applying
Equations (3.17)—(3.12) (with W’ = 0, without loss of generality) gives:

7{5Q - _y{aw (3.18)

where —0W is work done on the system. Typically, most heat engines operate on

cyclic processes, and it is in many cases convenient to calculate the net work of a

cycle using Eq. (3.18) with heat additions and losses instead of using work directly.
For an arbitrary (non-cyclic) process, we get:

Q=U—U—-W (3.19)

where O and —W, respectively, are the net heat transferred and the net work done on
the system via the process.

3.5 The Entropy Concept

The second law of thermodynamics has been formulated through the classical
(macroscopic) and the statistical and quantum-mechanics (microscopic) concepts of
entropy [26], and through the concept of exergy (energy availability or quality),
which recently has gained great popularity because it lacks the ambiguities and
controversies that occurred in the various interpretations of entropy [3].
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3.5.1 The Classical Macroscopic Entropy

The term entropy was coined by Rudolf Clausius in 1865 [11] and comes from the
Greek evtpomior (€v =in + tpomn = a turning) and literally means “a turning
towards”. The concept of entropy was expanded further by Maxwell [17]. Clausius
had observed that the ratio of heat exchanged to absolute temperature was constant
in reversible, or ideal, heat cycles. He concluded that the conserved ratio must
correspond to a real, physical quantity S and he called it “entropy”. Thus, Clausius
(classical) definition of entropy is:

S=Q/T (3.20)

where Q is the heat content (thermal energy) of the system ant 7 is the absolute
(Kelvin) temperature of the system. Of course, not every conserved ratio corre-
sponds necessarily to a real physical quantity. Entropy defined in this way surely
does not possess intuitive clarity. The entropy concept appears to have been
introduced in physics by fortune or accident, and, in spite of Maxwell’s initial
reservations [17, 45], it has prevailed and is established.

As mentioned above, the definition Eq. (3.20) of entropy holds for a reversible
process. This is justified by the fact that the temperature T has sense only if the
system is in thermodynamic equilibrium (or very near to it), in which case the
system can have “one” temperature (and not many simultaneous temperatures). To
determine the entropy for a nonreversible process, we set up a reversible process
that starts and ends at the same initial and final state, respectively, with
non-reversible systems. Then, we compute the entropy of this equivalent reversible
process, which, because entropy does not depend on the way it takes its values, is
equal to the entropy change of the original non-reversible process.

Under the assumption that 7 is constant and the heat flow is reversible (i.e., in
the case of an isothermal and reversible process), Eq. (3.20) gives the change AS of
S as:

AS = AQ/T (3.21)

where AQ is the change (finite increment) of Q, i.e., AQ = Q; — O, with Q; and O,
being the heat contents (internal thermal energy) of the system at two different
equilibrium states 1 and 2. Similarly AS =S, — S,, where S; and S, are the
entropies of the system at the equilibrium states 1 and 2, respectively. If AQ is
positive, then so is AS, i.e., if the heat content Q of the system goes up (with
constant 7) then its entropy goes up. If O goes down, the same happens to S.

If the temperature of the process is not constant, then Eq. (3.21) must be used in
differential form as:

ds = 6Q/T (3.22)
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where 8Q denotes a “path-dependent” (inexact) differential. In this case, the finite
increment AS in Eq. (3.21) takes the form:

AS = /‘%Q (3.23)

Using the differential entropy relation Eq. (3.22) in (3.16), we get the following
equation:

dU = TdS—pdV (3.24)

which is known as the “fundamental thermodynamic equation”.

In chemistry, we deal with open systems where heat, work, and mass flow cross
their boundaries. In these systems, the total entropy flow dS/dT is equal to the
following:

s 1d0  Edmi,  dSi
@ Td i St (3.25)
where dQ/dr is the heat flow (that causes the entropy change), dm,/d¢ is the mass
flow (entering or leaving the system), (dQ/df)/T is the entropy flow due to heat
across the boundary, S7 is entropy per unit mass, and dS;,/dt is the rate of internally
generated entropy of the system.

In case of multiple flows, the term dQ/T is replaced by X,dQ,/T;, where T; is the
temperature at which Q; flows. It is remarked that the workflow does not contribute
to the change of entropy.

Three very useful thermodynamic entities used in chemistry are the following:

Enthalpy: H = U +pV (3.26)
Helmholtz free energy: A = U — TS (3.27)
Gibbs free energy: G = H — TS (3.28)

The differential forms of H, A, and G are found as follows:

dH = dU +pdV + Vdp

(3.29)
—TdS+Vdp (by3.24)
dA = dU—-TdS—SdT
(3.30)
= —SdT—pdV (by3.24)
dG = dH—TdS—SdT
(3.31)

— —SdT+Vdp (by3.24)
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From Egs. (3.24), (3.29), (3.30), and (3.31), it follows that:

U=U(S,V),H=H(S,p),A=A(T,V),G = G(T,p) (3.32)
Therefore:
dU = (0U/S),,dS + (dU JoV) (dV (3.33)
dH = (9H/9S), + (9H /9p) sdp (3.34)
dA = (DA/OT),dT + (DA /OV) AV (3.35)
dG = (9G/T) AT + (9G/dp)dp (3.36)

Comparing Egs. (3.24), (3.29), (3.30) and (3.31) with Egs. (3.33), (3.34), (3.35)
and (3.36), respectively, we obtain the following alternative thermodynamic defi-
nitions of 7, p, V, and S:

T = (0U/0S),, T = (0H/DS), (3.37a)
p=—(0UJOV)s, p=—(0A/DV), (3.37b)
V = (0H/dp)s, V = (0G/dp), (3.37¢)
S =—(9A/0T),, §=—(3G/dT), (3.37d)

It is remarked that the volume is not the most appropriate independent variable
because in the laboratory it is much easier to control pressure than volume. On the
other hand, although Eq. (3.37d) indicates that we may also use S as independent
variable, in practice it is not all at convenient to use S as independent variable or to
control it, since there does not exist a measurement device for S, and it is not known
how to keep entropy constant during the change of some other variable.

For a constant 7, Eq. (3.28) yields:

dG = dH — TdS (3.38)

The enthalpy H represents the heat content of the system, and the quantity
TdS represents the ability to do the work needed for the reaction to take place.
Equation (3.38) is very important since the value of dG determines whether a
certain reaction can take place “spontaneously” or needs external energy to occur. If
dG < 0, i.e., if the change dH of the enthalpy (heat content) is less than 7dS, the
reaction will take place spontaneously. Otherwise (dG > 0), the reaction needs at
least dG worth of energy to force it to occur.

Actually, the change of Gibbs free energy, AG, in a reaction represents the
maximum amount of work that can be obtained from it. For example, AG in the
oxidation of glucose is AG = 686 kcal = 2870 kJ. This is the energy that sustains
the life of living cells.
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3.5.2 The Statistical Concept of Entropy

The statistical concept of entropy was developed by Maxwell, Boltzmann, and
Gibbs extending the work of classical thermodynamics, via the “molecular theory”
of gases, into the domain of statistical mechanics. Boltzmann defined entropy as a
measure of the number of possible microstates (microscopic states) of a system in
thermodynamic equilibrium, consistent with its macroscopic thermodynamic
properties (or macrostate). For example, the macroscopic property temperature of a
system defines a macrostate variable, whereas the kinetic energy of each molecule
in the system specifies a microstate. Actually, the macrostate thermodynamic
variable temperature expresses the average of the microstate variables, i.e., the
average kinetic energy of the system. Consequently, when the molecules of a gas
have higher velocities (i.e., higher kinetic energies), the temperature of the gas
increases. It is obvious that the macrostate of a system can be described by a small
number of variables (like, U, T, V, etc.) only if the system is in thermodynamic
equilibrium. Boltzmann’s definition of entropy is given by:

S=kgln N (3.39)

where N is the total number of microstates consistent with the given macrostate, and
kg is a physical constant called the Boltzmann constant, which (like the entropy) has
units of heat capacity. The term InN is dimensionless. It is remarked that “N” is not
the total number of particles in the system, but rather the overall number of “mi-
crostates” where the particles will be, under the condition that all such microstate
populations would lead to the same macrostate.

A simple demonstration of the Eq. (3.39) is the following [46]. We start with the
classical definition of entropy S = Q/T and calculate the heat Q needed by an ideal
gas to expand from volume V| to volume V, at temperature 7" and unchanged
pressure p. The energy of Q is equal to:

Va
Q:p/dV
Vi

where p and V are related by the ideal gas state equation:
pV = nRT = kgMT (3.40)

where R is the universal gas constant (R = 8.314 J/mol. K), n is the number of
moles, M is the number of molecules, and kg is Boltzmann’s constant given by:

ks = R(n/M)=R/(M/n)
= R/(Avogadro number 6.02 x 10%)
= 1.38% x 1072[J /K]
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Thus, the entropy increase is equal to:

Q V2 Vzd
P 14
—Z=_ [ AV =kgM | —
S=7 T/ V=ks /V
\4 Vi
= kM In(V2/ V1) = kg In(Vo/ V)™

= kBM InN

where N = (V,/V;) ™ is the new number of microstates. This is Boltzmann’s for-
mula (3.39). Just as an illustration of the meaning of N, we consider a gas volume
with 100 molecules and exactly 100 places for them. Suppose that the gas is heated
so that the volume is doubled, i.e., (V,/V}) = 2 and the number of places is doubled.
Now each molecule can be located in either of two places and thus we have
N = 2" microstates. As a result, we have an increase of entropy equal to
kBIn2'” = 69.3 kB. In general, N is the number of possible microstates consistent
with the given macrostate, i.e., the number of non-observable configurations (or
ways) in which the observable macrostate can be obtained through different posi-
tions and momentums of the various molecules. For an ideal gas with M identical
molecules and M; molecules at the ith microscopic configuration (range) of position
and momentum, N is calculated using the permutations formula

N = M!/My!M!M,!. .. (3.41)
where “!” is the factorial symbol and i ranges over all possible molecular config-
urations. The denominator stands for taking into account the fact that identical
molecules in the same microstate (configuration, condition) cannot be
discriminated.

Boltzmann’s entropy given by Eq. (3.39) is applicable to microstates that are
equally probable, which means that the system must be in a state of thermodynamic
equilibrium. For systems not in thermal equilibrium, the microstate probabilities
must be treated individually.

In this case, the entropy is given by the following generalization which is known
as Gibbs entropy:

S=—ks Y _ piln(p;) (3.42)

where p; is the probability that particle i will be in a certain microstate, and all the
p;s are computed for the same macrostate of the system. The negative sign is needed
because all p;s belong to the interval 0 < p; < 1, and so In(p;) < O for all i. Here,
the summation extents over all the particles i. A verification of the fact that
Eq. (3.42) is an expression equivalent to the known entropy relation (3.22) is the
following [47, 48]. Consider a system in thermodynamic equilibrium with a heat



94 3 Energy II: Thermodynamics

reservoir at a given temperature 7. Then, the probability distribution (at equilib-
rium) over the energy eigenvalues E; are given by Boltzmann’s distribution:

= (1/K) exp(—E;/kgT) (3.43)

where K is the normalization factor (known as partition function) that assures that
all probabilities sum to 1: > p; = 1. Now, the differential changes of S due to
i

changes in the external parameters, upon which the energy levels depend, is found
from Eq. (3.42) to be:

S =—kg »_ In(p;)dp; (3.44)
Introducing p; from Egs. (3.33)—(3.34), and noting that  _ dp; = 0, gives:

dS = —kg »  (—In K — E;/kT)dp;

:%ZEidpi— Zd (E:P;) Zp,dE

= (dU — oW)/T = 5Q/T (by (3.12))

which is the desired relation Eq. (3.22). In the above derivation, it was assumed that

the external parameters exhibit slow changes which assure that the system does not

change microstates, although the system’s macrostate changes slowly and rever-

sibly. In this case, the term _ p,dE; represents the (average) work done on the
1

system via this reversible process.

3.5.3 The Von Neumann Quantum-Mechanics Entropy
Concept

The term “quantum” was coined by Max Planck during his “black-body” radiation
studies. He arrived at the conclusion that the radiation energy of black-bodies exist
in discrete quantities (wave parcels), which he called “quanta”. This holds in
general for any electromagnetic radiation which actually consists of such wave
parcels that are both “particle” and “wave”. The extension of the classical entropy
concept to the quantum-mechanics field is due to John von Neumann who defined
his entropy as:

S(p) = —tr(p In p) (3.45)
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where p is the so-called (quantum) density matrix and “tr” is the conventional trace
operator of a matrix:

tr p = X(diagonal elements of p)

The density matrix in quantum mechanics is a self-adjoint (or Hermitian) pos-
itive semidefinite matrix' of trace one that describes the statistical state of a
quantum system. It is the quantum-mechanical analog of a phase-space-probability
measure (probability of position and momentum) in classical statistical mechanics.

A quick explanation of the definition of S (p) in Eq. (3.45) is the following. The
state vector |¥) of a quantum system specifies fully the statistical performance of a
measurement B. Consider a mixed quantum system consisting of the statistical
combination of a finite set of pure states |¥; > with corresponding probabilities

pi0<pi<l, Y pi=1

This means that the preparation process, i.e. the reproducible scheme used to
generate one or more homogeneous ensembles to be studied for the system, ends in
the state |¥;) with probability p;. The expectation (B) of the measurement B is
given by:

(B) = Zpi@//ilBW,-) (3.46)
Now, let us define the “density matrix” (operator) of the quantum system as:

p =D Pl il (3.47)

Then, it follows that {B) can be written as:
(B) = tr[pB] (3.48)

The density operator p defined by Eq. (3.47) is a positive semi-positive operator,
and has a spectral decomposition:

) (3.49)

where |¢;) are orthonormal vectors, and the coefficients A; are the eigenvalues of p.
The Neumann (quantum mechanics) entropy is defined as follows:

+A complex-valued matrix A is called Hermitian (or self-adjoint) if A™ = A, where A" is a matrix
with elements the conjugate elements of the transpose matrix AT,
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S:—Zﬂvih’l /1,‘

= —tr(p In p) = S(p)

(3.50)

This is the definition given in Eq. (3.45). Multiplying Neumann’s entropy by the
Boltzmann constant kg tunes it with the statistical mechanics (Gibbs) entropy of
Eq. (3.42).

The evolution in time of the density operator p obeys the following equation,
which is called the von Neumann equation:

ihdp /0t = [H, p] (3.51)

where i is the imaginary unit, 7i(h-bar) is the reduced Planck constant (h = h/2n),
H is the Hamiltonian of the system”, and the brackets symbolize a commutator:

[H,p] = Hp — pH (3.52)

This equation is valid if the density operator is considered to be in the
Schrodinger picture. If the Hamiltonian is time independent, the solution to
Eq. (3.51) has the form:

p(1) = UWp(0)UT (1)
U(t) = exp(—iHt/h) (3.53)

UT (1) = exp(iHit/h)

where U is the Hermitian conjugate of U(?).
If H depends explicitly on ¢, i.e., H= H(f), then U(¢) is the solution of the
following:

dU(t,19)/dt = —(i/m)H(t)U(t,10) (3.54)

It is recalled that the pure states (key vectors) |V;) are governed by the
Schrédinger equation:

d
ih—|¥;) = H;|¥;) (3.55)
dr
and so Eq. (3.51) is the statistical average of Schrodinger equations of the type
(3.55)

Some basic properties of the density operator p and the von Neumann entropy S

(p) are the following:

ZIn the one-dimensional case, H is given by H = —(h%/2m)d%/0x* 4+ V(x) where, V(x) is the
time-independent potential energy of the particle at position x.
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P1. The joint density operator of two systems A and B is denoted by p,p. Then, the
density of the subsystem A is given by:

P = UBPsR

where trg is the so-called trace over the system B.

P2. If A and B are two distinct and independent systems, then:
Pap = Pa®pp (product law).

P3. S(p) is zero for pure states.

P4. S(p) is invariant under changes in the basis of p.

P5. S(p) is additive, i.e., S(py @ pg) = S(p4) + S(pg).

k k
P6. S(p) is concave, i.e., S(Z u,»p,») > > wS(p) with iy +pp 4+ -+ + . = 1
i=1 =1

P7. |S(pa) — S(pp)| <S(pap) < S(ps) + S(pg) (When puy and pp are the reduced
density operators of p,p).

3.5.4 The Non-statistical General Physics Entropy Concept

Based on the non-statistical general physics concepts briefly presented in
Sect. 3.2.9, Gyftopoulos and his coworkers presented two formulations for the
entropy. The first is purely thermodynamic (without any probabilities) and the
second is purely quantum mechanical (i.e., the probabilities are not mixtures of
statistical and quantum probabilities). This second approach provides a unified
quantum theory of mechanics and thermodynamics, based on the assumption of a
wider set of quantum states than that postulated in classical quantum-mechanics.
A brief exposition of them follows.

3.5.4.1 Pure Thermodynamic Entropy Concept

The development of the entropy concept in this formulation is based on the
properties of Energy E (see Sect. 3.2.8) and the generalized available energy QF,
which is a generalization of Carnot’s motive power and provides the limit on the
optimum amount of energy that can be exchanged between a weight mg and a
composite of system A and reservoir R (i.e., the limit on the optimum mechanical
effect). The property QF is additive like the energy E. Carnot assumed that A is a
reservoir, too.

Gyftopoulos and Berreta [10] showed that for an adiabatic process of system A,
only the energy changes E; — E, of A and the generalized available energy changes
QF — OF of the composite of A and R satisfy the relations:
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El —E, = Qlf - Q§ (for areversible process) (3.56a)
E, — E;<QF —QF  (foranonreversible process) (3.56b)

In a reversible process, both the system and its environment can be returned to
their own initial states, whereas, in an irreversible process, this restoration cannot
take place.

In terms of E and QF, a property of A at state A; can be determined which is
called entropy S, and is evaluated via a reservoir R and a reference state A by the
equation:

S1 =580+ é[(El — Ep) — (QF — Q)] (3.57)

Here, S;, E;, and Qfe are the values of S, E, and QF at the states A i=0,1),
respectively.

The quantity cg is a well-defined positive constant that depends only on the
reservoir R and is defined as:

ck = i, (AER )L, /(AES ) (3.58)

rev rev

where (AEfz)fev is the energy change in a reversible weight process for the com-

posite of R and an auxiliary system A in which A changes from fixed states A; and
A,, and (AE@ )A is the energy change of a reference reservoir R, under otherwise

rev
identical conditions. The quantity cg, corresponds to the reference reservoir and can
be assigned an arbitrary value. The value and the dimension of cg are equal to the
value and the dimension of the temperature of every stable equilibrium state of a
given reservoir R. Choosing cg, = 273.16 K assures that cg is measured in absolute
temperature units (Kelvin).

The entropy S is an inherent property of A only, because it is shown to be
independent of the reservoir. The entropy is also shown to have always
non-negative values, with zero value for all states encountered in mechanics.
Finally, from Egs. (3.56a) and (3.56b), it follows that the entropy maintains a
constant value during any reversible adiabatic process, and increases in any irre-
versible process of A, a result which is also true for spontaneous processes and
zero-net-effect interactions.

3.54.2 Pure Quantum-Mechanical Entropy Concept

The quantum-mechanical entropy concept of von Neumann is based on the
assumption that the probabilities associated with the measurement results of a
system in a state i are described by a wave-vector function |¥;) or, equivalently, by
a projector |¥;)(¥;| = p; = p?, and that the density matrix p > p* is a statistical
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average of projectors as given by Eq. (3.47) [19]. This means that each density
operator p represents a mixture of quantum-mechanical probabilities specified by
projectors and non-quantum-mechanical (statistical) probabilities expressing our
actual inability to model, handle, and control all the details of a preparation or of the
interactions of the system with its environment, and so on.

Hatsopoulos and Gyftopoulos [28] found that there are quantum-mechanical
situations that require a purely quantum-mechanical density operator which is not a
statistical mixture of projectors [like that of Eq. (3.47)]. Such purely
quantum-mechanical operators are identically prepared by an ensemble of identical
systems, which is called a homogeneous or unambiguous ensemble.

Recall that two or more systems are identical if they are described by the same
density operator. It is exactly this pure quantum-mechanical feature of density
operators that allows the extension of quantum ideas to thermodynamics and vice
versa. In [29, 30], eight conditions or criteria are given that must be satisfied (at a
minimum) by any expression claimed to represent the entropy S. It was established
[30] that, from the entropy expressions available in the literature, the only one that
satisfies all those criteria (and so it is acceptable) is the von Neumann expression:

S = —kgtr(p In p) (3.59)

under the condition that p is purely quantum mechanical (and not a mixture of
quantum mechanical and statistical probabilities). The two criteria that are not
conformed by all other entropy expressions of the literature are the following:

cl. The expression must be valid for every system (large or small) and every state
(not only stable equilibrium states).

c2. The expression must, in general, be non-negative and be zero for all the states
encountered in mechanics.

The other six properties that are possessed by the other entropy expressions are
briefly the following: (i) invariance under reversible adiabatic conditions and an
increase of value in irreversible adiabatic processes; (ii) additivity, uniqueness of
maximum value of the expression; (iii) for given values of energy, parameters and
amounts of constituents, only one state must correspond to the largest value of the
expression; (iv) concavity and smoothness of the entropy versus energy plot in case
of stable equilibrium states; (v) identical results for the thermodynamic potentials
for all three systems A, B, C when maximizing the composite C of two systems
A and B; and (vi) reduction to relations established by experiment, for stable
equilibrium states.

The Hatsopoulos and Gyftopoulos equation [28] that governs unitary evolutions
of p in time and is valid for both isolated systems (H independent of time) and non-
isolated systems (H dependent on time), is postulated to have the same form as the
von Neumann Eq. (3.51), but actually it is different because p is not a statistical
mixture of projectors, and so it cannot be produced by statistically averaging
Schrodinger equations.
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The general equation of motion of quantum thermodynamics that governs the
time evolution of both reversible and irreversible processes is derived and fully
studied in [10, 31-33].

3.5.5 Rényi Entropy, Tsallis Entropy, and Other Entropy
Types

In 1961, Rényi [49] introduced a generalization of the standard
Boltzmann-Gibbs-Shannon entropy that is dependent on a parameter o(a > 0) and
is given by the formula:

mm—m{iﬁyw—n
i=1

where p;, i = 1,2, ..., n are the probabilities of xy, x,, ..., x,, and log is the logarithm
in base 2. This is called the Rényi entropy of order o. and has been used in statistics
and ecology, where o indicates the index or degree of uncertainty diversity. Some
special cases of H,(x) are the following:

o= 0,Hy(x) =logn Hartleyentropy
o= 1,H(x) =—> p;logp; Boltzmannentropy
i=1
o =2,Hy(x) = —log > p? Collisionentropy
i=1

o — 00,Hy(x) = —log sup (p;) Min-entropy

1<i<n

The name Min-entropy in the case o — oo is due to the validity of the following
bounding relation:

H., <H),<2H,,

to indicate that H,, is the smallest value of H,, which very often is referred to
simply as “Rényi entropy”.
It is noted that H,(x) is a lightly decreasing function of o, and H;(x) > H;(x)
because Y p;log p; < log > p? (Jensen Inequality).
i=1 i=1
Tsallis entropy was introduced in 1988 [50] and depends on a parameter q as
follows:

o]

Sy(p) = r /wmm/m—n

—00
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in the continuous probability distribution case, and

Sq(p) = (1 => ')/ (g - 1)

in the discrete probability case, where p(x) is the probability distribution of concern.
When g — 1, 5,(p) reduces to the standard Boltzmann entropy Tsallis entropy does
not add up from system to system, i.e., it is not based on the extensivity assumption,
the parameter q being a measure of the degree to which the non-extensivity holds.
In the non-extensive cases, the correlations between individual constituents of the
system do not decay exponentially with distance, as they do in extensive situations.
Actually, in non-extensive processes, the correlations die off as the distance is
raised to some power (theoretically found or experimentally derived), which is the
so-called “power law” (e.g., Richter’s power law of earthquakes strength). Tsallis
entropy has found application in the study of a large variety of physical processes
and phenomena with power-scaling relationships of this kind (like tornadoes,
chaotic systems, solid-state phenomena, anomalous diffusion in condensed matter,
etc.)

For two independent systems A; and A, that obey the product probability law
p(A1,Az) = p(A;)p(Az), the Tsallis entropy has the property:

Sq(A1,Az) = S4(A1) +84(A2)
+ (1 = ¢)Sq(A1)S4(A2)

which for g = 1 reduces to the extensivity property:
Sl(Al,Az) = Sl(Al) +SI(A2)

with S; = § (the standard entropy).

Clearly, the parameter |1 — ¢| represents a measure of non-extensivity (departure
from extensivity).

In [51], the entropy increase principle is extended to the case of Tsallis entropy
in the framework of the non-extensive statistical mechanics (NSM) [52].
Specifically, an inequality for the change of Tsallis entropy is derived for the case
where two non-extensive systems of different temperatures are brought into contact
with each other and reach thermal equilibrium. When the two systems 1 and 2 are
not in contact, i.e., when they are independent, the probability distribution p, and
the Tsallis entropy S, of the total (composite) system are equal to py =
pip2and Sy = Sg, + 54, + (1 — q)S,,S4,, respectively. The change of entropy after
and before the contact (at thermal equilibrium) is equal to:
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e ¢}

Sy —Sq = ﬁ/ Pl = (po/p)"]dx

= Cq<Xq(POvl’)>q
where
¢ = / P, X, (o p) = [1 — (po/p)"]/ (1 — q)

and (X, (po, p)>q is the g-expectation value defined as:

&)= [ rxas) [ pas

For (po/p) > 0and g > 0, the following inequality holds:

Xq(po,p) > q[1 — (po/p)]/(1 — q)

where the equality is obtained if and only if p = py. Thus, for ¢ > 0 we have
<Xq> >0 where <Xq> = [pX,dn is the conventional expectation. On the basis of
the above, we get:

S4(Po,P) = Sq, >0

which states that the total Tsallis entropy cannot decrease, and it is unchanged if
and only if p = po. The two systems in contact with each other can be treated as an
isolated system.

In [53], a generalization of the Boltzmann-Gibbs entropy is provided, based on
the Sharma—Mittal measure and the g-formalism of the generalized logarithm,
which unifies Rényi and Tsallis entropies, thus showing that they actually are not
generalizations of each other. In [54], it is shown that the Tsallis entropy matches
exactly the previously defined Havrda—Charvat structural o-entropy [55].

In [56], a general mathematical expression is provided which reduces to the
expressions of the following entropy measures as particular limiting cases:

Aczel-Daroczy entropy, Varma entropy, Kapur entropy, Havrda—Charvat
entropy, Arimoto entropy, Sharma—Mittal entropy, Taneja entropy, Sharma—Taneja
entropy, Ferreri entropy, Sant’Anna-Taneja entropy, Belis—Guiasu entropy, Gil
entropy, and Picard entropy.
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3.6 The Second Law of Thermodynamics

3.6.1 General Formulations

The origin of the second law is attributed to the French physicist Sadi Carnot who
in 1824 published his work entitled “Reflections on the Motive Power of Fire”. In
this publication, Carnot stated that work (motive power) is done by the flow of heat
(caloric) from a hot to a cold body (working substance) [15]. Over the years, a large
number of alternative formulations of the second law have been presented, which
are all equivalent in the sense that each one can lead via logical arguments to every
other form [14]. A list of 125 variations of the second law is provided in [34]. Here,
only a few of them will be given both in terms of the concept of entropy and the
concept of exergy. All of them actually demonstrate the nature’s phenomenon of
irreversibility, the so-called “arrow of time” [57, 58].
The formulation of Carnot states:

“Heat travels only from hot to cold”
The first formulation of Clausius is:

“Heat generally cannot flow spontaneously from a material of lower temperature to a
material of higher temperature.”

Kelvin’s formulation is the following:

“It is impossible to convert heat completely into work in a cyclic process”.
Max Planck’s formulation (1897) is:

“It is impossible to construct an engine which, working in a complete cycle, will produce no
effect other than raising of a weight and the cooling of a heat reservoir.”

Caratheodory presented in 1909 the so-called “axiomatic thermodynamics”,
which is based on some interesting properties of Pfaffian differential equations [12].
He started mathematically with the definition of equilibrium states and thermody-
namic coordinates. He then introduced a first axiom concerning the internal energy
of a multiphase system and its variation that includes external work during an
adiabatic process, i.e., Ur — U; — W = Q0 = 0 (see Eq. 3.9). This axiom uses the
term “adiabatic accessibility”, coined by Caratheodory, and states that: “In every
neighborhood of any point (equilibrium state) A in thermodynamic phase, there are
points adiabatically inaccessible from point A.”

On the basis of this axiom, Caratheodory showed how to derive Kelvin’s for-
mulation of the second law and all other results of the classical thermodynamics
developed in the nineteenth century. In the definitions and axioms of Caratheodory,
there is no mention of temperature, heat, or entropy. Actually, heat is considered as
a derived property that appears as soon as the adiabatic restriction is removed. Full
discussions of the equivalence of Caratheodory’s and Kelvin’s formulations can be
found in [59, 60].
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Using their definitions of system, property, state, and energy outlined in
Sect. 3.2.9, Gyftopoulos and Berreta formulated the second law as follows [10]:

“Among all the states of a system with given values of energy, amounts of constituents, and
parameters there exists one and only one stable equilibrium state.”

The stability in the above statement is, for each set of conditions, global (not
local) [61]. In mechanics, it is found that for each set of conditions the only stable
equilibrium state is that of the lowest energy. On the contrary, the second law
assures that there exists a global equilibrium state for every value of energy. That is,
the second law implies the existence of a large class of states, in addition to those
encountered in mechanics.

Two consequences of the Gyftopoulos—Berreta form of the second law are the
following:

1. In any system, starting from a stable equilibrium state, no energy is available to
produce a mechanical effect as long as the values of the amounts of constituents,
the internal forces, and the parameters experience no net changes. This conse-
quence is known as the impossibility of the PMM?2 (perpetual motion machine of
the second kind). Usually, PMM2 is erroneously considered as the statement of
the second law, while in the above formulation it follows as a theorem based on
the first and second laws.

2. Not all states of a system can be changed to a state of lower energy via a
mechanical effect. This is a generalization of PMM?2 and implies that there exists
a property of a system in a given state that represents the optimum amount of
energy that can be exchanged between the system and a weight process starting
with system A in a state A} and ending in a state A3. This property, which is
called “generalized adiabatic availability” (denoted by W), is well-defined for
all systems, but unlike energy is not additive. A property that has the features of
W and at the same time is additive is the generalized available energy QF
discussed in Sect. 3.5.4.

3.6.2 Formulations Through Entropy

The second law, as formulated through the entropy S, states:

“The entropy of an isolated system not in thermal equilibrium tends to increase over time,
approaching a maximum at equilibrium”

The best known and most famous formulation of the second law was given in
1865 by Clausius and is the following:

“The entropy of the Universe tends to a maximum”
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The mathematical formulation of the second law for an isolated system, with the
entropy S considered a time-varying entity S(?), is:

ds(z)
—2>0 3.60
= (3.60)
where ¢ is time. In words, Eq. (3.60) states that:

“Entropy in an isolated system can never decrease.”

The “non-decrease” property in all natural processes that take place in isolated
systems implies a particular direction of time that is known as the “arrow of time”
(Sect. 3.12). As the time goes forward, the second law states that the entropy of
isolated systems tends to increase or remains the same. It will not decrease. In other
words, entropy measurements can be considered as a “type of clock™.

Kelvin’s and Max Planck’s formulations given above mean that we cannot take
energy from a high-temperature source and then convert all that energy into heat.
Some of this energy has to be transferred to heat a lower temperature object. In
other words, it is thermodynamically impossible to have a heat engine with a
hundred-percent efficiency. Carnot has shown that the most efficient heat-engine
cycle is a cycle (called now the Carnot cycle) that consists of two isothermal
processes and two adiabatic processes. This cycle sets the upper physical limit on
the value of the fraction of the heat that can be used for work. The Carnot cycle is
an “idealization” since it assumes that the cycle is reversible and involves no
change in entropy. This is because no real-engine processes are reversible, and in all
real physical processes an increase of entropy occurs. On the other hand, the
isothermal heat transfer is too slow to be of practical value and use.

To calculate the efficiency of the Carnot cycle, we consider an engine working as
above between a high-temperature Ty, and a low-temperature T..

The Carnot cycle in 7-S and V-T diagrams has the form of Fig. 3.6a, b.

The operation of the engine in this cycle is as follows:

1. Hot slow isothermal expansion (from point 1 to point 2). The hot gas receives
heat Q;, = T,AS and does work.

2. Cooling adiabatic expansion (from point 2 to point 3). The gas continues to do
work without any heat exchange.

3. Cold slow isothermal compression (from point 3 to point 4). The cold gas
receives work and gives out (wasted) heat equal to Q. = T.AS.

4. Heating adiabatic compression (from point 4 back to point 1). The gas is
compressed by outside work and returns to the original hot state 1.

According to Eq. (3.18), the total work done by the engine in this cycle is equal
to the net amount of heat received, i.e.:

Work done = %5Q =0n— 0.



106 3 Energy II: Thermodynamics
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Fig. 3.6 Representation of a Carnot cycle in the temperature—entropy and pressure—volume
planes

Then, the engine’s efficiency 1 is equal to:

Workdone Q,—0. T,—T.
1 On On T (3:61)
or
n=(1-T./T,)100% (3.62)

From Eq. (3.61), it follows that for the Carnot cycle:
Qh/Th - Qc/Tc =0

which is a special case of the Clausius theorem:

$%2 = 0 Around a reversible cycle.

For any irreversible cycle, the efficiency is less than that of the Carnot cycle, i.e.,
there is less heat “flow in” (Q,) and/or more heat “flow out” (Q.) of the system. This
implies that:

00
}{ <o (3.63)

This is well known as Clausius inequality which in words states that any real
engine gives to the environment more entropy than that taken from it, thus leading
to an overall increase in entropy.

Clausius first statement means that heat cannot flow from cold to hot without
external work input. This, for example, is the case of a refrigerator, where heat
flows from cold to hot with the aid of a compressor (i.e., not spontaneously) which
takes electrical energy to operate, and returns heat to the environment. Overall, the
entropy of the isolated system (consisting of the refrigerator plus the environment)
is increased as required by the second law.
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3.6.3 Formulation Through Exergy

Available energy is a concept first understood by Sadi Carnot for the case of heat
engines and further developed by Helmholtz and Gibbs. This concept was applied
to various processes and applications with many different names such as energy
availability, available useful energy, energy quality, utilizable energy, available
energy, and so on. But the name that was definitely adopted and stuck is exergy,
coined by Zorant Rant in 1956. The term exergy comes from the Greek
“e + épyov” (ex = from + ergy = work). Exergy is a combined property of a
system and its environment. This is due to the fact that exergy, in contrast to energy,
depends not only on the state of the system but also on the state of its environment
(see Eq. 3.72). Some definitions of exergy proposed over the years are the
following:

Definition 1 Exergy of the system is the energy available for use.

Definition 2 Exergy is the maximum work that can be done during a process that
brings the system into equilibrium with a heat reservoir.

Definition 3 Exergy of a system represents the totality of the free energies in the
system.

Definition 4 Exergy is the amount of work that can be obtained when some matter
(system) is brought to a thermodynamic equilibrium state with the common com-
ponents of the natural surroundings via a reversible process, involving interactions
only with the above-mentioned components of nature.

According to the first law, the total amount of energy never changes even after
many changes, movements, or events. But this law does not tell us “why energy
cannot be reused over and over again.” Answers to this question are given by the
second law, when expressed through exergy, i.e.,

Second Law via Exergy

In all energy movements and transfer-motions, exergy (i.e., energy quality, energy
availability, utilizable energy) is consumed. In all energy movements and transfer-
motions, exergy (i.e., energy quality, energy availability, utilizable energy) is
consumed.

This means that energy is not consumed, i.e., it may have changed from
chemical to kinetic energy, or from electrical to thermal energy, but the total
amount remains invariant. What is consumed is the energy’s quality or availability
or utilizability that represents the amount of action or work that it can do. Therefore,
the second law of thermodynamics can be restated as follows:

“The amount of action/work that a certain amount of energy can do is reduced each time
this energy is used”.

This implies that all natural processes are irreversible, because the available
energy (exergy) driving them is reduced at all times, and so the quality of energy in
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the Universe as a whole, is constantly diminishing. In other words, the second law
of thermodynamics indicates that: “All processes in the Universe move in the
direction of decreasing exergy content of the Universe”.

This one-way direction of the Universe towards decreasing exergy implies that
heat cannot flow (spontaneously) from a colder to a hotter body. That is, the second
law says that the high quality (grade, concentration), useful (utilizable) energy
always gets turned into a lower grade (less useful, less utilizable) energy, which is
very difficult or impossible to be reused.

The decrease or destruction of exergy is proportional to the entropy increase in
the “system and its environment”. The consumed exergy is called anergy. For an
isothermal process, exergy and energy are interchangeable concepts, and there is no
anergy. From the above, it follows that:

“The exergy of a system in equilibrium with its environment is zero”.

Actually, we can identify four components of exergy Z, namely [62]:

Z =7 +Zy+ Zoh + Zen (3.64)

where:

Z, = Kinetic exergy
Z, = potential exergy
Z,, = physical exergy

Z., = chemical exergy

The kinetic and potential exergy components have the same meaning as the
corresponding energy terms and can be neglected when analyzing most common
industrial processes.

Physical exergy Z,, is the work that can be obtained by taking a substance via
reversible physical processes from an initial state (7, p) to the state determined by
the temperature and pressure of the environment (7, p.). Physical exergy is very
important when optimizing thermal and mechanical processes including heat
engines and power plants. But it plays a secondary or negligible role in large-scale
systems, e.g., chemical or metallurgical processes at the industrial level. In these
processes, chemical exergy is the exergy component that plays a dominant role for
resource accounting or environmental analysis purposes. Chemical exergy is the
work that can be produced by a substance having temperature 7, and pressure p, to
a state of thermodynamic equilibrium with the datum level components of the
environment. Chemical exergy has a component related to the chemical reactions
taking place in isolation, and a component related to the diffusion of the reaction
products into the environment.

Now, let us formulate mathematically the concept of exergy and derive its
relation to entropy. Consider an isolated system, called the total system or universe,
composed of the system of interest and its surrounding (environment). The
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surrounding is assumed sufficiently large so as to be regarded as a heat reservoir
with constant temperature 7, and pressure p.. According to the second law,
expressed in terms of the entropy Sita Of the total system, we have:

dSiotal = dS+dS, >0 (3.65)

where S and S, are the entropies of the system and its environment, respectively. By
virtue of the first law (Eq. 3.12), the change dU of the system’s internal energy is
equal to:

dU = 6Q — 0W +dEg, (3.66)
where 0Q is the heat added to the system, —0W is the work done by the system

(which has negative sing), and dE is the net chemical energy entering the system.
The net chemical energy is given by

dEen = Y _ p;dN; (3.67)
where p;  is the chemical potential, and N; is the number of modes of the com-
ponent i. The heat that leaves the reservoir and enters the system is equal to:

00 = T,(—dS,) <T.dS (3.68)
Introducing Eq. (3.68) into Eq. (3.66) gives:
oW < —dU +T,dS+dEg, (3.69)
Now the net work 6W done by the system can be split so:
oW = oW, + P.dV (3.70)

where 0W, is the useful work that can be done by the system, and P.dV is the work
spent for the system’s expansion against the environment. Combining the inequality
Eq. (3.69) with Eq. (3.70), we get:

ow, < —dU+T,dS — p.dV+dEy = —(U — T,S+p.V — Ea) (3.71)
The extensive quantity:
Z=U-T,S+p.V—E (3.72)

is exactly the thermodynamic entity called exergy of the system. Here —7,S rep-
resents the entropic (or heat) loss of the reservoir, p,V represents the available pV
work, and E is the available chemical energy. Combining Eq. (3.71) with
Eq. (3.72) gives the inequality:
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dZ +0W, <0 (3.73)

which states that the exergy change of the system, plus the change of the useful
work done by the system, is non-positive. If no useful work is extracted by the
system (i.e., if W, = 0), then Eq. (3.73) reduces to:

dZ<0 (3.74)

which says that the change of exergy of the system is non-positive, i.e., the exergy
(available work) of the system is decreasing (consumed) or remains constant.
Exergy is decreasing if the process is irreversible, while it remains constant if the
process is reversible (i.e., at equilibrium).

The above analysis shows that the entropy law:

dStotal Z 0 (37521)
is equivalent to the exergy law:
Z+0oW,<0 (3.75b)

Therefore, at the macroscopic level we can use the second law in terms of exergy
(as postulated at the beginning of this section) without considering or measuring
directly entropy in a total isolated system (thermodynamic Universe). A rich bib-
liography on exergy and its use can be found in [63].

Remarks

1. If Eyq = 0 and the temperature T of the system is always equal to 7, then the
exergy (3.72) is equal to:

Z=U—-TS+p.V+ Constant
Moreover, if V is constant, then:
Z = U — TS+ Constant,

The entity U — TS is the Helmholtz free energy A =U — TS defined in
Eq. (3.27). Thus, under constant volume:

dA <0

if the process is to go forward, or dA = O if the process is in equilibrium.
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2. If p is constant, we get:

Z = U — TS +pV + Constants

The quantity G = U +pV — TS = H — TS is the Gibbs free energy defined in
Eq. (3.28) with H = U + pV being the enthalpy of the system. Thus, under con-
stant pressure conditions, if dG <0, then the process can occur (go forward)
spontaneously, and, if dG = 0, then the process is at equilibrium. It is noted that the
Gibbs free-energy conditions for a process to go forward spontaneously or be at
equilibrium combine the first and second laws of thermodynamics, and for this
reason is also known as the “combined law of thermodynamics”.

3.7 The Third Law of Thermodynamics

The third law was first formulated by Walther Nernst in 1966 during his efforts to
deduce equilibrium constants from thermal data [64]. The third law is often called
Nernst’s theorem. A first form of the third law states that:

“As temperature tends to absolute zero, the entropy of a system approaches a minimum
well-defined constant”.

This means that entropy depends on temperature and leads to the formulation of
the concept of absolute zero. That is, if all the thermal motion (kinetic energy) of
particles (molecules) could be removed, a state called “absolute zero” would occur
(Absolute zero = 0 K = —273.15 °C). It is remarked that the entropy’s minimum
value is not necessary zero. However, Max Planck, working on the statistical
formulation of entropy, stated the third law in 1913 as follows [65].

“The entropy of each pure element of substance in a perfect crystalline state is zero at
absolute zero”.

This is because, at absolute zero, only one way to arrange the molecules in the
lattice is possible, and all molecules will be at their lowest energy state.

Nernst has found that the temperature dependence of the equilibrium constant
depends only on enthalpy differences, and, by examining the temperature depen-
dence of the free energy, he concluded that entropy differences, AS, must become
zero at absolute zero. To be consistent with Max Planck’s result, he accepted that at
absolute zero the absolute value of entropy of any system or process is zero, too,
ie.

IimAS=0 and limS=0
T—0 T—0
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The above postulate was later (1923) restated by G.N. Lewis and M. Randall as
[66]:

“If the entropy of each element in some perfect crystalline state be taken as zero at the
absolute zero of temperature, every substance has a finite positive entropy; but at the
absolute zero of temperature the entropy may become zero, and does so become in the case
of perfect crystalline substances.”

However, today there are some rare exceptions to this postulate [66].
The third law stated in another way (verified experimentally) states [4]:

“It is not possible to cool any substance to absolute zero by a finite number of cyclical
operations, no matter how idealized they are”.

This means that a continually increasing, ultimately infinite, amount of work is
needed to remove heat from a body as its temperature approaches absolute zero. It
is recalled that, by virtue of the second law, reducing the entropy of a system
implies the increase of the entropy of its environment. For his discovery of the third
law, Nernst has was awarded the 1920 Nobel Prize in Chemistry [64].

3.8 The Fourth Law of Thermodynamics

To the present time, there is no principle or statement about energy, matter, time, or
temperature globally accepted as being the fourth law of thermodynamics. Over the
years, many physicists and thermodynamics scientists have formulated principles
aiming to have them established as potential fourth or fifth laws of thermodynamics.
Among them there are a few that are frequently cited as the fourth law, two of
which are the “Odum—Lotka” maximum energy flow and empower “principle”, and
the principle expressed by the “Onsager reciprocal relations™. A brief discussion of
these two principles and a short list of some more “candidate fourth laws” follow.
An extended list is provided in [67].

3.8.1 Lotka’s Maximum Energy-Flux Principle

This principle states:

“Natural selection tends to make energy flux a maximum, so far as compatible with the
constraints to which the system is subject”.

In this principle [68, 69], the constraints refer to the existence of an unutilized
quantity of matter and available energy. Specifically Lotka states that: “so long as
there is present an unutilized residue of matter and available energy in every
instance, considered, natural selection will so operate as to increase the total mass
of the organic system, to increase the rate of circulation of matter through the
system, and to increase the total energy flux through the system”.
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Lotka extended this natural selection principle to evolution, stating that for
evolution two sub-processes take place, namely: selection of influences and gen-
eration of influences. The first influences select and the second provide the material
for selection. If the material provided for selection is limited (as, for example, in
chemical reactions), the range of operation of the selective influences is accordingly
limited. This is not so in the case of organic evolution where there is an element of
uncertainty. He states that inorganic evolution it is at least a priori probable, i.e.,
among the large number of types presented for selection, the ones that will occur
sooner or later will give the opportunity for selection to go in the direction of
maximum energy flux as stated previously. Therefore, the law of selection becomes
also the law of evolution, i.e.:

“Evolution, in these circumstances, proceeds in such direction as to make the total energy
flux through the system a maximum compatible with the constraints”.

3.8.2 Odum’s Maximum Rate
of Useful-Energy-Transformation Principle

Lotka’s principle of maximum energy flux was developed further by Odum, Tribus,
and Pinkerton [70-74], combining it with the maximum power theorem, well
known in the electrical systems field, and properly quantifying the law of natural
selection and evolution. The word “power” in this setting was defined energetically,
as the rate of useful transformation (hence the name of the principle in the title of
the present section).

It was Ludwig Boltzmann who, for the first time, stated that the fundamental
issue of contention in the life-struggle in the evolution of the organic world is
“available energy”. Lotka’s principle is in agreement with Boltzmann’s statement
and expressed, in other words, declares that the life-preservation advantage goes to
the organisms that have the most efficient capturing mechanisms for the available
energy.

Odum’s statement of the principle of maximum power (or rate of useful energy
transformation) is based on the electrical engineering concept of “impedance
matching” [75] and has been extended to biological and ecological systems.
Actually, Odum regarded the world as an ecological-electronic-economic engine
and pointed out that this principle “provides a potential guide to understanding the
patterns of ecosystem development and sustainability”. In several publications,
Odum provided, as a practical example of the principle of maximum power, the
Atwood machine [76].

The exact statement of the maximum power principle as given by Odum [72] is
as follows.

“During self organization, system designs develop and prevail that maximize power intake,
energy transformation, and those uses to reinforce production and efficiency”.
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He further pointed out in 1994 that: “in surviving designs, a matching of
high-quality energy with larger amounts of low-quality energy is likely to occur”. In
his 1995 publication [72], Odum provided a corollary of maximum power calling it
“maximum empower principle”, to clarify that higher level transformation processes
are equally important as the low-level processes, and so excluded the possible
misunderstanding that maximum power means that low-level processes have higher
priority. For its generality, the combination of Lotka’s and Odum’s principles has
been referred to by C. Giannantoni as the “Fourth Law of Thermodynamics” under
the name “The Maximum Empower Principle” [77, 78]. The concepts and methods
that are based on the maximum empower principle have been applied to many
ecological and socioeconomic systems where self-organization and optimal exergy
acquisition take place (see e.g., [79-83]).

3.8.3 Onsager Reciprocal Relations

Onsager’s “reciprocal relations” (1931) are general and are valid for various pairs
of thermodynamic forces and flows in a wide repertory of physical-chemical pro-
cesses. These relations show that some particular relations between flows and forces
in systems not in equilibrium are identical, subject to the condition that some local
equilibrium concept exists.

The experiment has shown that temperature gradients (differences) in a system
result in heat flow from the hotter to the colder parts of the system. In a similar way,
mass flows from high-pressure to low-pressure areas. Furthermore, in cases where
there are differences in both temperature and pressure in a system, heat flow can be
caused by pressure differences and mass flow can be caused by temperature dif-
ferences, and the ratio “flow over force” in each case has the same value, i.e.:

“Heat-flow/Pressure difference = Mass-density flow/Temperature difference”

Onsager has shown [84, 85] that this type of reciprocal relationship is a con-
sequence of the principle of microscopic reversibility in statistical mechanics, and
so they are valid in the statistical ensemble sense.

One way to formulate the Onsager reciprocal relations is to start with the formula
of the entropy production density [86—88]:

l n
s = ;ZJk[Fk — (graduy)7]
k=1

where J; = p,(vx — v) are the vectors of the diffusion flows with respect to any
reference velocity v, p,, and v, are the densities and velocities of the components,
Fy are the body forces per unit amount of each chemical species, T is the absolute
temperature, the scalars are the chemical potentials, and “grad” is the gradient
operator. The quantity in the brackets on the right-hand side of the above equations
is written in the form as follows:
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Fi — (gradp;); = ZRika
=1

where R = [Ry] is a matrix of coefficients Ry, called the Onsager coefficients. The
second law of thermodynamics and the above form of simply that the Onsager
coefficient matrix is positive definite. Using the principle of microscopic
reversibility Onsager has shown that R is also symmetric, i.e.,

Rik = Rki for all i, k

These relations are exactly the so-called Onsager reciprocal relations. Another
easy-to-follow presentation is provided in [89]. For the discovery and proof of his
reciprocal relations, Onsager was awarded the 1968 Nobel Prize in Chemistry.
Many workers have attempted to provide a phenomenological (non-statistical)
proof of the Onsager reciprocal relations, but such a straightforward proof seems to
remain unavailable. Jozsef Verhas in [88] showed that presuming the validity of
Onsager reciprocal relations, exact proofs can be constructed by Newton’s second
and third laws, which means that a phenomenological proof of the reciprocal
relations would be equivalent to a proof of the fundamental laws in physics.

3.8.4 Some Further Fourth-Law Statements

In the following, eight more principles or statements that are potential candidates
for consideration as the fourth law are listed in chronological order. The details of
their formulation can be found in the respective references.

1. Harold Morowitz (1992)
The flow of energy from a source to a sink through an intermediate system
orders that system [90, 91].

2. Per Bak (1994)
Slowly driven systems naturally self-organize into a critical state [92].

3. Michael Moore (1996)
In every contact of matter with matter, some matter will become unavailable for
future use; thus, some matter is wasted (“some” is not to imply “minute”, and
waste means an irrevocable transfer that is beyond recycling) [93].

4. Pierre Perrot (1998)
A fourth law can be any statement postulating the existence of an upper limit to
the temperature scale (between 10" and 10'? K) [3].

5. Stuart Kauffman (2000)
Biospheres maximize the average secular construction of the diversity of
autonomous agents and the ways those agents can make a living to propagate
further. (An autonomous agent is a self-reproducing system able to perform at
least one thermodynamic “work cycle”) [94].
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6. R.E Morel and George Fleck (2006)
Systems increase entropy at the maximum rate available to them. (This implies
that identical systems under identical conditions behave identically) [95].

7. Murad Shibli (2007)
Considering time as a mechanical variable for a closed system with moving
boundaries composed of homogeneous isotropic cosmic fluid, the system will
have a negative pressure equal to the energy density that causes the system to
expand at an accelerated rate. Moreover, the momentum associated with time is
equal to the negative of the system’s total energy [96].

8. Philip Carr (proposal for fifth law, 2008)
Wherever possible, systems adapt to bring dS/d¢ to a maximum over some
variably sized window of visibility or, more explicitly, an open system con-
taining a large mixture of similar automatons, placed in contact with a
non-equilibrated environment, has a finite probability of supporting the spon-
taneous generation and growth of self- constructing machines of unlimited
complexity. (This means that any system involving a large number of similar
elements is potentially able to self-organize, using energy and matter taken from
its environment) [97].

Note: In the above principle number eight:

e Automaton is a particle or physical object or machine that can interact with other
particles, objects, or machines.

e Machine is a mechanism that can extract work from the conversion of high-
energy reactants into low-grade waste products plus heat.

o A non-equilibrated environment is an environment containing materials that are
able to react together in order to release energy plus waste products.

e Unlimited complexity implies that, within the constraints imposed by available
energy, materials, possible pathways, and time, the system could evolve
indefinitely to become a more and more effective mechanism for conversion of
the materials found within the environment into waste products, waste energy,
and machine structure.

3.9 Branches of Thermodynamics

The thermodynamics ancestors are the laws and inventions developed in the sev-
enteenth century, such as the thermal argumentation law, the vacuum pump, the gas
laws, and the steam engine. As a science, thermodynamics was developed in the
seventeenth and eighteenth centuries, and in the nineteenth and twentieth centuries
has embraced many theoretical- and applications-oriented areas of science, tech-
nology, and human life [2—4, 98]. The branches of thermodynamics may be divided
into three main categories, namely: (i) traditional branches, (ii) natural systems
branches, and (iii) modern branches.
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3.9.1 Traditional Branches

The three core traditional branches, i.e., classical, statistical, and quantum ther-
modynamics, were discussed in previous sections. Here a short outline of the
following additional traditional branches will be given:

Chemical thermodynamics
Engineering thermodynamics
Biochemical thermodynamics
Surface thermodynamics

Chemical Thermodynamics

Chemical thermodynamics is concerned with the study of energy, work, and
entropy of physical state (phase) changes and chemical reactions (including equi-
librium and non-equilibrium conditions) using the laws and tools of thermody-
namics. The first publications on chemical thermodynamics are [99, 100]. Gibbs for
his 1876 publication [101], and von Helmholtz for his 1882 publication [102] are
recognized as the founders of the classical chemical thermodynamics, and Gilbert
Lewis, Merle Randal, and E. Guggenheim, are considered as the fathers of modern
chemical thermodynamics for their works published in 1923 and books [103, 104]
in 1933, which have been integrated and presented in a unified way as a
well-defined scientific branch in [105]. The chemical energy is due to the potential
of chemical compounds to be transformed to other compounds via chemical
reactions. This energy can be released or absorbed depending on the difference
between the energy content of the reactants and the products. The state functions
that are used in the study of chemical thermodynamics have already been presented
and are internal energy (U), enthalpy (H), entropy (S), and Gibbs free energy (G).
Chemical processes obey the laws of thermodynamics, as explained in previous
sections, which lead to the Gibbs free-energy (or exergy) relation:

dG = dU — TdS+ pdV <0,

derived in Sect. 3.6.3. This relationship implies that any spontaneous reaction has
negative free energy dG and that at equilibrium dG is zero. Basically, conventional
chemical thermodynamics deals with processes at or near equilibrium. The pro-
cesses that are far from equilibrium require special attention and methods and have
been extensively studied by Ilya Prigogine, who discovered important new struc-
tures and phenomena of nonlinear and irreversible thermodynamics that find
applications in a large repertory of fields (e.g., cancer grow, traffic flow, biological
systems, etc.).

Engineering Thermodynamics

Engineering thermodynamics deals with the application of thermodynamics con-
cepts, laws, and methods for solving engineering problems. Such problems include
the calculation of fuel efficiency in engines, the energy and exergy calculation in
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man-made systems (e.g., power installations, refineries, nuclear reactors, etc.), the
energy conservation and economy, and the development of easy-to-use design
plots/maps and tables from empirical data [106-108]. In particular, the
exergy-analysis method provides the means for locating the cause and the real
magnitude of energy resource waste and loss in the process at hand. This enables
and facilitates the design of novel systems with higher energy efficiency or the
performance improvements of existing systems. The integration of the
exergy-analysis concepts with engineering economic concepts is called “thermoe-
conomics” and includes the identification of the real source of cost at the component
level, the capital investment costs, and the operational and maintenance costs. In
sum, thermoeconomics is concerned with the cost minimization in engineering
systems on the basis of exergy considerations. A subclass of engineering thermo-
dynamics is “chemical-engineering thermodynamics” which deals with applications
of an exclusively chemical-engineering character, such as chemical reaction equi-
librium, solution processes, osmotic processes, fluid mixing, etc. [109].

Biochemical Thermodynamics

Biochemical thermodynamics is primarily concerned with applications of thermo-
dynamics in biochemistry, but very often is considered together (or synonymously)
with biological thermodynamics or biotherm dynamics which refers to bioener-
getics, i.e., to the study of energy movement and transformation in biological
processes. Biothermodynamics deals with the quantitative analysis of the energy
flows taking place inside and between living organisms, cells, structures, and
communities. Notable references in this area include [110-116]. The energy
available to do work during a chemical reaction is given quantitatively by the
change in Gibbs free energy, which is equal to dG = dH — TdS, where H =
U +pV is the enthalpy. The enthalpy, which is an extensive property, is a state
function of a process (because it is defined via the state functions U, p, and V), and
plays a fundamental role in biochemical-reaction thermodynamic calculations. It is
remarked that enthalpy can actually be measured in practice. Energy flows in
biological organisms originate from photosynthesis through which the sunlight
energy is captured by the plants. All internal dynamic biochemical processes, such
as ATP hydrolysis, DNA binding, etc., are included in the field of
biothermodynamics.

Surface Thermodynamics

This branch, also called adsorption thermodynamics, is concerned with the
behavior of atoms, molecules, bacteria, etc. (i.e., chemical species) near surfaces,
and was founded by Gibbs. Adsorption is the process in which atoms or molecules,
etc. (adsorbates) attach to a solid or liquid surface (adsorbent) originating from a
bulk phase (solid, liquid or gas). Adsorption at the molecular level is caused by the
attractive interactions between a surface and the species being adsorbed.
Thermodynamically at the adsorption equilibrium, the Gibbs free energy is mini-
mized. This means that adsorption (e.g., bacterial adhesion) takes place if, by itself,
this leads to a decrease of the free energy (which is an isothermal-isobaric ther-
modynamic potential). Otherwise, it is not favored. Adsorption is directly applied to
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filtration and detergent-action processes, and it is also very important in hetero-
geneous catalysis, electrochemistry, adhesion, and lubrication. Adsorption is typi-
cally expressed by the quantity of adsorbate on the adsorbent as a function of its
pressure (if it is a gas) or concentration (if it is a liquid) at constant temperature
(isothermal function). Two classical isothermal relations are the Freundlich—Kiister
(1894) and the Langmuir (1916) equations [117, 118]. Important publications in the
bacterial adhesion field include [119, 120]. A complete set of online surface science
tutorials and lecture courses can be found in [121].

3.9.2 Natural Systems Branches

This class includes the branches of thermodynamics that deal with large-scale
natural phenomena. Here the branches related to the following natural and cos-
mological systems and phenomena will be reviewed:

Meteorological systems
Ecological systems
Geological systems
Earthquakes
Cosmological phenomena

Meteorological Systems: The study of the phenomena involved in the energy
transformation and movement that takes place in the atmosphere is called atmo-
spheric (or meteorogical) thermodynamics. These phenomena which obey the laws
of thermodynamics include among others, the following: insolation, terrestrial
radiation-energy balance, tropospheric transport of surface heating and cooling,
atmospheric tides, atmospheric moisture, evaporation and latent heat, heat advec-
tion, atmospheric stability, adiabatic processes, cloud, fog and precipitation,
planetary-scale tropospheric phenomena, micrometeorological phenomena, atmo-
spheric turbulence, mesoscale weather systems, atmospheric electricity and light
phenomena, etc. Suitable references on atmospheric thermodynamics include [122—
125].

Ecological Systems: The application of the principles and laws of thermody-
namics in ecological systems is called “ecological thermodynamics”. In particular,
ecological thermodynamics is concerned with the study of the states and evolution
of ecosystems through the use of energy-, entropy-, exergy-, and emergy-flow
analysis. The founders of ecological thermodynamics are the Odum brothers
(Howard Odum, ecologist, and Eugene Odum, zoologist). The first book in ecology
was published in 1953 [126], but the full application of thermodynamics to ecology
started in the 1970s [127-131]. The fundamental principle of ecological thermo-
dynamics is that, while materials cycle in ecosystems, energy flows through them
[132-135]. Flows of energy originate from plants to herbivores and goes to car-
nivores (and to decomposers all along the food chain). To measure the energy flow
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through ecosystems, use is made of several measures of efficiency with which
energy is converted into “biomass”. The typical measures of energy efficiency in
ecological anthropology are as follows: (i) output/inputratio = energy acquired/
energy expended = E,/E, and (ii) netreturnrate = (E, — Eg)/time needed to
acquire energy (= netenergy /labor time). In the case of a population with limited
energy, the increase in efficiency of energy acquisition is adaptive (since it
increases the overall amount of energy that can be used), but, if the population’s
energy is unlimited, the total amount of energy captured is non-adaptive (because
there is always sufficient “food supply”).

Geological Systems: Chemical thermodynamics is the branch of thermody-
namics used to study geological systems (minerals, magmas, rocks) and to
understand the chemistry of geothermal systems (i.e., geothermal fluids that are
flashed, cooled, or mixed). Chemical thermodynamics, when applied to geological
systems, forms the branch that is called “geochemical thermodynamics” and
enables us to predict what minerals will be produced under different conditions (the
so-called forward modeling), and at the same time allows us to use mineral
assemblages and mineral compositions to determine the conditions under which a
rock was formed (thermobarometry). Usually, the calculations required are very
complex; they need reliable thermodynamic data and in present days are usually
performed by suitable computer programs (the so-called thermodynamic modeling
programs). Similarly, a variety of computer programs are available that help in the
thermobarometric calculations, i.e., the quantitative determination of the pressure
and temperature at which a metamorphic or igneous rock reached chemical equi-
librium. Basic publications on geochemical thermodynamics include [136-141].

Earthquakes: Earthquake thermodynamics is a branch of thermodynamics that
examines the geophysical processes and phase transformations that form the trig-
gering mechanisms of earthquakes in the Earth’s interior. It is a very important area
of research because thermodynamics has strong predictive power. Thus, modeling
the earthquake and the Earth’s interior using the concepts and laws of thermody-
namics is expected to contribute much to successful earthquake prediction for the
benefit of human safety and society. The processes involved in the Earth’s and
universe’s evolution are irreversible, and the nonlinear interactions that take place
lead to the formation of fractal structures. The interior boundaries have their origin
in structural phase transformations. Actually, earthquake thermodynamics provides
a microscopic model of earthquake sources. The precursory phenomena produced
by the increasing stresses can be efficiently studied with the help of the physics of
defects and the abnormalities in electric polarization and electromagnetic radiation
that appear before the occurrence of the earthquake. A rich collection of studies in
this area is provided in [142].

Cosmological Phenomena: It is globally accepted that cosmological phenom-
ena obey the laws of physics and thermodynamics, but the existing theories of
cosmic evolution suffer from the following “paradoxon”. On the one hand,
Einstein’s equations are adiabatic and reversible, and so they cannot explain on
their own the origin of cosmological entropy. On the other hand, the quantum
nature of these equations make the results obtained very sensitive to quantum
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subtleties in curved space-times. These difficulties have been studied by many
cosmological and thermodynamics scientists, e.g., John Wheeler, Jacob Bekenstein,
Stephen Hawking, Robert Wald, Ilya Prigogine, Benjamin Gal-Or, Richard Tolman
et al. [143-150]. In sum, the study of the thermodynamics of the universe or
cosmological thermodynamics depends on which form of energy considered as the
dominant one, i.e., radiation (relativistic particles) or matter (non-relativistic par-
ticles). Very important is the reinterpretation of the matter—energy stress tensor in
Einstein’s equations provided by Prigogine et al. [145] which modifies the standard
adiabatic conservation laws, thereby including irreversible-matter creation which
corresponds to an irreversible energy flow from the gravitational field to the created
matter constituents. As a result, the second law of thermodynamics implies that
space—time transforms to matter, whereas the inverse is not allowed. Thus, the
cosmological history starts from an instability of the vacuum rather than the usual
initial singularity associated with the “Big Bang”. In this theory, the instability at
the origin of the universe is the result of fluctuations on the vacuum where black
holes act as membranes that stabilize these fluctuations. The study of black holes in
terms of radiation, entropy, energy, temperature, etc., is called “black hole ther-
modynamics” [143, 150].

3.9.3 Modern Branches

Here, the following branches, most of which have a theoretical or abstract character,
will be outlined:

Non-equilibrium thermodynamics
Economic-systems thermodynamics
Business-systems thermodynamics
Computer-systems thermodynamics
Life thermodynamics

Non-equilibrium thermodynamics: This theoretical branch deals with systems
that are far from thermodynamic equilibrium. The study of systems that are in
equilibrium (the so-called equilibrium thermodynamics) belongs in its greater part
to the “classical thermodynamics” outlined in some detail in previous sections of
this book [151]. The study of systems that are near to equilibrium and are governed
by Onsager reciprocal relations is called “near-equilibrium thermodynamics” or
“linear thermodynamics of irreversible processes”. Actually, the majority of sys-
tems are not isolated from their environment, thus exchanging energy and/or matter
with other systems, and so they are not in thermodynamic equilibrium.
Non-equilibrium thermodynamics is distinguished in classical and extended
non-equilibrium thermodynamics. The former satisfies the requirement of local
thermodynamic equilibrium, and the latter violates this requirement [152]. Local
thermodynamic equilibrium of matter implies that the system at hand can be
divided (in space and time) into small “cells” (of infinitesimal size) that satisfy to a
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good degree the classical thermodynamic equilibrium conditions for matter.
Important contributions in the field of non-equilibrium thermodynamics were made
by Jou, Casas-Vaguez, Lemon, Onsager, Herwig, Prigogine, Mahulikar, Glansdorf,
Meixner, Mazur, and de Groot [89, 152—-157]. An important concept that had a
strong influence on the development of the field is Prigogine’s and Glansdorf’s
concept of “dissipative structures”, a new form of dynamic states of matter, which
lead to a spontaneous “self-organization” of the systems both from the “space
order” and “function” points of view. More specifically, dissipative structures refer
to the capability of complex systems to transfer their entropic changes and costs to
other parts of the system, a property that is applicable to any type of physical or
human-life system. Another influential concept in the area of non-equilibrium
dynamics is the concept of “maximum entropy production (MEP)” originated by
Paltridge [158] and fully developed by Swenson [159]. It is remarked here that
Prigogine [160] presented a theorem of “minimum entropy production”, which does
not contradict Swenson’s MEP law since it is applicable to the linear regime of a
near stationary system in which the MEP principle does not actually apply.
The MEP law is applicable to nonlinear systems and determines the most probable
state path among all the possible ones [161].

Economic-Systems Thermodynamics: This is a branch that focuses on the
interface between thermodynamics and economics. Actually, the laws of thermo-
dynamics have a strong influence on economic activity and theory. For example,
the implication of the conservation of energy and mass (first law) is that
raw-material inputs to economic processes are not actually “consumed”, because,
after their extraction from the environment, they return finally to it as waste. The
second law is also applicable here since the economic processes use “low-entropy”
(high-“exergy”) raw materials (e.g., high- grade metal ores and fossil fuels and
discard “high-entropy” (low-exergy) wastes. The true economic importance of the
second law is that exergy is not conserved and is a successful measure of resource
quality and quantity of both materials and energy (mapped to “money” and “de-
velopment”). Whenever exergy (available work) is consumed, a kind of entropy is
generated. This “spent work™ is expelled into the environment and can no more be
used (thus called “anergy”). The first-known publication in economics that studies
economic entropy is the 1971 book of Nicholas Georgescu-Roegen [162]. A class
of applications of thermodynamics to economic systems focuses on the
statistical-thermodynamics formulation and employs arbitrary probability distribu-
tions for selected conserved economic quantities. Here, like statistical mechanics,
the macroeconomic variables are treated as the mean value of microeconomic
variables and are determined by computing the partition function starting from an
arbitrary function [163]. A collection of papers on the subject of economics and
thermodynamics is provided in [164], and a good reference to the study of eco-
nomic systems through the second law (exergy) where it is shown that exergy is no
less a “factor of production” than “labor or capital” is [165]. The study of eco-
nomics via thermodynamics concepts is also called thermoeconomics, a term coined
by Myron Tribus [166, 167]. In general, the economic activity is studied by con-
sidering the economic system as a dissipative system (i.e., a non-equilibrium
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thermodynamics-like system) where exergy is consumed and an exchange of
resources, goods, and services takes place. This point of view has also been used in
approaching the establishment and evolution of the alternative social/
socioeconomic systems [168].

Business-Systems Thermodynamics: Here the energetic issues of the opera-
tions taking place in business systems are studied through the application of the
thermodynamics concepts and laws. New concepts like the corporate entropy and
business thermodynamic efficiency were developed and used [169-171]. Closely
related to business thermodynamics is the field of business chemistry where a
business is modeled as a chemical laboratory, test tube, etc., and people are
regarded as chemical elements or human molecules that participate in the business
operation [172, 173]. Two basic concepts of business thermodynamics are the
business-molecular organism (BMO) concept and the mental-flow rate (MFR)
concept, dealing with metabolism, efficiency, energy balance, and mass-balance
metaphors. The work output includes the projects’ and other deliverables which
contribute to the increase of return on investment (ROV). But, according to Little
[172, 173], because chemistry is concerned with the properties and changes of
matter, any business can be performed more efficiently, if it includes in its personnel
a “chemistry professional”. To better satisfy this requirement, many universities
around the world offer special courses with at least a “business—chemistry”” major.
The use and study of business-thermodynamic efficiency help in improving the
overall business efficiency ratio and developing more successful “business-opera-
tion-efficiency analysis” (BOEA) [174]. In their effort to maximize their efficiency
and face their complex problems, modern businesses use the so-called “business-
and-information-technology consultants” who have special skills and know-how at
several levels, namely, technological, industrial, market-level, etc. that are appli-
cable to both short-term and long-term horizons [171].

Computer-Systems Thermodynamics: This branch deals with the application
of thermodynamics concepts and laws for the analysis, design, and operation of
computer systems. Computer systems are dynamic physical systems and therefore
obey the laws of physics and thermodynamics. It is very important for their
development and use to identify features and parameters that are time-independent
and invariant (e.g., constants of motion). Present day computers are large and
involve a large number of small-scale components that are working together and
affect the overall performance of all. Therefore, the application of the concepts of
statistical and quantum thermodynamics is a feasible way to study the macroscopic
behavior of a computer as an aggregation of the statistical behavior of its
small-scale building elements and components, which are now reaching the
microscopic size. Examples of statistical and quantum analysis in computer systems
are statistical mechanics of cellular automata, simulated annealing, quantum com-
putation, quantum cryptography, and computational complexity [175-180].

Life Thermodynamics: This branch is concerned with the study of life and
living organisms through the laws and methods of thermodynamics. In this
framework, life is any animate matter [181] or molecular structure, which in con-
trast to inanimate is alive and is characterized by driving force, exchange force,
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thermodynamic force, and induced movement. Historically, the first person to
hypothesize that the processes of life are thermodynamic processes was Ludwig
Boltzmann (1875). Working on the theories and results of Clausius and Thomson
(Kelvin), he arrived at the conclusion that [182, 183]:

‘The struggle for existence of animate beings is for (negative) entropy obtained from the
sun and the earth’.

In 1876, Richard Sears McCulloch, building on the Carnot cycle concept,
arrived at the conclusion that [184]:

“An animal performing mechanical work must from the same quantity of food generate less
heat than one abstaining from exertion, the difference being precisely the heat equivalent of
that work”.

In 1944, Erwin Schrodinger published his famous book dealing with the basic
question “what is life?”” [185]. In this book, he connects the fields of “molecular
biology”, “biotechnology”, and “biothermodynamics”. His views have influenced
modern research in these three branches, leading to major discoveries such as the
chemical “codescript” existing in the nucleic acids, and the helical structure of the
DNA (DeoxyriboNucleic Acid). In the thermodynamics field, Schrodinger revealed
the ability of life to move towards “order”, thus ensuring that nature not fall into
thermodynamic uncertainty, randomness, and chaos. This is summarized in his
overall conclusion that:

‘Life feeds on negative entropy’.

Today, the study of life processes (including human-life processes) utilizes the
concepts of the Gibbs free energy, enthalpy, exergy, and energy, with which we are
already familiar. Regarding the human being, it is globally accepted that the basic
needs such as “eating”, are thermodynamic processes, but there are many “debat-
able” theories about the human’s higher needs and life performance [112, 184, 186—
189].

A chronological representative (but non-exhaustive) list of views and statements
about life and thermodynamics from the middle of the twentieth century to the
present is the following

o Alfred Ubbelohde (1947): “There is reasonable expectation that more infor-
mation about their (i.e., the laws of thermodynamics) bearing on life will be
obtainable...as the result of measurements of the energy and entropy changes
accompanying the activities of living organisms” [190].

¢ Robert Lindsay (1959): “Man’s whole struggle ...may be interpreted either as
an instinctive or conscious and deliberate attempt to replace disorder with order,
in other words, to consume entropy” [191].

e Ilya Prigogine and Isabelle Stengers (1984): “Far from equilibrium, the system
may still evolve to some steady state, but in general this state can no longer be
characterized in terms of some suitably chosen potential (such as entropy pro-
duction for near equilibrium states).... Dissipative structures actually correspond
to a form of supramolecular organization” [192, 193].
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e Max Ferutz (1987): “We live on free energy and there is no need to postulate
negative entropy” [194].

e Thomas Fararo (1992): “Any special emergence of order-from-disorder phe-
nomenon in our field (sociology) must be accounted for by the mechanism of
social interaction not by a vague appeal to some thermodynamic situation”
[195].

e Ichiro Aoki (1994): “The two-stage principle of entropy production (the early
increase and the later decrease) is universally applied to aging over the life span
of humans and other animals” [196].

¢ Eric Schneider and James Kay (1995): “Life emerges because thermody-
namics mandate order from disorder whenever sufficient thermodynamic gra-
dients and environmental conditions exist” [197].

e Donald Haynie (2001): “Any theory claiming to describe how organisms
originate and continue to exist by natural causes must be compatible with the
first and second laws of thermodynamics™ [113].

e Fritjof Capra (2002): “Life is a far from thermodynamic equilibrium system
that has emerged, due to the flow of matter and energy, past the bifurcation
point” (i.e., life is a Prigoginian type thermodynamic system) [198].

e Eric Schneider and Dorion Sagan (2005): “Life is a terrible and beautiful
process deeply tied to energy, a process that creates improbable structures as it
destroys gradients. Yet as a scientific discipline, the thermodynamics of life—a
sub-discipline of non-equilibrium thermodynamics—remains esoteric within
science and virtually unknown to the public” [199].

¢ Georgi Gladyshev (2009): “The phenomenon of life is easily understood as a
general consequence of the laws of universe; in particular the laws of thermo-
dynamics, and a principle of substance stability....The definition of a life as the
biochemical-physical phenomenon can be given on the basis of the exact sci-
ences, without mention of numerous private attributes of a living substance and
without physically baseless models of mathematical modeling such as
Prigoginian thermodynamics” [200].

The work of Gladyshev [201-203], which started in 1978, is now recognized as
a new branch of thermodynamics called macrothermodynamics or hierarchical
thermodynamics or structure thermodynamics [206]. This is a general theory
applicable to all systems that are specified by the functions of states. A hierarchical
system in this theory consists of a set of subordinate subsystems belonging to a
hierarchy (structural, spatial, or time). Hierarchical thermodynamics deals with
near-equilibrium linear systems possessing time-varying state functions.

The above views about life, despite their differences in the details, show that it is
generally recognized that indeed the laws of thermodynamics have contributed and
will continue to contribute to a better and deeper understanding of what is life and
how it is maintained on Earth. A subarea of life thermodynamics called human
thermodynamics [187, 188] covers not only the “physiology” processes of the
human body, but also higher level human processes in life and society spanning the
most delicate issues of human existence and stability such as human relationships,
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mind, intelligence, free will, purpose, love, religion, etc. As such, it has received
strong criticism and opposition by many thinkers [189, 204-209]. But as Ingo
Miiller states in his 2007 book on history of thermodynamics [208] “Most
socio-thermodynamics subjects are more for the future of thermodynamics rather
than to its history”. It should be remarked here that the study of the origin of life
through the second law of thermodynamics is a much more difficult and compli-
cated problem and an issue of strong scientific “debate” which is still continuing.
The role and influence of energy and thermodynamics in human life and society
will be discussed in some more detail in Part 3 of this book (Chap. 10).
Other branches of thermodynamics include the following:

Neuro-thermodynamics
Network thermodynamics
Molecular thermodynamics
Aerothermodynamics

Closing this section on the branches of thermodynamics, we point out Albert
Einstein’s opinion about thermodynamics:

‘Thermodynamics is the only physical theory of a general nature of which I am convinced
that it will never be overthrown’.

3.10 Entropy Interpretations

The entropy concept has received a variety of interpretations that in many cases are
contradictory and misleading. The issue of the interpretation of the Clausius entropy
concept was of concern very early in the history of thermodynamics. In 1873,
Willard Gibbs pointed out that “the different sense in which the word entropy has
been used by different writers is liable to cause misunderstanding”. The story of the
variety of entropy’s interpretations is still continuing. Here we will discuss the
principal of these interpretations of the thermodynamic and statistical concept of
entropy. The information concept of entropy will be examined in the next chapter.
Specifically, the following entropy interpretations will be considered here:

Entropy as unavailable energy
Entropy as disorder

Entropy as energy dispersal
Entropy as opposite to potential.

3.10.1 Entropy Interpretation as Unavailable Energy

In this interpretation, “entropy for an isolated system is the quantitative measure of
the amount of thermal energy not available to do work™, i.e., it is the opposite of
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available energy [210]. The second law states that entropy in an isolated system can
never decrease, and so interpreting entropy as unavailable energy, the second law
could be paraphrased as: “in an isolated system, available energy can never
increase”. This is exactly the formulation of the second law via exergy as discussed
in Sect. 3.6.3. However, this does not mean that the interpretation of entropy as
“unavailable energy” is correct. First, physically entropy is not energy; it has the
physical dimensions of [energy]/[temperature]. Secondly, although it makes sense
to talk about “available” energy or exergy (see Eq. 3.72), it makes no (physical)
sense to talk about “unavailable energy”. How can unavailable energy be defined
and measured? The interpretation of entropy as unavailable energy was firstly given
by James Maxwell (1868) and later corrected by him in the fourth edition of his
book: “Theory of Heat” (London, 1875) (see also [17]).

3.10.2 Entropy Interpretation as Disorder

For a long time, entropy has been interpreted as the degree of disorder in a ther-
modynamic system. Qualitatively, this has been justified by the fact that entropy
refers to changes in the status quo of a system and is a measure of “molecular
disorder”. This interpretation is due to Boltzmann who called the second law of
thermodynamics the law of disorder, justified by the fact that disordered states
produced by local stochastic molecular collisions are the “most probable”. In other
words, Boltzmann stated that entropy is a measure of the probability of a given
macrostate, so that high entropy indicates a high probability state and, corre-
spondingly, low entropy indicates a low probability state. According to
Boltzmann’s view, “molecules moving at the same speed and in the same direction
(ordered behavior) is the most improbable case conceivable, an infinitely improb-
able configuration of energy [211]”. On the basis of this interpretation, many
researchers have tried to derive computational formulas of disorder (and order) in
atomic or molecular assemblies [212-214].

But, as Daniel Styer has illustrated experimentally in many cases of liquid
crystallization, increased order accompanies increased entropy [215]. The physical
explanation of this is the following. As cooling of liquid proceeds, the formation of
crystals inside it starts to take place. Although these crystals are more ordered than
the liquid they are coming from, in order to be able to form, they must release a
great amount of heat, called the latent heat of fusion. Flowing out of the system, this
heat increases the entropy of the surrounding much more than the decrease of
entropy occurring in the liquid during the formation of the crystals. Thus, the total
entropy of the crystallized liquid and its surrounding increases despite the fact that
the disorder of the crystallized liquid is reduced and its order increased.

There are numerous examples in which the second law is obeyed by an isolated
system and, at the same time, the system produces order in some part of it, so long
as there is a greater increase of disorder in some other part of the system. Examples
of this kind are provided in [207] where it is stated that “entropic forces become
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significant at scales of, roughly, a few tens of nanometers to a couple of microns”. It
is through these kinds of forces by which the nature of subatomic particles con-
tributes to the ordering type of molecules that can form, a phenomenon known in
biology as the “macromolecular phenomenon”.

Also, gravity has the effect that the atmosphere remains attached to the Earth in
an orderly sphere, rather than floating off randomly. This is because, although the
gases are relatively ordered around the Earth, a large quantity of energy becomes
disordered (due, for example, to the heat generated by the impact of these gas
molecules striking each other and the Earth’s surface, which radiates off into space).
Thus, in sum, the total entropy is increasing and the second law is not violated.

We close our discussion on the disorder interpretation of entropy by mentioning
Elias Gyftopoulos question [216]:

‘Why do so many professionals continue to believe that thermodynamic equilibrium is a
state of ultimate disorder despite the fact that both experimental and theoretical evidence
indicates that such a state represents ultimate order?’ [215, 217].

3.10.3 Entropy Interpretation as Energy Dispersal

According to this interpretation [218], entropy is a measure of “energy dispersal or
distribution” at a specific temperature, and the second law is expressed as: “energy
spontaneously disperses from being localized to becoming spread out if it is not
hindered from doing so.” Historically, the concept of energy dispersal was used for
the first time by Kelvin in 1952 [219] and in the mid 1950s by Kenneth Denbigh by
interpreting the changes of entropy as a mixing or spreading of the total energy of
each ingredient of a system over the available quantized energy levels [220, 221]. It
is noted that many authors, who previously had been presenting the “disorder”
representation of entropy, subsequently, in new editions or new books, accept the
“energy dispersal” representation. For example, Peter Atkins, who previously stated
that entropy is energy dispersal leading to a disordered state [222], now has dis-
carded the disorder representation and writes simply that “spontaneous changes are
always accompanied by a dispersal of energy” [223]. Other authors that adopted the
energy dispersal interpretation of entropy are Stanley Sandler [214], John
Wrigglesworth [224], Gupta [225], Cecie Starr [226], and Andrew Scott [227].
The “energy dispersal” interpretation of entropy has been promoted over the last
ten years by Frank Lambert, who has written relevant educational material for both
instructors and students, and promotes it on several websites [228]. He includes
simple examples in support of the interpretation (rock falling, hot frying pan,
cooling down, iron rusting, air shooting out from a punctured high-pressure tire, ice
melting in a warm room, etc.), how much energy is dispersed, and how widely
spread out are the examples. The “energy dispersal” interpretation of entropy has
been strongly questioned in the Encyclopedia of Thermodynamics, invoking a
considerable number of arguments and excerpts of publications on this topic [229].
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3.10.4 Entropy Interpretation as Opposite to Potential

This interpretation is based on the fact that nature is intrinsically active and that, for
any distribution of energy (potential) which is not in equilibrium, a thermodynamic
force (i.e., the gradient of the potential) exists, through which nature acts sponta-
neously to dissipate or minimize this potential, or, equivalently to maximize
entropy. Clausius coined the term “entropy” to characterize the dissipated potential,
in terms of which the second law states that “the world acts spontaneously to
minimize potential”. For example, if a glass of hot liquid is placed in a colder room,
a potential occurs and a flow of heat is spontaneously generated from the glass to
the room until it is minimized (or the entropy maximized). At this point, the
temperatures are the same and the heat flow stops (thermodynamic equilibrium).

This fact has led Rod Swenson (1988) in the development of the following “Law
of Maximum Entropy Production” (MEP) [230]: “A system will select the path or
assemblage of paths that minimizes the potential or maximizes the entropy at the
fastest rate given the constraints”. This law is in contrast to Boltzmann’s inter-
pretation of the entropy law as a “law of disorder” and his view that “transfor-
mations from disorder to order are infinitely improbable”. According to Swenson,
such transformations characterize planetary evolution as a whole and occur regu-
larly in the universe, predictably and ordinarily with “probability one” [231]. Thus
the law of “maximum entropy production” is the physical selection principle that
explains why the world is in the “order-production business”. The MEP law
complements the second law that says that entropy is maximized, while the law of
maximum entropy production says that it is maximized (potentials minimized) at
the fastest rate given the constraints. Actually, the MEP law does not contradict or
replace the second law, but it is another law in addition to it.

As Swenson and Turvey indicate [232]: “If the nature chooses those dynamics that
minimize potentials at the fastest rate (steepest descent) given the constraints (MEP
law), and if ordered flow produces entropy faster than disordered flow (as required by
the balance equation of the second law), then the world can be expected to produce
order whenever it gets the change. Thus, the world behaves in an opportunistic
manner for the production of dynamic order, because in this way the potentials are
minimized at a higher rate. This means that the world is in the order-production
business because ordered flow produces entropy faster than disordered flow”.

For example, consider a well-sealed house in which heat flows to the outside
environment only by conduction via the walls. If a door or window is opened (i.e., a
constraint on the heat flow is removed), a new path of heat flow is provided, and the
heat flow rate at which potential is minimized is increased. Of course, until the
potential is minimized, heat flow will also continue through the walls, i.e., each path
will drain all that it can, but the greater larger part of the potential will be reduced
through the fastest way (i.e., the window or door). This means that the system will
automatically select the assemblage of paths, from among the available ones, such
that it goes to the equilibrium (final) state of minimum potential at the fastest rate,
given the constraints as required by the MEP law.
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Swenson has extensively and deeply studied the order-production business of the
world and has shown that the MEP law has notable implications for evolutionary
and culture theory, ecology theory, human development, and globalization [159,
233, 234]. Here, it is useful to mention the following law of Hatsopoulos and
Keenan [235, 236] and Kestin [237] which subsumes the zeroth, first, and second
laws, and was named the “Law of Stable Equilibrium” by Hatsopoulos and Keenan,
and “Unified Principle of Thermodynamics” by Kestin [238]: “When an isolated
system performs a process after the removal of a series of internal constraints, it will
reach a unique state of equilibrium which is independent of the order in which the
constraints are removed”.

From this law, we can deduce both the classical laws of thermodynamics for
systems near thermodynamic equilibrium and laws for  systems
far-from-equilibrium, i.e., systems in the nonlinear phase far from thermodynamic
equilibrium (e.g., whirlpools, all living systems, and ecosystems) [238].

3.11 Maxwell’s Demon

“Maxwell’s Demon” is the name of an imaginary experiment proposed in 1871 by
James Clerk Maxwell to contradict the second law of thermodynamics. This
experiment (creature) was given the name “demon” by Kelvin in his paper: “Kinetic
Theory of the Dissipation of Energy”, Nature, 441-444, 1874, and further discussed
in his 1879 lecture “the Sorting Demon of Maxwell” (Proc. Royal Institution, Vol.
ix, p. 113, Feb. 28, 1879) which stated as follows: “The word ‘demon’, which
originally in Greek meant a supernatural being, has never been properly used as
signifying a real or ideal personification of malignity. Clerk Maxwell’s ‘demon’ is a
creature of imagination having certain perfectly well-defined powers of action,
purely mechanical in their character, invented to help us to understand the
‘Dissipation of Energy’ in nature”. The lecture ended as follows: “The conception
of the ‘solving demon’ is merely mechanical, and is of great value in purely
physical science. It was not invented to help us to deal with questions regarding the
influence of life and of mind on the motions of matter, questions essentially beyond
the range of mere dynamics”.

The original description of the demon as given by Maxwell is as follows [17]. “If
we conceive of a being whose faculties are so sharpened that he can follow every
molecule in its course, such a being, whose attributes are as essentially finite as our
own, would be able to do what is impossible to us. For we have seen that molecules
in a vessel full of air at uniform temperature are moving with velocities by no
means uniform, though the mean velocity of any great number of them, arbitrarily
selected, is almost exactly uniform. Now let us suppose that such a vessel is divided
into two portions, A and B, by a division in which there is a small hole, and that a
being, who can see the individual molecules, opens and closes this hole, so as to
allow only the swifter molecules to pass from A to B, and only the slower molecules
to pass from B to A. He will thus, without expenditure of work, raise the
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temperature of B and lower that or A, in contradiction to the second law of
thermodynamics”.

Some other Maxwell-like demons were proposed by Eric H. Neilsen and can be
found on the website: http://home.final.gov/ ~ neilsen/publications/demon/node4.
htmI#SE. The simpler of them is the so-called “pressure demon”, i.e., a valve
between two chambers of gas that opens or closes to permit molecules to pass one
way but not the other. If the two chambers were originally at equilibrium, the
demon working in this way creates a pressure difference that could be used to do
work, thus violating the second law. The energy required for doing this work would
be provided by the random motion of the molecules in the gas. Clearly, if such a
demon could be realized, the thermal energy of our surroundings could be used as a
source of energy.

Over the years since Maxwell’s time, very many scientists have attempted to
show that the “demon” cannot possibly exist because this violates the second law of
thermodynamics. Most of these “demon exorcism” papers or talks state that the
demon needs to collect proper information to “know” the whereabouts (positions
and velocities) of the particles in the system, i.e., he must have the capability to
observe the molecules (e.g., with the help of photons that enter into the system from
the outside). This means that to operate, the demon needs external energy, and
overall consumes more negentropy than created by operating the valve [3]. Other
exorcisms are based on the argument that the thermal fluctuations of the gas would
not allow any autonomous mechanism to operate successfully as a Maxwell demon.
According to them, the Brownian motion of the gas molecules that collide with the
door heats up the door and forces it to “oscillate”, thus, ceasing to operate as a
one-way valve [239].

A few examples of claims and statements about the demon are as follows:

Carlton Caves: “A Maxwell demon can, in certain circumstances, do the
impossible: transfer energy from a cool body to a warmer one”. (His argument is
based on information theory) [240].

I. Walker: “Here Maxwell’s Demon is interpreted in a general way as a bio-
logical observer system within (possibly closed) systems which can upset ther-
modynamic probabilities provided that the relative magnitudes between observer
system and observed system are appropriate. Maxwell’s Demon within
Boltzmann’s gas model appears only as a special case of inappropriate relative
magnitude between the two systems” [239].

J. and D.J. Earman: “We show how these efforts [to restrict the extent of
violations of the second law] mutated into Szilard’s (1929) proposal that Maxwell’s
Demon is exorcised by proper attention to the entropy costs associated with the
Demon’s memory and information acquisition.... We argue through a simple
dilemma that these attempted exorcisms [via information theoretic concepts] are
ineffective, whether they follow Szilard in seeking a compensating entropy cost in
information acquisition or Landauer in seeking that cost in memory erasure, in so
far as the Demon is a thermodynamic system already governed by the Second Law,
no further supposition about information and entropy is needed to save the Second
Law” [241].
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Elias P. Gyftopoulos: (1) “We show that Maxwell’s demon is unable to
accomplish his task not because of considerations related to irreversibility, acqui-
sition of information, and computers and erasure of information, but because of
limitations imposed by the properties of the system on which he is asked to perform
his demonic manipulations” [242]; (2) “Based on the principles of a unified
quantum theory of mechanics and thermodynamics, we prove that Maxwell’s
demon is unable to accomplish his task of sorting air molecules into swift and slow
because in air in a thermodynamic equilibrium state there are no such molecules”
[243].

Elias P. Gyftopoulos and Gian Paolo Beretta: “Several presentations address
the question of the feasibility of Maxwell’s demon. We are not going to comment
on each presentation separately because all claim to exorcise the demon but in our
view none confronts the problem by Maxwell. ...Of the myriads of publications on
the subject [Maxwell’s demon], only two address and resolve the problem specified
by Maxwell. One purely thermodynamic (see (1) above [242]).... The second... is
quantum thermodynamic” (see (2) above [243]) without statistical probabilities
[244]. Note: The above two approaches (purely thermodynamic and purely quan-
tum thermodynamic) are the approaches discussed in Sect. 3.5.4, which are based
on the system properties and state definitions given in Sect. 3.2.9. Gyftopoulos,
Hatsopoulos and Beretta’s non-statistical general physics approach to thermody-
namics and entropy concept has been criticized by Capek and Sheedan in [245], but
Gyftopoulos and Beretta have indicated in [244] that none of the statements made in
[245] are valid.

3.12 The Arrow of Time

It is well known that none of the fundamental equations (classical physics, quantum
physics, relativistic physics) contain an arrow of time. All equations can run equally
well forwards and backwards. This reversibility in time is a scientific fact that is
based on a deep philosophical truth, namely, that unidirectional time is not fun-
damental in physics, but emerges from a more basic substrate of bidirectional time.
The term “arrow of time” or “time’s arrow” was introduced in the book “The
Nature of the Physical World (1928)” by the English astronomer Arthur Eddington
(called the father of time’s arrow) as an independent direction in his
four-dimensional world model (organizations of atoms, molecules, bodies, and
time).

At the macroscopic level in everyday life, we see that there is a unidirectional
flow of time from past to present to future. Whatever physical property or phe-
nomenon possesses such time asymmetry is an arrow of time [246, 247]. For the
mathematical physicists, the inconsistency between the time symmetry of the
physical equations and the time asymmetry of real-life seems to be a “paradox” or
an illusion, or even a “mystery”.
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Figure 3.7 illustrates the arrow of time in terms of the cosmological evolution in
the universe, and chemical, biological, and cultural evolution on Earth.

Albert Einstein quoted: “For those of us who believe in physics, this separation
between past, present, and future is only an illusion, although a persistent one”.

Ben Goertze said: “Time is a mystery, perhaps the ultimate mystery. It is deeply
wrapped up with the mind/body problem and the mystery of consciousness. Yet
only very infrequently do we scientists take time out to reflect upon the nature of
time” [248].

The physical cosmologist John Wheeler stated: “No phenomenon is a physical
phenomenon until it is an observed phenomenon”. (The Demon and the Quantum,
R.J. Scully, 2007). He further stated: “Time is defined so that motion looks simple”
(Gravitation, 1973).

Over the years, in physics, cosmology, and human life sciences, several arrows
of time have been introduced, based on various one-way evolving (unidirectional)
physical properties or phenomena. These are the following:

Psychological arrow of time
Thermodynamic arrow of time
Cosmological arrow of time
Quantum arrow of time
Electromagnetic arrow of time
Causal arrow of time

Helical arrow of time

A brief review of them follows.

Fig. 3.7 Illustration of the arrow of time. (http://astronomy.nju.edu.cn/ ~lixd/GA/AT4/AT428/
IMAGES/AACHDLPO.JPG)
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3.12.1 Psychological Arrow

This is our every day intuitive sense of time, i.e., the passage of time is an objective
feature of reality. We are recording the continuously increasingly items of memory
that we perceive. The present is always advancing into the future. People are born,
age, and die. Old buildings are replaced by completely different new ones. Forests
are burned to ash, etc. The present is always advancing into the future. The present
is what is real. What we remember forms the past, whereas the events that are not
yet stored in our memory and so we do nt remember them make the future. The
“present” is a subjective concept, and the “now” depends on our point of view in
exactly the same manner as that of “here” does [249] (Fig. 3.8).

The Scottish philosopher Donald Mackay, in his book “Impossibility”, states
that, if a human had access to information about her/his future actions and behavior,
it would be impossible to predict that future. This is because information about
future performance is exactly what a person will gain if this person is able to
remember the future, and so the person could change the path of action with respect
to how her/his memory of the future tells her/him to act. This appears to be a logical
inconsistency, namely: If a person has the capability to remember the future, then
those memories of the future instantly become unreliable. Thus, it appears to be
“impossible to remember the future”.

3.12.2 Thermodynamic Arrow

This arrow, also called the entropy arrow, is based on the second law of thermo-
dynamics according to which entropy in an isolated system tends to increase over
time, and on the irreversibility of the flow of heat from hot to cold. A problem that
arises here is the above mentioned apparent paradox. The fundamental laws of the
universe as we understand them are time symmetric, i.e., they do not possess this
unidirectionality. What is then the relationship between the reversible behavior of
atoms and molecules that make the objects and the irreversible behavior of the
(macroscopic) objects that we see and touch? The explanation is the fact that here

Fig. 3.8 Psychological arrow of time: the memories of the past (the future cannot be remembered)
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we have phenomena on different scales that are hierarchically occurring and that
these phenomena must be studied (to some extend) independently (e.g., to study
ocean waves, we do not need to deal with atoms). The answer lies in Boltzmann’s
interpretation of entropy according to which, as time increases, a system becomes
more disordered. For example, a cup of milk is a macroscopic system made up by a
large number of microscopic particles that are ordered in one of several disordered
states. If we bump this system (the cup of milk) out of its equilibrium, the milk is
dashed to the floor, and it would be very difficult (practically impossible) to bring it
back to the exact order it has previously before dashing.

According to Boltzmann, the probability of recreating that one orderly state is
extremely low. This shows exactly the existence of the arrow of time from the past
to the present to the future. Of course, here we have the complication that living
organisms decrease locally their entropy by using energy at the expense of an
entropy increase in their environment. And, as Lebowitz indicates, this arrow of
time “Explains almost everything. What it does not explain is why we are here,
when—if you look at all possible microscopic states—this is such an unlikely
state?”

The cosmologist David Layzer has argued that in an expanding universe the
entropy increases as required by the second law of thermodynamics, but the
maximum possible entropy of the universe might increase faster than the actual
increase of entropy. This implies that there may be some room for an increase of
information (order) at the same time the entropy is increasing. He pointed out that if
the equilibrium rate of the matter, i.e., the speed with which the matter redistributes
itself randomly among all the possible states, was slower than the rate of expansion,
then the “negative entropy” or “order” (defined as the difference between the
maximum possible entropy and the actual entropy) would also increase. This
negative entropy was interpreted by Claude Shannon as information (see Chap. 4),
although visible structural information in the universe may be less than this “po-
tential” for information [250] (Fig. 3.9).

3.12.3 Cosmological Arrow

In cosmology, which is an empirical branch of science devoted to the study of the
large-scale properties of the universe, the arrow of time, called the “cosmological
arrow of time”, is the direction of the expansion of the universe. This means that the
“radius” of the universe is used to define the arrow of time, although, according to
Mario Castagnino, Olimpia Lombardi, and Luis Lara: “There is no reason for
privileging the universe radius for defining the arrow of time over other geometrical
properties of the space-time. ...Geometrical properties of space-time provide a
more fundamental and less controversial way of defining an arrow of time for the
universe as a whole..., if certain conditions are satisfied. The standard models of
contemporary cosmology satisfy these conditions” [The Arrow of Time in
Cosmology (http://philsci-archive.pitt.edu/archive/00000800)].
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Fig. 3.9 Graph of Layzer’s explanation of negentropy/information (historical arrow) (http://www.
informationphilosopher.com/problems/arrow_of_time/)

The “radius-based arrow of time” has been related to the thermodynamic arrow,
the relation being considered to be a consequence of the initial conditions in the
early universe. On this issue, Joel Lebowitz of Rutgers University says [249]: “The
universe began in a state of very low entropy, a very ordered state; there was a
uniform distribution of energy. It was no dumpy”.

The cosmological arrow of time is illustrated by a schematic in Fig. 3.10.

Peter Landsberg states: “It has been suggested that thermodynamic irre-
versibility is due to cosmological expansion. ...It seems an odd procedure to
attempt to explain everyday occurrences, such as diffusion of milk into coffee, by
means of theories of universe which are themselves less firmly established than the
phenomena to be explained. Most people believe in explaining one set of things in
terms of others about which they are more certain, and the explanation of normal
irreversible phenomena in terms of the cosmological expansion is not in this cat-
egory” (The Study of Time III, 117-118, 1973).

Monsignor Georges Lemaitre wrote: “The (universe) expansion thus took place
in three phases: a first period of rapid expansion in which the atom-universe was
broken into atomic stars, a period of slowing-down, followed by a third period of
accelerated expansion. It is doubtless in this third period that we find ourselves
today, and the acceleration of space which followed the period of slow expansion
could well be responsible for the separation of stars into extra-galactic nebulae” (La
Formation des Nebuleuses dans L’universe en Expansion, Comptes Rendus, 196,
903-904, 1933). Continuing on the cosmological arrow, Joel Lebowitz wrote:
“Unlike the case with regular matter, where being disorganized, spread out, is a
state of higher entropy with gravitation the state of increasing entropy is actually the
state of clumping. That’s why matter collects in planets, planets collect into solar
systems, stars collected into galaxies, and galaxies collect into supergalaxies. As the
universe has spread out, it has become highly irregular”.
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Fig. 3.10 Pictorial representation of the cosmological arrow of time (direction of the universe’s
expansion) (https://patternizer.files.wordpress.com/2010/10/arrowoftime.jpg?w=620)

In other words, one can say that our place in the universe’s evolution is a result
of the cosmological arrow’s reversal as gravity pulls everything back into a Big
Crunch.

Andreas Albrecht wrote: “Still the ultimate origin of the thermodynamic arrow
of time in the Standard Big Bang (SBB) cosmology lies in the very special highly
homogeneous initial state, which is far removed from the collapsed states to which
gravitating systems are attached. But now we have inflation which seems to tell the
opposite story: Inflation tells us that the initial conditions of SBB, rather than being
unusual, are the generic result of evolution toward an attractor... a kind of equi-
librium. Can we really have it both ways? A careful analysis of the arrow of time
gives a very interesting perspective on current issues in cosmology. This per-
spective helps us evaluate what role inflation, holography, or other ideas might
ultimately have in explaining the special initial of the Big Bang, and how ideas such
as inflation might fit into a global picture that includes the time before inflation and
the full range of possible cosmic histories, as well as the cosmic acceleration
observed today” (The Arrow of Time, Entropy and the Origin of the Universe,
Science and Ultimate Reality Symp., In honor of John Archibald Wheeler,
Princeton, N.J., USA, March 15-18, 2002; www.metanexus.net/archives.wheeler.
html).

The thermodynamic arrow points toward the so-called heat death (Big Chill) as
the amount of usable energy (exergy) tends to zero. Three quotes on heat death
follow.
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William Thomson (Kelvin): “Within a finite period of past, the earth must have
been, and within a finite period of time to come, the earth must again be unfit for the
habitation of man as at present constituted, unless operations have been, or are to be
performed, which are impossible under the laws to which the known operations
going on at present in the material world are subject.” (On a Universal Tendency in
Nature to the Dissipation of Mechanical Energy, Proceedings Royal Society
Edinburgh, April, 1852).

Oswald Spengler: “Entropy signifies today the world’s end as a completion of an
inwardly necessary relation” (C. Smith and N. Wise, Energy and Empire).

Charley Lineweaver (ANU): “There is no doubt in any astrophysicist’s mind that
the sun will run out of fuel and expand into a red giant in about five billion years....
The universe appeared to be headed towards a state of ‘heat death’ when all of its
stars, planets and other matter would reach exactly the same temperature. The
question is, when it will end? And all you can say is we are closer to the heat death
than we anticipated. If there is going to be a heat death, we’re talking many, many
times longer than the lifetime of the sun ... it’s a much longer time scale” (A Larger
Estimate of the Entropy of the Universe, Astrophysical J., Quoted in the Daily
Telegraph, 25 Jan 2010).

Figure 3.11 summarizes the definitions of the thermodynamic, psychological,
and cosmological arrows.

3.12.4 Quantum Arrow

Things become stranger when we move from classical thermodynamics to the
quantum- physics world. Here the quantum evolution is governed by the
time-symmetric equation of Schrédinger and by the wave function collapse which
is asymmetric. The wave-function-collapse mechanism is very complicated and it is
unclear what is the relationship between this arrow and the others. The interpre-
tation of quantum physics becomes much simpler by assuming that time is
bidirectional.
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According to “The Quantum Casino”, when one performs a measurement of a
quantum observable, there is a “collapse of the wave function” in which a probability
wave collapses to produce only a single observed value from a repertory of possible
values. This process seems to be irreversible, i.e., to occur only in the forward
direction. This is explained by the destruction of the coherent phase relationships of
the interference terms when a particle interacts with the environment. The dissipation
of these terms into the wider environment can be interpreted in terms of increasing
entropy. Thus, quantum decoherence can be regarded and understood as a thermo-
dynamic process. After decoherence, the process goes to thermodynamic irre-
versibility (www.ipod.org.uk/reality/reality_arrow_of_time.asp).

According to Gramer [251], every particle in the universe sends out waves in
both time directions. Observed events appear when a forward wave collides with a
suitable backward wave. This may be regarded as peculiar, but it is indeed fully
consistent with all of our knowledge about the physical universe. All paradoxes of
quantum reality disappear when one drops the assumption that events occur at
particular points in time.

3.12.5 Electromagnetic Arrow

Here, time is measured according to the movement of radiation (radiative arrow).
All waves expand outward from their source, although the solutions of the wave
equations may give both convergent waves and radiative ones. The electromagnetic
arrow has been reversed in some special experiments in which convergent waves
were created. Actually, a radiative wave increases entropy, whereas a convergent
wave decreases it, which under normal conditions contradicts the second law.

A noticeable theory of symmetric-in-time electrodynamics was developed in the
1940s by Richard Feynman and John Wheeler. The arrow of time appears in
electromagnetic dynamics via the dominance of retarded waves over advanced
waves. For example, a TV or radio transmitter sends waves outwards (i.e., into the
future) from the antenna. According to the Feynman—Wheeler theory, an electro-
magnetic transmitter sends half of its signals into the future and half into past.

3.12.6 The Causal Arrow

It is very difficult to make a clear statement about the meaning of “cause and effect”.
In epistemology, the use of “causality” as an arrow of time cannot easily be
perceived; we can only perceive sequences of events. For example, it does seem
evident that dropping a cup of milk is the cause, while the milk dashing to the floor
is the effect. Clearly, this shows the relationship of the causal arrow and the ther-
modynamics arrow. The causal arrow of time is a special case of the
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thermodynamic arrow of time. Actually, we can cause something to happen only in
forward time, not backward.

Michael Lockwood writing about causality in his book “The Labyrinth of Time”
says: “We regard the forward direction of time, in stark contrast to the backward
direction, as the direction in which causality is permitted to operate. Cause, we
assume, can precede their effects, but cannot follow them”.

If we assume causality to be bidirectional (time symmetrical), then we may
consider that our present states are being caused by time-reversed future events as
much as by past events. Perhaps we do not actually see causality to happen
backward in time because of a bias in our psychological systems. Some complexity
mechanism in our brains makes our thought processes perform only in forward
time.

3.12.7 The Helical Arrow

Closing our discussion of the time’s arrow, it is useful to mention the work of Ben
Goertzel on a new concept of time’s arrow, namely the “helical time’s arrow”,
which is not linear like all other arrows [248]. He develops the helical arrow of time
from the perspective of both physics and phenomenology.

As Ben Goertzel observes: “There are good reasons to take a view of time as
something helical rather than linear ... Ultimately, I believe, all of dynamical
systems theory—and for that matter, all of the science, may have to be rethought in
terms of helical time”. He defines the helical model of time as follows:

“Helical time is time which moves around and around in circles, occasionally,
however, moving somewhere that it has not gone before, going off in a new
direction. It is backwards-forwards-moving time, without the backward and for-
wards necessarily being in equal balance (Fig. 3.12). The concept of helical time
gives us a vision of a time that is moving linearly in one direction, but only
probabilistically. ... The word ‘helical’ is used metaphorically. I am not talking
about a precise mathematical helix structure”. He also states: “The helix of time
does not grow around the emergent axis of time like a vine around a pole. Rather,
the emergent axis of time is a kind of coarse-grained, averaged view of the motion
of the helix of time. The linear flow of time is obtained from the underlying helical
flow by the imposition of subjective ignorance. The linear flow of ‘time’s arrow’ is
only a statistical approximation to the true nature of physical reality”.
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Fig. 3.12 The helical arrow: a sketch of the forward and backward motion of time. For illustrative
simplicity, space is collapsed onto a single vertical axis [248] (http://www.goertzel.org/papers/
timepap.html on the physics and phenomenology of time)
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3.13 Conclusions and Quotes for Thermodynamics,
Entropy, and Life

In this chapter, we have guided the reader to the principal and basic concepts and
branches of thermodynamics, with emphasis on the laws of thermodynamics and the
major concept of entropy. To summarize, the four fundamental laws are the following:

Oth Law: Law of thermal equilibrium.

1st Law : Conservation of energy law.

2nd Law : Law of non-reducing entropy (non-increasing exergy).
3rd Law : The law of entropy at absolute zero.

Regarding the fourth Law, we have discussed Lotka’s maximum-energy-flux
principle, and Onsager’s reciprocal relations principle which have received much
attention in several fields and are frequently mentioned as the fourth law of
thermodynamics.

All these laws are very important and have influenced considerably thinking on the
evolution about life by scientists and philosophers. But the law which has generated the
widest and strongest discussions about the universe and the life on Earth is the second
law, the law of entropy. Thousands of scientific papers, hundreds of books, and many
websites treat these issues from different, sometimes very contradictory, points of view.
A full discussion or criticism (constructive or speculated) of them is beyond the scope
of the present book. Therefore, we present here a small, but representative, set of
conclusions, opinions or quotations expressed by older and newer experts and thinkers
in the field that, we feel, will give a “good” impression of the developments made in the
field and the insights gained since the “caloric and motive power of fire” times.Some
further important references on thermodynamics are [252-260].

3.13.1 Thermodynamics General Quotes

Sadi Carnot: “The production of motion in the steam engine always occurs in
circumstances which it is necessary to recognize, namely when the equilibrium of
caloric is restored, or (to express this differently) when caloric passes from the body
at one temperature to another body at a lower temperature” [Reflexions sur la
Puissance Motrice du Feu (1824), Translation by Robert Fex: Reflections on the
Motive Power of Fire (1986)].

Rudolf Clausius: “Heat can never pass from a colder to a warmer body without
some other change, connected therewith, occurring at the same time” [Modified Form
of the second Fundamental Theorem, Philosophical Magazine, 12, 86 (1856)].

William Thomson: “There is at present in the material world a universal ten-
dency to the dissipation of mechanical energy. Any restoration of mechanical
energy, without more than an equivalent of dissipation is impossible in inanimate
material processes, and is probably never effected by means of organized matter,
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either endowed with vegetable life or subject to the will of an animated creature”.
(On a Universal Tendency in Nature to the Dissipation of Mechanical Energy, Proc.
Royal Soc. of Edinburgh, (1852), Mathematical & Physical Papers, vol. 1, p. 511).

James Clerk Maxwell: “We define thermodynamics ... as the investigation of
the dynamical and thermal properties of bodies, deduced entirely from the first and
second law of thermodynamics, without speculation as the molecular constitution”
(The Scientific Papers of James Clerk Maxwell, 664—665, 2003).

Willard Gibbs: “Any method involving the notion of entropy, the very exis-
tence of which depends on the second law of thermodynamics, will doubtless seem
to many far-fetched, and may repel beginners as obscure and difficult of compre-
hension” [Graphical Methods in the Thermodynamics of Fluids (1873)]. “If we say,
in the words of Maxwell, some years ago (1878), that thermodynamics is a science
with secure foundations, clear definitions, and distinct boundaries, and ask when
these foundations were laid, those definitions fixed, and those boundaries traced,
there can be but one answer: certainly not before the publication of Clausius
memoir (1850)”.

Ludwig Eduard Boltzmann: “Since a given system can never of its own accord
go over into another equally probable state but into a more probable one, it is
likewise impossible to construct a system of bodies that after traversing various
states returns periodically to its original state, that is a perpetual motion machine”
(Address to a meeting of the Imperial Academy of Science, 29 May 1886).

It is true that energy is the most basic pillar of life and human life and that the
laws of thermodynamics so far known have explained many issues of human life,
especially the physiological and materialistic issues. However, despite the fact that
many scientists working in the field have claimed that thermodynamics also
explains human higher level mental and behavior issues, their arguments are not
fully convincing and still leave many questions unanswered. Perhaps new laws of
nature and the physical world to be discovered in the future will explain more issues
of human life and society and will improve our understanding of human life. Some
basic aspects of this topic will be discussed in Chap. 10.

Frank A. Greco: An answer can readily be given to the question, “Has the
second law of thermodynamics been circumvented?” “Not Yet” (American
Laboratory, Vol. 14, 80-88, 1982).

Seth Lloyd: “Nothing in life is certain except death, taxes and the second law of
thermodynamics™ (Nature 430, 971, 26 August 2004).

Harold Morowitz: “The use of thermodynamics in biology has a long history
rich in confusion” (Beginnings of Cellular Life: Metabolism Recapitulates
Biogenesis, Yale University Press, Yale, 1992).

G.P. Gladyshev: “Hierarchical thermodynamics is a necessary key theory for all
branches of science” (Hierarchical Thermodynamics—General Theory of Existence
and Living World Development).
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3.13.2 Entropy Quotes

James Lovelock: “Few physical concepts have caused as much confusion and
misunderstanding as has that of entropy” [240].

Greg Hill and Kerry Thornley: “The tendency for entropy to increase in iso-
lated systems is expressed in the second law of thermodynamics—perhaps the most
pessimistic and amoral formulation in all human thought” (Principia Discordia,
1965; Wikipedia).

J. Barbour: “It is often said that (the approach to equilibrium) ... is accom-
panied by an increase in entropy, and (is) a consequence of the second law. But this
idea actually lacks a theoretical foundation. This aspect of time asymmetry, is
woven much deeper in the theory” [239].

Freeman Dyson: “The total disorder in the Universe as measured by the
quantity that physicists call entropy, increases steadily over time. The total order in
the universe, as measured by the complexity and permanence of organized struc-
tures, increases steadily over time too.” (Distinguished lecture, University of
Maryland, March 2 1998).

Eugen Wigner: “Entropy is an anthropomorphic concept”.

E.F. Schumacher: “If entropy is an intrinsic property of matter it should be
expressible in terms of physical quantities. Instead, we find that quantum statistical
mechanical rendering of entropy is characterized by the existence of logical terms
that reminds us the presence of a human mind that is describing or modeling the
system”... Born of the unnatural union of wish and reality, entropy is objective
enough to be useful in dealing with the physical world, but subjective enough that a
purely physical interpretation is not possible”. (Small is Beautiful. Harper and Row,
New York, 1973).

Elias Gyftopoulos: “Entropy (is) an inherent, non-statistical property of any
system in any state” (thermodynamic equilibrium or not) [216].

Frank Lambert: “In the Gibbs equation, AG = AH — TAS, each term describes
an aspect of the energy that is dispersed because of a chemical reaction occurring in
a system .... If each term is divided by 7, the Gibbs equation can be seen as an ‘all
entropy’ equation. The Gibbs ‘works’ because it corresponds to the second law as
we would state it: Energy spontaneously disperses, if it is not hindered. When it
does so, entropy increases in the combination of system plus surroundings”. (http://
entropysite.oxy.edu/students_approach.html).

Tim Thomson: “Entropy is what the equations define it to be. Any prose
explanation should be compatible with the equations. ... These generalized forms
of entropy (viz., Tsallis and Renyi entropies), of relatively recent origin, serve to
show that entropy is not just an old friend that we know quite well, as in classical
thermodynamics, but also a concept that is rich in new ideas and scientific direc-
tions” (www.tim-thompson.com/entropy 1.html).

Henri Salles: “Heat and its transfer, motion and its transfer all involve at least
two distinct phenomena that are cold and hot, slow and fast. They are compounded
phenomena. A compound phenomenon is always an effect and as such cannot be a


http://entropysite.oxy.edu/students_approach.html
http://entropysite.oxy.edu/students_approach.html
http://www.tim-thompson.com/entropy1.html

144 3 Energy II: Thermodynamics

fundamental or basic phenomenon. The entropy concept, based on heat transfer,
should not, by way of consequences be thought as a fundamental tenet but as only
the effect of a cause” (The Harmony of Reality, Gravimotion Approach, http://what-
is-entropy.info).

3.13.3 Life and Human Thermodynamics Quotes

The branch of thermodynamics that has received the greatest attention is, as
expected, life and human thermodynamics. A set of opinions on this branch that
cover broadly diverse views follows.

James Lovelock: “Entropy is a shadow kind of concept difficult to grasp, but we
may point out that the reader, who would extend the notion of mechanism into life,
must grasp it” [250].

Eric Schneider and James Kay: “The thermodynamic principle which governs
the behavior of systems is that, as they are moved away from equilibrium they will
utilize all avenues available to counter the applied gradients. As the applied gra-
dients increase, so does the system’s ability to oppose further movement from
equilibrium” (Restated Second Law, derived from Kestin Unified Principle of
Thermodynamics). “Life exists on Earth as another means of dissipating the solar
induced gradient and as such is a manifestation of the restated second law” [238].

Albert Lehninger: “Living organisms preserve their internal order by taking
from their surroundings free energy, in the form of nutrients and sunlight, and
returning to their surroundings an equal amount of energy as heat and entropy”
(Principles of Biochemistry, Worth Publishers, 1993).

Ilya Prigogine and Isabelle Stempers: “We grow in direct proportion to the
amount of chaos we can sustain and dissipate” [193].

Thomas Fararo: “Of course, the empirical social systems we treat in sociology
are not immune to the laws of thermodynamics; each organism, for instance, is in
one aspect an open physical system to which a thermodynamic characterization
applies” [195].

William Blake: “Energy is the only life and is from the Body, and Reason is the
bound or outward circumference of Energy. Energy is Eternal Delight” (M.
Klonsky, William Blake: The Seer and His Visions, Orbis, 1977).

George Gladyshev: “Life is the phenomenon of existence of the energy
dependent dynamic hierarchic structures, mandated by hierarchical thermodynam-
ics” [261].

Stuart Kauffman: “All living things are highly ordered systems: they have
intricate structures that are maintained and even duplicated through a precise ballet
of chemical and behavioral activities .... We may have begun to understand evo-
lution as the marriage of selection and self-organization. ... Chaos, fascinating as it
is, is only part of the behavior of complex systems. There is also a counterintuitive
phenomenon that might be called antichaos: some very disordered systems spon-
taneously ‘crystallize’ into high degree of order. Antichaos plays an important part
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in biological development and evolution” (Antichaos and Adaptation, Scientific
American, August 1991).

A E. Wilder-Smith: “What is the difference then between a stick, which is dead,
and an orchid which is alive? The difference is that the orchid has teleonomy in it
(i.e., information stored in its genes involving the concepts of design and purpose).
It is a machine which is capturing energy to increase order. Where you have life,
you have teleonomy, and then the Sun’s energy can be taken and make things
grow-increasing its order”.

A E. Wilder-Smith: “The pure chemistry of a cell is not enough to explain the
working of a cell, although the workings are chemical. The chemical workings of a
cell are controlled by information which does not reside in the atoms and
molecules”.

William Thomson (Kelvin): “Dead matter cannot become living without
coming under the influence of matter previously alive. This seems to me as sure a
teaching of science as the law of gravitation. ... Our code of biological law is an
expression of our ignorance as well as of our knowledge. ... and I am ready to
adopt, as an article of scientific faith, true through all space and through all time,
that life proceeds from life, and from nothing but life” (On the Origin of Life,
Popular Lectures and Addresses, Address to the BAAS, Edinburgh, August, 1871).

M. Waldrop: “A hurricane is a self-organizing system powered by the steady
stream of energy coming in from the sun, which drives the winds and draws
rainwater from the oceans. A living cell—although much too complicated to ana-
lyze mathematically—is a self-organizing system that survives by taking in energy
in the form of food and excreting energy in the form of heat and waste”.

C.G. Darwin: “Through determining some kind of laws of human thermody-
namics, we shall be more successful in doing good in the world ....; of course they
cannot be expected to have the hard outline of the laws of physical science, but still
I think some of them can be given a fairly definite form”.

Karlis Ullis: “Human thermodynamics (is) the science concerned with the
relations between heat and work in human beings (regarded as) physiological
engines”.

Libb Thims: “Human thermodynamics (is) the chemical thermodynamic study
of human molecular reaction life” (www.eoht.info/page/Human+molecule).

Mihialy Csikszenmihalyi: “Emotions refer to internal states of consciousness.
Negative emotions like sadness, fear, anxiety, or boredom produce psychic entropy
in the mind. ... Positive emotions like happiness, strength, or alertness are states of
psychic negentropy. ... They focus psychic energy, establish priorities, and this
creates order in the consciousness (Flow: The Psychology of Optimal Experience,
Harper Perrenial, 1990).

Jing Chen: “All human activities, including mental activities, are governed by
physical laws and are essentially thermodynamic processes”.

Jing Chen: “From poem writing to money making, the pursuit of low entropy is
the man drive of human behavior” (Natural Law and Universal Human Behavior,
http://ssrn.com/abstract=303500).
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Sterner and J. Elser: “The stoichiometric approach considers whole

organisms as if they were single abstract molecules” [262] (Source: www.eoht.info/
page/Human+molecule).
C. Wieland: “To all rational readers, the use of the chemical theory is nonsense
and childish fooling around” [263] (Source: www.eoht.info/page/Human+molecule).
Steve Fuller: “I am not a molecule” [264].
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Chapter 4
Information I: Communication,
Transmission, and Information Theory

The importance of information is directly proportional to its
improbability.
Jeremia Eugene Pournelle
Intelligence is not information alone but also judgment, the
manner in which information is collected and used.
Carl Sagan

Abstract Information is a basic element of life and society involved in all areas of
human, scientific, technological, economic, and developmental activity. Information
storage, flow, and processing are inherent processes in nature and living organisms.
Information transmission and communication/networking techniques contribute to
the development of modern society, including social, economic, business, scientific,
and technological operations and activities. This chapter covers at a conceptual level
the following issues of information: definition, historical landmarks of its manifes-
tations, communication models, modulation/demodulation, computer networks,
multimedia, informatics/telematics, Shannon information entropy, source and
channel coding/decoding, and theorems of information theory. The above sets of
information/communication models, techniques, and technologies are affecting, and
will continue to increasingly affect, the social, economic/business, and develop-
mental activities of people in the short- and long-term future.

Keywords Information - Communication systems and models - Modulation
Demodulation - Analog modulation/demodulation - Frequency modulation/
demodulation - Phase modulation/demodulation - Pulse modulation/demodulation
Information theory/theorems - Shannon’s entropy - Coding/decoding

Source coding - Channel coding - Hamming distance - Convolutional codes
Error detecting and correcting codes

4.1 Introduction

The term “information” is very diverse and is used in almost all areas of human
scientific, technical, economic, and societal activity. In particular, information
covers communication theory, information theory, information technology,
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informatics, documentation science, and information systems that are the result of
the interactions between technology and human processes.

Very broadly, the development of human communication and information
dissemination has spanned three main periods:

e Speech and language development era.
e Development of writing era.
e Information revolution era.

Speech and language enabled humans to exchange knowledge with others who
were physically at the same place. Writing has enabled communication between
people at different places and times and initiated the development of civilization.
The information revolution is still on-going and expanding with advancements in
computer science and engineering, telecommunication systems, knowledge science,
and computer networks, the biggest and most powerful of which is the Internet.

The above shows that “information” is indeed one of the “basic pillars” of
human life and society, as will be addressed in this book. In the present chapter, we
will guide the reader to the concept of information, including a listing of the key
historical landmarks of its particular manifestations and branches. The core of the
chapter is the tour to communication and information transmission theory, namely,
communication models, modulation/demodulation, Shannon’s information entropy,
source coding/channel coding, and theorems of information theory. The material in
the chapter is not intended to constitute a complete treatment of the subject, but it is
sufficient for the purposes of this book which principally aims at highlighting the
impact of the “information pillar” on human life and society (Chap. 11). The fields
of information documentation science, information science, information technol-
ogy, and information systems will be discussed in the next chapter.

4.2 What Is Information?

According to the Oxford English Dictionary (1989), the two main contexts in which
the term information is used are as follows:

e The act of molding the mind.
e The act of communicating knowledge.

The two processes, “molding” and “communicating”, are intrinsically related
and, in most cases, occur inseparably (although not in a clearly known way).

Other frequently used interpretations of the term information include the fol-
lowing (Dictionary.com):

e Knowledge communicated or received concerning a particular fact or
circumstance.

e Knowledge gained through study, communication, research, instruction, expe-
rience, etc.
The act or fact of informing.
An indication of the number of possible choices or messages.
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e Important or useful facts obtained as output from a computer via the processing
input data with a program.
Data at any stage of processing (input, storage, output, transmission, etc.).
A numerical measure of the uncertainty of an experimental outcome.

e The result of applying data processing to data, giving it context and meaning.
Information can then be further processed to yield knowledge.

e Directory assistance.

The concept of information as “knowledge communicated” has a dominant
position in modern human life and society and has been fully developed after World
War II with the advancement and use of information science, informatics, computer
science, computer networks, information theory, information technology, and in-
formation systems. From an epistemological viewpoint, the information concept has
also found extensive and important use in biology, physics, psychology, etc.

The term information has a Latin origin (informatio, informo) [1, 2] and is
composed by the prefix “in” and the word “formatio” or “formo” which has the
meaning of giving a form to something. The prefix “in” here is used to make
stronger the act of this form giving. There are two primary contexts in which the
term information or informo has been used, the first is a tangible (corporaliter)
context and the second an intangible (incorporaliter) concept. The tangible context
refers to low-level processes, and the intangible context to high-level processes
(moral, pedagogical, spiritual, mental). Capurro [1] has studied the Greek origins of
the term informatio and its subsequent evolution. The Greek origin is evident in the
works of Cicero (106-43 B.C.) and Augustine (354-430 A.D.) [1, 2].

The Greek term for information is pliroforia (nAnpo@opio) composed by the two
words “pliro” (mApng = complete) and “foria” (pépw = carry/bring). The word
pliroforia indicates that the common meaning (sense) of a simple or complex symbol
consisting of two or more subjects is completely carried. Conceptually, the term
pliroforia (information) signals the content that is complete and clear (in whatever
form). In computer science, the information is reflected in the qualitative value of the
“bit = binary digit” 0 or 1 or the quantum bit (qubir) in quantum computers. The
computer processes the data (sequences of Os, 1s) and provides processed data. The
human gives meaning to these processed data and converts them into “information”.

It must be remarked that today the word information is used in almost all scientific
fields with various different meanings depending on the subject of each field and the
processes studied therein (e.g., decrease in entropy, physical organization, a com-
munication pattern, a form of feedback control, the meaning of a linguistic term, the
probability of a signal transmitted over a communication channel, etc.). According to
Bogdan [3]: “There seems to be no unique idea of information upon which these
various concepts converge and hence no proprietary theory of information.”

The issue of whether the concept of “information” should include necessarily a
human knower or an interpretative component or exclude mental processes and
user-oriented intentions and address only an objective magnitude or property of
human beings is of continuous concern by scientists and philosophers [4]. Several
approaches that belong between these two extremes, including the need for a
unified theory of information, have been proposed [5].
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In [6], Machlup and Mansfield present their view that: “Information is addressed
to human minds and is received by human minds.” All other senses are metaphoric
and anthropomorphic. That is, the basic senses in information deal with “telling
something or with the something that is being told.” Therefore, according to [6], the
term information is not appropriate for use in the context of signal transmission. In
overall, information is a human phenomenon that involves individuals transmitting
and receiving messages in the framework of their possible decisions and actions.

In [7], Capurro defines information as an anthropological class referring to the
phenomenon of human messages with vertical and horizontal structures related to
the Greek concept of message (oryyehio: aggelia or pfpvopo: menima) and the
philosophic discourse (Adyog: logos). The debate about the unification and natu-
ralization of the term information goes back to Boltzmann, Neumann, Nyquist,
Wiener, and Hartley.

In [8], R.V.L. Hartley states: “it is desirable to eliminate the psychological
factors involved [in electrical transmission systems] and to establish a measure of
information in terms of purely physical quantities” (This is because electrical
transmission systems have to do not with humans but with machines).

According to C.S. Pierce (1839-1914) and C.W. Morris (1901-1979), the
information transmitted through a communication channel between an emitter and a
receiver involves three levels:

e Syntactic level.
e Semantic level.
e Pragmatic level.

At the syntactic level, the information deals with the formal bonds that exist
between the various elements that make up the information, the rules of the com-
munication code, the capacity of the channels, and the system design and coding
methods for the transmission, processing, and storage of the information.

The semantic level is concerned with the ways of expressing the meaning of the
information (e.g., written or nonwritten, cultural, societal, or moral rules or tradi-
tions valid in the human group or society concerned).

At the pragmatic level, the information is related to its utility. This level is
determined to a large extent by the background of the person(s) who receive the
information (political, social, economic, psychological, and moral factors).

The above three levels have a hierarchical structure in which the information can
be managed (transmitted, processed, stored) at the syntactic level without the need
to necessarily know its conceptual content at the semantic level or its practical
utility at the pragmatic level.

Indeed, the word information in Shannon’s “Mathematical Theory of
Communication” is used in a sense that must not be confused with meaning [9].
Shannon and Weaver state: “the semantic aspects of communication are irrelevant
to the engineering aspects” [10]. Of course, as Capuro and Hjorland note [2]: “this
does not mean that the engineering aspects are necessarily irrelevant to the semantic
aspects.
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The philosophical discussion about the concept of information was originated by
Norbert Wiener who stated that “Information is information, not matter or energy.
No materialism which does not admit this can survive at the present day” [2]. In the
twentieth century, the notions of information and communication were applied at
higher levels of abstraction and not to the communication of human knowledge as
expressed in the above Wiener quotation. According to Titze [11], information is
not a metaphysical principle but refers to a natural tendency for order and evolution.
According to Stonier [12], structural and kinetic information is an intrinsic element
of the universe, which is independent of the existence or not of an intelligent agent
that can perceive it or not. Information may be manifested as “infons” which are
comparable to “photons” [13]. Stonier distinguishes and separates the syntactic
from the semantic features of information, and adopts the emergence of a global
brain called “noosphere” by Teillard de Chardin (from the Greek “vouvg” =
noos = mind, and c@aipa = sphere = domain/globe) [14].

4.3 Historical Landmarks

The concept of information is generic and today spans all branches of science,
technology, and human society that deal with the generation, acquisition, organi-
zation, storage, retrieval, interpretation, transformation, processing transmission,
and utilization of information. Therefore, the history of information includes the
evolution of computers, (theoretical) computer science, computation, information
theory, information technology information science, information systems, multi-
media, and informatics. Clearly, a detailed exposition of the combined history of all
these parallel and overlapping branches, which in one or the other way involve the
concept of information, needs too much space, and so here only the main historical
landmarks will be given.

On the basis of the principal technology employed for the input, processing,
output, and communication processes, the history of information technology and
systems can be divided into the following four periods [15-17]:

e Pre-mechanical period (3000 B.C.—1450 A.D.).
e Mechanical period (1450-1840 A.D.).

e Electromechanical period (1840-1940).

e Electronic period (1940—Present).

4.3.1 Pre-mechanical Period

Humans have been attempting to facilitate calculation using mechanical devices
and to find ways to communicate for thousands of years. The communication of
people using pictures and symbols (alphabet) was started by the Phoenicians
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(around 3500 B.C.). Around 2900 B.C., the Egyptians develop hieroglyphic
writing. Around 2000 B.C., the Greeks enhance the Phoenician alphabet through
the addition of vowels. The Egyptians were writing on papyrus and around 2600 B.
C. Chinese make paper from rags on which the modern paper making is based.
Around 600 B.C., religious and other books were used, to permanently store
information, made by folding papyrus vertically into leaves. Egyptians developed
the first number system 1, 2,..., 9 as vertical lines (with the number 10 as a U
circle, etc.), a number system similar to the present was developed in India (around
10-200 A.D.), and the zero number was added in around 870 A.D. The ancient
Greeks constructed some sophisticated analog computers such as the Antikythera
mechanism (involving rusted metal gears and pointers) which has discovered in
1901 on the island of Antikythera [18]. Around 200 B.C., human messengers on
foot or horseback started to be used in Egypt and China with messenger relay
stations available. Fire signals were used on many occasions instead of human
messengers.

4.3.2 Mechanical Period

Principal dates in this period are as follows:

e 10-20 A.D.: Romans establish postal services and use mirrors for sending
messages (heliographs).

e 100-200 A.D.: First wooden printing presses used in China and the first bound
books.

e 1450: Movable metal-type printing process (Johannes Gutenberg, Germany).

1600: Slide rule; an early form of analog computer (William Oughtred,

England).

1641: Blaise Pascal’s adding machine

Late 1600s: Gottfried Wilhelm Leibniz’s adding machine.

1822: Charles Babbage engines (difference engine, analytical engine).

1830-1840: Parts and processes similar to modern computers (storage, punch

card, binary logic, fixed program, real-time concept). It appears that the first

programmer is Ada Augusta Byron (Countess of Lovelace), a friend of Babbage,

who wrote a report on Babbage’s machine. The name of the Ada programming

language was chosen to honor her.

4.3.3 Electromechanical Period

This period was characterized by the conversion of information and knowledge into
electric pulses and the rise of mathematics.
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1. The start-up of telecommunications:

Late eighteenth century: Voltaic battery.

Early 1800s: Telegraph.

1835: Samuel Morse develops the telegraphic Morse code.
1876: Telephone (Alexander Graham Bell).

1894: Invention and development of radio (Guglielmo Marconi).

2. Electromechanical computing

e 1880-1940: Census tabulation machine (Herman Hollerith), early punch
cards, punch card workers, IBM Mark 1.

3. Some landmarks of mathematics

e 1928: The German mathematician David Hilbert poses the following ques-
tions: (a) Is mathematics complete (i.e., can every mathematical statement be
either proved or disproved?), (b) Is mathematics consistent (i.e., is it actually
true that statements like O = 1 cannot be proven by a valid method?), and
(c) Is mathematics decidable (i.e., does there exist a mechanical way that can
confirm the validity or not of a mathematical statement?).

e 1931: The answers to two of Hilbert’s questions were given by Kurt Godel
who proved that every sufficiently powerful formal system is either incon-
sistent or incomplete, and also that the consistence of a consistent axiom
system cannot be proven within this system. The third question remains
unanswered.

e 1936: Alan Turing (1912-1954) gave an answer to the third question of
Hilbert, via his formal model of a computer, known as the Turing machine.
He showed that his machine would not be able to solve any problem (e.g.,
the question: given a Pascal program, does it halt on all inputs?—the
so-called halting problem).

4.3.4 Electronic Period

The general-purpose electronic digital computer was developed during World
War II. One of the major needs in this period was the automatic calculation of
ballistic equations.

e 1940: At Iowa State University, an electronic computer was built for solving
systems of linear equations (John Vincent Atanasoff and Clifford Berry).
1945: Development of EDVAC (Electronic Discrete Variable Computer).
1946: Based on the ideas of Atanasoff and Berry, the ENIAC (Electronic
Numerical Integrator and Computer) system was built, originally intended for
artillery calculations. This was the first fully working high-speed
general-purpose computer using vacuum tubes.
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1948: Construction of Manchester Mark I (the first stored-program computer).
1949: Construction of EDSAC (Electronic Delay Storage Automatic
Calculator).

e Late 1940: UNIVAC (Universal Automatic Computer). This is the first
general-purpose computer for commercial use.

We now give a brief description of the development of the four generations of
digital computing and information processing.

1950-1958: First generation. Logic circuits which use vacuum tubes, punch
cards for storage of external data, internal storage of data and programs using
magnetic drums, machine language, assembly language, and the need for a
compiler.

1959-1963: Second generation. Logic circuits using transistors designed on
semiconductors, magnetic disks and tapes, magnetic cores, and high-level lan-
guages such as FORTRAN and COBOL.

1964-1979: Third generation. Integrated circuits (ICs) instead of individual
transistors, magnetic tapes and disks, metal-oxide—semiconductor (MOS) memories,
operating systems, and advanced languages, e.g., BASIC.

1980—Present: Fourth generation. Large-scale integrated (LSI) and very
large-scale integrated (VLSI) circuits, central processing units (CPUs) on a single
chip leading to the development of personal computers (PCs), e.g., Apple II (1977),
Apple Mac (1984), IBM PC (1981), Microsoft Disk Operating System (MS-DOS),
graphical user interfaces (GUIs) for PCs (1980), and MS Windows (version 3,
1990)).

4.3.5 Information Theory Landmarks

The field of information theory as we know it today was initiated by Shannon’s
celebrated paper: “A Mathematical Theory of Communication” [9]. Shannon
realized and adopted the need to have a communication theory, in which the
communication signals must be utilized separately from the meaning of the mes-
sages they transmit. He also realized that a signal can be transmitted arbitrarily close
to the theoretical channel capacity, even if the signal is contaminated by noise.
These initial ideas have inspired and guided information, communication and
computer engineers ever since. Information theory overlaps considerably with
communication theory, but it is principally concerned with the basic and theoretical
constraints on the processing and communication of information and not with the
design and operation of individual components and communication devices. The
principal historical landmarks of information theory are the following [9, 19-23]:
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e 1929: The publication of Led Szilard on the decrease in entropy caused by the
intervention of intelligent agents [21].

e 1948: The introduction by Shannon of the entropy concept in information theory
as an expected value that expresses the “information content” in a message (in
units, such as bits) [9].

e 1949: Publication of the book of Robert Fano concerning the transmission of
information [23].

e 1956: The publication of the book of Leon Brillouin about information theory
and his ambitious attempt to incorporate all of scientific endeavor within the
framework of Shannon’s information theory [22].

1957: The paper of Edwin Jaynes on maximum entropy principle (MEP) [24].
1961: Publication of the book of Myron Tribus in which he tried to formulate
the laws of thermodynamics via information theory [25].

e 1988: Publication of the work of George Saridis on the application of MEP
methods [24, 26] to control [27, 28].

e 2006: Publication of the book of George Klir [29] in which he develops a
“generalized information theory” (GIT) by viewing uncertainty as a manifes-
tation of some information deficiency, and information as the capacity to reduce
uncertainty.

e 2007: Publication of the book of Ben-Naim [30] on the benefits of the use of the
concept (term) information or uncertainty, instead of the term entropy, in sta-
tistical mechanics and thermodynamics.

More detailed historical landmarks of information theory, especially regarding
the development of error-correcting codes and lossless data compression, can be
found in Wikipedia [31].

4.3.6 Computer Networks, Multimedia,
and Telematics Landmarks

The development of computer networks and multimedia has, over the years, led to
advanced and very accurate uses of transmitted information elements of any type
for the benefit of present human society [32]:

Computer networks Before the widespread adoption of internetworking, which
led to the Internet, the majority of communication networks were allowing com-
munications only between the stations of the network. One of the dominating
methods of computer networking was based on the central mainframe concept, in
which its terminals were enabled to be connected via long-leased lines. This method
was in use, for example, during the 1950s for research communication purposes
between Pittsburgh (Pennsylvania) and Santa Monica (California). During the
1960s, a period in which the telephone network was the primary communication
network in the world, many groups were working toward enhancing and imple-
menting “packet switching”, especially in the defense field. The origin of the
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Internet was the development of the Advanced Research Project Agency Network
(ARPANET), the first ARPANET link being realized between the University of
California and Stanford (21 November 1969). ARPANET was enhanced with ideas
drawn from the ALOHA net and grew rapidly. The ARPANET development was
based on the Request for Comments (RFC) process, which continues to be used
until this day.

Some of the primary landmarks in the history of computer networking are the
following [33]:

1971: The ALOHA net, a type of TDMA transmission system and protocol for
terrestrial and satellite random access communication (developed at the University
of Hawaii) became operational in June 1971. ALOHA is a Hawaiian word (symbol)
meaning hello, or goodbye or love and coming from “Alo” = presence/front/face
and “ha” = breath.

1974: The X.25 network developed by the International Telecommunication Union
(ITU) was used on the British SERCnet network of academic and research sites
(later it became JANET). The first ITU standard on X.25 was approved in March
1976.

1982: The TCP/IP (Transmission Control Protocol and Internet Protocol) is
established as the standard for ARANET.

1986: TCP/IP is offered on workstations and PCs.

1989: The number of hosts exceeds 100,000.

1990: Several search tools (ARCHIE, Gopher, WALIS, etc.) are starting to enter the
market after the official shut down of ARPANET.

1991: Development of the World Wide Web (WWW) by Jim Berners-Lee at CERN
(European Center for Nuclear Research).

1992—Present: The WWW and Internet explode into the world [34].

Multimedia is the branch of computer science and information technology
which deals with the computer-controlled integration of text, graphics, drawing,
static and moving images (video), audio animation, and any other media suitable for
representing, storing, transmitting, and digitally processing every kind of infor-
mation. A multimedia application is any application that employs a collection of
multiple media sources (e.g., texts, graphics, images, audio, animation, and/or
video). Hypermedia is one of the multimedia applications [35].

The multimedia term is used in contrast to the term media, which indicates that
only conventional types of printed or hand-produced material are used. The term
multimedia was introduced by Bob Goldstein at Southampton, Long Island, in July
1966. Some landmark events in the area of multimedia are [36]:

e 1945: Vannevar Bush publishes the first landmark paper that describes what
amounts to a hypermedia system called “Memex”.

1960: Ted Nelson coined the concept of “hypertext”.

1969: Development of the hypertext editor at Brown (Nelson and Van Dam).
1985: Negroponte and Wiesner formed the MIT Media Laboratory.

1989: Tim Berners-Lee proposal for the World Wide Web to CERN.
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e 1990: Kristine Hooper Woolsey headed the Apple Multimedia Laboratory (with
more than 100 scientists).

e 1992: JPEG was adopted as the international standard for digital image com-
pression. Also, the first M-Bone audio multicast on the Net was made.

e 1993: Production of the first full-fledged browser, Mosaic of NCSA (The Illinois
National Center for Supercomputing Applications).

e 1994: Development of Netscape by Jim Clark and Marc Andreessen.

e 1995: Introduction of JAVA for platform-independent application development
(The first applet created is called Duke).

e 1996: Introduction of Microsoft’s Internet Explorer.

Further historical information pertaining to multimedia can be found in [37].

Telematics Telematics is the synergy of telecommunications and informatics
(telematics = tele communications + inform matics). Therefore, as an overall term,
“telematics” refers to the long-distance transmission and computer processing of
information. The term “telematics” was coined in French by Simon Nora and Alain
Minc as “telematique” (tele communication et informatique) in their 1978 report
entitled “L’ Informatisation de la Société” [38]. This report was requested by the
president of France Valery Giscard d’ Estaing in 1976 to explore how the computer
and informatics applications could be extended to the organizational, economic, and
developmental issues of modern society. In their report, Nora and Minc made the
following remark: “Today, any consumer of electricity can instantly obtain the
electric power needs without worrying about where it comes from or how much it
costs. There is every reason to believe that the same will be true in the future of
telematics.” Today, computers become smaller and smaller with ever lower energy
requirements, and computing devices gradually become mobile and can accompany
us wherever we go. These developments have led to the so-called mobile com-
puting, ubiquitous computing, or pervasive computing. The historic landmarks of
telematics involve the parallel and combined landmarks of computers and
telecommunications. On the computer side, the two major landmarks are as follows
[39, 40]:

1971: Development of the first microprocessor, the Intel 4004.
1981: Release of Osborne 1, the first portable computer.

On the telecommunications side, we mention the following:

1860: Invention of the telephone by Antonio Meucci.

1895: Invention of the wireless telegraph by Guglielmo Marconi.

1946: AT&T introduces the first mobile telephone.

1958: Launching of the first communication satellite, SCORE.

1969: The ARPANET goes online and links for the first time two computers
(University of California and Stanford).

1992: The WWW is released by CERN worldwide.

2000: The first commercial UMTS network is introduced in Japan.
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We now present a summarized description of the basic concepts and methods of
various manifestations of information that have been discussed in this section from
a historical point of view, namely,

Communication systems.
Information theory.

Computers and computer science.
Informatics.

Telematics.

Multimedia.

Information systems.

Information science.

4.4 Communication Systems

4.4.1 General Issues

In communication systems theory, signals represent information. Information is
used neatly packaged in analog or digital form. Communication systems are used
for both manipulating and transmitting information. The following cases are the
main types:

e Point-to-point communication (from a single place to another place).
e Broadcast communication (from one place to many other places).
e Multipoint to multipoint communication (teleconferencing, chat rooms).

Communication systems can be analog (e.g., via radio waves) or digital (e.g.,
computer networks). The question arising here is: Which is better, analog or digital
communication? This question has been answered by Shannon, in his work on
information theory [9], who suggests the use of digital representation of signals and
the digital communication strategy. This means that all information-bearing signals
are converted into digital ones (discrete-time, amplitude-quantized signals) apply-
ing the sampling theorem which shows the condition that must be met for this
conversion to be an accurate one. As mentioned in Sect. 4.3.5. Shannon has shown
that in digital form, a properly designed system can communicate digital infor-
mation without error despite the presence of communication noise in all trans-
mission channels. This result has a fundamental importance and value not only in
communications, but also in all areas where digital information is handled, e.g.,
compact discs (CDs) and digital video disks (DVDs).
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4.4.2 Shannon—Weaver Communication Model

One of the fundamental concepts in communication and information theory is the
“communication model” of Shannon and Weaver [10], which is illustrated in
Fig. 4.1b. Figure 4.1a shows the graphical representation (called block diagram) of
a system operating on a receiving signal x(¢) and producing an overall output signal
y(#). In Fig. 4.1b, we have the following components (blocks):

e The information source that selects a desired signal (message) s(#), out of a set
of possible messages, which is to be sent to the destination (sink). The message
can have several forms, e.g., speech, music, strings of letters as in telegraph or
teletype, or characters typed on the keyboard of a PC, etc.

e The transmitter that receives the message s(f) and produces a signal x(f) suitable
for transmission over the channel. The signal x(7) is either modulated or encoded,
depending on the message’s physical nature. In telephony, the transmitter’s
operation consists of changing sound pressure into electrical current. In telegra-
phy, an encoding operation takes place that generates a sequence of dots, dashes,
and spaces corresponding to the message. In a multiplexed, pulse-coded, mod-
ulation system, the various speech functions are sampled, compressed, quantized,
and encoded, and finally properly interleaved to construct the signal x(z).

e The channel is the medium over which the signal is transmitted to the receiver.
In the channel, the transmitted signal is typically corrupted by noise or distorted
or attenuated by various phenomena [giving the corrupted message r(f)].

e The receiver is a sort of inverse transmitter, changing the transmitted signal back
into a received message $() that must resemble s(r) as much as possible.

e The destination (or information sink) that is the person (or thing) for whom the
message is intended (and who uses it for the desired purpose).

The “noise” contaminating the transmitted message x(f) may be internal (i.e.,
coming from the receiver’s attitudes, beliefs, or knowledge) or external (i.e., caused

(a)

XO®,| system MU

(b ) Information

sourcs | Noise source ‘
Information
Source destination
(Sink)
Channel
s(t) Transmitter e 30
r(t) Receiver

Fig. 4.1 a Block diagram of system receiving an input signal x(#) and producing an output signal
y(¢), b Shannon—-Weaver communication model
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by other sources). This internal or external noise may either strengthen the intended
outcome of the messages (if the information confirms the message) or weaken the
intended outcome (the information in the noise disconfirms the original message).

The implementation of the Shannon—Weaver communication model needs the
following:

To understand signals and signal generation.

To understand the nature of the information these signals represent.

To know how information is transformed between analog and digital forms.
To know how information can be processed by systems working on
information-bearing signals.

These requirements are met through electrical engineering (which studies the
ways signals are represented and manipulated electrically/electronically) and signal
engineering (which studies the structure of signals, their information content, and
the capabilities that this structure imposes upon communication systems), inde-
pendently of what the signal sources are.

4.4.3 Other Communication Models

The Shannon—Weaver linear communication model is applicable to pure machine
communication, i.e., it is not intended to match human communication. This model
is focused on the technical problems associated with the selection and arrangement
of discrete units of information and not with the semantic “content” of the mes-
sages. Weaver himself pointed out that: “It is surprising but true that, from the
present view point, two messages, one heavily loaded with meaning and the other
pure nonsense, can be equivalent as regards information.”

Two other communication models devised for human communication are the
Berlo model of communication [43] and the Schramm model of communication
[44], shown in Fig. 4.2a, b [45]:

(a) Encoding Decoding
S M ¢ R
(b)

Fig. 4.2 a Berlo’s SMCR model: a source encodes a message for a channel to a receiver who
decodes the message, b Schramm’s communication model
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Berlo’s model is an enhanced adaptation of the Shannon—Weaver model so that,
to cover the human communication, it provides a mechanism in the source for the
following:

Communication skills.
Attitudes.

Knowledge.

Social and cultural issues.

In other words, the source is sufficiently flexible to include oral, written, elec-
tronic, or any other form of “symbolic” generator of messages. The “message” is
considered to be the core element of the model, stressing the transmission of ideas,
specifically content, elements, treatment, structure, and code. The receiver is rec-
ognized to be very important to communication, since it is actually the target. Like
the source, the receiver takes into account and interprets communication skills,
attitudes, knowledge, and social and cultural issues. The channel, i.e., the com-
munication medium, involves all the human senses (hearing, seeing, touching,
smelling, and tasting). The concepts of “encoding” and “decoding” emphasize the
psychophysical problem every person has in translating his/her own thoughts in
worlds or symbols and providing them in an understandable way to other people.
Here, it is tacitly assumed that human communication is similar to machine com-
munication (e.g., telephone signal, television signal, and computer information
transmission, etc.). Clearly, the accuracy of human communication using this model
depends on choosing the “proper” symbols, preventing interference, and sending
efficient messages. However, even if the proper symbols are used, people may
misunderstand each other. But all these issues are human-centered depending on
agreements, beliefs, shared values, and attitudes.

The Schramm’s model provides the additional features of “feedback field
expertise” and “psychological reference frame” for the interacting humans. It is
noted that Schramm’s model is less linear than the Shannon—Weaver or the Berlo’s
model. But again, it is suitable only for bilateral communication between two
partners (i.e., it does not cover the case of multilevel communication). Three
nonlinear models of communication are the following:

e Dance’s helical spiral (1967): This spiral depicts communication as a dynamic
process, where the helix represents how communication evolves in a human
from his/her birth up to the present [41].

e Westley and MacLean’s conceptual model (1957): This model is based on the
fact that the communication of a person begins when he/she starts to respond
selectively to the immediate surroundings and not when he/she starts to talk
[41].

¢ Becker’s mosaic model (1968): Here, it is assumed that most communicative
acts link message elements from several social situations (not just from one
situation). These complex communicative events are linked to the activity of a
receiver who moves through a permanently varying cube or mosaic of infor-
mation [41]. This model adds a third dimension, but human communication
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involves many more dimensions. Therefore, many researchers attempted to
develop multidimensional communication models. Two such models are the
following [41]:

o Ruesch and Bateson functional model (1951): This involves four levels of
analysis, i.e., level I (intrapersonal process), level 2 (interpersonal), level 3
(group interaction), and level 4 (cultural level).

e Barnlund’s transactional model (1970): A very systematic functional model
where the key assumptions on which it is based are shown explicitly. Its most
important property is that it includes no simple or linear directionality in the
interplay between itself and the surrounding world.

4.4.4 Transmitter—Receiver Operations

We now briefly discuss the operations of the transmitter and receiver in the
Shannon—-Weaver communication model (Fig. 4.1b).

Modulation The transmitter performs the modulation operation, namely, the
superposition of the information (message) onto an electronic or optical carrier
signal. Modulation can be applied to direct current (mainly by turning it on or off),
alternating current, and optical signals. The Morse code, used in telegraphy and
presently in amateur radio, uses a binary (i.e., two state) digital code similar to the
code used in modern computers. In today’s typical radio and telecommunication
systems, the carrier is an alternating current (AC) sent over a given frequency band.
Standard modulation methods are as follows:

e AM (Amplitude modulation), where the voltage superimposed on the carrier
modulation signal is time varying.

e FM (Frequency modulation), where the frequency of the carrier waveform is
varied (modulated) in suitably small amounts.

e PM (Phase modulation), where the natural flow of the alternating signal is
delayed temporarily.

The above are called continuous (analog) signal modulation methods to dis-
criminate them from PCM (Pulse-Code Modulation) which is employed to encode
analog and digital signals in a binary (digital) way. In general, the modulation
techniques can be classified as follows:

Analog versus digital modulation.

Baseband (low pass) versus bandpass (passband) modulation.
Binary versus M-ary modulation.

Linear versus nonlinear modulation.

Memoryless modulation versus modulation with memory.
Power-efficient versus bandwidth-efficient modulation.
Constant envelope versus nonconstant envelope modulation.
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e Equivalent digital modulation methods (amplitude-shift keying: ASK,
frequency-shift keying: FSK, phase-shift keying: PSK). Two-way radios employ
FM although some use single sideband (SSB). A combination of ASK and PSK
is the quadrature-amplitude modulation (QAM).

Demodulation This is the inverse operation of modulation, which extracts the
original information-bearing signal from the modulated carrier signal. An electronic
device used to perform the recovery of the original message from the modulated
carrier signal is called a demodulator. To each modulation technique, there corre-
sponds an appropriate demodulation technique and an associated demodulator. For
example, in an AM signal (which encodes the message into the carrier wave by
varying its amplitude in proportion to the analog message sent), we have two kinds
of demodulators. These are the envelope detector (which uses a rectifier allowing
the current to flow only in one direction) and the product detector. The latter
multiplies the incoming AM-modulated signal by the signal of a local oscillator
with the same frequency and phase as the carrier used. After filtering, the original
message is obtained. For FM, many typical forms of demodulators exist. For
example, a quadrature detector phase shifts the signal 90° and multiplies it with the
unshifted version. Among the terms produced by this operation is the original
message which is selected and amplified. Another FM demodulator employs two
AM demodulators, one tuned to the high end of the frequency band and the other to
the lower end. The two outputs are then passed to a difference amplifier.

A pair of transmitter (coder, modulator) and receiver (decoder, demodulator) is
called a transceiver. The general structure of modern communication systems
involving a CODEC (Coder/Decoder) and MODEM (Modulator/Demodulator) has
the form shown in Fig. 4.3.

Multiplexing To convey more information in a given amount of time, the band-
width of a signal carrier is divided such that more than one modulated messages can
be sent simultaneously on the same carrier. This is called multiplexing, where the
carrier is sometimes called the channel and its separate message signal carried is
referred to as subchannel. The multiplexer is the device that puts the individual
signals onto the carrier and takes off received transmissions—separately. Typical
forms of multiplexing are as follows:

Source .| Channel Iy Modulation

encoding encoding

Input

«| Source | | Channel Q,E: Demodulation.¢.
decoding decoding | ;

Qutput

CODE ’ MODE

Fig. 4.3 General structure of a digital communication system
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FDM: Frequency-division multiplexing.
TDM: Time-division multiplexing.

FDM which divides the principal frequency of the carrier into separate sub-
channels is commonly employed in analog communication systems, whereas TDM,
which divides the principal signal into time slots, each one carrying a separate
signal, is used in digital communication systems. A digital cellular phone tech-
nology based on TDMA (time-division multiple access), which was developed in the
1980s and is predominant in Europe, is the Global System for Mobile (GSM)
communications. GSM is also used worldwide. GSM operates in the 900 MHz and
1.8 GHz bands in Europe, and the 1.9 GHz PCS band in the United States. It is
based on a circuit-switched system, which divides each 200 kHz channel into eight
25 kHz time slots.

4.4.5 Analysis of Analog Modulation-Demodulation

Here, we outline the mathematical analysis of analog modulation. The carrier wave
is a sinusoid of the following form:

c(t) = A cos(w. + )

where the amplitude A, the carrier cyclic frequency o, = 21f, (f, is the frequency),
and the phase ¢ are the parameters that can be varied according to the
message-bearing signal:

m(t) = M cos(w,t + 6p)

where 0y is a constant and, without loss of generality, it can be assumed 6y = 0.

4.4.5.1 Amplitude Modulation

In amplitude modulation (AM), the amplitude A of the carrier signal is modulated
in proportion to the message-bearing (low frequency) signal m(t), to give

x(t) = (A+ M cos(wpt)) cos(we + @)
= A(1 + pcos m,t) cos(wt + ¢)

where

u=M/A
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is called the “modulation index” of AM, and for demodulation purposes (i.e., for the
recovery of m(t) from the above modulated carrier signal) is typically selected less
than one (i.e., M < A).

Using the well-known trigonometric identity:

cos (0) cos () = (1/2)[cos (0 + ) +cos (0 — )],

the amplitude modulated signal x(#) can be written as

x(t) = Acos(w.t+ @) + % [cos(we + W)t + @]

+ %cos[(wc — Wyt + @]

This shows that x(f) has three additive components with frequencies
We, W+ 0y and . — w,,. The frequency . + w,, is called the upper side fre-
quency, and @, — w,, is called the lower side frequency. A typical AM signal with
Uo = 0.8 is shown in Fig. 4.4.

In the type of AM described above, both side frequencies w, — w,, and w, + w,,
are transmitted. It is therefore called Double Sideband AM (DSB-AM). But for
more efficiency, only one of the sidebands must be transmitted, in which case we
have the so-called Single Sideband AM (SSB-AM). In particular, SSB-AM is called
Lower Sideband AM (LSB-AM) or Upper Sideband AM (USB-AM), if only the
lower frequency or the upper side frequency is transmitted, respectively. The case
where the modulation index is p > 1 is called overmodulation. Now, let us calculate
the power of a modulated wave. The power is proportional to the square of the
voltage (amplitude). Therefore, the power of the carrier wave is

Carrier power = KA

Fig. 4.4 Typical amplitude @)

signal with u, = 0.8 /\\/Iosinmmt
0 L

N
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where the factor %%, required because A is the amplitude (peak value) of c(?), is
included in the proportionality constant K.
The total sideband power is equal to

2 2
Total side - band power = KA> (g) 4 KA? (g)

12
=5 x Carrier power

Therefore, the total power of the AM signal is equal to
P =KA*(1+47/2)

i.e., equal to the sum of the constant carrier power KA? and the power of the two
sidebands, which depends on the value of u. For example, if
w=1, P = KA* x (3/2) = KA? x 150%.

4.4.5.2 Amplitude Demodulation

As mentioned in Sect. 4.4.4, for AM we have two kinds of demodulators (detec-
tors): the envelope demodulator and the product demodulator. The signal

v(t) = A(1+m(r))

is called the envelope of the AM signal. Clearly, if the envelope v(¢) is extracted, the
transmitted message m(f) can be recovered. A simple way to obtain the envelope is
to use the “envelope demodulator circuit” shown in Fig. 4.5.

The envelope detector is of the so-called noncoherent (asynchronous) type.
Better performance can be obtained by coherent (synchronous) detector in which
both the frequency and the phase of the carrier are known at the demodulator. The
amplitude of the carrier affects only the level of the demodulated signal, which can
be changed by a simple amplifier. Therefore, the amplitude of the carrier is not
important in the demodulation. The carrier signal is restored at the receiver by a
circuit called the carrier-recovery circuit. In the product detector, the amplitude

(a) (b) AM signal Envelope

»l
R IJ_ N N s A

g ] | II,, HINI
o CT - ! '|l' 'l-.-:. ||I .-I: |
signal LA A &

Fig. 4.5 a Envelope AM demodulator. b The AM signal passing through the demodulator
provides the envelope signal. This is done by the capacitor which removes the carrier frequency
and leaves only the envelope
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modulated signal is multiplied by the signal provided by a local oscillator. The

simplest case is obtained if the local oscillator has the same frequency as the carrier,

i.e., w.. Then, the result of the multiplication is the sum of the original message and

another AM signal at frequency 2mw.. A low-pass filter is used to suppress this

second component. The block diagram of the product detector is shown in Fig. 4.6.
In the above block diagram, we have

x(t) c(t) = A(1 4+ m(z)) cos(w,t) cos(w,t)

_ %A(l +m(#))(1 +cos(2.1))

where, without loss of generality, the phase ¢ of the carrier was omitted and use
was made of the same trigonometric identity as in the AM modulation. After
low-pass filtering, the original message is recovered.

The carrier signal can be available to the product detector in two ways:

e Through transmission of the carrier.
e Through recovering of the carrier.

The carrier recovery can be achieved by using a transmitted pilot signal outside
the passband of the modulated signal as shown in Fig. 4.7.

To recover the carrier signal, two techniques can be applied: (i) recovery by a
bandpass filter (Fig. 4.8a), and (ii) recovery by a phase-locked loop—PLL
(Fig. 4.8b).

It is noted that, with the product demodulator, we can also decode overmodu-
lated AM, SSB, and AM with suppressed carrier, in addition to the standard
DSB-AM.

Fig. 4.6 Block diagram of a c(t) carrier

product detector
t)e(t
XS] e
N\

X0 Multiplier L Received
AM signal OW-pass
e filter message
Fig. 4.7 Pilot signal outside Amplitude
the AM signal
Pilot
Carrier
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0 Low Upper
sideband sideband
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(a) N (b)
_Ln(t) x(t NS
Received A

Recovered f(t)
message PLL J

¢(t) Recovered
Carrier

m(t)

QR

Pilot or
Carrier
filter

Fig. 4.8 a Recovery of carrier by a bandpass filter. b Recovery of carrier by a phase-locked loop
(PLL). Here, we use the symbols ¢(¢) and 7u2(¢) to indicate approximate copies of ¢(¢) and m(t)

4.4.5.3 Frequency Modulation

The principal advantages of frequency modulation (FM) over AM are as follows:
(i) better signal-to-noise ratio, (ii) less interference effects between neighboring
stations, and (iii) less radiated power. The drawbacks are as follows: (i) It requires
much more bandwidth than AM (up to 20-times more), and (ii) The transmitter and
receiver devices are more complex. In FM, the frequency of the carrier wave is
changed in proportion to the message signal m(?), i.e., we have

o(t) = o (14 pcos(wpyt))

where f, = w. /27 is called the center frequency, and u is the degree of modula-
tion. A frequency-modulated signal has the form shown in Fig. 4.9b.

Frequency modulation is popular in a variety of radio transmission applications
from broadcasting to general point-to-point transmissions. It is also widely
employed for broadcasting via very high frequency (VHF) because it provides a
very good medium for high-quality transmissions. FM is also largely used in

Fig. 4.9 Frequency ()
modulation. a The modulating Modulating
signal. b The modulated signal .
signal
/ N
N ¥
N / Frequency
e

(b)

Modulated

signal
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several mobile applications. Here, because w is time varying, the FM signal is given
by

Acos /w(t) dt| = Acos {/ (1 —l—ucos(wmt))dt]
0

= Acos {wcu sin(wy,t) + ot + 90}

O

where the constant of integration 6y can be neglected as a constant angle. The
quantity Aw = o.p is called the cyclic frequency deviation.
The parameter

opu Ao

@ *wm*/‘f

is called the FM modulation index (or deviation ratio) and has a value in radians
that is different for each value of w,,. On the basis of this, the expression for an FM
signal becomes

x(t) = Acos(wet + gy sin(wpt))
Expanding this signal using and the identity for cos (6 + /), we obtain
x(t) =Acos(w.t + 1y sin(wyt))
= cos(ct) cos (py sin(wpt)) — sin(wer) sin (g sin(wy,t))

The two complex functions cos (g sin(w,t)) and sin(u; sin(w,f)) can be
expressed as an infinite series of Bessel functions, namely [46, 47],

cos (uf sin(wmt)) =J, (,uf) +2J, (uf)cos(Zwmt)

+ 274 (1) cos(dmt) + 2J6 (1) cos(6wpt) + - - -
sin(,uf sin(wy,t )) =2J; (,uf)sm(wm —|—2J3( f)sm (Bwpt)

+2J5 (,uf)sm (Swpt) +2J7 (,uf)sm (Twpt) + -

where the Bessel functions J; (i = 1,2,...) of the first kind are defined as

o0 )

Z ('uf>k+2q
q' q+k

q=

and are provided in corresponding mathematical tables and computer-mathematics
libraries. Using the trigonometric identities for cos (0) cos () and sin () sin (),
we get
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1) = A{Jo(1s)cos(w t) — Ji (1) [cos(@e — wit) — cos(@e + @y )1]
+2 () [eos (e — 200m)1) + COS((wc +20m)1)]
+J5 (1) o (@ = 30m)1) = cos((@e +30n)1)]
)leos(( )t)

JrJ4(Hf cos((we — 4wy )t +cos((wc+4wm)t)] —

Jeos(
[cos(
[cos(
[cos(

We see that the FM signal involves the center frequency . and an infinite
number of side frequency pairs, each pair spaced by an amount equal to the
modulating frequency w,,.

The amplitude of the successive side frequency pairs is determined by the Bessel
function coefficients. Although theoretically the FM signal covers the entire fre-
quency spectrum with sidebands, the J coefficients decrease relatively quickly and
the series converges rapidly. So, the bandwidth actually required is finite. Because
oy, and fie are inversely proportional (uf =Aw/ wm), a small w,, will result in
more side frequencies of significant value, than those obtained in the case of a high
oy, as shown in Fig. 4.10.

It is noted that Jo(u;) =0 for pu, =2.405, 5.520, 8.654, 11.79, 14.93, etc.
Therefore, for these values of y,, the center frequency component is zero (i.e., it
does not exist).

A practical rule of thumb is Carson’s rule which says that almost all (~98%) of
the power of an FM signal is contained in a bandwidth B, equal to

Bc = 2(ﬁn +Af)

where Af = yf, is the frequency deviation Aw /2n from the central frequency.

4.45.4 Frequency Demodulation

In FM, it happens that signals with a large frequency deviation are supporting
higher quality transmissions at the expense of occupying a wider bandwidth. Thus,

Af=T5K_ ' ,

£ =5000 1 1
We=15 I|| IIl I|| | Ill
Af= 75K _

£ =5000 _— | I | \ |
”_:5 l ] 1 1 l
f

Fig. 4.10 Frequency spectra of two FM signals with Af = 75K, /s
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in practice, several levels of frequency deviations (or modulation index values) are
employed, according to the application that is used. Those with low deviation are
known as narrowband frequency modulation (NBFM), with typical values
43 kHz. NBFM is generally used for point-to-point communications. Higher fre-
quency deviations are required for broadcasting and are called wideband frequency
modulation (WBFM). Typical values of WBFM frequency deviation are +75 kHz.
To receive FM, a receiver must be sensitive to the frequency variations of the
incoming signal, which may be either NBFM or WBFM, and insensitive to
amplitude variations. To assure that any amplitude variations are removed, the
signals are amplified to such a degree that the amplifier goes into limiting. The
demodulator must be frequency-dependent in order to be able to linearly convert
frequency variations into voltage variations. This suggests that the FM demodulator
must have an S-type voltage—frequency characteristic as shown in Fig. 4.11.

The principal types of FM demodulator circuits are as follows [48]:

Slope detector.

Ratio detector.

Foster—Seeley detector.
Phase-locked loop (PLL) detector.
Quadrature detector.

Slope detector This is the simplest form of FM detector. It is essentially a tank
circuit that is tuned to a frequency lightly higher or lower than the carrier frequency.

Ratio detector This detector is very popular because it provides a higher level of
amplitude variation rejection. This has the result of a greater level of noise
immunity (since most noise is amplitude noise), and a satisfactory operation with
lower levels of limiting circuitry is required. The ratio detector consists of a
frequency-sensitive, phase-shift circuit with a transformer and two diodes in series.
The transformer performs the detection of the frequency variations of the incoming
signal.

Foster—Seeley detector This detector, also called a phase-shift detector, was
invented in 1936 by Dudley Foster and Stuart Seeley [49]. It employs a
double-tuned, radio frequency transformer to convert frequency variations of its

Fig. 4.11 S-curve Demodulator
characteristic of an FM
demodulator Output
rz
f, f

; Frequency
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input signal to amplitude variations. These amplitude variations are then rectified
and filtered to give a dc output voltage that varies in both amplitude and polarity as
the frequency of the input signal varies. The output voltage is zero when the input
frequency is equal to the carrier frequency f.. A typical response curve of the
Foster—Seeley detector has the S-form shown in Fig. 4.11, where the frequency
band of operation is [fi, f3].

Phase-locked-loop detector (PLL) This detector produces a fixed (locked) relation
to the phase of a “reference” input signal and responds to both the frequency and the
phase of the input signals automatically, so that it matches the reference in both
frequency and phase. Actually, a PLL detector is an example of a control system
working under negative feedback. PLL FM detectors are very popular and used in
several types of radio equipment ranging from broadcasting receivers to
high-performance communications equipment. Their wide use started when inte-
grated circuit technology had developed to allow the manufacture of radio frequency
analog circuits. The basic structure of a PLL detector is shown in Fig. 4.12 [42].

The phase comparator compares the phase of the output signal with that of the
input signal and sends the phase-error signal to the loop filter, where it is filtered
and becomes the control signal u(f) that drives the voltage-controlled oscillator
(VCO). The key issue in designing a PLL detector is the loop filter, which must
have sufficiently wide bandwidth to allow it to follow the anticipated variations of
the frequency-modulated signal.

Quadrature detector The quadrature detector shifts the incoming signal, 90° and
multiplies it with the unshifted signal. It does not need a center-tapped transformer
and so it can easily be integrated into a single LSI chip, unlike the other detectors.
The 90°-phase shift is achieved using a high-reactance capacitor and passes the
phase-shifted signal to an LC circuit tuned at the carrier frequency. Then, the
frequency changes produce an additional leading or lagging phase shift within the
multiplier. The quadrature FM detector circuit is shown in Fig. 4.13. The operation
of the quadrature FM detector is based on the property that multiplying two periodic
signals with the same frequency generates a DC voltage that is directly proportional
to the signal-phase difference.

At the resonance frequency, the phase of the LC circuit is zero, below resonance
the phase is positive and above resonance the phase is negative, i.e., the phase
changes with the variations of the frequency, and the same is also true for the output
voltage.

Error
signa

Control
sigﬂa} Output

Input + Phase Loop
e > i
signal Comparator e() filter

x(t) T &

signal y(t)

Fig. 4.12 Basic structure of a PLL detector
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Fig. 4.13 Quadrature detector circuit (The capacitor C, shifts the phase of the input signal 90°)

4.4.5.5 Phase Modulation

For a carrier ¢(¢) = Acos(w.f+ ¢,.) and a modulating signal m(t) = pcos(w,,t),
the phase modulated (PM) signal x(¢) has the following form:

x(1) = Acos(@ct + (1)), ¥(1) = m(t) + ¢,

Here, we directly see that, as m(t) increases or decreases over time, so does the
phase shift of the modulated signal. The phase shift can also be viewed as a change
of the carrier frequency. Therefore, phase modulation is equivalent to frequency
modulation, and so it can be analyzed by the methods presented in Sect. 4.4.5.3.
We note again that, for small amplitude-modulating signals, we have the undesired
result of sidebands and poor efficiency. For very large, single, sinusoid modulating
signals, the bandwidth of PM is approximately given by Carson’s rule as in FM,
ie.,

Be = 2(1+ upy )fm

where pp,, is the PM modulation index defined as ppy, = A¢p with A¢ being the
maximum phase shift. An example of PM signal is shown in Fig. 4.14.

4.4.5.6 Phase Demodulation

Because of the equivalence of FM and PM (the carrier frequency is modulated by
the time derivative of the phase shift), phase demodulation can be performed by any
FM demodulator. Here, we will outline a phase demodulator of the PLL type, called
a “sinusoidal phase detector”, which is shown in Fig. 4.15 [42].

In the phase-locked loop detector of Fig. 4.13, the VCO tends to phase lock to
the input in “quadrature”, i.e., with 90°-phase difference (¢(r) — W (t) +7/2).
This means that we can define ¢(¢) as ¢(r) = 6(¢) + /2 with 0(¢r) — (1) as
r — 0Q.

In Fig. 4.18, the output e(z) of the multiplier is equal to
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Fig. 4.14 Typical PM signal
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Fig. 4.15 Sinusoidal phase detector

e(t) = x(1)y(t) = (AAy/2)[cos(Y (1) — ¢(1))
+ cosRw. 4+ (1) + ¢(2))]
o(

= (A:Ay / 2)[cos (1) — 0(r) — 7/2)
+ cos(2e + (1) +0(1) + m/2)]
= (AdAy /2)[sin( (1) — 0()) — sin(2eet + (1) + 0())]

Now, assuming that the low-pass filter removes the second (high frequency)
term, the output u(¢) of the filter is found to be

u(t) = (AA,/2)sin( (1) — 0(1))

where 0(r) is considered to be the output phase. Here, instead of a sawtooth
function F(-), we have the sinusoid function:

F(p) = (A:4,/2)sin(p(1)), p(r) = () = 0(1)

which has the plot shown in Fig. 4.16.
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Fig. 4.16 The sinusoidal F(y-6)
gain function F(-). For
comparison, the sawtooth
function is also shown
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Here, 0(r) — y(r), and so the phase ¢(z) of the detector tends to lock in
quadrature with the input. Figure 4.17 shows in the same plot the AM, FM, and PM
signals obtained using the same modulating signal and the same carrier in all cases.
This plot can be generated by using the proper signal generation (SigGen) modules
available in [50].

4.4.6 Pulse Modulation and Demodulation

General Issues Analog modulation (AM, FM, PM) is used for transferring an
analog low-pass (baseband) signal, such as an audio signal or TV signal, over an
analog passband channel, e.g., a restricted radio frequency band or a cable TV
network channel. Digital modulation is used for transferring a digital bit stream
over an analog passband channel, such as a limited radio frequency band or a public
switched telephone network (where a bandpass filter restricts the frequency band to
between 300 and 3400 Hz).

Pulse modulation is used to transfer a narrowband analog signal, such as a phone
call, over a wideband baseband channel, or in some cases, as a bit stream over
another digital transmission system. It is also used in neuron modeling and circuit
design. Analog modulation/demodulation techniques were discussed in previous
sections. Here, we will briefly discuss the basic pulse modulation schemes. Digital
modulation schemes will be presented in the next section. Pulse modulation

Fig. 417 AM, FM, and PM
signals compared. The carrier
and modulating signals are
shown superimposed on the
top
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schemes use as a carrier signal a pulse train. The form of the pulses can be selected
from among several types that differ in terms of energy and spectral content con-
sumption. Examples of pulse types are square pulses and raised-cosine pulses. The
five basic pulse modulation methods are the following, according to the pulse train
parameter, that is, modulated (amplitude, width/duration, frequency, and position of
leading edge):

Pulse-amplitude modulation (PAM).
Pulse-width modulation (PWM).
Pulse-frequency modulation (PFM).
Pulse-position modulation (PPM).
Pulse-code modulation (PCM).

Pulse-Amplitude Modulation and Demodulation In pulse-amplitude modulation
(PAM), the amplitude (height) of individual pulses in the pulse train is varied from
its normal value in accordance with the instantaneous amplitude of the modulating
signal at sampling intervals. The width, frequency, and position of the pulses are
kept constant. In other words, the information carried by the modulating signal is
carried on a train of pulses being encoded in the amplitude of the pulses.

Figure 4.18 shows a typical PAM signal.

The PAM transmitter design is simple since it is a standard sampler with con-
stant sampling period. Similarly, the receiver (demodulator) is simple.

Fig. 4.18 Example of PAM
in which the amplitude of a
square pulse carrier train is
modulated by a sinusoid / Msﬁgm?_e
Signal \/ \/ fm o

SAMPLING
SIGNAL
fy = 8 kHz

PAM
SIGNAL
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Pulse-Width Modulation and Demodulation In pulse-width modulation (PWM)
or pulse-duration modulation (PDM) or pulse-length modulation (PLM), the
modulating signal changes the width of individual pulses from their normal values,
in proportion to the change at each sampling interval. The amplitude, frequency,
and position of the pulses are kept constant. PWM is extensively used in power
electronics and power control applications, because it is a very good method of
providing intermediate quantities of electric power between fully on and fully off. It
is noted that a standard power switch provides full power when switched on, and
zero power when switched off. In communication applications, the width of the
pulses corresponds to specific data values encoded at one end and decoded at the
other end. Pulses of various widths (lengths) that represent the transmitted infor-
mation are sent at regular intervals determined by the carrier frequency. There is no
need to use a clock signal, because the leading edge of the pulse train plays the role
of a clock. But, to avoid a data value with a zero-width pulse, the addition of a small
leading edge offset is required.

Pulse-Frequency Modulation and Demodulation In pulse-frequency modulation
(PFM), the instantaneous amplitude of the modulating signal changes the frequency
of the carrier-pulse train, leaving unaltered the amplitude and width of the pulses.
PFM is analogous to PWM since the magnitude of the information-bearing
(modulating) signal is encoded in the duty cycle of the square pulse train.
Compared to PAM, PFM has the advantage of better immunity to noise interfer-
ence. The drawback is that the design of transmitter and receiver is more complex.
For this reason, in practice, PAM or PWM is more commonly used. An example of
PFM is shown in Fig. 4.19.

Pulse-Position Modulation In pulse-position modulation (PPM), the variation of
the instantaneously sampled values of the modulating signal changes the position of
each pulse with respect to the position of a periodic reference pulse. The amplitude
and width of the pulses are kept constant, and so the required transmitter power is
constant. PPM has the drawback that it depends on the synchronization of the
transmitter—receiver pair. PPM is widely used in optical communications. PPM and
FSK (frequency-shift keying) modulation are two canonical forms of orthogonal
modulation. PPM and FSK are actually dual modulation techniques in the sense that

Fig. 4.19 Examples of PFM: (a)
a modulating signal, b carrier >
periodic pulse train, and \_/ t

¢ PFM pulse train (b)

()
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in FSK each signal gets a different slice of the frequency band, whereas in PPM
each signal gets a different slice of the signaling interval. A PPM signal can be
produced by feeding a PWM signal into a differentiating circuit, which provides
positive-and-negative-polarity pulses at the rising and falling edges of the PWM
pulses. Passing these alternating polarity pulses to a rectification circuit, which cuts
the positive fixed (non-modulated) pulses, we obtain the negative pulse train which
is the desired PPM pulse signal.

Pulse-Code Modulation and Demodulation In pulse-code modulation (PCM),
the amplitude of the analog modulating signal is sampled with a fixed sampling
rate, and then it is quantized to a set of symbols, typically a binary code. The PCM
principle is illustrated in Fig. 4.20.

The four-bit coded values of the sinusoid modulating signals at the sampling
instants one up to 12 are as shown in Table 4.1.

The general structure of a PCM modulator has the form shown in Fig. 4.21.

This structure is implemented in several ways, using suitable, single-integrated
circuits (known as analog-to-digital (A/D) converters).

Pulse-coded demodulation reproduces the analog input (message) from the
digital output using a reverse sequence of operations. A PCM demodulator circuit is
known as digital-to-analog (D/A) converter (see Fig. 4.22).

Pulse-code modulation has two important features:

e Noise contamination is almost completely eliminated when the pulse signals
exceed the noise levels by at least 20 dB.

e The signal can be received and retransmitted as many times as desired with no
distortion of the signal.

Other Pulse Modulation Techniques Besides the five types of pulse modulation
just discussed, over the years, several other techniques with associated benefits and
drawbacks have been developed. These are as follows [51]:

Fig. 4.20 The principle of 15
PCM. Sampling and binary 14
coding using 16 quantized 13
levels (i.e., four-bit 12
quantization) 11
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Table 4.1 PCM of a sinusoid using the four-bit binary code 1-2-4-8

Sampling instant Sampled value Binary coded value

1 9 1001

2 11 1011

3 12 1100

4 13 1101

5 14 1110

6 14 1110

7 15 1111

8 15 1111

9 15 1111

10 14 1110

11 14 1110

12 13 1101

Sampler
‘:“n%) Hirll;er 5| Quantization Coder eg‘uﬁ

Fig. 4.21 The pulse-code modulator performs the operations: sampling—holding, quantization,

and binary (digital) coding

D_igital Decoder Holding Analog
input Circuit OQutput

Fig. 4.22 The PCM demodulator (or D/A converter) is performed by a binary decoder and an
analog holder

ASK: Amplitude-Shift Keying, where a finite number of amplitudes are used.
FSK: Frequency-Shift Keying, where a finite number of frequencies are used.
PSK: Phase-Shift Keying, where a finite number of phases are used.

BPSK: Binary-Phase Shift Keying.

QPSK: Quadrature-Phase Shift Keying.

QAM: Quadrature-Amplitude Modulation.

ADPCM: Adaptive-Differential PCM.

PDM: Pulse-Density Modulation.

Some more specific schemes of quantized modulation (QM) are the following:

QAM: Quantized-Amplitude. Modulation

QFM: Quantized-Frequency Modulation.
QPAM: Quantized-Pulse-Amplitude Modulation.
QPM: Quantized-Phase Modulation.



190 4 Information I: Communication, Transmission, and Information ...

e QPPM: Quantized-Pulse-Position Modulation.

For descriptions and details about them, the reader is referred to modern text-
books of communication systems [42, 52].

4.5 Information Theory

4.5.1 General Issues

As we saw in Sect. 4.3.5, information theory was formally initiated by Claude
Shannon (1948) who coined the concept of “entropy” as the average “information
content” in a message, measured in bits (binary digits) [9]. The term “information”
was originally coined by Ralph Hartley in his 1928 paper “Transmission of
Information”, where he treated “information” in a technical sense as a measurable
quantity, reflecting the receiver’s ability to recognize the sequence of symbols sent
by the sender (without any concern about the meaning or semantic issues of these
symbols). Hartley’s formula for information is [8]

I =logS" =nlog$

where S is the number of possible symbols and n is the number of symbols in a
transmission. The information I is measured in decimal digits, also called Hartley
units.

Information theory is a mathematical theory principally concerned with coding—
decoding. Its primary mathematical tools are probability theory and statistics.
Shannon’s formula for entropy is

H(X) == pilog,ps
k=1

where p; = p(x;) are discrete probabilities of the random process (message) X, with
possible values xj,x,...,x,, which express the probabilities that a particular
message is transmitted. H(X) is a measure of how much information is contained in
the transmitted message.

Shannon gave the name “entropy” to the quantity H(X) upon the suggestion of
John von Neumann. Originally, he thought to call it “information” but since this
word was overly used, he decided to call it “uncertainty”. But, in a private con-
versation with von Neumann, he was advised to call it “entropy”. “You should call
it entropy, John von Neumann suggested, for two reasons. In the first place your
uncertainty function has been used in statistical mechanics under that name, so it
already has a name. In the second place, and more important, nobody knows what
entropy really is, so in a debate you will always have the advantage.”
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In the following, we will present two derivations of the concept of entropy,
H(X), and the four fundamental theorems of information theory, namely,

Nyquist—-Shannon sampling theorem.

Shannon’s source coding theorem.

Shannon’s channel capacity theorem.

Landau—Pollack bandwidth signal dimensionality theorem.

4.5.2 Information Theory’s Entropy

The following two ways of introducing information theory’s entropy will be
discussed:

¢ Entropy as the information content of a measurement.
e Direct definition of entropy.

4.5.2.1 Entropy Derivation via the Information Content
of a Measurement

The present derivation is as follows [53]. A real number N is typically expressed by
the infinite series:

N=d 00"+ - +d ,10*°+d_110+dy+d, 107" + - +d, 107" + --.

where the d;’s (digits) are integers between 0 and 9, and d_,, # 0 for n > 0. In
shorthand, N is written in the well-known decimal form:

N = dfndfnJrl c-d_ydoedidy - - - dy,

For each number, there exists a unique decimal expansion of this form, provided
that we agree to exclude expansions like 2.36999... where nines repeat indefinitely,
and express numbers like 2.5000... as 2.5 (omitting the infinitely repeating zeros).

Rational numbers are defined to be ratios of integers, i.e.,

a/b:dn"'dldo.dldz"'dn (b>0)
A decimal expression represents a fraction if and only if some sequence of digits

in the expression repeats indefinitely. For example,

1/4 =0.2500,..., 1/6 = 0.166.. .6. ..
13/70 = 0.1857142857142857142857. ..

With other numbers, the situation is more complex. For example, the decimal
expressions for the numbers \/§ and 7 (the ratio of the circumference of a circle to
its diameter) are as follows:
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V2 = 1.41421356. .., n = 3.14159265. ..

where all digits must be calculated one by one. These classes of numbers differ in
the amount of information they convey and in the effort required to obtain that
information.

Although in some cases (like the ones mentioned above) we know explicitly all
the digits of the expansion of a number, this is not so when we observe or measure a
certain physical quantity. What one can do here is to obtain successive refined
intervals that bound the actual value m of the quantity M at hand. Suppose that we
get an estimate of the true value m in the interval /iy € (aj,by). If this is not
satisfying, a second more precise measurement is performed which gives

my € (a27 b2) with a; <a, <b, <b;

Clearly, the new bounding interval (a;, b,) provides some additional number of
digits in the decimal expansion of m. The number of decimal digits in the original
decimal expansion is approximately given by log,,(b1 — a;), and the number of
digits of the more accurate expansion is log;,(b2 — az).

The gain I,y in information when we go from the first interval (a;,b;) to the
second interval (ay,b;) is equal to

Lo =logo(b1 — a1) — logy(b2 — a2)
=log,,[(by —a1)/(bs — ay)] decimal digits

If the number N is represented in binary form: N =c_,---c_jco - c1ca - ¢y
where ¢; = 0 or 1 (for all i), the information gain is equal to

L, = logz[(bl — al)/(b2 — az)] bits

Since b; — a; is the length of the interval with limits a; and by, and b, — a; is
the corresponding length of the second interval with limits a; and b, the ratio
(by — az)/(by — ay) represents the probability p that a random point in the interval
(a1,by) lies in the interval (as,b,), i.e.,

p=(br—a)/(by —ai)

Thus, the gain in information can be expressed as

b = logy[(b1 — @)/ (b2 — @2)] = log, G) 0<p<l

Now, consider a system that can be in one of the finite sets of states xj, xz, .. ., X,
(arbitrarily ordered), and let p; be the probability of the system to be in state x;.
Clearly, the probabilities p; must satisfy the total probability condition:
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Suppose that an observation of the system reveals that the system is in state x;.
To calculate how much information was gained after this observation, we assume
that our observation system associates with each state a probability interval. For
example, state x; with probability p; corresponds to the interval 0 <x <pj, state x,
with the interval p; <x <p| + p», and so on. In general, the kth state x; is associated
with the interval:

P1+p2+ s AP <X<pir+p2+ -+ pr
with limiting condition for the nth state of
Pr+p2t - Fpp <x<pi+pr+ - +py =1

After observing that the system is in state xi, the length of the measurement
interval becomes py, whereas, at the beginning (without any measurement), we have
0<x<1, ie., a length interval equal to one. Therefore, the gain in information
compared with the case before the observation is

logy (1/px)

The average information I gained when the system changes from one state to
another, up to the state x,, is equal to

I =pilogy(1/p1) +p2logy(1/pa) + -+ +pulogy(1/pn)

ZPk log, (1/p)
k=1

n
== plogype=H
k=1

where H is exactly the entropy introduced by Shannon in his 1948 paper [9]. Here,
if py = 0 for some &, the value of the term 0log,0 is taken to be 0, consistent with
the limit liI(I)l plog,p =0.

p—07*

4.5.2.2 Direct Definition of Entropy

This direct way of defining entropy is due to Shannon and can be found in most
textbooks on information theory or communication systems. Consider a random
variable X that carries an infinite amount of information if it is continuous in
amplitude range. Each realization (presentation) of X can be considered to represent
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a message. Actually, in a physical or biological system, it is not realistic to assume
that the amplitude measurements can have infinite accuracy. Therefore, it seems to
be realistic to assume that the value of X can be uniformly quantized to a finite set
of values, in which case X is discrete random variable:

X ={x;k=0,£1, £2,...,+n}

where 2n + 1 is the total number of discrete levels. Now, suppose that the event
X = x; occurs with probability:

pr = P(x) = P(X = x;)

under the conditions:

0<pe<l and Y pp=1
k=1

If for some £, the event X = x; occurs with probability p; = 1, in which case all
other p;’s for i # k are zero, the occurrence of the event X = x; does not add any
“information” and does not incur any “surprise”, since we know surely what the
message is. However, if the various discrete levels occur with different probabili-
ties, the occurrence of some event X = x; conveys some information (Or surprise),
which is higher when p; = p(x;) is lower (i.e., the uncertainty about the occurrence
of X = x; is higher). Thus, the terms “uncertainty”, “surprise”, and “information”
can be used interchangeably in the information theory framework. In particular, the
amount of information (or surprise) is related to the inverse of the probability of
occurrence.

On the basis of this discussion, the amount of information obtained after the

observation of the event X = x; with probability p; is defined as

Ip(xx) = logg(1/px) = —logg px

where the base B of the logarithm is arbitrary and when the base B = 2, I(x;) is
measured in bits, when B = 10 I(x;) is measured in decimal digits (Hartley’s), and
when B = e (natural logarithm) I(x;) is measured in natural units (nats).

The quantity I(x;) defined here has the following properties:

e Ig(xx) = 0 for p; = 1 (i.e., no information is gained if the occurrence of X = x;
is absolutely certain).
Ig(x;) >0 for 0 <p; <1 (i.e., a loss of information never occurs).
Ig(xy) > I(x;) for py <p; (k # i) (i.e., the less probable an event is, the more
information is gained after its occurrence).

Clearly, the quantity Ig(x;) is a random variable with probability p;. Therefore,
the mean value I of Iz(x;) over the entire range of 2n + 1 discrete values is equal
to
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I5(X) = ElIw)] = > pel(x)

k=—n

==Y plogpi = H(X)

k=—n

and is called the entropy of the discrete random variable X, which takes a finite set
of (2n+ 1) values. The entropy H(X) provides a measure of the average amount of
information provided per message. The basic properties of the entropy H(X) are as
follows:

H(X) is continuous (a small change of the probabilities yield a small change in
H(X));
0<H(X)<logz(2n+1);

e H(X) = 0if and only if py = 1 for some k (i.e., if there is no uncertainty);

H(X) =logg(2n+1) if and only if all discrete levels are equally probable
(r=1/(2n+1) for all k),

H(X) is additive (i.e., the entropy is independent to how the process is divided
into parts). This allows us to calculate the entropy of a system via the entropies
of the subsystems, if we know the interactions between the subsystems. That is
if the system is divided into M blocks (subsystems) with by, by, . . ., by, elements
each, we have

1 1 by by
H et = Hy et
2n+1 2n+1 2n+1 2n+1

SN 1 1
Hy | —,...,—];
+k;n2n+1 by (bk’ 7bk>7

H(X) remains unchanged if the events X = x; are re-ordered, i.e.,

H(xm s X0, X1, .. .,)C,,) = H(x—il+17'xn7 < X0, X1, - 'axn);

For equal probability events, H(X) increases with the number of observations,

i.e.,
a1 Ly 2 AN
2n+1""""2n+1 2n+2" " ""2n+2)’

The addition or removal of an event with probability zero does not change the
value of the entropy:

1 1 1 1
H ey ,0)=H ey .
2n+1 2n+1 2n+1 2n+1
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4.5.2.3 Differential Entropy

The concept of entropy thus far discussed refers to discrete random variables. Here,
we will introduce the corresponding concept for the case of a continuous random
variable X that has a probability density function f(x). This concept is the

following:
- / £(x) logsf(x) dx

— E[logg f(x)]

h(X)

and is called the differential entropy of X (in contrast to the absolute entropy H(X)).
Of course, it is remarked right from now that 4(X) does not provide in any way a
measure of the randomness of X. This expression for the differential entropy is
justified by using the mean value theorem:

(k+1)ox

Sx)ox = / f(x)dx

which leads to the Riemannian approximation:

/ch< x)dx = lim, fok
Define
Hs; = — kz: S (xx)oxlogg[f (xx) 0x]
= — Z £ () dx logg f (xx) Z £ (xe)dxlogg dx
k=—00 k=—00
Then, as dx — O:
lim Hj = — 7 f(x)logg f(x) dx — lim (logs ox) /OC f(x)dx
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oo

h0) = = [ 00 togy () de = lim (s + logy &)

—00

where the relation [ f(x)dx =1 was used.
Now, (shmo logg 0x = —oo, which implies that the entropy of a continuous

variable is infinitely large. This is indeed justified by the fact that a continuous
random variable may take any value in the interval (—oo, c0), and so the uncer-
tainty associated with the variable is infinite. Regarding the infinite offset,
logg0 = —o0, as a reference, the quantity h(X) is actually a differential entropy.
Clearly, the differential entropy is not a limit of the Shannon entropy for n — oo,
but differs from this limit by the infinite offset log ox — —oc as dx — 0.

4.5.2.4 Joint Entropy, Conditional Entropy, and Mutual Information

Joint entropy Consider two discrete random variables X and Y. The entropy of
their pairing (X, Y) is called joint entropy H(X,Y), i.e.,
H(X,Y) = E(xy)[—loggp(x, )]
== plx,y)logg(x,y)

X,y

Conditional entropy The conditional entropy of the random variable X given the
random variable Y is defined as

H(X|Y) = Ey[H(X|Y)]
== p() > _px]y)logsp(x]y)

yey xeX

= — Zp(x, y)logg[p(x,y) / p(y)]

i.e., H(X|Y) is the average conditional entropy Ey[H(X|Y)] over Y. It follows that

H(X|Y)=H(X,Y)— H(Y)

Mutual information The mutual information (or transinformation) is defined to
be the amount of information that can be obtained about one random variable X via
the observation of another variable Y, i.e.,
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x,y)

I(X;Y) = Ex yl[l pry logB o0

where I;(x, y) is the point-wise (specific) mutual information. It follows that I(X; Y)
has the following property:

I(X;Y) = H(X) — H(X|Y)

This means that, if we know Y, we can have a saving of I(X; Y) bits in encoding
X, compared to the case in which we do not know Y. The mutual information has
the following property:

I(X;Y) =H(X) — H(X|Y)
X) = [H(X,Y) - H(Y)]

H(X) —
(X) =
(X)+H(Y) - H(X,Y)
(¥) -
(¥) -

Y) - [H(X,Y) - H(X)]

H
H
H
H(Y)— H(Y|X) = I(Y; X)

i.e., the mutual information is symmetric.

4.5.3 Coding Theory

4.5.3.1 General Issues

Coding theory is the branch of information theory that deals with the transmission
of information across communication channels (noiseless, noisy) and the recovery
of the messages. Coding theory aims to make messages easy to read, and should not
be confused with cryptography, which is concerned with making messages hard to
read. One of the principal goals of coding theory is to remove information
redundancy (i.e., compress data) and correct the errors that may occur. Specifically,
coding theory studies the properties of codes and their suitability for particular
applications. Here, a brief outline of coding theory will be given. Full presentations
can be found in the respective literature (e.g., [54—66]).

Coding is categorized into three categories:

e Source coding.
e Channel coding.
e Combined source and channel coding.

Source encoding (or data compression) performs data compression on the
information sent by a source, so that the transmission is more efficient. Channel
encoding adds extra bits to assure a more robust transmission regarding distur-
bances and noise present on the transmission channel.
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4.5.3.2 Source Coding

Source coding (compression) is the process of encoding information using fewer
information-bearing units (e.g., bits) compared to a non-coded representation,
through the employment of particular encoding schemes. Compression is very
useful since it contributes to the reduction of the consumption of expensive
resources. The development of source coding techniques and the design of
equipment must be based on compromises among several factors, such as the
degree of compression, the level of noise and distortion involved, and the com-
putational resources needed for the coding and recovery of the data.

The two ways of data compression are as follows:

e Lossless data compression, where the data must be recovered precisely.
e Lossy data compression, where the bits required for recovering the data with the
desired reliability, as measured by a distortion index, are added.

4.5.3.3 Channel Coding

Channel coding is concerned with maximizing the information rate that the channel
can convey reliably, i.e., with acceptable error probability. To this end, codes must
be designed that allow fast transmission of data, involve many valid codewords,
and can detect and correct various errors. This again requires a number of trade-offs
between several conflicting issues. Although source coding tries to remove as much
redundancy as possible, channel coding designs and investigates several
error-correcting codes, which add sufficient redundancy (i.e., error correction) that
assures efficient and faithful transmission of information across a noisy channel.

4.5.3.4 Error Detecting and Correcting Codes

Error detection It deals with the detection of errors introduced by noise and other
disturbances across the transmission channel from the transmitter to the receiver.
The general way is to add some extra data bits (i.e., redundancy) to a message,
which makes possible the detection of any errors in the conveyed message. The
additional bits are called check bits and are determined by a suitable algorithm
applied to the message bits. To detect any existing errors, the receiver applies the
same algorithm to the received data bits and compares the output to the received
check bits. If no matching of the values occurs, an error has taken place at some
point of the transmission.

Error correction It deals with both the detection of errors and the recovery of the
initial, error-free data. The three primary ways for design the channel code for error
correction are as follows:
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e ARQ (Automatic Repeat reQuest): The receiver requests the retransmission of
the data that are assumed to contain errors.

o FEC (Forward Error Correction): The transmitter sends the encoded message
with an error-correcting code. The receiver decodes the received message into
the most likely data, without sending any request for retransmission.

e Hybrid ARQ and FEC: Here minor errors are restored without retransmission,
and major errors are corrected by sending a request for retransmission.

Three ARQ schemes that are suitable for varying or unknown capacity commu-
nication channels (such as the Internet) are as follows:

e Stop-and-Wait ARQ.
e Go-back-N ARQ.
e Selective Repeat ARQ.

FEC is typically employed in lower layer communication and in storage devices
(CDs, DVDs, Dynamic RAM) and are classified into two classes:

e Block codes which are processed in blocks. In this class, we have, among others,
repetition codes, Hamming codes, and multidimensional parity-check codes.

e Convolutional codes which are processed on a bit-by-bit basis. Here, the
so-called Viterby decoder performs optimal decoding.

4.5.3.5 Block Codes

An (n,k) block code, where k is the number of input bits and » is the number of
output bits, is characterized by the following parameter:

Coderate : r=k/n
Channel datarate : Ry = rR,,

where R, denotes the bit rate of the information source.
A binary block code C of block length n is a subset of the set of all binary
n-tuples

X = [x0, X1, ..., Xy—1), where x; =0 or 1 for i =0, 1,...,n — 1. Code vector or
code word is called an n-tuple belonging to the code.

o Hamming weight w([x,,x1,...,X,—1]) is the number of nonzero components of
the n-type.

e Hamming distance d(x,x') between two n-tuples x and x’ is defined as the
number of positions in which their components differ. From this definition, it
follows that
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d(x,x') = w(x — x),

where

X = X' = [x0, X1, s X t] = [¥s Xy X,

= oo s ]

Minimum Hamming distance, d,, of the block code C is the smallest
Hamming distance between pairs of distinct code words.

Some theorems on the detection and correction ability of block codes are the
following [61].

Theorem 1 A code C can detect all patterns of s or fewer errors if and only if
Ainin > S.

Theorem 2 A code C can correct all patterns of s or fewer errors if and only if
dmin > 2s.

This theorem suggests the following implicit decoding rule: “Decode ¢ (the
corrupted received codeword of an actual codeword a) to the nearest codeword in
terms of the Hamming distance, i.e., dpy;, = min w(e) = min w(c —a) =
min d(c,a)”

Definition A binary code C is linear if, for a and a’ in C, the sum a +a’ is also in
C. For example, the code C = {[0,0,0]+[1,1,0]+[1,0,1]+[0,1, 1]} is a linear
code because [1,1,0]+ [101] = [011], and so on.

e The minimum Hamming distance of a linear block code is equal to the smallest
weight of the nonzero code words in the code.

4.5.3.6 Convolutional Codes

A binary convolutional code is characterized by a 3-tuple (n, k, m), where k is the
number of input (message) bits, n is the number of generated (output) bits, and m is
the number of memory registers (memory order). As in block codes, the parameter
r =k /nis called the code rate. Typically, k and n vary from 1 to 8, m from 2 to
10, and the code rate r from 1/8 to 7/8. In deep space applications, code rates r as
low as 1/100 or smaller have been used. In many commercial cases, the convolu-
tional codes are described as (r, L), where r is the code rate and L is the constraint
length L = k(m — 1), which represents the number of bits in the encoder memory
that affect the generation of the n output bits.

A binary convolutional encoder is represented pictorially by a set of shift reg-
isters and modulo-2 adders, where the output bits are modulo-2 sums of selective
shift register contents and present input bits. The diagram of a (2, 1, 2) convolu-
tional code r is shown in Fig. 4.23.
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Fig. 4.23 Binary (2, 1, 2) >y, =(1010011]
convolutional encoder s
(SR; = ith shift register) 0
11101 —
futor SR, | y=[110110010010]
uO u-l
ul
Fall Y
T
y,;=[1101001]

This is a rate r = 1/2 code. Each input bit is coded into two output bits. The
constraint length of the code is L=k(m—1)=1x (2—-1) =1.

The choice of the bits to be added for generating the output bit is determined by
the so-called generator polynomial (g) for that output. In Fig. 4.23, the first output
bit has a generator polynomial of 111. The second output has a generator poly-
nomial of 101. The output bits of y, and y, are given by

yi; =mod 2[u; +uo+u_1];= w1 ; Buo; Bu_y;
Y2,

mod 2[uy +u_1],= u1; Du_y,

The generator polynomial gives a unique error protection quality to the code. For
example, one code (3, 2, 2) may have entirely different properties from another,
depending on the selected polynomial. However, it is noted that not all polynomials
lead to good error correction performance. A list of good polynomials for rate 1/2
codes is given in Table 4.2 [54].

The encoders of convolutional codes are represented by multivariable (MV)
linear time-invariant (L'TI) systems as shown in Fig. 4.24.

The y; output in Fig. 4.21 is given by

k
Y= X+ g]@
i=1

Table 4..2 Efficient generator  copstraint length G, G,
polynomials for 1/2 codes 3 110 11

4 1101 1110

5 11010 11101

6 110101 111011

7 110101 110101

8 110111 1110011

9 110111 111001101

10 110111001 1110011001
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Fig. 4.24 LTI representation
of a MV convolutional
encoder

X, ——> Convolutional [——>7,
X, — Encoder =7,
X, L | —Y,

where “*” denotes the convolution operator, and gj(-')

ith input sequence with respect to the jth output. The impulse responses are the
generator polynomials (sequences) of the encoder, previously discussed.
The impulse response for the binary (2, 1, 2) convolutional code of Fig. 4.20 is

is the impulse response of the

g =[1,1,1,0,...] = [1,1,1]
g =[1,0,1,0,...] = [1,0,1]

The outputs y, and y, corresponding to the input vector x = [1 1 1 0 1] are equal
to

yi=[11101][111]=[1010011]
Y =[11101]%[101]=[1101001]

As in block codes, the convolutional codes can be generated by a generator
matrix multiplied by the input (information, message) vectors.

Let {xi,X2,..., X} and {y,,¥s,...,¥,} be the input and output sequences.
Arranging the input sequences as

X = [Xl,o,xz,m ey XK - - 3 XLy X2 ey - - -7xk.k]

= [uo,ul,...,up,...}

and the output sequences as

Y = [Y10, 5200 - - Yn0i - - Y005 Yt - - -]

= [zo,zl,...,zp,...}
the convolutional encoder is described by the matrix-vector equation:
y =xA
where A is the generator matrix of the code:
Ay A A, - A,

AO Al o Amfl Am
A= AO o Am72 Amfl Am
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where the k x n blocks A, are given by

1

g o gl
N
A[,: gl,p 8np
k k
g g

and gjg? the impulse response of the ith input with respect to the jth output:

() [ (@)

g = gj,oag;ll)“

(i) m]

8jp+ - 8jm

The output vector y of the binary encoder (2, 1, 2) of Fig. 4.30 is given by

y =xA
where x =[1 110 1], and
11 10 11
11 10 11
A= 11 10 11
11 10 11

11 10 11
ie.,
y =[11, 01, 10, 01, 00, 10, 11]

as shown in Fig. 4.30.
A better understanding of the operation of an encoder can be obtained using one
or more of the following graphical representations [59-64]:

e State diagram.
e Tree diagram.
e Trellis diagram.

The definition and the way these encoder diagrams can be drawn and used are
given in the literature [54-57].

For the decoding of convolutional codes, there are available several different
approaches that can be grouped into two basic classes [59-64]:

e Sequential decoding (Fano algorithm).
e Maximum-likelihood decoding (Viterbi algorithm).

Sequential decoding was one of the earliest techniques developed for decoding
convolutionally coded bit streams. It was first coined by Wosencraft and refined by
Fano. Maximum-likelihood decoding is a good alternative methodology that is best
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implemented by the Viterbi algorithm. For full presentations of the above decoding
techniques, the reader is referred to the bibliography [54-64].

4.5.4 Fundamental Theorems of Information Theory

Here, four fundamental theorems of information theory will be reviewed and their
roles and usefulness in practice will be explained. These theorems are the
following:

e Nyquist—-Shannon sampling theorem.

e Shannon’s source coding theorem.

e Shannon’s noisy channel coding and capacity theorem.

e Landau—-Pollack bandwidth signal dimensionality theorem.

4.54.1 Nyquist-Shannon Sampling Theorem

This theorem, which was first formulated by Harry Nyquist in 1928 [67] and
formally proved by Shannon in 1949 [68], states: “To be able to reconstruct per-
fectly a sampled analog signal x(t) from its sampled version x(kT), k =0,1,2,...
the sampling frequency 1/T Hz (where T is the sampling period) must be greater
than twice the highest frequency W of x(¢).”

If the sampling frequency is less than this limit, then frequencies in the original
analog signal that are greater than half the sampling frequency will be “aliased” and
will appear in the resulting signal as lower frequencies. If the sampling frequency is
exactly twice the highest frequency of the analog input, then “phase mismatching”,
between the sampler and the signal, will distort the signal. Therefore, in practice, an
analog low-pass filter must be used before the sampler to guarantee that no com-
ponents with frequencies above the sampling frequency remain. This is called an
“anti-aliasing filter” and must be very carefully designed, because a poor filter
causes phase distortion and other effects. The minimum sampling frequency 2 W
that permits exact reconstruction of the original signal is known as the Nyquist
frequency (or Nyquist rate), and the time spacing between samples is known as
“Nyquist time interval”. To express the above concepts mathematically, let a signal
x(7) have a Fourier transform:

Fx(@] =X(H) =0 for |f]>W.

Then, x(¢) is completely determined by giving the value of the signal at a
sequence of points, spaced T = 1/2W apart. The values x; = x(k / 2W) = x(kT),
T = sampling period, are called the samples of x(7).

The sampled signal x*(¢) is expressed as the amplitude modulation via x(z) of a
0— pulse (Dirac) train Y .- (¢t — kT), i.e.,
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x'(r) = x(¢) i o(r—kT)

k=—00

Since multiplication in the time domain is expressed by convolution “*” in the
frequency domain, we have

X ) =X()* | 32 8 —i/T)
:% / X(s)jié(fsj/T)ds

_ ;jix(f —JT) = X(eﬂ“/T)

Figure 4.25 shows pictorially the Fourier transform X*(f) = X (¢/*/T) of the
sampled version x*(¢) of a signal x(¢) that has the Fourier transform X(f) [42]. In
this case, X(f) # 0, outside the frequency region determined by the Nyquist fre-
quency W = 1/2T. Therefore, “aliasing distortion” appears, which is due to the

overlap of the various periodically repeated sections of X*(f) in the frequency
domain.

(a) X(f)
T —_II 1I 1 T f
27 2r T

|I

w

|I
g
-

N
=
N
=
Nw]

27

Fig. 4.25 a Fourier transform of a continuous-time signal, b the corresponding Fourier transform
of the sampled version with sampling frequency 1/T. The overlaps indicate that in this case we
have “aliasing effects”
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4.5.4.2 Shannon’s Source Coding Theorem

Consider a source that assigns to each outcome (sample) x a binary word, which as
we have seen is called the code. Here, the vector X is an outcome of a discrete
random vector X. The asymptotic equipartition theorem (which is the basis for the
entropy’s interpretation) states that for x € X = {X,Xp,...,X,}, where X; are
independent trials of X, as n — oo (i.e., asymptotically), there is a set of “typical”
outcomes S for which

Px(x) =27"1%) x e

and the total probability that the outcome is in S is almost one. Since the “typical”
outcomes are all equiprobable, this means that there must be approximately 2#X)
outcomes in S. As n becomes larger, this approximation becomes more accurate
[42].

In the information source, when n is large, we can assign only the “fypical”
outcomes and omit the “non-typical” ones. By using nH (X)-bit code words, we are
able to encode each of the 2"#X) typical outcomes with a unique binary word, for
an average of H(X) bits per component of the vector x. Since H(X) represents the
average information obtained from the observation, each outcome of X needs an
average of H(X) bits. This is true only for an average of n components, not for an
individual component.

The source coding theorem states that [42]:

If a source can be modeled as repeated independent trials of a random variable X at r trials
per second, then the source can be encoded by a source coder into a bit stream with bit rate
less than R + ¢, for any ¢ > 0, where R = rH (X) is the so-called “rate of the source”.

This source coding theorem establishes the limits of data compression. Stated in
another way, Shannon’s source coding theorem says that [69]:

The minimum average number of bits, C, needed to encode n symbols (which are treated as
n independent samples of a discrete random vector X with probability px(x) and entropy
H (X)) satisfies the relation:

H(X)<C<H(X)+1/n.
In practice, px(x) is not exactly available, but we only have an estimate gx(x)

for use in the source coding process. In this case, the corresponding minimum C,
satisfies

H(X)+KL(pllq) < Cy <H(X) + KL(pllg) + 1/n

where KL(p||q) is the relative entropy (or the Kullback—Leibler: KL) divergence,
defined as
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KL(pllg) =) _ px(x)log[px(x)/qx(x)] = 0

We note that KL(p||g) is the difference between the two probability distributions,
px(x) and gx(x). Clearly, KL(p||g) = O if and only if px(x) = gx(X).

Constructing practical codes that are close to R is difficult. However, con-
structing good suboptimal codes is usually easy (see Sect. 4.5.3). In words, the
source coding theorem (as expressed in the above two alternative ways) says that no
source coding scheme can be better than the “entropy of the source”, or bit stream
rate less than the “source rate”.

Example Let a binary random variable X with set of values (alphabet) A = {0, 1}.
Its entropy is equal to

H(X) = —alogya — (1 —a)log,(1 —a)

where a denotes the probability of taking the value 1, @ = px(1). The entropy H (X)
is a function of a, i.e., H = H(a) which has the graphical representation shown in
Fig. 4.26 [42].

We observe that when @ = 1 — a = 1/2 (equiprobable values 0 and 1), H(X)
takes a maximum, in agreement with the theory. The maximum of H(X) is one bit.
Also, H(X) is zero when either a =0 (1 —a = 1) or a = 1, again in agreement
with the theory. The fact that, for a = 1 — a = 1/2, the value of the entropy is
H(X) = 1 means that, to encode repeated samples of X, we need on average one bit
per sample (outcome). Here, this is also sufficient for each sample, not just on
average, since the source is binary. A source coder that can achieve rate R transmits
samples of X unaltered (exactly). Now, suppose that @ = 0.1, in which case

H(X) = —0.110g,(0.1) — 0.910g,(0.9) = 0.47

This means that, to encode repeated samples of X, we need 0.47 bits per out-
come. Clearly, there are coding methods with average number of bits greater than
0.47 but less than unity.

In information theory, when dealing with a language, we speak about the
entropy or rate of the language. For example, in the case of the English language,
the alphabet consists of 26 letters (symbols) plus some additional symbols such as

Fig. 4.26 Graphical
representation of the entropy
H(X) of a binary function in
terms of the probability
a=px(1)

12 1 e



4.5 Information Theory 209

space, comma, period, etc. These symbols can be treated as n independent samples
of a random variable X transmitted via the communication channel, each having a
probability px(x), and entropy H(X) = —) . xpx(x)logpx(x). For example,
px(x = “s”) is much higher than px(x = “z”). To minimize the code length for the
language, we assign shorter (more compressed) codes for symbols of higher
probabilities (here, a shorter code for the letter “s” than that of the letter “z”). As

length code for a symbol x with px(x), we can use its “surprise” —log px(x).

4.5.4.3 Shannon’s Noisy Channel Coding and Capacity Theorem

Shannon’s noisy channel coding and capacity theorem deal with the maximum
possible efficiency of error-correcting codes (see Sect. 4.5.3) versus levels of data
corruption and noise interference [10, 68]. This theorem establishes that a randomly
designed error-correcting code is basically as good as the best possible code, and
states [70]:

“The capacity of a discrete-memoryless channel is given by

C = max,, x{I(X;Y)|px(x)} (bits/symbol)

where I(X;Y) is the mutual information between the channel input X and the output
Y:

I(X;Y) = H(X) — H(X|Y)

If the transmission rate R is less than C, then, for any & > 0, there exists a code
with block length n large enough whose error probability is less than &. When
R > C, the error probability of any code with any block length is bounded away
from zero. If the channel is used m times per second, then the channel capacity in
bits per second is C' = mC ”.

Example Let a binary symmetric channel with cross-over probability 0.1. Then,
C = 0.5 bits per transmission. Thus, we can send reliably through the channel
0.4 bits/per channel. This can be achieved by taking (for example) 400 input
information bits and map them into a code of length 1000 bits. The whole code is
then transmitted through the channel, in which case 400 information bits can be
decoded correctly, but 100 bits may be detected incorrectly. Now, let us consider a
continuous-time additive white-Gaussian channel with fully uncorrelated signal and
noise. In this case, the channel capacity is found to be [70]:

S\ bits
cC=WI 1 —
ng ( + N()W) S

where § is the upper bound of the power of the input signal x (measured in Watt),
No/2 is the Gaussian noise power spectral density, and W is the channel bandwidth
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in Hz. Clearly, NoW = N where N is the total noise or interference power over the
bandwidth W?

Example Using the above formula for the capacity of a Gaussian channel, we can
compute the capacity of the voice band of a telephone channel. Typical values in
this case are as follows:

W = 3000Xz, S/N = 1000 or 101og,,(1000) = 30 db.

Thus, C = 30001og,(1 + 1000) == 30 kbits/s

This means that using this model one cannot design modems faster than
30 kbits/s. Because the signal-to-noise ratio is large, one can expect to be able to
transmit C/W = 10bits/s/Hz across the telephone channel.

Remarks

(a) If the noise and signal are not fully uncorrelated (as in the case of non-white
additive noise), the signal-to-noise ratio S/N is not constant with frequency over
the bandwidth. In this case, we can assume that the channel is modeled as a
multitude of narrow independent Gaussian channels in parallel, and so C is

given by
C= /Wlog2 (1 + ;—((};)))df

0

where S(f) and W(f) are the signal and noise power spectrums, respectively,
which are functions of the frequency f.

(b) For large S/N ratio (i.e., S /N > 1), we get C ~ 0.332 W (S/N, in db), where
S/N in db = 10log,y(S/N).

(¢c) For very small SIN (i.e., S/N<D), we obtain
C~144W(S/N) =1.44W(S/NoW) = 1.44(S / Ny), i.e., the channel
capacity in this case is (approximately) independent of the noise bandwidth.

4.54.4 Landau-Pollack Bandwidth Signal Dimensionality Theorem

This theorem is a consequence of the Nyquist-Shannon sampling theorem and
states [42]: “A signal cannot be both band-limited and time-limited.”

Actually, a band-limited signal is not time-limited, because its energy cannot be
entirely restricted to any finite interval of time. Similarly, a time-limited function is
not band-limited because its energy cannot be totally confined to a finite band of
frequencies. However, one can assume that a band-limited signal is approximately
time-limited, and a time-limited signal is approximately band-limited.
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Quantitatively, the Landau—Pollack theorem says: “The signal space of all
finite-energy signals is infinite dimensional, but the subset of such signals that are
band limited to W Hz and approximately time limited to [0, o], #, sufficiently large,
is approximately finite dimensional with dimension 2Wry + 1.”

This means that there exists a set of 2Wz, + 1 orthonormal basis functions ‘¥;(z),
such that for any finite-energy signal x(¢) with energy E, that is band limited to
|f|<W, for any constant ¢ with 0<e<1, and for any 7, sufficiently large, the
following relations hold:

/ lx(r)*dt > E(1 — ¢)
0

0 ZW[[) 2
/ {x(t) - Zx,-‘l’,-(t)} dt <12¢E,
. i=0
where x;, i=0,1,...,2Wry are the 2Wry+ 1 expansion coefficients. In other

words, if outside the interval [0,7], the maximum fraction of the
band-limited-signal’s energy is ¢, then this signal can be approximately expressed
by a linear combination of a set of 2W¢, + 1 orthonormal basis functions, with an
energy error less than a fraction 12¢ of the signal’s energy. As #, gets larger, the
fraction of energy outside the dimension 2Wzy + 1 of this signal subspace becomes
smaller.

To verify that the Landau—Pollack theorem is a consequence of the Nyquist—
Shannon sampling theorem, we reason as follows [71]. Suppose that a signal is both
band-limited and time-limited exists and that this signal is sampled at a frequency
greater than the Nyquist frequency. These finitely many time-domain coefficients
should represent the entire signal. In the same way, the entire spectrum of the
band-limited signal should be represented through the finitely many time-domain
coefficients resulting from the signal’s sampling. Mathematically, this would
require that a (trigonometric) polynomial can have infinitely many zeros, since the
band-limited signal must be zero on an interval beyond a critical frequency that has
infinitely many points. But we know from the fundamental theorem of algebra that
a polynomial cannot have more zeros than its order. This contradiction is due to our
incorrect assumption that a signal that is both band-limited and time-limited exists.

4.5.5 Jayne’s Maximum Entropy Principle

The maximum entropy principle (MEP) was first formulated by Jaynes [26] and is
actually a generic optimization problem, namely,

“Find a probability distribution px(x), x € X, that maximizes the Shannon’s
entropy H(X) subject to a set of given constraints ¢y, cy,...,c, which express
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partial information about the probability distribution px(x) sought, and also the
typical axioms (constraints) of probability theory.”

The most common constraints in practice are expected (mean) values of one or
more random variables and/or random functions, or several marginal probability
distributions of an unknown joint distribution. More specifically, this optimization
problem is formulated as follows:

Suppose we are given a random variable X taking the values {x,xa, ..., x,} where n can be
finite or infinite, and the mean (average) values of various functions f; (X), > (X), . . ., fu(X)
where m<n. The problem is to determine the probability assignment p; = p(x;) which
satisfies the given data (constraints):

n

Zpi: 17 plZO

i=1

Zplﬁ((xl):E[ﬁ((X)}:EK~ k:1>2>'“7m
i=1

and maximizes Shannon’s entropy:

H(X) = - ZP:‘ log pi
i=1

The solution to this mathematical problem can be determined using the
well-known method of Lagrange multipliers, which however has the drawback that
it does not make clear whether a true (global) maximum of H(X) has been obtained.
Here, without loss of generality, we will develop the solution for the case
J1(X) = xt, in which the constraints about f;(X) are reduced to

Y pu=EX)=¢
k=1

Also, for simplicity, the logarithm log in H(X) is assumed to be the natural
logarithm (log, =1In) [29]. We start the solution, by converting the
above-constrained optimization problem into the equivalent unconstrained opti-
mization problem, with respect to px(k = 1,2,...,n) and the Lagrange multipliers 4
and u, of the Lagrange function:

L:—ipklnpkf)u ipkfl — MU ikak*é
k=1 k=1 k=1

Then, we write down the associated canonical (partial derivative) equations:
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OL/Opy = —Inpy — 1 — A — . =0, k=1,2,...,n

OL/9Z=1=Y p=0

k=1

OL/Op = ¢ — Zpkxk =0

k=1
The first n equations can be rewritten as

pr=e 1A — g (IHA) e
P = eflf/lfy.xz — ef(lJri)eprxz

which, if divided by the sum p; +p,+ --- +p, = 1, gives
Dk :e’”xk/Ze”‘"k, k=1,2,...,n
i=1

Now, multiplying both sides of the p; equation by x; and adding, we get

n n
E= Y neny e
k=1 k=1

from which we obtain

n n
E Xx e_l‘-xk _ é E e—,U-Xk
k=1 k=1

Finally, multiplying this equation by e"¢ gives

n

Z (x — &) e =9 —

k=1

This is a nonlinear equation (with respect to u) and can be solved numerically for
u. Introducing this value of p into the p; equations (k = 1,2,...,n), we find the
desired probabilities p, k =1,2,...,n.

As a simple illustration of the maximum entropy principle, let us consider an
unbiased  (“honest”) die. Here, xx =k (k=1,2,3,...,6), and so
E=(14243444546)/6=21/6 =3.5. The last equation here becomes
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—2.5e>3M — 1.5e!H — 0.5e08

+0.5¢ 0% 4+ 1.5¢ 1 +2.5¢ M =0
The solution of this equation is ¢ = 0, and so we find

pr=1/6fork=1,2,....n

Remark In this example, the mean value ¢ = E(X) was known and used as a
constraint on the corresponding probabilities. If E(X) were not known, then no
constraint would be on the probabilities. In this case, the maximum entropy prin-
ciple would give equal probabilities (the uniform or equiprobable distribution
px(x)), which are the only probabilities for which the entropy takes its absolute
maximum value (see the properties of the entropy in Sect. 4.5.2.2). If the proba-
bilities are subject to constraints, the MEP principle gives a maximum entropy of
limited value, which is usually smaller than the entropy of the uniform distribution.

4.6 Concluding Remarks

This chapter is the first of three chapters that deal with the “information pillar” of
human life and society. The topics that have been covered include the general
definition of the information concept, the historical landmarks of its manifestations,
namely, communication (speech, writing, printing, telegraph, telephone, comput-
ing, and computers), information theory, computer networks, multimedia, telem-
atics, and informatics, and a technical review of communication and information
theory.

Information storage, flow, and processing are inherent processes in nature and
living organisms. Organisms do not live separately from other organisms but
interact with each other within the ecosystem in which they exist. Many of the
existing technological communication and modulation/demodulation models were
inspired by life on Earth, or they can be used to model and better understand
biological communication models. The exploration of the physical and biological
world provides unexpected surprises and discoveries that increase steadily our
information entropy.

In a similar way, modern information transmission and communication tech-
niques are affecting and will continue to increasingly affect the social and
economic/business activity of people over coming decades. An example of this is
electronic commerce (e-commerce), which reduces substantially the sales and
operational costs in comparison with the traditional stores. The Internet expands
and moves e-commerce into an open and global market with big changes in the
market structure, size, and players.
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More generally, inter-networked information technology enables people to act in

their own self-interests and affect the experiences of other people. Overall, it is
anticipated that the prospect of return-on-investment (ROI) research in communi-
cations, information theory, and information technology is very promising, with
directly measurable results in economic strength and social benefits.
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