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Foreword

The first International Conference on the Computer Science and Engineering
(COMPSE), COMPSE 2016, was held during November 11–12, 2016, in Penang,
Malaysia. The objective of this conference was to bring together experts and sci-
entists of the research areas Computer Science and Optimization from all over the
world to exchange their experiences and knowledge on contemporary and
state-of-the-art research achievements in those fields. These two areas are a Key
Technology of the world of today and tomorrow, together with Operational
Research and Big Data Analytics. This conference gave a valuable opportunity for
the international research community to closely interact based on newest and
innovative findings, discoveries, and innovations between old and new colleagues
and friends, and to discuss, formulate and initiate and new and high-quality research
projects.

For this firsst edition of COMPSE, the Program Committee received over 100
submissions from 25 countries and each paper was reviewed by four international
reviewers. The prominent technical committee selected 44 papers for final pre-
sentation at COMPSE 2016 in Penang, Malaysia. Excellent and high-quality works
were selected and reviewed by International Program Committee in order to
publish extended versions of them in the Studies in Computational Intelligence
Book Series with Springer Verlag.

This entire academic process led to the subsequently list of the chapters and their
authors:

Chapter “A Performance Analysis of DF Model in the Energy Harvesting Half-
duplex and Full-Duplex Relay Networks”, by Tam Nguyen Kieu, Nhu Nguyen
Hong, Long Nguyen Ngoc, Thanh-Duc Le, Thuan Do Dinh, Jaroslav Zdralek and
Miroslav Voznak;

Chapter “A Model of Swarm Intelligence Based Optimization Framework
Adjustable According to Problems”, by Utku Köse and Pandian Vasant;

Chapter “Domain Model Definition for Domain-Specific Rule Generation Using
Variability Model”, by Neel Mani, Markus Helfert and Pandian Vasant;

vii



Chapter “A Set-Partitioning-Based Model to Save Cost on the Import Processes”,
by Jania Astrid Saucedo Martínez, José Antonio Marmolejo Saucedo and Pandian
Vasant;

Chapter “Combining Genetic Algorithm with Variable Neighborhood Search for
MAX-SAT”, by Noureddine Bouhmala and Kjell Ivar Øverg°ard;

Chapter “Enzyme Classification on DUD-E Database Using Logistic Regression
Ensemble (Lorens) ”, by Heri Kuswanto, Jainap N. Melasasi and Hayato Ohwada;

Chapter “Consolidation of Host-Based Mobility Management Protocols in
Wireless Mesh Network”, by Wei Siang Hoh, Bi-Lynn Ong R Badlishah Ahmad
and Hasnah Ahmad;

Chapter “Application of Parallel Computing Technologies for Numerical
Simulation of Air Transport in the Human Nasal Cavity”, by Alibek Issakhov
and Aizhan Abylkassymova;

Chapter “Genetic Algorithms-Based Techniques for Solving Dynamic
Optimization Problems with Unknown Active Variables and Boundaries”, by
Abdelmonem Fouad, Daryl L. Essam and Ruhul A. Sarker;

Chapter “Text Segmentation Methods: A Critical Review”, by Irina Pak and
Phoey Lee Teh;

Chapter “On-Line Power Systems Security Assessment Using Data Stream
Random Forest Algorithm Modification”, by Aleksei Zhukov, Nikita Tomin, Denis
Sidorov, Victor Kurbatsky and Daniil Panasetsky;

Chapter “Enhanced Security of Internet Banking Authentication with Extended
Honey Encryption (XHE) Scheme”, by Tan Soo Fun and Azman Samsudin;

Chapter “An Enhanced Possibilistic Programming Model with Fuzzy Random
Confidence-Interval for Multi-Objective Problem”, by Nureize Arbaiy, Noor Azah
Samsudin, Aida Mustapa, Junzo Watada and Pei-Chun Lin;

Chapter “A Crowdsourcing Approach for Volunteering System”, by Nurul-
hasanah Mazlan, Sharifah Sakinah Syed Ahmad and Massila Kamalrudin;

Chapter “One Dimensional Vehicle Tracking Analysis in Vehicular Ad hoc
Networks”, by Ranjeet Singh Tomar and Mayank Satya Prakash Sharma;

Chapter “Parallel Coordinates Visualization Tool on the Air Pollution Data for
Northern Malaysia ”, by J. Joshua Thomas, Raaj Lokanathan and Justtina Anantha
Jothi;

Chapter “Application of Artificial Bee Colony Algorithm for Model Parameter
Identification”, by by Olympia Roeva;

Chapter “A Novel Weighting Scheme Applied to Improve the Text Document
Clustering Techniques”, by Laith Mohammad Abualigah, Ahamad Tajudin Khader
and Essam Said Hanandeh;

Chapter “A Methodological Framework to Emulate The Visual Of Malaysian
Shadow Play With Computer-Generated Imagery”, by Kheng-Kia Khor;

To all the authors of this valuable book, I extend my cordial appreciation and
thanks for having shared their devotion and expertise with the academic family and
mankind. Furthermore, I convey my gratitude to the four editors of this com-
pendium, Prof. Dr. Ivan Zelinka, Prof. Dr. Pandian Vasant, Prof. Dr. Vo Hoang
Duy, and Prof. Dr. Tran Trong Dao, for their hard work and vision, of having
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gathered such a remarkable variety of rich contributions. Finally, I am very thankful
to the publishing house of Springer Verlag, for having ensured and made reality a
premium work of applied importance and of future impact for tomorrow’s world
and the next generations.

Now, I wish us all a lot of joy when reading this interesting book, and I hope that
a great benefit will be gained from it personally and societally.

May 2017 Prof. Dr. Gerhard-Wilhelm Weber
Middle East Technical University, Ankara, Turkey

Gerhard-Wilhelm Weber is a Professor at Institute of Applied Mathematics,
METU, Ankara, Turkey. His research is on optimization and optimal control
(continuous, discrete, and stochastic), Operational Research, financial mathematics,
economics, on earth, bio, neuro and human sciences, dynamics, data mining, sta-
tistical learning, inverse problems, and development. He is involved in the orga-
nization of scientific life internationally. He received both his Diploma and
Doctorate in mathematics and economics/business administration at Aachen
University of Technology (RWTH Aachen), and his Habilitation at Darmstadt
University of Technology (TU Darmstadt). He held Chair Professorships by proxy
at the University of Cologne, Germany, and Chemnitz University of Technology,
Germany, before he worked at Cologne Bioinformatics Center and then, in 2003,
went to Ankara. At IAM, METU, he is in the Programs of Financial Mathematics
and Scientific Computing. He is a member of five further graduate schools,
departments, and institutes of METU, and has different affiliations at University of
Siegen (Germany), University of Aveiro (Portugal), Federation University (Bal-
larat, Australia), and University of North Sumatra (Medan, Indonesia), as well as at
EURO and IFORS.
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Preface

The first edition of the International Conference on the Computer Science and
Engineering (COMPSE), COMPSE 2016 was held during November 11–12, 2016,
at Golden Sands Resort in Penang, Malaysia. The objective of the international
conference is to bring the experts and scientist in the research areas of Computer
Science and Optimization from all over the world to share their knowledge and
experiences on the current research achievements in these fields. This conference
provides a golden opportunity for global research community to interact and share
their novel findings and research discoveries among their colleagues and friends.

For this edition, the Program Committee received over 100 submissions from 25
countries and each paper was reviewed by at least four expert reviewers from across
the globe. The prominent technical committee has selected the best 44 papers for
final presentation at the conference venue of Golden Sands Resort in Penang,
Malaysia. The organizing would like to sincerely thank all the authors and the
reviewers for their wonderful job for this conference. The best and high-quality
papers has been selected and reviewed by International Program Committee in
order to publish the extended version of the paper in the Studies Computational
Intelligence Book Series with SPRINGER.

The following is the synopsis of the best selected chapters for the Studies
Computational Intelligence Book Series with SPRINGER.

Chapter “A Performance Analysis of DF Model in the Energy Harvesting Half-
duplex and Full-Duplex Relay Networks”, by Tam Nguyen Kieu, Nhu Nguyen
Hong, Long Nguyen Ngoc, Thanh-Duc Le, Thuan Do Dinh, Jaroslav Zdralek and
Miroslav Voznak;

Chapter “A Model of Swarm Intelligence Based Optimization Framework
Adjustable According to Problems”, by Utku Köse and Pandian Vasant;

Chapter “Domain Model Definition for Domain-Specific Rule Generation Using
Variability Model”, by Neel Mani, Markus Helfert and Pandian Vasant;

Chapter “A Set-Partitioning-Based Model to Save Cost on the Import Processes”,
by Jania Astrid Saucedo Martínez, José Antonio Marmolejo Saucedo and Pandian
Vasant;
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Chapter “Combining Genetic Algorithm with Variable Neighborhood Search for
MAX-SAT”, by Noureddine Bouhmala and Kjell Ivar Øverg°ard;

Chapter “Enzyme Classification on DUD-E Database Using Logistic Regression
Ensemble (Lorens) ”, by Heri Kuswanto, Jainap N. Melasasi and Hayato Ohwada;

Chapter “Consolidation of Host-Based Mobility Management Protocols in
Wireless Mesh Network”, by Wei Siang Hoh, Bi-Lynn Ong R Badlishah Ahmad
and Hasnah Ahmad;

Chapter “Application of Parallel Computing Technologies for Numerical
Simulation of Air Transport in the Human Nasal Cavity”, by Alibek Issakhov
and Aizhan Abylkassymova;

Chapter “Genetic Algorithms-Based Techniques for Solving Dynamic
Optimization Problems with Unknown Active Variables and Boundaries”, by
Abdelmonem Fouad, Daryl L. Essam and Ruhul A. Sarker;

Chapter “Text Segmentation Methods: A Critical Review”, by Irina Pak and
Phoey Lee Teh;

Chapter “On-Line Power Systems Security Assessment Using Data Stream
Random Forest Algorithm Modification”, by Aleksei Zhukov, Nikita Tomin, Denis
Sidorov, Victor Kurbatsky and Daniil Panasetsky;

Chapter “Enhanced Security of Internet Banking Authentication with Extended
Honey Encryption (XHE) Scheme”, by Tan Soo Fun and Azman Samsudin;

Chapter “An Enhanced Possibilistic Programming Model with Fuzzy Random
Confidence-Interval for Multi-Objective Problem”, by Nureize Arbaiy, Noor Azah
Samsudin, Aida Mustapa, Junzo Watada and Pei-Chun Lin;

Chapter “A Crowdsourcing Approach for Volunteering System”, by Nurul-
hasanah Mazlan, Sharifah Sakinah Syed Ahmad and Massila Kamalrudin;

Chapter “One Dimensional Vehicle Tracking Analysis in Vehicular Ad hoc
Networks”, by Ranjeet Singh Tomar and Mayank Satya Prakash Sharma;

Chapter “Parallel Coordinates Visualization Tool on the Air Pollution Data for
Northern Malaysia ”, by J. Joshua Thomas, Raaj Lokanathan and Justtina Anantha
Jothi;

Chapter “Application of Artificial Bee Colony Algorithm for Model Parameter
Identification”, by Olympia Roeva;

Chapter “A Novel Weighting Scheme Applied to Improve the Text Document
Clustering Techniques”, by Laith Mohammad Abualigah, Ahamad Tajudin Khader
and Essam Said Hanandeh;

Chapter “A Methodological Framework to Emulate the Visual of Malaysian
Shadow Play With Computer-Generated Imagery”, by Kheng-Kia Khor;
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We hope this book series will be a wonderful reference for the global researchers
in the field of computational intelligence and its applications in real-world complex
problems. The innovative methodologies adopted in this book will be very fruitful
to solve complicated and large-scale problems in industrial applications. Finally, we
would like to sincerely thank Mr. Ramamoorthy Rajangam and Ms. Victoria Meyer
for their great help and support.

Ostrava-Poruba, Czech Republic Prof. Dr. Ivan Zelinka
Teronoh, Malaysia Dr. Pandian Vasant
Ho Chi Minh, Vietnam Dr. Vo Hoang Duy
Ho Chi Minh, Vietnam Dr. Tran Trong Dao
November 2016
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A Performance Analysis of DF Model
in the Energy Harvesting Half-Duplex
and Full-Duplex Relay Networks

Kieu-Tam Nguyen, Hong-Nhu Nguyen, Ngoc-Long Nguyen,
Thanh-Duc Le, Jaroslav Zdralek
and Miroslav Voznak

Abstract Energy harvesting (EH) structure based on the ambient wireless commu-

nication technique, has lastly carried out the development approach to widen the

existing time of the wireless networks. The energy collecting composition for the

half duplex and full duplex wireless networks is examined. By employing the time

switching-based relaying (TSR) networks and the Decode-and-Forward (DF) struc-

ture, we imply the approximated section of the operation probability and then esti-

mate the throughput of the half-duplex and full-duplex wireless networks. We can

see an essential outcome clearly based on the position of relaying, the achievement

rate, the noise at the source and the relay as well as the energy transition component

in TSR, effect on their outage possibility and throughput. Ultimately, the perfor-

mances of the full-duplex (FD) and half-duplex (HD) wireless network architectures

is different, the results are collected to demonstrate that, for a normal maximal net-

works, sometimes, FD one are more optimal than HD model and contrariwise, for

instance, when the distance between the relay and the transmitter isn’t great, The

outage possibility of the HD model is better than FD one. Or when rises 𝜂, the HD

throughput becomes better etc. With the same method, we also get the results illus-

trate that DF of two antennas is better than that of one antenna. Consequently, based

on the practical condition, we determine what model is better.
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2 K.-T. Nguyen et al.

Keywords Energy harvesting ⋅ Full-duplex ⋅ Half-duplex

Decode and forward ⋅ Throughput

1 Introduction

The EH structure is developing as a promising method which suitable to the radio

cooperation as well as the sensor systems to operate in the ambient environment has

limited technology and economic. The application of the energy collectors, replace

the normal power sources, in wireless cooperative communication is also considered.

For the displaying purpose, the basic three-node Gaussian relay channel with the DF

relaying network, in which the source and relay nodes transmit the information with

the power drawn from the EH sources is investigated in [1–4].

Moreover, the technology of radio frequency energy collecting is a worth

-expecting model to sustain the activities of the wireless networks. In experience,

in a radio network, a second user could be installed with the RF energy harvesting

function. Such network where the second user could effect the channel access to

transmit information or to collect the RF energy when the selected channel is avail-

able or being used by the first user, respectively, is also studied in [5–7].

In practice, the authors in [8, 9] had taken the energy constrained relay node

placement problem in an energy-harvesting network in which the energy harvesting

ability of the candidate locations. On the other hand, the transmittance of power and

information from the resource node to the relay node is executed by two method, i)

the TSR and ii) the power splitting-based relaying (PSR) is also considered in [10,

11], too. The authors in [12, 13] had considered the employment of collective energy,

in place of traditional power sources, in wireless communication systems. The classic

three-node Gaussian relay channel with decode-and-forward (DF) relaying, in which

the source and relay nodes transfer with power extracted from energy-harvesting

resources is studied.

Furthermore, a wireless-energized cooperation communication system compris-

ing of one hybrid access-point (AP), one resource, and one relay is investigated. In

contrary to frequent cooperation systems, the resource and relay in the used network

do not have power supply. They must be based on the energy collected from the

source signals for their communication transmittance as in [14–17].

On the other hand, a energy collecting cognitive radio (CR) network acting in

slotted scheme, where the secondary user (SU) does not supply power and is used

energy harvested from the surroundings are examined. The SU can only employ

either energy collecting, spectrum sensing or information transfer at a time because

of hardware restriction such that a time gap is partitioned into three non-overlapping

parts, as the authors revealed in [18–20].

So, in this paper, we consider the outage probability and throughput of the full-

duplex (FD) relaying network with a new capacity of energy collecting and infor-

mation transfer. Based on the analytical expressions, their outage probability and
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throughput are studied and according as the practical condition, we can employ what

model to achieve much profit.

In this article, we examine a radio HD relaying and FD relaying system applying

TSR protocol to perform the simultaneous wireless power and information transfer

(SWPIT) scheme so as to optimize the outage probability and to maximize their

throughput.

The main content of the paper is summarized as follows. By comparing two tech-

niques of FD and HD relaying, our results show that based on factors we used, we

could valuate the impact of the relays to the determination of optimal outage proba-

bility and maximizing throughput for an appropriately optimized network.

The rest of the article is organized as follows. In Sect. 2, the system’s model of

the EH enabled HD and FD relaying network are described. Section 3 demonstrates

the analyses of the outage probability and throughput. Section 4 presents the result

of simulations. Finally, the conclusion is drawn in Sect. 5.

2 Network Model

As observed in Fig. 1, we study a DF relaying cooperative system, where the data is

transferred from the source node, called, S, to the destination node, called, D, through

an immediate relay node, R. Every node has two antennas, one for transmitting the

communication, the rest for receiving information. Assuming that between S and

D, there is not existence of the contact link, due to the far distance. Therefore, that

DF relay helped the connect between them. At the beginning, the DF relay harvests

energy from the resource data. And then, that collected power is used to convey the

information to the target. d0, d1 and d2 are denoted for the distance between S → R
and R → D.

Supposing that due to the interference neutralize structure is unperfected, the

residual self-interference (RSI) channel at R is named by f . For this reason, always,

a certain amount of self-interference existed.

With the TSR model in Fig. 2, the communication procedure is split into two

stages. At first, the energy is transmitted and returned between the source and the

Fig. 1 The Frame diagram of TSR system
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Fig. 2 Illustration of the

parameters of TSR protocol:

a The full-duplex model.

b The half-duplex model

relay in a cycle of 𝛼T , (0 < 𝛼 < 1) and in the second stage, in case of full-duplex

model, (1 − 𝛼) T is used to transmit the data,then in case of the half-duplex are

(1 − 𝛼) T∕2 for the data receiver and (1 − 𝛼) T∕2 for data transmit. In which 𝛼 is

time switching coefficient and T is time for the transmitted data examination.

2.1 The Full Duplex Relaying Model

In this section, two cases enabled at R is investigated.

A.OnlyOneAntenna Is Utilized toHarvest Power, A rest Is Utilized to Transmit
Communication: Following the energy harvesting cycle, the received data at the

relay as

yRFD =

√
PS

dm1
h1xS + nR. (1)

where PS is the source transmittance energy, nR is the addition white Gaussian noise

at R with zero-mean and variance of 𝜎
2
R.

As state by the wireless received energy, the collected power at the relay is given

by [11].

Eh = 𝜂𝛼T
PS

||h1||2
dm1

. (2)

where m is the exponential path loss, 𝜂 is the power conversion factor, h0, h1, h2 are

the channel gain factors between the resource-relay line and the relay-destination

line, respectively.

In the information transfer phase, suppose that the source node transmits signal

xS to R and R return the data xR to the target node. They have the unit energy and

zeromean, i.e., E
[|||xj|||2

]
= 1 and E

[
xj
]
= 0, xj, j = S,R, respectively as in [21]. So,

the received data at the relay under a self-noise resource is given as
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yRFD =

√
PS

dm1
xSh1 + f xR + nR. (3)

It is widely known that the energy collected, then supported the performance for

the next stage, is given by

PRFD =
Eh

(1 − 𝛼)T
= 𝜌PS

||h1||2
dm1

. (4)

where 𝜌 is denoted as 𝜌 = 𝛼𝜂

1−𝛼
.

Then, we get signal at the receiver as

yDFD =
h2√
dm2

xR + nD. (5)

where nD is the addition white Gaussian noise at destination node with a zero-mean

and variance of 𝜎
2
D = 𝜎

2
R = 𝜎

2
, for simplicity. Following [10], we have

xRFD =

√
PR

PS
xR(i − 𝜏). (6)

Replacing Eqs. (4) and (6) into Eq. (5), we get the received signal at the destination

node as

yDFD =
h2√
dm2

(√
PR

PS
xR(i − 𝜏)

)
+ nD. (7)

Through some simple calculations, we get the new formula as

𝛾
FDO
DF = min

(
1

𝜌|f |2 ,
𝜌PS|h1|2|h2|2

dm1 d
m
2 𝜎

2

)
. (8)

Supposing that the channel gains ||h0||2, ||h1||2, ||h2||2 are independent and identically

distributed (i.i.d.) exponent.

B. Both Antennas Are Used to Collect Energy, But Only One Is Utilized to
Transfer The Information: The same as previous section, terms d0, and h0 denote

the distance from the source to the relay as well as the fading channel factor of

the remainder antenna at relay. To simplify the issue, we assume d0 = d1, and

E
{
nRn

†
R

}
= 𝜎

2I with I is unit matrix. the received signal at the relay can be taken

as
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yR =

√
PS

dm1

(
h0
h1

)
xS + nR. (9)

and

Eh = 𝜂𝛼T
Ps(||h0||2 + ||h1||2)

dm1
. (10)

So, the signal at R can be rewritten as

yR =

√
PS

dm1
xS(h0 + h1) + f xR + nR. (11)

and

PR =
Eh

(1 − 𝛼)T
= 𝜌PS

(||h0||2 + ||h1||2)
dm1

. (12)

base on Eq. (7),

Of course, a new formula can be gotten

𝛾
T
DF = min

{ |h1|2
𝜌|f |2(|h1|2 + |h0|2) ,

𝜌PS(|h1|2 + |h0|2)|h2|2
dm1 d

m
2 𝜎

2

}
. (13)

2.2 The Half-Duplex Relaying

Equivalent to the full-duplex model, in the half-duplex, we get:

yRHD =

√
PS

dm1
h1xS + nR. (14)

and

PRHD = 2𝜌PS

||h1||2
dm1

. (15)

After that, the received data at the target such as

yDHD =
h2√
dm2

xR + nD. (16)
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As same as the above calculate, we get

𝛾
HD
DF = min

(
PS|h1|2
dm1 𝜎2 ,

2𝜌PS|h1|2|h2|2
dm1 d

m
2 𝜎

2

)
. (17)

3 The Outage Probability and Throughput Analysis

At here, we examine the outage probability and the throughput of the half-duplex

and full-duplex relaying networks with the energy collecting and information trans-

mittance. Based on that analytic conditions, the outage probability and throughput

of two models are distinguished perfectly.

3.1 The Outage Probability Analysis

The outage probability of the relaying system in the delay-limited scheme is com-

puted as

Pout = Pr (𝛾 ≤ Z) . (18)

where R is the target rate and Z = 2R − 1.

Proposition 1 The outage probability of the energy harvesting one way enabled
full-duplex relay with DF protocol is derived as:

PDFO
out = 1 −

(
1 − e

1
𝜌𝜆rZ

) ⎛⎜⎜⎝2
√

𝜎2dm1 d
m
2 Z

𝜌𝜆s𝜆dPS

⎞⎟⎟⎠K1

⎛⎜⎜⎝2
√

𝜎2dm1 d
m
2 Z

𝜌𝜆s𝜆dPS

⎞⎟⎟⎠ . (19)

where 𝜆s, 𝜆d, 𝜆r are the mean value of the exponential random variables h1, h2, f ,
respectively and K1 (x) is Bessel function denoted as (8.423.1) in [22].

Proof Rely on the cumulative distribution, function of x is computed by

Fx (b) = Pr (x ≤ b) = 1 − 2
√
b∕𝜆s𝜆dK1

(
2
√
b∕𝜆s𝜆d

)
. (20)

and y can be modeled with the probability distribution function fy (c) =
(
1∕𝜆r

)
e(−c∕𝜆r).
We define x = ||h1||2||h2||2 and y = |f |2, from Eqs. (8) and (18), we get

PDFO
out = Pr

(
min

(
1
𝜌y

,
𝜌PSx

dm1 d
m
2 𝜎

2

)
≤ Z

)
. (21)
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Then

PFDF
out = 1 − Pr

(
1
𝜌y

≥ Z
)
Pr

(
𝜌PSx

dm1 d
m
2 𝜎

2 ≥ Z

)
. (22)

where Pr
(

1
𝜌y

≥ Z
)
= Pr

(
1
𝜌Z

≥ y
)
=

1
𝜌Z

∫

0
fy(t)dt =

1
𝜆r

1
𝜌Z

∫

0
e−

t
𝜆r dt and

Pr
(

𝜌PSx
dm1 d

m
2 𝜎

2 ≥ Z
)
= 1 − Pr

(
x ≤ Zdm1 d

m
2 𝜎

2

𝜌PS

)
= 1 − Fx

(
Zdm1 d

m
2 𝜎

2

𝜌PS

)
.

Based on Eq. (20), we have our wanted result after some calculations by hand,

then the proposition 1 is achieved through some simple applications.

Proposition 2 The outage probability of the two-antennas protocol is given as

PDFT
out = 1 − (1 − 𝜌𝜆rZ(1 − e

−1
𝜌𝜆rZ ))×

( 2d
m
1 d

m
2 ZN

𝜆s𝜆d𝜌PS
) × K2

(
2
√

dm1 d
m
2 ZN

𝜆s𝜆d𝜌PS

)
.

(23)

where K2 (x) is Bessel function denoted as (8.423.1) in [22]

Proof We denote M = X+Y
Y

and N = X + Y with X = |h0|2 and Y = |h1|2, where M
and N are built independent random variables. Now, we can illustrate the joint dis-

tribution function of X and Y as

fX,Y (x, y) =
1
𝜆
2
S

e−
x+y
𝜆S . (24)

alternatively, we see that X = MN and Y = N(1 −M).
Employing Jacobian transformer (M,N) on to (X,Y),

fM,N (m, n) = n
𝜆
2
S

e−
n
𝜆S . (25)

distinctly that M and N are independence, and M is set to follow the uniform distri-

bution with pdf fM (m) = 1, 0 ≤ M < 1 and N is set up following the gamma distri-

bution with pdf
fN (n) = n

𝜆
2
S

e−
n
𝜆S . (26)

At last, let W = N|h2|2 and T = M|f |2 We easily get FW (w) = 2 w
𝜆S𝜆D

K2(2
√

w
𝜆S𝜆D

),

FT (t) = 𝜆rt(1 − e−
1
𝜆r t ).
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As the statistical property of W and T , we obtain

PDFT
out = Pr

{
min

{
T
𝜌
,

𝜌PSW
dm1 d

m
2 𝜎

2

}
≤ Z

}
= 1 − Pr(T ≥ 𝜌Z) Pr(W ≥

dm1 d
m
2 𝜎

2Z
𝜌PS

).
(27)

a hoped result is achieved after some uncomplicated manipulations.

Proposition 3 The outage probability of HD DF relaying networks is taken by

PHDF
out = 1 − e

𝜎
2dm1 z

𝜆sPS
−

dm1
2𝜆d𝜌 − 1

𝜆d

dm2
2𝜌

∫

0

e
𝜎
2dm1 dm2 z

2𝜌𝜆sPSt e−
t
𝜆d dt. (28)

Proof From Eqs. (17) and (18), we get

PHDF
out = Pr

(
PS|h1|2
dm1 𝜎2 min

(
1,

2𝜌|h2|2
dm2

)
≤ Z

)
. (29)

For the time being, from conditioned on t = min
(
1, 2𝜌|h2|2

dm2

)
, we have PHDF

out =

1 − e
𝜎
2dm1 Z

𝜆sPSt . Averaging over t supplies the expected result.

3.2 The Throughput Analysis

In the Proposition 1, the outage probability of two models, since the relay collects

the energy from the source data and utilizes that energy to decrypt and transmit the

information to the target is a function of the power collecting time 𝛼 and varies when

𝛼 rises from 0 to 1, in the delay-limited transfer protocol, the transmitter is sent at

a fix rate R bits/sec/Hz and (1 − 𝛼)T is the effective communication time. So, the

throughput of the FD model is given as

{
𝜏
O
DF =

(
1 − PDFO

out
)
R (1 − 𝛼)

𝜏
T
DF =

(
1 − PDFT

out
)
R (1 − 𝛼) . (30)

also, the throughput of the HD system is given as

𝜏HD =
(
1 − PHDF

out
)
R (1 − 𝛼)

2
. (31)
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Unfortunately, it is difficult to calculate the maximal throughput mathematically

but we can achieve such value by the simulation approach as demonstrated in the

next part.

4 Numerical Results

In this part, by using Matlab, we utilize the extracted critical results to investigate

the outage probability as well as throughput of two DF models. We fix the resource

transmittance rateR = 3 (bps∕Hz) (except for Figs. 9, 10, 15 and 16), 𝛼 = 0.3 (except

for Figs. 17 and 18) and so the outage SINR threshold is taken by Z = 2R − 1. The

energy conversion factor is fixed to be 𝜂 = 0.4 (except for Figs. 5 and 6), the path

loss exponent factor is fixed to be m = 3. For uncomplicated, we set the distance

d1 = d2 = 1 (except for Figs. 3, 4, 11 and 12). Also, we set 𝜆s = 𝜆d = 1; 𝜆r = 0.1
and PS(dB) = 20, 𝜎

2 = 0.1 (except for Figs. 7, 8, 13 and 14). These values are chosen

because they make curves nearly asymptote together.

Figure 3 shows the outage probability contrasted with the relay position. In the

estimation, we evaluate d1 + d2 = 2, and d1 changes from 0 to 2. As shown in Fig. 3,

for both models, the best outage probability is gotten. So, the relay should be installed

near to the resource or targeted to optimize the outage probability of the FD model.

The suggested FD model gets the worst outage probability process at midway. Fur-

thermore, Fig. 3 associate the half-duplex model gets the outage probability activities

is better than that of the FD model when d1 ≤ 0.6, it means the relay is deployed close

to the source. Otherwise, when d1 ≥ 0.6 the outage operation of FD model is better

than that of the HD model. Their curves have the crossover at d1 = 0.6. This thing

is uncomplicated to explain when d1 increases, d2 decreases and based on Eqs. (19)

and (28), we get this result.

Fig. 3 The outage

probability of FD and HD

model versus d1
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Fig. 4 The throughput of

FD and HD model versus d1

Fig. 5 The outage

probability of FD and HD

model versus 𝜂

As observed in Fig. 4, the throughput of full-duplex outperforms than that of the

half-duplex one, although its outage probability is worse than that. We have this

thing: When d1 increases, PRHD and PRFD decrease, PHD
out and PFD

out decrease but not

enough to make 𝜏HD better than 𝜏FD described in Eqs. (30) and (31).

As described in Figs. 5 and 6 that 𝜂 factor had altered the outage probability and

throughput of both models. In Fig. 5, When 𝜂 ≤ 0.2, as higher the 𝜂, as worse the HD

outage probability gets. And this model achieves the worst value as 𝜂 ∈ (0.2, 0.3). If

𝜂 prevails over this space, the higher the 𝜂 is, the better the HD outage probability

turns out. Meanwhile, as much 𝜂, as worse the FD outage probability reaches. This

problem is not hard to explain, when 𝜂 is big, much power is used to transfer signal to

destination, so the HD outage probability gets the better presentation, on the antag-

onistic, for FD model, high power at the relay makes the noises create impact on its
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Fig. 6 The throughput of

FD and HD model versus 𝜂

Fig. 7 The outage

probability of FD and HD

model versus 𝜎

activity, hence its outage probability turns worse. This matter is illustrated in Fig. 6,

as much 𝜂, as better the HD throughput gets, but for FD model, the circumstance is

opposite. It is observable that two models have the cross point at 𝜂 = 0.6.

Figures 7 and 8 expose that the loop back noise has the effect on their action.

In this case, when 𝜎 ≤ 0.5, the FD outage probability is better than the one of the

HD model but when 𝜎 ≥ 0.5, everything operate differently. In both cases, the FD

throughput is always better than that of the HD model. This also prove that the noise

at the relay has huge effect to their operation.

Besides, Figs. 9 and 10 show the plots of outage probability and throughput of

two models versus the achievement rate R. As we can see in Fig. 9, as higher R, the

outage probability of FD model is downward, meanwhile the HD outage probability
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Fig. 8 The throughput of

FD and HD model versus 𝜎

Fig. 9 The outage

probability of FD and HD

model versus R

is opposite. When R ≤ 2, the FD outage probability is better than the HD one, but

every thing is contrariwise as R ≥ 2. Eqs. (19), (28), (30) and (31) verify this thing.

On the other hand, Fig. 10 is also suitable for above issue, it means as better outage

probability gets, as better the throughput obtains. We have the crossover of their

throughput at R = 3.

It can be seen from Fig. 11, the outage probability of one models decreases when

relay position is as far away the source, and it gets the worst value at the midway

between S and D. The outage probability of one antenna is better than that of two

antennas since d1 ≤ 0.25 or ≥ 1.75, but since d1 ≥ 0.25 or ≤ 1.75, every thing is on

the contrary. It is easily to explain because as far rethe source or the destination, less

the transfer power is, the two antennas model can harvest more energy to do without

difficulty the communication transmittance. But, since the transmit energy is large, it
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Fig. 10 The throughput of

FD and HD model versus R

Fig. 11 Outage probability

of DFT and DFO model

versus d1

means that the relay is close to the resource or the destination, the unwanted amount

of power is collected, which is really harmful because it creates strong loop back

interference, which reduces the systems action.

This is fit to Fig. 12, described where the outage probability is better than, their

throughput is also better than, too. As observed, when the delay is close to the

resource or the destination, one antenna model performance is better than that of two

antennas one, since the delay as far the resource or the destination, the two antennas

model outperforms than the other.

Figures 13 and 14 recognize that the outage probability and throughput of two

antennas model are better than clearly that of one antenna model. As big 𝜎, as bad

their performance. They get the worst value when noise is at the greatest point. This is
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Fig. 12 Throughput of DFT

and DFO model versus d1

Fig. 13 Outage probability

of DFT and DFO model

versus 𝜎

easily to understand because as much noise, as much harmful power is made, which

causes interference to the transmission signal.

Besides, Fig. 15 studies the impact of the transmittance rate R on the outage prob-

ability of two models. When R raises, the outage probability of two antennas model

lessens, it gets the worst performance as great R. It is noted that two antennas model

is normally better than that of one antenna model.

Moreover, Fig. 16 lead us the fact that visually, as small the transfer rate, as small

the throughput; and they get the best value at R = 3 when the transmittance rate ≥ 3,

the outage probability raises dramatically, which again decreases the throughput.

Easily, we note that the throughput of the two antennas scheme is better than that

of the one antenna scheme. This could be explained easily because of the loop back

interference in two antennas model and the more transmittance energy create it to
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Fig. 14 Throughput of DFT

and DFO model versus 𝜎

Fig. 15 Outage probability

of DFT and DFO model

versus R

attain the better outage probability and throughput performance than that of one

antenna scheme for any fixed transmission rate.

As observed in Fig. 17 shows that the curves change depended on the time frac-

tion 𝛼 influencing on the performance of systems. When 𝛼 = 0.2, for one antenna

model, as big 𝛼 is, as bad its outage probability gets. It gets the best score as 𝛼 = 0.2.

However, for two antennas models, as much 𝛼. As good its outage probability gets. It

is also no difficult to understand, the noise they get to convert energy enough great,

which helps it to overcome the influence of the power divided initially.

And as we can see in Fig. 18, the throughput of two antennas model is matching

as analyzed in mentioned Fig. 17. The throughput of one antenna is the same, too.

It gets the best curve when 𝛼 = 0.2. The two antennas model is with 𝛼 = 0.3. As a

result, it is noted that the two antennas model outperforms than that of one antenna

model.
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Fig. 16 Throughput of DFT

and DFO model versus R

Fig. 17 Outage probability

of DFT and DFO model

versus 𝛼

Fig. 18 Throughput of DFT

and DFO model versus 𝛼
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5 Conclusion

In this paper, we make comparison between the half-duplex and full-duplex relay-

ing networks in the radio energy harvesting and data exchange protocol, in which a

power constrained relaying node take the delivery of the energy from the received RF

data and utilize that energy to decrypt and transmit the data to the target. Thus, their

operation is also compared. To determine the achieved system, the analytic appear-

ances for the outage probability and throughput in TSR protocol can be executed and

established by the MATLAB modelling.

As expected, over the simulations, it is known that the full-duplex model outper-

forms than that of the half-duplex one in some cases. And in another case, the HD

relaying system could be better than that of the FD one. Also, we get the DF of two

antennas is better than that of one antenna. So, based on our practical circumstance,

we can determine which model to be used to achieve the best benefit. The numerical

analysis in this article has also provided practical vision to the impact of various sys-

tem parameters to the performance of wireless energy collecting and data processing

using DF relay nodes.
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A Model of Swarm Intelligence Based
Optimization Framework Adjustable
According to Problems

Utku Kose and Pandian Vasant

Abstract Swarm Intelligence has been a popular sub-field of Artificial Intelligence
as including intelligent approaches, methods, and techniques for optimization
problems. When the associated literature is examined, it can be seen that there are
lots of different Swarm Intelligence techniques and researchers are still in an
unstoppable interest in designing and developing newer ones. At this point, it is
possible to imagine a general Swarm Intelligence system combining all developed
techniques to enable researchers, who just want to solve their optimization prob-
lems with necessary features and functions. In this context, objective of this study is
to introduce essentials of a modular framework, which is currently being developed
for such purposes. The system introduced here consists of feature and function sets
of different Swarm Intelligence techniques and employs an adaptive, adjustable
infrastructure, which is also improved by additions of new techniques and results
regarding to performed optimization tasks.

Keywords Swarm intelligence ⋅ Intelligent optimization
Artificial intelligence ⋅ Swarm intelligence framework

1 Introduction

Artificial Intelligence is known as one of the strongest scientific fields of the future.
In time, many different Artificial Intelligence oriented approaches, methods, and
techniques have been introduced and nowadays, this scientific field takes interest of
almost all fields of the modern life. One cannot deny that this situation is because of
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its multi-disciplinary nature and wide solution scope covering real-world based
problems of different fields. This situation has made Artificial Intelligence a wider
and wider research platform in time and a need for introducing new sub-fields under
it has appeared with more interests on specific problems types. Optimization is
known as one of these problem types and Swarm Intelligence is a sub-field of
Artificial Intelligence as taking great number of researchers’ interests. In the liter-
ature, it is possible to see that Swarm Intelligence is widely used in a multidisci-
plinary manner [8, 9, 46, 50, 51].

Swarm Intelligence is generally focused on using nature-inspired mechanisms to
design multi-agent based optimization algorithms. The main idea is to employ some
agents—particles to use a collective intelligence for searching optimum solutions
within a continuous or discrete solution space. At this point, the collective intelli-
gence is designed as inspirations from behaviors of living organisms or natural
dynamics. Because of that Swarm Intelligence algorithms have different features
and functions to perform optimization processes. Different kinds of Swarm Intel-
ligence algorithms are remarkable improvement signs of the associated literature
because there is always a competitive state among all developed techniques to
achieve more effective and more efficient solution ways for optimization. But on the
other hand, researchers from especially different fields may find it difficult to adapt
each of Swarm Intelligence techniques to their problems. Rather than doing this, it
can be better to have a general framework of Swarm Intelligence based optimization
and use it through the problems. Such framework can be developed by designing a
modular application system in which different features and solution mechanisms of
different Swarm Intelligence techniques are stored to run for optimization problems
given as input to the framework. Furthermore, it will be also a remarkable
improvement to keep obtained optimization solutions for similar problems in the
past and adapt them in newly encountered problems if desired.

In the context of the explanations above, objective of this study is to introduce
essentials of a modular Swarm Intelligence framework, which is currently being
developed for such purposes. The system introduced here consists of feature and
function sets of different Swarm Intelligence techniques and employs an adaptive,
adjustable infrastructure, which is also improved by additions of new techniques
and results regarding to performed optimization tasks. Generally, this framework is
result of imaginations about a model of Swarm Intelligence system combining all
developed techniques to enable researchers, who just want to solve their opti-
mization problems with necessary features and functions. In detail, the framework
enables users to define both infrastructure and problem input by using modular
elements, which are connected in an algorithmic flow to achieve an optimum
solution process for the considered problem. The authors believe that this frame-
work will improve running of optimization tasks in different fields by combining
the most recent technological background of the Swarm Intelligence and intelligent
optimization literature.

According to the subject of the study, remaining content of the paper is orga-
nized as follows: The next section is devoted to background of the study considered
here. In detail, readers are enabled in this section to have enough idea about what is
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intelligent optimization and what is Swarm Intelligence taking place on the back-
ground of the introduced framework. The section also includes some brief expla-
nation about general structures—essentials of typical Swarm Intelligence
techniques—algorithms. Following that, the third section gives remarkable details
about the framework. In this way, general modular structure of the framework is
explained briefly. After the third section, details regarding to working mechanism
of the framework in case of a problem input are explained under the fourth section.
Finally, the paper ends with some explanations on conclusions and future work.

2 Background

Before focusing on details of the Swarm Intelligence based optimization framework
model, it is better to give brief information regarding to concepts lying on the
background. So, this section has focused on the concept of intelligent optimization,
Swarm Intelligence, and must-know subjects about Swarm Intelligence based
techniques—algorithms.

2.1 The Concept of Intelligent Optimization

Until the current state, many different approaches, methods, and techniques have
been employed for solving optimization problems. In this sense, classical opti-
mization has been based on mathematical rules and formed traditional solution
ways of optimization. However, because of more advanced optimization problems
including more variables, more complex mathematical models, and even more
detailed constraints, alternative techniques have been designed to be employed in
optimization tasks. As a remarkable example of such techniques, Hill Climbing [10,
49] employs a more heuristic approach to find optimum according to plan, classical
techniques. Because of that, it is possible to classify Hill Climbing as a technique
just before the era of Artificial Intelligence based solution ways. When this tech-
nique was not strong enough for more advanced problems appeared, it has been the
time for the Artificial Intelligence.

The concept of intelligent optimization stands generally for Artificial Intelli-
gence based optimization processes (or at least the applications done over this
approach). Intelligent optimization is related to using collective agents (it is possible
to call them briefly as particles), which are moving intelligently-like to find the
optimum within some iterative algorithmic steps [23, 32]. In detail, these algo-
rithmic steps include some specific phases of adjusting parameters of the particles
or solution environment as making the algorithmic steps sound more intelligently
according to crisp algorithmic steps. Combination of such steps make the whole
technique following something heuristic to find its way towards optimum of the
considered problem. It is also important to mention that intelligent optimization on
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combinatorial optimization problems can benefit from graphs in order to form a
general solution space with candidate solution members for the problem, as dif-
ferent from global optimization solution space structures. Here, we can understand
that although optimization processes are associated with global, combinatorial or
even dynamic optimization problems from different fields, it is still possible to use
intelligent optimization [36, 38, 39, 52].

By considering former approaches, methods, and techniques, essential charac-
teristics of the intelligent optimization can be listed briefly as follows (Fig. 1):

• Heuristic ways of searching.
• Collective behavior philosophy on the background.
• Role based solution ways.
• More complex algorithmic flows.
• Inspiration often from living organisms, nature and/or natural dynamics.

Today, intelligent optimization is associated with the Swarm Intelligence.
Except from different features and working mechanisms in detail of developed
algorithms, Swarm Intelligence generally explains the intelligent optimization in a
philosophy associated with employment of particle groups behaving collectively to
obtain a unique, intelligent solution way.

Fig. 1 Essential characteristics of the intelligent optimization
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2.2 Swarm Intelligence

As firstly suggested by Beni and Wang [6] in the context of cellular robotic sys-
tems, Swarm Intelligence deals with the behaviors of natural or artificial objects
behaving collectively towards an objective and without being connected to a central
authority [31, 34, 35]. Considering as the sub-field of Artificial Intelligence, Swarm
Intelligence is associated with the techniques—algorithms inspiring from natural
swarms to perform optimization oriented operations. A typical system examined
under Swarm Intelligence can be defined as a group of many members behaving
collectively by interacting also with a complex environment to perform—complete
common tasks for ensuring common benefit(s) [4, 32, 43]. Some examples of
swarms from nature as inspiration for Swarm Intelligence oriented studies are birds,
fishes, ants, bees, and any other living organisms searching for some food sources
or interacting with the nature in common objectives [21, 44]. Additionally, we can
also include some dynamics in the nature under the Swarm Intelligence oriented
studies. Because although such dynamics are related to lifeless or/and abstract
concepts, routine events in them often inspire the field of Swarm Intelligence for
new techniques—algorithms to be developed.

By considering the related literature, some essential features and functions that
Swarm Intelligence based systems should have can be expressed briefly as
follows [32]:

• A swarm with members having similar/same characteristics.
• Interactions among swarm members and also with the environment.
• Intelligent moves—behaviors that cannot be understood specifically but

meaningful on the general picture of the swarm.
• No central authority controlling swarm members.
• Spontaneously appeared common rules within the swarm.

Except from the explanations, it is also possible to examine also technical details
of Swarm Intelligence based techniques—algorithms to understand more about
working mechanisms of such solution options. Previously mentioned details have
enabled the author(s) to design general structure of the framework model introduced
in this study while the technical details provided within next sub-title have shaped
main working mechanisms of the framework—model.

2.3 Essentials of Swarm Intelligence
Based Techniques—Algorithms

In the associated literature, there are many different Swarm Intelligence based
techniques—algorithms that are widely used within optimization tasks. From a
general view, it is possible to indicate that these techniques—algorithms are mostly
for global optimization or combinatorial optimization but there are also specifically
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improved ones that can be used for i.e. dynamic optimization [7, 11, 39]. Although
techniques provided to the Swarm Intelligence literature are inspired from the
nature, there are some specific approaches that are widely employed to ensure the
mechanism of searching for the optimum under some typical swarm oriented
moves. At this point, it is too important for one to understand main dynamics of the
related approaches to develop a general framework, which can cover all the
introduced techniques—algorithms and be able to include newer ones that have not
introduced yet. Some popular Swarm Intelligence algorithms in the literature are as
follows:

• Particle Swarm Optimization (PSO) (global) [18, 29].
• Ant Colony Optimization (ACO) (combinatorial) [15–17].
• Intelligent Water Drops Algorithm (IWDs) (combinatorial) [47].
• Artificial Bee Colony (ABC) (global) [27].
• Cuckoo Search (CS) (global) [60].
• Firefly Algorithm (FA) (global) [58].
• Genetic Algorithm (GA) (global) [25, 33, 40].
• Clonal Selection Algorithm (CSA) (global) [3, 12].

Readers are referred to [55] for a wider list of the algorithms.
If already introduced Swarm Intelligence based techniques—algorithms by 2017

are analyzed in detail, remarkable essentials of the techniques—algorithms can be
expressed briefly as follows [32]:

• N number of particles, which are able to search within the solution space of
optimization problems [Here, the particle is a general name and also used by
PSO. But particles are called with different concepts (i.e. individual for GA, bee
for ABC, ant for ACO, cuckoo for CS) in different techniques——algorithms.].

• For each particle, specific parameters inspired from the natural dynamics to
which the technique—algorithm is connected.

• Roles designed for the particles to achieve a better interaction environment
towards a successful optimization.

• Iteration based algorithmic steps with equations designed for moves—intelligent
behaviors of the particles.

• In some cases, Evolutionary Computation [19, 20, 41] oriented approaches for
eliminating worse particles and improving better ones to achieve the optimum
objectives easily and as soon as possible.

• Random walk [24, 59] based or specifically designed methods to move the
particles towards optimum point(s) of the problem.

• Some sets of rules for ensuring necessary interaction among particles to share
experiences—information about obtained outputs so far for the objective
function(s) of the problem and also movements towards better (or the best)
particle(s) found better outputs—values for the considered optimization
problem.

• Sometimes, special sets of rules to keep past values of particles are used for
benefiting from past experiences through optimization process.
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• In case of multi-objective optimization in addition to single-objective opti-
mization, specifically designed solution approaches to keep past values of the
particles to form pareto optimums (for more information: [1, 13, 14, 30].

As it can be understood, it is possible to form a general algorithmic structure of
intelligent optimization system combining the features and functions of all tech-
niques—algorithms under common, modular code structures. More details
regarding to that are explained under the following section.

3 A Model of Swarm Intelligence Based Optimization
Framework

The model designed for the optimization framework considered here is briefly for
improving optimization processes by employing features—functions of different
Swarm Intelligence based techniques—algorithms and get desired optimization
outputs if it is even possible to form a unique algorithmic flow during the opti-
mization process. Designing such framework is not an easy task and requires good
programming approaches to deal with all details leading to adaptive, adjustable
optimization characteristics of the system. In this context, the authors have
employed a well-known programming approach to achieve that under a modular
structure. It is important to express that the framework is currently in development
processes (with final stages) but this section is devoted to details regarding to model
background of the framework, which was carefully designed.

3.1 Programming Approach

The history of computer programming includes many innovations because of
developments occurred in software and hardware technologies. Needs for faster
computation times and more practical algorithmic solution ways have always
attracted researchers—developers to think about something new. Increasing
diversity of programming environments and changed features of human—computer
interaction have also caused to that. As a result of the developments, a programming
approach called as Object Oriented Programming has appeared by achieving good
connection between real-world and programming concepts in a logical manner.

Object Oriented Programming (OOP) has been introduced in late 1960s as an
alternative for improving complexity and size problems in classical, procedural
programming [26, 42] and gained popularity more and more so far. Because of its
focus on using object—class based hierarchical organization in operation elements
(i.e. variables) and employing features—functions to keep specific values or
operational functions in them and finally alternative approaches like creating
inheritance between objects, running elements with same name but different
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functions (polymorphism) [26, 28, 42, 48] has made it simpler and faster to form
algorithms for problems.

OOP is a great way to create Swarm Intelligence based systems easily because
the particle philosophy in Swarm Intelligence often directs researchers to design
operation elements with features and functions as similar to the mechanisms within
OOP. So, an OOP approach was applied while developing the framework.

Main class structures and their features—mechanisms in the model of the
framework are explained briefly (in an alphabetical order) under the Table 1. This
class structure has been designed according to all adjustable and controllable fea-
tures—functions of an optimization processes considered in the context of Swarm
Intelligence. Some of the classes are hidden on the background while some ones are
associated with the modules on the general model structure of the framework.

3.2 General Model Structure

Considering the class structure explained under the previous sub-title, it is possible
to indicate that model structure of the framework should be examined under some
specific connections between the Core class and other classes. Briefly the class of
Core is the main management center of the framework and it has some connection
legs to other classes in order to achieve the related adjustable, adaptive Swarm
Intelligence based optimization model. From a general view, model structure over
the Core class seems like a ‘spider’ having several legs. On the other hand, parallel

Table 1 Main class structures in the model of the framework

Class name Feature—mechanism

Algorithm Infrastructure for stored Swarm Intelligence algorithms
CombOpt Specific definitions—features—functions related to combinatorial optimization
Core Management of the algorithmic flow and optimization processes
Evaluation General evaluation definitions for determining how to evaluate solutions
Evolution Evolutionary computing based solution features and mechanisms
GlobalOpt Specific definitions—features—functions related to global optimization
Experience Experience infrastructure for the already solved optimization problems
Loop General definition for loops during the optimization processes
MathModel Mathematical model definition of the problem and the related details
Move Definitions regarding to movement of particles in the solution space
MultiObj Definitions regarding to multi-objective optimization
Param Specific parameter definitions that can be used during optimization processes
Parser Parsing mechanism for mathematical model definitions of the problem
Particle Particle definitions and general usage in the optimization process
Resources Management and use of resources (i.e. CPU, main memory) of the computer
SingleObj Definitions regarding to single-objective optimization
Visual Support for visual outputs regarding to optimization processes performed

28 U. Kose and P. Vasant



connections between these legs (with ‘connectors’) make the model more similar to
an also ‘spider web’ (Fig. 2).

It is important to indicate that the model itself has been built over some kind of
intelligent mechanisms (which are explained under the next sub-title) to ensure the
adjustable, adaptive optimization processes. Some details regarding to the model
structure can be expressed briefly as follows:

• The Core class has many functions to manage flow among the modules, manage
input(s), output(s), and direct the solution processes generally.

• Model structure has a total of 436 flag variables in the type of boolean to achieve
a simple but effective enough flow.

• On each leg of the general model, there is a connector in order to decide if the
solution flow will continue by passing another module on another leg or turning
back to the Core in order to decide what to perform next.

• The model is able to evaluate the current optimization problem over some
criterions. As connected with the Evaluation class, it is possible to evaluate both
processes and the found solution candidates to improve solution way thanks to
alternative Swarm Intelligence based solution steps.

• In addition to the evaluation mechanism mentioned above, the model also uses
the Experience class to check if there is any similar mathematical model that the
system has solved in the past. So, mathematical structures parsed before the
Parser class are stored as default by the model—system. On the other hand, the
model can also save optimization flows of the past successful problems over
chaotic time series. Depending on user choose, the time series can be related to
particle moves, optimum value changes, or optimum path changes (for espe-
cially combinatorial optimization processes) in the past operations.

Fig. 2 General model structure of the framework
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• Considering the class structures mentioned in Table 1, the Core class has six
connections to six different—‘visible’ modules. These modules are based on
their corresponding classes. At this point, the other remaining modules——

classes are connected with the related six modules—classes: ‘Algorithm’,
‘CombOpt’, ‘GlobalOpt’, ‘Evaluation’, ‘Experience’, and ‘Visual’ on the
background. From a general view, the framework has an easily understandable
model structure in this way. More detailed schema regarding to the whole model
structure is shown in Fig. 2.

As seen from the Fig. 2, the model is able to deal with different types of
optimization problems and run any necessary algorithmic steps by using visible
modules and the related classes on the front-side or background.

4 General Working Mechanism of the Framework

General working mechanism of the Swarm Intelligence based optimization frame-
work is briefly based on some algorithmic steps corresponding to some intelligent
behaviors of finding best steps during optimization. Differences of solution steps in
different optimization problems depend on the following conditions:

• Predefined parameters and conditions for the related optimization problem (i.e.
predefined objective value, initial values for some parameters of specific algo-
rithms, values about solution space, constraints, candidate solution elements for
combinatorial optimization cases),

• Experience of the system in the past optimization tasks (i.e. similar/same
mathematical model, similar/same time series regarding to optimization process),

• Choosing whether a specific algorithm or adaptive process will be used for the
optimization problem,

• Number of total objective functions as single-objective or multi-objective,
• Type of the optimization problem (global or combinatorial optimization),
• Available resources (i.e. CPU, main memory) of the computer used,
• All possible adaptive chooses by the system for particle moves—behaviors,

evaluation, loops…etc.

Among the mentioned algorithmic steps, the system—framework sometimes
follow intelligent behaviors to achieve an intelligent flow towards the problem
solution. Some details on that mechanism is provided under the following sub-title.

4.1 Intelligent Behaviors

Swarm Intelligence based framework consists of a general Fuzzy Logic [45, 56, 57]
based reasoning system supported with some probability to determine which move
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will be performed next at the specific break points of the algorithmic flow. The
related break points are:

• Evaluation phases over objective function(s) output(s), time series…etc.,
• When it is detected that the flow of the optimization process seems getting

worse and needs to be adjusted (this is achieved via time series analysis, error
calculations, density on optimum points…etc.),

• In case of many variables, if the distribution of the particles is heterogeneous,
• When a specific number of iteration—loop determined by the user is reached,
• When a specific number of parameters like total eliminated particles, number of

produced individuals—particles, number of particles (with a role) in a specific
group is obtained. Such criterions are determined by the user.

Running the related break points are controlled by some rules defined under a
Mamdani model [45, 56] based Fuzzy Inference System. In addition to these break
point rules, flow of the algorithmic steps is determined with also some other fuzzy
rules specifically defined for some features of the system. There are a total of 384
fuzzy rules in the latest form of the system. Some short ones of these rules are
provided under the Table 2.

In addition to the obtained values at the output(s), some probability values are
used to improve value of the output(s) and allow the Core module to run a choosing
mechanism in order to determine which move will be performed next. Probability
values for a fuzzy rule is calculated according to Eq. 1.

pri = ri +
rtotaluse
rgeneraluse

ð1Þ

In the Eq. 1, choosing probability of the ith rule is determined by summing a
random value (0, 1) with its use rate calculated by dividing total use in the current

Table 2 Some short fuzzy rules included in the framework

Input(s) Output(s)

IF (aimed iteration number is MEDIUM) AND
(heterogeneous state is HIGH)

(Particle move change is HIGH) AND
(evaluation rate is MEDIUM)

IF (error value is LOW) OR (total eliminated
particle is LOW)

(Evaluation phase active is VERY HIGH)

IF (particles with role 1 is HIGH) AND
(density on optimum is MEDIUM)

(Evaluation rate is HIGH)

IF (number of variables is HIGH) AND
(number of locals is HIGH)

(Number of particles is HIGH) AND
(experience use is VERY HIGH)

IF (completed iteration is HIGH) AND (time
series similarity is MEDIUM)

(Adjust particle positions is HIGH)

IF (random walk choose is VERY HIGH) AND
(number of variables is VERY LOW)

(Adjust algorithm is VERY HIGH) AND
(evaluation rate is VERY HIGH)

IF (lev flight rate is HIGH) AND
(heterogeneous state is MEDIUM)

(Adjust algorithm is VERY LOW) AND
(update parameters randomly is HIGH)

…etc. …etc.
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problem by general use so far. Here, random value is used for improving choosing
probability with a chance factor even a fuzzy rule has not chosen yet. On the other
hand, choosing probability of a fuzzy rule is improved by increasing the last
probability with a random value (0, 1) after it is used in the problem.

It is important that having choosing probability value for each fuzzy rule is not
always a good option for the system to determine the next move. So, in case of
more than one dominant fuzzy rule, a ‘roulette wheel’ mechanism [40, 54] inspired
from Genetic Algorithms is run under the Core module.

Another intelligent behavior employed within the framework is related to ana-
lyzing past time series as under the Experience module. In this context, the first
mechanism of the system—framework is to compare flow of some particles in the
current solution process with past time series stored under the infrastructure. If there
is no similar/same time series, future states of the chaotic time series for current
particles is forecasted by using an Artificial Neural Networks [53, 61] based
forecasting structure. If forecasted states seem similar/same with any of the ones in
past time series, then algorithmic flow is directed towards the states of that past time
series. Additionally, it is also possible to evaluate any of the fuzzy rules to deter-
mine next move, after understanding the current situations according to forecasted
future states over the current time series of the particles.

4.2 Parser

One of the most remarkable functions of the developed Swarm Intelligence opti-
mization framework is its parsing infrastructure. As associated with the Parser class,
it is possible for the Core module to analyze mathematical model of the opti-
mization problem given as input and direct the algorithmic solution way according
to its essential details. Briefly, the parser of the Core requires the user to define the
mathematical model of the problem via some definition rules. After defining a
mathematical model, the following details—aspects of the model are parsed
directly:

• Objective function(s),
• Variables and info on dimension,
• Constant(s),
• Constraint(s),
• Optimum values (if necessary),
• Optimization type (global or combinatorial),
• Solution space limitations,
• Problem type if it is specific for the literature,
• Any additional parameters.
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4.3 Algorithm Infrastructure

The framework employs algorithmic codes regarding to some well-known Swarm
Intelligence techniques—algorithms under the Algorithm module. This module is
able to employ a whole algorithm or make it possible to use some aspects of an
algorithm according to decisions by the Core module. As general, the Algorithm
module is also responsible for parsing Swarm Intelligence based techniques—
algorithms to include their specific parts in the system. A parsing process applied to
an algorithm given to the framework results to extraction of the following factors:

• Optimization type (global, combinatorial or both of them),
• Single and multi-objective solution steps—calculations,
• Equations employed in the algorithm,
• Particles (with parameters, specific group—role types),
• Evolutional mechanisms (if possible),
• Specific evaluation mechanisms,
• Particle move characteristics on random walk or other moves (i.e. Levy),
• Specific connections among particles,

4.4 Visual Support

The module called as Visual is for some visual support for the processes regarding
to optimization. In detail, it is possible to run a dynamic solution space simulation
showing moves of particles—solution objects, or changes in error along the algo-
rithmic flow. If users desire, it is also possible to track specific particles over time
series or solution space behaviors over some specific graphics. Thanks to the Visual
module—class, it is even possible to have statistical graphics regarding to the whole
performed optimization processes, at the end.

4.5 An Example Scenario

Typical working mechanism of the Swarm Intelligence based framework can be
explained briefly over the example pseudo-code scenario below (Some abbrevia-
tions are: UC: user chooses; RE: run experience module; EP: evaluation phase;
MP: move particles; PM: parse the mathematical model; NA: no algorithm chosen;
EC: run evolutionary computing mechanisms; FR: run fuzzy rules; S: step):

S1. Input ← Problem/mathematical model/specific problem/UC
S2. PM and take the algorithm on UC. If NA, follow the loop. In all cases FR:
S3. RE and benefit from experience or if NA, choose move type and MP else just

MP according to UC (algorithm). In all cases FR.
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S4. Objective function(s) → Output and EP
S5. FR and EC if necessary.
S6. Run visual elements according to UC
S7. If the desired optimization and/or UC stopping criterion(s) is not met yet,

return to the S3 (in all cases FR just before turning back to S3).
S8. Save the flow—results under the experience module.

5 Discussion

Considering the developed Swarm Intelligence based framework, it is possible to
express the following points:

• As mentioned before, the model within this framework is an alternative way of
ensuring unique solution ways for all kinds of optimization problems.

• With its algorithmic infrastructure on the background, it is possible to improve
the model with even the most recent Swarm Intelligence based techniques—
algorithms.

• It is important that the model is able to deal with all kinds of optimization
problems. But of course, it depends on the trained infrastructure, which is a sign
for the strength of the system—model.

• Employing OOP is an important way for improving speed of the model on the
optimization problems. Connection between OOP and Swarm Intelligence is an
important factor that should be examined by the readers to understand more
about Swarm Intelligence and programming it.

• It is clear that features and functions of the model has been designed according
to recent literature on Swarm Intelligence. At this point, it may be important to
think about future state of the Swarm Intelligence literature. Because new
approaches in developing Swarm Intelligence based algorithms can result to
newer additions to the infrastructure of the model.

• It is important to apply such framework for many different kinds of optimization
problems. In this way, effectiveness and success of this framework—model will
be understood in detail.

• In the literature, it is possible to see effective, hybrid approaches including both
Swarm Intelligence oriented techniques and different Artificial Intelligence or
traditional techniques to deal with real-world based optimization problems [2, 5,
22, 37]. So, infrastructure of the framework may be analyzed in detail with
hybrid approaches and especially traditional techniques, in order to understand
its solution scope and employ any possible improvements if possible.
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6 Future Research Directions

It is possible to express ongoing or planned future research directions associated
with the introduced framework—model here as follows:

• In detail, the system of the framework is being developed as based on Object
Oriented Programming and will have different versions aiming different plat-
forms like desktop, Web, and even mobile.

• Future works will also include reports on experiences regarding to use of the
framework and any possible software based further developments, which have
not indicated in this study, yet.

• Considering the software based developments, it is possible to point future
research works planned on solving different kinds of optimization problems by
using the framework.

• For the framework, it is also possible to evaluate its running time performances
and usability situations by employing different kinds of evaluation methods. The
planned future works also include such approaches.

• Except from its technical application ways, the framework can be used also for
educational purposes. Such works on educational evaluation of the framework
will be done in the future.

7 Conclusion

In this paper, the authors have introduced a model of Swarm Intelligence based
optimization framework that can be used for global and combinatorial optimization
problems by running adaptive and adjustable system features and functions.
Because the system has a modular structure, it is possible to use essential parts of
well-known Swarm Intelligence techniques—algorithms and all add new modules
if necessary. Here, the main objective is to provide a comprehensive framework that
can be used easily for problem solving process without considering details of which
algorithm to use or how to adjust its parameters, any other values…etc. It is also
important that the system of this model has some abilities like searching for the
most effective way of solving difficult parts of an optimization problem if it seems
leading to an undesired solution. Along such processes, it is possible for the
framework to create its own unique optimization algorithm for the problem.

As it is also indicted that the framework introduced here is in development
process and will be available as soon as possible. Currently, the mentioned works
and plans under the previous section are in progress in order to improve the
framework and its infrastructure. On the other hand, the authors believe that this
work is an important reference for the researchers interested in Swarm Intelligence
and developing such application framework.
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for Domain-Specific Rule Generation
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Abstract The business environment is rapidly undergoing changes, and they need

a prompt adaptation to the enterprise business systems. The process models have

abstract behaviors that can apply to diverse conditions. For allowing to reuse a single

process model, the configuration and customisation features can support the design

improvisation. However, most of the process models are rigid and hard coded. The

current proposal for automatic code generation is not devised to cope with rapid

integration of the changes in business coordination. Domain-specific Rules (DSRs)

constitute to be the key element for domain specific enterprise application, allowing

changes in configuration and managing the domain constraint with-in the domain. In

this paper, the key contribution is conceptualisation of the do-main model, domain

model language definition and specification of domain model syntax as a source

visual modelling language to translate into domain specific code. It is an input or

source for generating the target language which is do-main-specific rule language

(DSRL). It can be applied to adapt to a process constraint configuration to fulfil the

domain-specific needs.
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1 Introduction

We are primarily concerned with the utilisation of a conceptual domain model

for rule generation, specifically to define a domain-specific rule language (DSRL)

[1, 2] syntax, its grammar for business process model and domain constraints man-

agement. We present a conceptual approach for outlining a DSRL for process con-

straints [3]. The domain-specific content model (DSCM) definition needs to consider

two challenges. The first relates to the knowledge transfer from domain concept to

conceptual model, where model inaccuracies and defects may have been translated

because of misunderstandings, model errors, human errors or inherent semantic mis-

matches (e.g., between classes). The other problem relates to inconsistency, redun-

dancy and incorrectness resulting from multiple views and abstractions. A domain-

specific approach provides a dedicated solution for a defined set of problems. To

address the problem, we follow a domain model language approach for developing

a DSRL and expressing abstract syntax and its grammar in BNF [4] grammar. A

domain-specific language (DSLs) [5–7] refers to an approach for solving insufficient

models by capturing the domain knowledge in a domain-specific environment. In

the case of semantic mismatches/defects, a systematic DSL development approach

provides the domain expert or an analyst with a problem domain at a higher level of

abstraction.

DSL is a promising solution for raising the level of abstraction that is easier to

understand or directly represent and analyse, thus, attenuating the technical skills

required to develop and implement domain concepts into complex system develop-

ment. Furthermore, DSLs are either textual or graphical language targeted to specific

problem domains by increasing the level of automation, e.g. through rule and code

generation or directly model interpretation (transform or translate), as a bridge, fill-

ing the significant gap between modeling and implementation. An increase in effec-

tiveness (to improve the quality) and efficiency of system process is aimed at rather

than general-purpose languages that associated with software problems. Behavioral

inconsistencies of properties can be checked by formal defect detection methods

and dedicated tools. However, formal methods may face complexity, semantic corre-

spondence, and traceability problems. Several actions are needed for implementation

of any software system. These are from a high-level design to low level execution.

The enterprises typically have a high level of legacy model with various designs

in a domain or process model. Automatic code generation [8–11] is a well-known

approach for getting the execution code of a system from a given abstract model. The

Rule is an extended version of code since code requires compiling and building, but

the rule is always configurable. Rule generation is an approach by which we trans-

form the higher-level design model as input and the lower level of execution code as

output. It manages the above mentioned constraint.

We structure the modelling and DSL principles in Sect. 1. In Sect. 2, we discuss

the State of-the-Art and Related Work. We give an overview of the global intelligent

content processing in a feature-oriented DSL perspective, which offers the domain

model and language definition in Sect. 3. Then, we describe the ontology-based con-



Domain Model Definition for Domain-Specific Rule Generation . . . 41

ceptual domain model in Sect. 4. The description of the domain model and language

expressed in terms of abstract and concrete syntax are given in Sect. 5. As a part

of DSRL, the general design and language are presented in Sect. 6. Section 7 pro-

vides details regarding implementation of a principal architecture of DSRL genera-

tion and how it translates from the domain model to the DSRL. We discuss analy-

sis and evaluation of the rule in Sect. 8. Finally, we conclude our work with future

scope. Throughout the investigation, we consider the concrete implementation as a

software tool. However, a full integration of all model aspects is not aimed at, and the

implementation discussion is meant to be symbolic. The objective is to outline the

principles of a systematic approach towards a domain model used, as source model

and the domain specific rule language, as a target for content processes.

2 Related Work

The web application development is described as a combination of processes,

techniques and from which web engineering professionals make a suitable model.

The web engineering is used for some automatic web application methodologies

such as UWE [12], WebML [13] and Web-DSL [14] approaches. The design and

development of web applications provide mainly conceptual models [15], focus-

ing on content, navigation and presentation models as the most relevant researchers

expressed in [16, 17]. Now, the model driven approach for dynamic web applica-

tion, based on MVC and server is described by Distante et al. [18]. However, these

methods do not consider the user requirement on the variability model. To simplify

our description, we have considered the user requirement and according to the need

of the user, the user can select the feature and customize the enterprise application

at the dynamic environment.

A process modeling language provides syntax and semantics to precisely define

and specify business process requirements and service composition. Several graph

and rule-based languages have been emerged for business process modeling and

development, which rely on formal backgrounds. They are Business Process Mod-

eling Notation (BPMN) [19], Business Process Execution Language (BPEL)/WS-

BPEL, UML Activity Diagram Extensions [20], Event-Driven Process Chains (EPC)

[21], Yet Another Work ow Language (YAWL) [22], WebSphere FlowMark Defin-

ition Language (FDL) [23], XML Process Definition Language (XPDL) [24], Java

BPM Process Definition Language (jPDL) [25], and Integration Definition for Func-

tion Modeling (IDEF3) [26]. These languages focus on a different level of abstraction

ranging from business to technical levels and have their weaknesses and strengths

for business process modeling and execution. Mili et al. [27] survey the major busi-

ness process modeling languages and provide a brief comparison of the languages, as

well as guidelines to select such a language. In [28], Recker et al. present an overview

of different business-process modeling techniques. Among the existing languages,

BPMN and BPEL are widely accepted as de facto standards for business process

design and execution respectively.
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Currently, there is no such type of methodology or process of development for

creating a rule-based system in a web application (semantic-based). Diouf et al. [29,

30] propose a process which merges UML models and domain ontologies for busi-

ness rule generation. The solution used for semantic web has ontologies and UML;

to apply to the MDA approach for generating or extracting the rules from high level

of models. Although, the proposed combination of UML and semantic based ontolo-

gies is for extracting the set of rules in target rule engine, they only generate the first

level of the abstraction of the rules.

Our approach provides the systematic domain-specific rule generation using vari-

ability model. The case study uses intelligent content processing. Intelligent content

is digital that provides a platform for users to create, curate and consume the con-

tent in dynamic manner to satisfy individual requirements. The content is stored,

exchanged and processed by a dynamic service architecture and data are exchanged,

annotated with metadata via web resources.

3 Business Process Models and Constraints

We use the intelligent content (IC) [31] processing as a case study in our applica-

tion. The global intelligent content (GIC) refers to digital content that allows users

to create, curate and consume content in a way that fulfills dynamic and individual

requirements relating to information discovery, context, task design, and language.

The content is processed, stored and exchanged by a web architecture and the data

are revised, annotated with metadata through web resources. The content is deliv-

ered from creators to consumers. The content follows a certain path that consists

of different stages such as extraction and segmentation, named entity recognition,

machine translation, quality estimation and post-editing. Each stage, in the process,

comes with its challenges and complexities.

The target of the rule language (DSRL) is an extendable process model notation

for content processing. Rules are applied at processing stages in the process mode.

The process model that describes activities remains at the core. It consists of

many activities and sub-activities of reference for the system and corresponds to the

properties for describing the possible activities of the process. The set of activities

constitutes a process referred to as the extension of the process and individual activ-

ities in the extension are referred as instances. The constraints may be applied at

states of the process to determine its continuing behaviour depending on the current

situation. The rules combine a condition (constraint) on a resulting action. The target

of our rule language (DSRL) is a standard business process notation (as shown in

Fig. 1).

The current example is a part of digital content (processing) process model as

shown in Fig. 1, a sample process for the rule composition of business processes
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Fig. 1 Process model of global intelligent content

and domain constraints that conduct this process. The machine language activ-

ity translates the source text into the target language. The translated text quality

decides whether further post-editing activity is required. Usually, these constraints

are domain-specific, e.g., referring to domain objects, their properties and respective.

4 Ontology-Based Conceptual Domain Model

We outline the basics of conceptual domain modelling, the DSRL context and its

application in the intelligent content context. The domain conceptual models (DCM)

are in the analysis phase of application development, supporting improved under-

standing and interacting with specific domains. They support capturing the require-

ments of the problem domain and, in ontology engineering. A DCM is a basis for the

formalized ontology. There are several tools, terminologies, techniques and method-

ologies used for conceptual modelling, but DCMs help better understanding, repre-

senting and communicating a problem situation in specific domains. We utilise the

conceptual domain model to derive at a domain-specific rule language.

A conceptual model can define concepts concerning a domain model for a DSL,

as shown in the class model in Fig. 2, which is its extended version described in

[3]. A modeling language is UML-based language defined for a particular domain,

defining relevant concepts as well as a relation (intra or inter-model) with a meta-

model. The metamodel consists of the concrete syntax, abstract syntax and static

semantics of the DSL. The abstract syntax defines modelling element such as classes,

nodes, association, aggregation and generalisation, and relationships between the

modelling elements [3].

A DSRL reuses domain model elements or define new modelling element depend-

ing on the domain concept and its relations with other elements. Modelling of ele-

ments is done with two fundamental types: concepts and relations. The concepts are
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Fig. 2 A domain model based DSRL concept formalization

based on domain concepts such as entity, state, action, location, risk, menu and rela-

tions are used to connect elements. The relations are also of two types: generalisation

and association. Aggregation is a special type of an association. The association has

domain-specific relations like conditional flow, multiplicity and aggregation. Fur-

thermore, relations may have properties such as symmetry, reflexivity, equivalence,

transitivity and partial order.

5 Language Definition of a Domain Model

Domain model serves as the very basis of all types of Business Applications that run

on a Domain, both individual as well as Enterprise applications. The objective is to

define the language for Domain Model and recognises the internal data structures or

schema used in it. It is easy to transform or translate the graphical Domain Model into

Textual Rule language for a particular domain. In this scenario, the objective data

structure refers to the storability of a domain model in a vulnerable environment, as

in the case with a rule language. This is because the target of a language for mapping

the translated domain model’s knowledge into XML schema of DSRL that follows

the rule paradigm.



Domain Model Definition for Domain-Specific Rule Generation . . . 45

1 Domain ::= <Domain model> Domain definition

2 Concept ::= <Concept> Concept definition

3 Class ::= <Attributes>,< Operation>, < Receptions>,
<Template Parameters>, < Component>,

 <Constraints>, <Tagged Values> 

Class Definition

4 <Relations> ::= <Association>|<DirectedAssociation>|<Reflexive
Association>|<Multiplicity>|<Aggregation>|<Co
mposition>|<Inheritance/Generalization>|<Reali
zation>

Class relationships 

5 <Association> ::=              ‘→’ 
| ‘✸’  
| ‘::’ 

Structural relationship
between objects (classes)  
of different type

6 <Type> ::= <BuiltinType>|<UCase Ident >|<EnumType>  Domain model type 
concept type or extended  
type enumeation type
list type

7 <PrimitiveTypes > <String>,<Integer>,<Boolean>, ...,<Date> Domain model primitive ( 
built-in) types

Fig. 3 Syntax definition of domain model language

5.1 Language Description

Metamodeling is used to accomplish specifications for the abstract syntax. We intro-

duce the Domain Model language by analyzing its syntax definition (Fig. 3 shows in

EBNF notation). The language with its basic notions and their relations are defined

with structural constraints (for instance to express containment relations, or type cor-

rectness for associations), multiplicities, precise mathematical definition and implicit

relationships (such as inheritance, refinement). The visual appearance of the domain

specific language is accomplished by syntax specifications, which is done by assign-

ing visual symbols to those language elements that are to be represented on diagrams.

5.2 Syntax

For describing the language in general, the rule language checks various kinds of

activities. The primary requirement is to specify the concept of the syntax (i.e.

abstract and or concrete syntax) and develop its grammar. The semantics is designed

to define the meaning of the language. The activities are completed by concepting,

designing and developing a systematic domain-specific rule language systems, defin-

ing the functions and its parameters, priorities or precedence of operators and its

values, naming internal and external convention system. The syntaxes are expressed

with certain rules, conforming to BNF or EBNF grammars that can be processed

by rules or process engine to transform or generate the set of rules as an output.

The generated rules follow the abstract syntax and gram-mar to describe the domain
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concepts and domain models because both the artefacts (abstract syntax and gram-

mar) are reflected in the concrete syntax.

5.3 Abstract Syntax

The abstract syntax refers to a data structure that contains only the core values set in

a rule language, with semantically relevant data contained therein. It excludes all the

notation details like keywords, symbols, sizes, white space or positions, comments

and color attributes of graphical notations. The abstract syntax may be considered as

more structurally defined by the grammar and Meta model, representing the structure

of the domain. The BNF may be regarded as the standard form for expressing the

grammar of rule language, and some type describes how to recognize the physical set

of rules. Analysis and downstream processing of rule language are the main usages

of Abstract syntax. Users interact with a stream of characters, and a parser compiles

the abstract syntax by using a grammar and mapping rules.

For example, we do process activities in our case domain (Global Digital Con-

tent): Extraction and Machine Translation (MT). The list of the process model, event

and condition are following:

List of Process

<Process-ModelList>::=<gic:Extraction>|

<gic:MachineTranslation>

List of Event

<EventList> ::={

gic:Text-->SourceTextInput,

gic:Text-->SourceTextEnd,

gic:Text -->SourceTextSegmentation,

gic:Text-->SourceParsing,

gic:Text-->MTSourceStart,

gic:Text-->MTTargetEnd,

gic:Text-->TargetTextQARating,

gic:Text-->TargetTextPostEditing,

}

List of Conditions

<ConditionList>::=<gic:Extraction.Condition>|

<gic:MachineTranslation.Condition>

<gic:Extraction.Condition>::=IF(<gic:Text.Length::=<L)|

IF(<Source.Language::==Language_List>)

IF(<Target.Language::==Language_List>)
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IF(<SingleLangugeDetection((gic:Text)::== True

|False>)

IF(<MultiLanguageText(gic:Text)::== True|False>)

<gic:MachineTranslation.Condition>::= IF (<gic:Translation

(Source.Lang, TargetLang,gic:Text) ::= True|False>)|

IF (<gic:Translation.Memory ::= <TM)(Mem Underflow)|

IF (<gic:Translation.Memory ::= >TM)(Mem Overflow)|

IF(<gic:Translation(gic:TxtSource,Source.Lang)>

gic:Translation(gic:TxtTarget,Target.Lang)>)

where L is length of text and TM is the specific memory size.

5.4 Concrete Syntax

Rule languages use textual concrete syntax, which implies that a stream of charac-

ters expresses the program syntax. The modelling languages traditionally have used

graphical notations and primarily in modelling languages. Though textual domain-

specific languages (and mostly failed graphic based general-purpose languages) have

been in use for a long time only recently, the textual syntax has found a prominent use

for domain-specific modelling. Textual, concrete syntax form have been traditionally

used to store programs, and this character stream is transformed using scanners and

parsers into an abstract syntax tree for further processing by the Programming lan-

guages. In the modelling languages, editors have found a major usage, as it directly

manipulates the abstract syntax and uses projection to render the concrete syntax in

the form of diagrams.

The concrete syntax of DSLs is expected to be textual by default. If good tool

support is available, the textual support has been found to be adequate for compre-

hensive and complex software systems. The programmers write lesser code in DSL

as compared to a GPL for expressing the same functionality—because the available

abstractions are quite similar to the domain. An additional language module suitable

for the domain is defined easily by the programmers.

6 Rule Language Definition

Now we go back to the full rule definition. The DSRL grammar [2] is defined as

follows. We start with a generic skeleton and then map the globic domain model

(gic).

<DSRL Rules> ::= <EventsList>

<RulesList>
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<ProcessModelList>

<EventLists> ::= <Event> | <Event> <EventLists>

<Event> ::= EVENT <EventName> IF <Expression> |

EVENT <EventName> is INTERN or EXTERN

<RulesList> ::= <Rule> | <Rule> <RuleList>

<Rule> ::= ON<EventName>

IF<Condition>DO<ActionList>

<ActionList> ::= <ActionName> |

<ActionName>,<ActionList>

<ProcessModelList> ::= <ProcessModel> |

<ProcessModel>,<ProcessModelList>

<ProcessModel> ::= ProcessModel <ProcessModelName>

::= <ProcessModelName>

[TRANSITION_(SEQUENCIAL(DISCARDDELAY))],

[TRANSITION_PARALLEL(DISCARD|DELAY)]

[INPUTS(<InputList>)]

[OUTPUTS(<OutputList>)]

TRANSITION_SEQUENCIAL and TRANSITION_PARALLEL denoted as transi-

tions of a process model.

The description of DSRL contains lists of events, condition, an action of the rules

and process model states. An event can be an internal or external (for rules gener-

ated as an action, it may be the INTERNAL or EXTERNAL term) or generated

when the expression should have been satisfied by the condition or becomes true.

An event name activates with ON syntax, which is a Boolean expression to deter-

mine the conditions that apply and the list of actions that should be per-formed when

event and condition are matched or true (preceded by DO syntax). The process mod-

els contain the state name. A certain policy is decided in the process model when

sequential, and parallel actions are performed or sent in that state. An action is an

executable program or set of computation decussation. The action provides methods

or function invocation, creating, modifying, updating, communicating or destroying

an object. DISCARD allows discarding the instructions, and DELAY allows delay-

ing the instructions, but one.

For example, the gic:Extraction is used in an event on Text Input by user as a

source data.

EVENT IF TextInput_ON

EVENT gic:TextInput::BOOL IF TextInput_Get

EVENT gic:TextInput::BOOL IF TextInput_ON

ON presence

IF (gic:SourceLang:EN) DO

(

ON presence

IF (gic:TextLength <X) DO

gic:Translate(Text)
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ELSE

Notification to user (Text LENGTH LESS THAN X)

)

ELSE

Notification to user(Source language is invalid)

7 Implementation of Principle Architecture of DSRL
Generator

The principle architecture of a domain-specific rule (DSR) is the automated model to

text generator on accessible domain models, extracting information from them, and

translating it into output in a specific target syntax. This process follows the con-

cept of Model-Driven Architecture which depends on the metamodel. The modeling

language with its concepts, the source syntax, semantics and its rules are required

by the domain-specific framework and target environment. We present the process

architecture of a domain model translation and the target rule environment in Fig. 4.

Fig. 4 MDA organisation view of models approach and artifacts of DSRL generator



50 N. Mani et al.

7.1 Architecture

The architecture of the DSRL generator follows the MDA as four-level model orga-

nization, presented by Bzivin [32] as illustrated in Fig. 4. At the top level, the M3

is the Syntax Definition Formalism (SDF) metametamodel which is the grammar of

the SDF. This level is also known as Computational Independent Model (CIM) or

metametamodel as defined (and thus conforms to) itself [33]. A self-representation

of the BNF notation takes some lines. This notation allows a defining infinity of

well-formed grammars. A given grammar allows description of the infinity in syn-

tactically correct DSR configuration.

At the M2 level, we describe the DSRL metamodel, i.e., the grammar of DSRL

with ECA as defined in SDF and this level is called Platform Independent Model

(PIM). The metamodel conforms to the metametamodel at level M3.

At the M1 level, we describe DSRL models for configuration applications. It is

known as Platform Specific Model (PSM) consisting of entity and definitions. The

model conforms to the metamodel at level M2. The bottom level is called M0, we

define the configuration of BPM customization consisting of DSR and XML rules,

which represent the models at the M1 level.

7.2 Mappings Domain Model and Domain-Specific Rule
Language

A mapping is description of mapping rule definitions, generation, configuration and

execution of order specification. Each mapping rule specifies what target model frag-

ment is created for the given DSR. The mapping rule body contains one or more class

of the domain model occurrences (Sect. 4) with all attribute and operational value set.

Expressions for attribute, functional and operational setting are based on a specific

source metamodel, Fig. 5 shows the corresponding domain model of gic:extraction

sub type of digital content process used as a source metamodel to describe the DSRL

conceptualization as illustrated in Fig. 2 (Sect. 3). Although the given source meta-

model is completely translated into graphical model to text rule by using the grammar

or language definition of source and target metamodel as given in Sects. 4 and 5, it

is sufficient to show all basic mapping constructs.

7.3 Domain Model Translation into DSR

A rule generation is made automatic such that domain models are accessed in a

way to extract information and translate it into output in a specific syntax based

on feature model, as selected by the domain user. This process model is guided by

the metamodel, the modeling language with its high level of concepts, syntactical,



Domain Model Definition for Domain-Specific Rule Generation . . . 51

Fig. 5 Source metamodel of gic:Extraction as example DSRL used for mapping

Fig. 6 Domain model to DSR translations

and semantics rules. The input required by the user (selection of the feature model)

needs a domain to process the domain model, target environment as rule generation

and configuration. We present the process of domain model translation and target

rule environment in Fig. 6.
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In an example of a rule generation from a domain model, we propose an approach:

the domain model would be translated into a domain-specific rule language through

a model transformation or translation, and then the DSRL meta-metamodel would

be synthesized into DSR text by means of a rule generator. It is advantageous to have

syntactical and semantic domain translation achieved by a graphical model to text

model translation. It is a dedicated technology, because rule generators deal with the

abstract and concrete syntaxes of the target language (in Sect. 3) directly. The entire

process separates two distinct tasks (translation and synthesis) that are performed

using appropriate tools.

For translation, the models need to be expressed in a modeling language (e.g.,

UML for design models, and programming languages for source models). A meta-

mode expresses the modeling languages syntax and semantics by themselves. For

example, the syntax of the Domain-metamodel has feature notations expressed using

class diagrams, whereas its semantics is described by well-defined rules (expressed

as OCL constraints) and a mixture of natural languages [34]. Based on the language

in which the source and target models of a translations (grammar of model change) or

transformation are expressed, a distinction is made between endogenous and exoge-

nous transformations. The endogenous transformations are expressed between mod-

els in the same languages (when the grammar and structure are same).

The exogenous transformations are conversions made between models and

expressed using different languages (the grammar and syntax are different), which

is also known as translation. Essentially the same distinction was proposed in [35],

but ported to a model transformation setting. We use the exogenous transformation

that taxonomy and graphical model to text rule, whereas the term translation is used

for an exogenous transformation.

8 Generated Rule Analysis and Evaluation

In rule generation evaluation, we validate the type of generated output concerning

the correctness, completeness, output effectiveness and efficiency. Our primary goal

is to have a proof of fully functional and operational correctness, and completeness of

the rule for its feature requirement selected by the domain user. Our rule evaluation

consists of following:

∙ Validation of rule generation concerning under- and over-generation.

– Under generation—We define under generation as missing instance (for exam-

ple events, actions etc.) at the time of generation or after generation.

– Over generation—This is identified as an added information regarding syntax

and semantics (functional and operational information).

∙ Evaluation of syntactical and semantical correctness of generated rule fulfills our

goal. The above results imply that if one knows, for example, how to formulate

partial correctness of a given deterministic algorithm in predicate mathematics,
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the formulation of many other properties of the algorithm in predicate mathemat-

ics could have been straightforward. As a matter of fact, partial correctness has

already been formulated in predicate mathematics and manual rule templates of

many feature deterministic algorithms.

– Syntactical correctness means correct use of keys, functions, values, and gram-

matical rules.

– Semantical correctness is important for functional and operational point of

view; here, we validate the correct order of generated rule and grammatical

sequence.

– Grammatical correctness means the generated rules follow SDF grammar which

is used in M3 level of MDA model as shown in Fig. 4.

– Comparing automated and hand-written rules.

∙ Evaluation of completeness of generated rule.

– Completeness: Most rule languages are not designed as targets for rule genera-

tion, because of lack of functional and operational parameters in program frag-

ments. Major challenging part in the rule sets has two constraints: dead-lock

situation and live lock situation.

Identification of rule deadlock.

Identification of rule live lock.

It also needs to be identified if rules of the application require any additional set of

rules to function as desired.

9 Discussion

In this paper, we have proposed a syntax definition for domain model language for

rule generation and presented a DSR generation development for domain model

through MDA approach using domain variability. We have presented a novel approach

of handling knowledge transfer from domain concept (domain model) to conceptu-

ally configurable rule language, avoiding the inaccuracies and misunderstanding,

model error, human error or semantic mismatches during translation of graphical

abstract model to text rule. We have added adaptivity to the domain model. We pro-

vide a conceptual view of domain-specific rule generation and manage the domain

model, and variability model using MDA. It helps in managing frequent changes of

the business process along with variability schema of a set of structured variation

mechanisms for the specification. The domain user can generate the DSRs and con-

figure domain constraint in a dynamic environment. They can generate and config-

ure DSRs without knowing any technical and programming skill. The novelty of our

approach is a variability modelling usage as a systematic approach to transforming

(generate) domain-specific rule from domain models.

We plan to extend this approach in combination with our existing work on busi-

ness process model customization based on user requirement (feature model, domain
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model and process models) so that a complete development life cycle for the cus-

tomization and configuration of the business process model is supported. We explore

further research that focuses on how to define the DSRL concerning abstract and

concrete syntactical description with grammar formation across different domains,

converting conceptual models into generic domain-specific rule language which are

applicable in other domains. So far, it is a model for text translation but has the poten-

tial to serve as a system that learns from existing rules and domain models, driven by

the feature model approach with automatic constraints configuration that is resultant

to an automated DSRL generation.
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A Set-Partitioning-Based Model to Save Cost
on the Import Processes

Jania Astrid Saucedo-Martínez, José Antonio Marmolejo-Saucedo
and Pandian Vasant

Abstract Complying with standards as part of the process of importing products

within the supply chain is important, as it is a requirement that must be met to

continue with the flow of the chain. In addition, it ensures compatibility in oper-

ation, voltage, power, amperage in the home and business, etc. Issuance of certifi-

cates varies in cost as a result of the way the product family is grouped, tested and

measured. The following research proposes a mathematical model, based on the Set

Partitioning Problem, which makes groups by product families. Thus obtaining a

significant reduction of stationery, tests and costs associated with this process for

products to be imported and marketed in the country. Several test cases will be pre-

sented and a comparison will be made between the current empirical process and the

proposed mathematical model.

1 Introduction

Due to the fact that in the company have been built departments that are increasingly

influential in the decision-making, it is required that the supply chain management

and its control allow different areas to work together, called “integration”. In this

way, each operational area (production, quality, transportation, sales, etc.) becomes

a key element within the supply chain. However, achieving such integration is quite

a challenge, making it work properly becomes a task that can determine the success
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or failure of today’s companies. It is time to stop thinking only within the four walls

of the company. That is, to think that more can be reduced within a company’s oper-

ations it is better. In other words, not spending anything as well can be translated

as better, or no production then no spending. This does not mean that the system

usually used is not good, many companies use it and they succeed, but today we are

facing global competition. How can we compete if products or services are more

and more commodities? How easy can information be generated? How can informa-

tion theft enable products of companies to have more similarity with existing prod-

ucts? So, working together with all departments of the company allows us to have an

overview of the opportunities for improvement. In addition, the differentiation of the

product or service, positions the companies above the others, with this way of seeing

things the possibilities of improvement increase, since the limit to do so (providing

customer service) is endless.

In this paper the Set Partitioning Problem (SPaP) is analyzed as a mathemati-

cal model to solve to solve the product families optimal allocation to help with the

issuance of certificates and the processes it entails, tests and stationery. This is neces-

sary for importing products and in compliance with the Mexican regulations. With

this, the Government protects consumers by ensuring the correct functionality of

the products, as well as its compatibility with the facilities at home, office, industry,

company, etc. On the other hand, companies are also benefited, because with this

document they underpin the quality and functionality of their products. When these

products have a certification are prefer by the distributing companies and retailers.

That is because the consumer trusts the tests performed on the certified production

line.

So far, there is not documents where its explain how the certification processes

and Mexican regulations can be optimized by a mathematical model. Then, using

SPaP to analyze and optimize this process is an area of opportunity with great pos-

sibilities of implementation and development.

The SPaP has been studied by different authors such as Rezanova and Ryan [12],

Bredström et al. [3], Vasant [16, 17]. The model adapts a current problem and uses

cases given by a company of the same field. Then, these cases go through computa-

tional experiments, the results are compared with the current company process.

The proposed mathematical model will be transferable to other companies in the

same process as long as they are in accordance with the corresponding parameters.

The article is divided in three sections: First, to explain the certification process

a literature review is shown a literature review of the relationship among the cer-

tification process, normative and supply chain normativity. Subsequently, our pro-

posed model is presented, which describes the current problem and the mathematical

technique used, integer linear programming and SPaP bases. Finally, the proposed

mathematical model, test cases and the conclusions obtained from the same one are

described.
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2 Background

2.1 Supply Chain

Creating a balance between customer services and service cost is quite a challenge.

According to Ballou “Logistics and supply chain are a set of functional activities

(transport, inventory control, etc.). These activities are repeated many times in the

flow channel, in which the raw material is converted into finished products adding

value to the final consumer” [2]. In this way, all the links must be strengthened in

order to ensure that the supply chain will not collapse. Furthermore, the analysis

according to the macro environment in the supply chain process makes the improving

opportunities to increase. Hereunder, how this process is made step by step will be

described in a general way (see Fig. 1).

Common process of supply chain:

1. The supplier of your supplier, usually it would be the supplier of raw materials

or the first manufacturing process.

2. The supplier of your supplier sends goods to the supplier.

3. The supplier transforms the goods.

4. The supplier sends goods to the factory.

5. The product is transformed, or pieces are assembled.

6. The final product is sent from the factory to the distribution center or warehouses.

7. In the distribution center purchase orders that will be shipped are channeled or

products are consolidated for their shipping.

8. Products are sent to the customer.

9. The customer receives the products.

2.2 Regulations

The Vice-Ministry for Competitiveness and Standardization implements policies

with the purpose of strengthening competitiveness in the country. Thus, it gener-

Supplier 1 Supplier 2 Factory Warehouse or
distribution 

center

Customer

Fig. 1 Common process of the supply chain
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ates efficient regulations and a simplified structure of rules that reduce costs in its

compliance. Therefore, the objective of the Vice-Ministry is the strengthening of the

national economic competitiveness and furthermore, the development of necessary

actions that generate trust and income of foreign investment that the country needs.

In addition, promotes the growth of economic activity through the development and

implementation of clear, effective and simplified regulations.

Since begin of the last century, an effective control means was to characterize

a service or a product in such a way that only those who did it originally could

obtain an economic benefit. With such control, the market excludes any company

who attempted to do something similar. For instance, the case of the gauge or track

in railroad systems, where each company installing a railway system were forced to

use the gauge that stipulated. Thus, that the acquisition of equipment such as trains

could be done only through that manufacturer, which forced to change of train in

each change of gauge.

However the need for connection between countries for commercial issues and

convenience forced to standardize these differences. Then, in 1947 the International

Organization for Standardization, better known as ISO was created. With this insti-

tute, the various member countries can negotiate to eliminate, create or validate stan-

dards for products or services that are exchanged between them. Although, in most

cases standards issued by ISO are only recommendations that should be adopted by

the member countries with the appropriate legislative treatment in their territories.

In Mexico, the standardization was influenced by the United States and its econ-

omy, which forced to issue laws and regulations to use certain features. For example,

the case of 50Hz voltages or alternating current, among others. The accumulation

of such laws and regulations forcing manufacturers, producers and service providers

to comply with a minimum of features in their products lasted 20 years. But in 1986
with the implementation in Mexico of the GATT [7] the Government commits to use

the recommendations of ISO and other international organizations to create its own

standards, which are specific to the Federal Law on Metrology and Standardization

in its first version. Then, that obliges to use only one quantitative system of mea-

surement. In specific, the so-called General System of Measurement Units, which is

integrated with the International System of Units with those that not included in the

International System that are accepted by law. In addition to a series of documents

called rules, which standardize, in all the Mexican territory, certain characteristics

of the products regarding these documents.

Two agencies of the Mexican Federal Government were created for that purpose:

one of them is technical, called the National Metrology Center (CENAM, for its

acronym in Spanish); and the other is administrative, called the General Directorate

of Standardization (DGN, for its acronym in Spanish). Both of which are dependent

on the so-called Ministry of Industry, today the Ministry of Economy, but for terms

of representation of the Federal Government in international affairs both agencies

depend on the Ministry of Foreign Affairs.
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Thus, during the decades of 1980 and 1990 the General Directorate of Standard-

ization emitted a series of rules based on recommendations from technical instances

with both national and international scopes. They cover basically only products and

services sold to the general public. For that reason, the use of rules begins to be ade-

quate to prevent from going through the legislative branch. The law mentions differ-

ent types of rule among which were found the Mexican Official Standards, Mexican

rules, the emergency rules and rules of Ref. [8].

According to the Ministry of Economy [13] there are 10 National Standards

Organizations. These are entities who have as main objective the development and

issuance of Mexican standards related to the subjects they were registered with by

the General Directorate for Standards. By the way, The National Standards Organi-

zation that currently serves these functions can be found on the official page of the

Ministry of Economy and also the internet links to get more information about them.

2.3 Regulations and Supply Chain

The regulation process is linked to the supply chain. That is, in order to introduce a

product into a particular country’s market it is necessary to comply with the estab-

lished guidelines set forth in the regulations of that country. Then, if these regulations

are not complied, this can affects areas related to the product mobility. This infor-

mation in the terms of logistics is required, where logistics according to the Council

of Logistics Management (CSCMP, for its acronym in Spanish) [4] is:

The part of the supply chain process that plans, implements and controls the efficient flow

and storage of goods and services, as well as of the related information, from the point of

origin to the point of consumption in order to meet the customers requirements.

In the previous definition, the CSCMP describes that logistics is also in charge of

the stationery of products or services. Thus, to comply with guidelines or require-

ments the logistics department should carry out this role. However, they have to

Fig. 2 Regulations of the

country
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work with institutions helping this process, such as are the Certification Bodies (see

Fig. 2). In addition, they also have to work with testing calibration and verification

laboratories, those that are endorsed by the Ministry of Economy. All this, in accor-

dance with the assessment that carry out this process to comply with the regulations

of the country.

2.4 Certification Process

It can be mentioned that the certification is proof to the customers that their demands

have been met. In addition, Those requirements met in terms of certain national and

international rules, which is carried out by an independent entity of the stakeholders.

By other hand, there are different definitions for the product certification; they vary

depending on the line of business arena or the business sector. To summarize, cer-

tification definition could be the following: it is a process that guaranty the product

quality and its characteristics, according to what is established in a specific standard

or other preset documents.

Furthermore, the compliance of the product certification, in order to demonstrate

the quality is vital and usually becomes a way to enter the market. This means that

is useful to communicate the quality of the certified products, to increase confidence

in the final consumers, to be differentiated from the competitors and to ensure safety

of the products.

According to the Ministry of Economy, in its official website, to comply with

the country regulations it is necessary to perform, so to speak, an conformity assess-

ment [14]. The conformity assessment is the determination of the compliance degree

with the Official Mexican Standards or conformity with Mexican regulations, inter-

national standards or other specifications, requirements or characteristics. For which

the following procedures have to be performed:

1. Sampling,

2. testing,

3. calibration,

4. certification and

5. verification.

Finally, it is considered that all products, processes, methods, facilities, services

or activities must comply with the Official Mexican Standards. Thus, this should

happen when the company is installed in the country. Then, when a product or service

should comply with a specific Official Mexican Standard, other similar products or

services must also comply with the established specifications of such rule (see the

general certification process in Fig. 3). It is important mention that based on data

obtained through results of an audit, the certification of the product is issued or.
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Fig. 3 Common

certification process

CERTIFICATION REQUEST

-Preliminary information and 
evaluation questionnaire

REVIEW OF THE DOCUMENTATION 

Review of the documentation provided by 
the customer

-Study of the rules or termsand and 
conditions applicble to the product

CERTIFICATION AUDIT.

-Designation ofan audit team approved by 
the client.

-Audit of the product and sample taking.

CORRECTIVE ACTION.

-Introduction of the corrective actions

EVALUATION AND VEREDICT

Review of the presented corrective actions
-Evaluation of analytical results

-Conclusion of the certification process

1

2

3

4

5
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3 Proposal

3.1 Current Problem

The compliance of regulations is mandatory, because is one of the requirements that

the country demands to ensure the proper product operation. Moreover, it has a pur-

pose to ensure these are within the safety standards or guidelines and parity of the

region. Hence, failing to comply with the products regulations can provoke sanctions

or simply the products shall be rejected in the country. Then, companies should be

able to consult an expert who could help them to achieve their products certifica-

tion. In order to fulfill these products standards, the expert’s guide would be the best

mean, because they know the subject and they are updated with changes made by

relevant authorities, or whether necessary, they are able to make a research about

comply regulations.

The certification process start when a list of products with their corresponding

documentation and specific features to a company responsible of complying the

rules’ requirements. Then, the company receives this list and groups families of

products per similar specific features to perform tests and necessary paperwork to

certify products (as mentioned in the certification process). On the other hand, the

same company, who is interested in the product importation, can perform such prod-

ucts allocation and carry out on their own the norms complying process. Nowadays,

this is performed in a manual and empirical way. In order words, the sent prod-

uct list is taken and based on experience; products are added in the corresponding

family (products that have similar characteristics to each others). Therefore, the cur-

rent process does not ensure that the grouping is the best, neither that it is the minor

grouping. This could cause higher cost services, an increment in the number of tests,

more paperwork, etc.

Finally, this leads to ask whether the way the product grouping is performed is

optimal. Thence, in this work a mathematical model based on the SPaPwill be devel-

oped, and it will allow us to group products in an optimal way into the minimum

number of families.

3.2 Whole Applied Programming

The research operation includes the mathematical modeling, workable solutions,

optimization and iterative calculations. It emphasizes that the correct definition of

the problem is the most important phase (and the most difficult) to practice. It also

stresses out that although the mathematical modeling is the cornerstone, when mak-

ing the final decision it is necessary to take certain factors into consideration, such as

the human behavior. In the research operation, there is no unique general technique

to solve all the models that can arise in practice [15, 18].



A Set-Partitioning-Based Model to Save Cost on the Import Processes 65

Set Covering Set Partitioning Set Packing

Fig. 4 Types of covering problems

The development of the linear programming has been classified as one of the

most important mid-twentieth century scientific advances. Currently, it has saved

thousands or millions of dollars to many companies or businesses, including small

and medium-sized enterprises in different industrialized countries of the world. The

most common type of application covers the general allocating problem consisting

in assigning in the best way possible limited resources to activities that compete for

them.

The linear programming uses a mathematical model to describe the problem, the

adjective linear means that all math functions of the model must be linear functions.

The linear programming involves planning activities for an optimal result. That is,

the result that best reaches the determinate goal in accordance with the mathematical

model among all feasible alternatives [10].

That is why the mathematical modeling using linear programming will allow us to

find the optimal solution to group the products in families with similar characteristics

(see Fig. 4). Using the SPaP, which consists in finding a set of solutions that allows

us to reach the least amount of families of the subsets at the lowest cost. SPaP is a

classic problem that comes from the Set Covering Problem (SCP), which along with

the Set Packing Problem (SPP) belongs to the class NP-Complete [6, 9], where the

input is given by several sets of elements or data that have an element in common.

In general, these problems consist in finding the minimum number of sets having

a certain number of elements in all sets. In other words, consists in finding a set of

solutions that allow to jointly covering a set of needs at the lowest cost. A set of needs

corresponds to the rows, and the solution set is the selection of columns that cover

in an optimal way the set of rows. These three problems have similar characteristics

and they differ in their objective function and the way in which sets are grouped, this

is reflected in their restrictions.
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3.3 Set Partitioning Problem

A way of formally classifying the SPaP would be as follows:

min
{ n∑

j=1
cjxj

|||||
n∑
j=1

Ajxj = e, xj ∈ {0, 1},∀j = 1,… , n
}

where A is a matrix m × n of zeros and ones (binary), c is an arbitrary vector of

n-dimensional integer, e = (1,… , 1) is a vector m, and N = 1,… , n.SPaP comes

from the following interpretation: if A rows are associated with elements of the M =
1,… ,m set and each column aj of A is associated with the subset Mj of those i ∈ M
so aij = 1, then SPaP is the problem to find the families with less quantity of each

subset Mj, j ∈ M, which is a partition of M, each subset Mj of cj [11]. Thus, the Set
Partitioning Problem can be presented as follows:

min
∑n

j=1 cjxj
s.a ∶

∑n
j=1 Ajxj = 1
xj ∈ {0, 1}, ∀j = 1,… , n

In SPaP there are multiple feasible solutions, but just one is optimal. SPaP has

different uses. Some of them are: rail crew programming, truck deliveries, airline

crew programming. Airline crew programming being one of the most used to be

solved by this type of SPaP problem.

3.4 SPaP example

The planner of a small wedding wants to place the guests covering all possible tables

with few amounts of attending families by making the rent cost of each table worth-

while. The following criteria is taken into consideration: families A, B,. . . ,H can sit

at tables 1,… , 9 (see Table 1).

min 100x1 + 75x2 + 80x3 + 95x4 + 50x5 + 75x6 + 55x7 + 80x8 + 100x9
s.a ∶ x1 + x3 + x7 + x9 = 1 Family A

x4 + x5 + x8 = 1 Family B

x2 + x3 + x6 + x9 = 1 Family C

x1 + x4 + x7 + x8 = 1 Family D

x1 + x3 + x6 + x7 = 1 Family E

x2 + x4 + x5 + x8 = 1 Family F
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Table 1 SPaP example

Family Section 1 Section 2

1 2 3 4 5 6 7 8 9

A x x x x

B x x x

C x x x x

D x x x x

E x x x x

F x x x x

G x x x

H x x x x

Price 100 75 80 95 50 75 55 80 100

x2 + x4 + x5 + x6 = 1 Family G

xj ∈ {0, 1}, ∀j = 1,… , 9

where xj = 1 if table j is selected, 0, if not.

4 Proposed Mathematical Model

As it has been previously said, all products subject to be imported into Mexico and

that are to be traded have to go through the process described above. With the SPaP
model it is possible to adjust the criteria for allocating families according to the type

of product and characteristics [5]. We use as sample a selection of lamp products,

according to the certification body in order for a product to be able to belong to a

family it is necessary to comply with the following characteristics: Same type of use

(fixed, table, floor), power (from 60 to 1500 W, may vary depending on the amount of

specifications of some lamps), voltage (127 or 220 V, is not applicable to all groups as

the common voltage is 127 V) and type and material of the lamp holder (E26metallic,

E26Ceramic, E26E26Phenolic, E26E26Metal, E26Plastic, E26Ceram, E26Phenol,

E12Plast, E12Ceram, E12Phenol, etc.).

Sets

I Set of products i = 1, 2,… ,m.

J Set of characteristics related to the type of use j = 1, 2, 3,… , p.

K Set of characteristics related to the type of material k = 1, 2, 3,… , q.

L Set of characteristics related to the type of power l = 1, 2,… , r.
O Set of characteristics related to the type of voltage o = 1, 2,… , s.
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Parameters

aij If the product i is allocated to the characteristic j.
bik If the product i is allocated to the characteristic k.

dil If the product i is allocated to the characteristic l.
eio If the product i is allocated to the characteristic o.

The decision variables are:

xijklo =

{
1 if the product i belongs to the family with the characteristics j, k, l, o
0 if not

yjklo =

{
1 if exist the family products with the j, k, l, o characteristics

0 if not

min
∑p

j=1
∑q

k=1
∑r

l=1
∑s

o=1 yjklo (1)

s.a ∶
∑p

j=1
∑q

k=1
∑r

l=1
∑s

o=1 aijbikdileioxijklo = 1 (2)

xijklo ≤ yjklo (3)

xijklo ∈ {0, 1}, ∀i, j, k, l, o (4)

yjklo ∈ {0, 1}, ∀j, k, l, o (5)

where (1) represents the objective function, which minimizes the amount of families

with similar characteristics, the cost is not taken into account, as it is the same for

any family to be certified because it is about lamps. The restriction 2 says that i
products, are allocated to characteristics j, k, l, o. The restriction 3 says that product

i is allocated to characteristics j, k, l, o. And finally, restrictions 4 and 5 are state

variables pointing out that are binary.

The model is adapted to the characteristics of the certifying body, this model was

adjusted according to the family grouping criteria for lamp type products, for more

information, visit the ANCE website [1].

5 Computational Experimentation

5.1 Equipment

To test model 3 tests cases are proposed and were taken from the history of a com-

pany. To solve the cases GAMS was used with the CPLEX version 12 in Intel Xeon
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E52697v2 2.7 GHz computer with 12 cores each, a ram memory of at least 64 GB,

and a 1 TB hard drive, that is why the Dell PoweEdge T620 was selected.

5.2 Test Cases

All three cases that have been studied were provided by a local company whose line

of business is to provide family allocation services, test lab, among other related

services. Due to confidentiality issues names were not provided nor the names of the

products. More cases will be provided to continue with the experiment, which will

provide other types of products and different characteristics, so that the model will

be adapted to these.

In Table 2, considerations that were taken into account for grouping families are

shown, which are not the same for all cases because the products have different values

or the material is not the same, N/A in the voltage feature means that there is only

one type of voltage of 127 V. The first column represents the pilot case; the second,

type of use for the lamp product; the third column, the type of material of the lamp

Table 2 Grouping criteria

Case Family product (lamps) allocating criteria

Type of use Type and

material of the

lamp holder

Voltage (V) Power (W) Amount of

products to be

grouped

1 Fixed, table,

floor

E26Metalic,

E26Ceramic,

E26Phenolic,

E26Plastic

60, 80, 100 127, 200 50

2 Fixed, table,

floor

Ceramics,

glass, fabric,

metal, resin

60, 120, 180,

240, 300, 360,

420, 480, 540,

600, 660, 720,

780, 840, 900,

960, 1020

N/A 1573

3 Fixed, table,

floor

E26Metalic,

E26Ceramic,

E26Phenolic,

E12Plastic,

E12Ceram,

E12Phenol

60, 120, 180,

240, 300, 360,

420, 480, 540,

600, 660, 720,

780, 840, 900,

960, 1020,

1080, 1140,

1200, 1260,

1320, 1380,

1440, 1500,

1560, 1620

N/A 3267
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holder; the fourth column, is the total power measured in watts of each product; and

the fifth, is the grouping according to the product voltage, and finally the amount of

products that were taken into consideration in each case.

5.3 Analysis and Results

In Table 3, the first column is the case in which products went through experimen-

tation; the second column represents the quantity of the products; the third column

represents the number of families that were created with the current process used by

the company who provided the cases; the fourth column is the number of resulting

families from the proposed model; the fifth column is the time it takes to assign each

product to each family in accordance with the current process, and the last column

is the time it takes for the model proposed to group families.

The results obtained with these first three cases, threw the same amount of fam-

ilies, where the products are grouped. The biggest difference lies in the total time

in which the process took place. According to the process currently used, the time

to group the products range from three days to 15 days, this refers to the time the

company uses to perform this action, compared to the time result from the model by

using the GAMS program that was only computational seconds. The time used for

the certification process is requested during the course of arrival to the country, so

it has to be as fast as possible, this arrival time is about 1 week. The solving time

with the proposed model varies according to the grouping criteria, i.e. the diversity

of families that can be created, plus the time related to the quantity of products that

have to be assigned, to have an average it is necessary to perform more tests to com-

pare the time of solution. On the other hand, the model ensures the minimum of

families according to the criteria of the certifying body, which is compared to the

quantity of certifications that a company would have to issue, because due to the fast

introduction to the market they certify each product, causing a cost increase.

Table 3 Results of test cases

Results of computational experimentation

Amount of

products to be

grouped

Total families

with the

current

process

Total families

with the

proposed

model

Total grouping

time with the

current

process (days)

Total time

with the

proposed

model (s)

1 50 4 4 3 0.03

2 1573 5 5 10 3.29

3 3267 17 17 15 5.69
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5.4 Conclusions

The development of tools that allow us to optimize the available resources ensure the

proper use and cost for the activity to be performed, implementing methodologies

with mathematical basis guarantee and support the decision-making process.

The purpose of this research is to provide a linear programming tool for decision

making in terms of product grouping, resulting in time and cost saving. The time

is reflected within the logistic process, both for the company providing counselling,

testing, grouping services, etc., because it has a faster response and with this it can

start negotiations of their services, and for the company that wants to commercialize

the products in Mexico because it reduces the amount of time of introducing their

products to the country; this can be a great advantage for companies that sell their

products either by season, fashion, technology, among others. And the cost-related

saving is reduced in terms of certification process cost, which is an estimate of half

million pesos per certificate plus the cost of services provided by the consultant com-

pany. One less certificate is a considerable saving, especially for companies whose

products are below the profit margin, and savings are explicit in destruction tests

performed on a product for companies whose products are in a high profit margin,

that is, one more product that will enter the market.

6 Future Research Directions

A point that is important to emphasize is that in order to be issued a certificate it

is necessary to select one product per family to be test (known as the head of the

family). Usually the head of the family is the product that has the most unfavorable

or the one more susceptible to fail the test. So we believe that is fundamental add

this decision.
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Appendix

When placed at the end of a chapter or contribution (as opposed to at the end of the

book), the numbering of tables, figures, and equations in the appendix section contin-

ues on from that in the main text. Hence please do not use the appendix command

when writing an appendix at the end of your chapter or contribution. If there is only

one the appendix is designated “Appendix”, or “Appendix 1”, or “Appendix 2”, etc.

if there is more than one.
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Combining Genetic Algorithm with Variable
Neighborhood Search for MAX-SAT

Noureddine Bouhmala and Kjell Ivar Øvergård

Abstract Variable Neighborhood Search (VNS) is a simple meta-heuristic that

systematically changes the size and type of neighborhood during the search process

in order to escape from local optima. In this paper, a variable-neighborhood-genetic-

based-algorithm is proposed for the maximum satisfiability problem (MAX-SAT).

Most of the work published earlier on VNS starts from the first neighborhood and

moves on to higher neighborhoods without controlling and adapting the ordering of

neighborhood structures. The order in which the neighborhood structures have been

proposed in this work enables the genetic algorithm with a better mechanism for per-

forming diversification and intensification. A set of benchmark problem instances is

used to compare the effectiveness of the proposed algorithm against the standard

genetic algorithm. This paper reports promising results when the proposed hybrid

algorithm is compared with state-of-the art solvers.

1 Introduction

Combinatorial optimization is a lively field of applied mathematics, combining tech-

niques from combinatorics, linear programming, and the theory of algorithms, to

solve optimization problems over discrete structures. Utilizing classical methods of

operations research often fail due to the exponentially growing computational effort.

It is commonly accepted that these methods might be heavily penalized by the NP-

hard nature of the problems and consequently will then be unable to solve large

size instances of a problem. Therefore, in practice meta-heuristics are commonly

used even if they are unable to guarantee an optimal solution. The driving force

behind the high performance of meta-heuristics is their ability to find an appropriate

balance between intensively exploiting areas with high quality solutions
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(the neighborhood of elite solutions) and moving to unexplored areas when nec-

essary. The evolution of meta-heuristics has taken an explosive upturn. The recent

trends in computational optimization move away from the traditional methods to

contemporary nature-inspired meta-heuristic algorithms [33, 38, 39], though tradi-

tional methods can still be an important part of the solution techniques for small

size problems. Several meta-heuristics incorporating different design choices (the

existence or the absence of adaptive memory, the kind of neighborhood used, and

the number of current solutions carried from one iteration to the next) have be been

proposed.

Genetic Algorithms (GAs) are population-based approaches and have become

hugely popular for several reasons. First, they are simple and easy to implement,

and yet they can solve very diverse problems. Second, they offer a good advantage,

especially when dealing with a multi-modal search space where a GA algorithm

keeps track of several optima in parallel and maintains diversity in the population

of solutions, with the aim of performing a better exploration of the search space for

finding the global optimum. Third, the ergodicity of evolution operator makes GAs

very effective at performing global search [33, 38].

Despite the significant progress made in the last few decades, however, prema-

ture convergence is an inherent characteristic of such classical genetic algorithms

that makes them incapable of searching numerous solutions of the problem domain.

In order to overcome this flaw which still remains a challenging task, it is a sig-

nificant task to find some effective approaches for the maintenance of diversity for

a longer period; in this way, the search space would be more covered for a longer

period thereby increasing the probability of reaching a better solution quality. It is

widely accepted within the GA community that the high diversity of a population

greatly contributes to GA performance [25]. This lack of diversity often leads to

stagnation, as genetic algorithms gets trapped in local optima, lacking the genetic

diversity needed to escape. Favoring exploitation leads the premature convergence

of GA, but has good capability to tune solutions when they are near the optimal

solution. On the other hand, favoring exploration can make GA ineffective because

strong exploration has the impact of not improving the solution quality. The work

in [36] concluded that the optimization of the efficiency and effectiveness of genetic

algorithms depends on maintaining a balance between the exploitation of existing

solutions by using crossover in order to improve them, and the exploration of the

solution space by using mutation so as to increase the probability of finding the opti-

mal solution. The strategy is based on managing this balance by parameters control

settings in which the parameter values (crossover rate, mutation rate) are subject to

change during a GA run.

Hansen and Mladenovic have proposed a meta-heuristic called variable neighbor-

hood search (VNS for short) [28]. The key idea of this method is to use various neigh-

borhoods during the search. Considering exploration ability of GAs and exploitation

capability of variable neighborhood search (VNS), the purpose of this paper is to

introduce a hybrid approach combining the strengths of both GA and VNS for solv-

ing combinatorial optimization problems and illustrating its concept using MAX-

SAT. The rest of the paper is organized as follows. Section 2 defines the maximum

satisfiability problem. Section 3 describes the basic variable neighborhood search
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algorithm. Section 4 explains the hybrid approach. Experimental results for MAX-

SAT are presented in Sect. 5. Finally, Sect. 6 draws conclusions and addresses future

research directions.

2 Maximum Satisfiability Problem (MAX-SAT)

The MAX-SAT problem which is known to be NP-complete [13] is defined as fol-

lows. Given a positive constant k, a propositional formula Φ =
⋀m

j=1 Cj with M
clauses and N Boolean variables. Each Boolean variable, xi, i ∈ {1,… , n}, takes one

of the two values, True or False. Each clause Cj, in turn, is a disjunction of Boolean

variables and has the form:

Cj =
⎛
⎜
⎜
⎝

⋁

l∈Ij

xl
⎞
⎟
⎟
⎠

∨
⎛
⎜
⎜
⎝

⋁

l∈̄Ij

x̄l
⎞
⎟
⎟
⎠

,

where Ij, ̄Ij ⊆ {1,… , n}, I ∩ ̄Ij = ∅, and x̄i denotes the negation of xi.
As a simple example let Φ(x) be the following formula containing 4 variables and

3 clauses:

Φ(x) = (x1 ∨ ¬x4) ∧ (¬x1 ∨ x3)… ∧ (¬x1 ∨ x4 ∨ x2).

The task is to determine whether or not there exist a truth assignment for Φ that

satisfies the maximum number k of clauses. One of the earliest local search for solv-

ing MAX-SAT is GSAT [31]. The GSAT algorithm operates by changing a complete

assignment of variables into one in which the maximum possible number of clauses

are satisfied by changing the value of a single variable. Another widely used vari-

ant of GSAT is the WalkSAT based on a two stage selection mechanism originally

introduced in [30]. Several state-of-the-art local search algorithms are enhanced

versions of GSAT and WalkSAT algorithms. Examples include GSAT/Tabu [26],

WalkSAT/Tabu [27], Novelty+ and R-Novelty+ heuristics [18], G2WSAT [23]. The

main difference between meta-heuristics relies in the way neighborhood structures

are defined and explored. While the aforementioned meta-heuristics, work only with

a single neighborhood structure, other meta-heuristics choose to operate on a set

of different neighborhood structures giving rise to variable neighborhood search

algorithms [15, 28]. They aim at finding a tactical interplay between diversifica-

tion and intensification to overcome local optimality using a combination of a local

search with systematic changes of neighborhood. To avoid manual parameter tun-

ing, methods have been designed to automatically adapt parameter settings during

the search [17, 24] and results have shown their effectiveness for a wide range of

problems. As the quality of the solution improves when larger neighborhood is use,

the work proposed in [40] uses a restricted 2 and 3-flip neighborhoods and better

performance has been achieved compared to the 1-flip neighborhood for structured
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problems. Clause weighting based algorithms [11, 14] have been proposed to solve

SAT and MAX-SAT problems. The key idea is associate the clauses of the given

CNF formula with weights. Although these clause weighting algorithms differ in

the manner clause weights should be updated (probabilistic or deterministic) they

all choose to increase the weights of all the unsatisfied clauses as soon as a local

minimum is encountered. The genetic local search algorithm (GASAT) [20] is con-

sidered to be the best known genetic algorithm for MAX-SAT problems. GASAT is

a hybrid algorithm that combines a specific crossover and a tabu search procedure.

Experiments have shown that GASAT provides very competitive results compared

with state-of-art MAX-SAT algorithm. Strategies based on an automatic procedure

for integrating selected components from various existing solvers have been devised

in order to build new efficient algorithms that draw the strengths of multiple algo-

rithms [21, 37]. The work conducted in [41] proposed an adaptive memory based

local search algorithm that exploits various strategies in order to guide the search

to achieve a suitable trade-off between intensification and diversification. The com-

putational results show that it competes favorably with some state-of-the-art MAX-

SAT solvers. Multilevel algorithms [5, 7, 8] have recently been proposed for solving

MAX-SAT. The idea involves recursive coarsening to create a hierarchy of smaller

problems which are hopefully much easier to solve. An initial solution is computed

at the coarsest level and then iteratively refined at each level. Projection operators are

applied to transfer the solution from one level to another Finally, Learning Automata

has been introduced as a mechanism for enhancing stochastic local algorithms for the

satisfiability problem [3, 9, 10] with promising results.

3 Basic Variable Neighborhood Search (VNS)

Variable Neighborhood Search (VNS) [15, 16, 28] is a meta-heuristic jointly pro-

posed by Mladenovi and Hansen for solving combinatorial and global optimization

problems. VNS aims at finding a tactical interplay between diversification and inten-

sification [2] to overcome local optimality using a combination of a local search

with systematic changes of neighborhood. Unlike many standard meta-heuristics

where only a single neighborhood is employed, VNS systematically changes dif-

ferent neighborhoods within a local search. The idea is that a local optimum reached

within one neighborhood structure is not necessarily the same local optimum of

another neighborhood structure, thus the search can systematically explore differ-

ent search areas which are defined by different neighborhood structures. The basic

scheme of VNS is as follows: Let Nk represents a finite set of pre-selected neighbor-

hood structures (k = 1,… , kmax) and with Nk(s) the set of solutions in the kth neigh-

borhood of the solution s. Let Sstart denotes a random initial solution. VNS starts

using the so-called shaking step. This step involves generating a random solution

Srand from the neighborhood N1 (Srand ∈ N1(Sstart)). Let Slocal denotes the reached

local optimum when a local search is used with Srand as input. If Slocal is better

compared to Srand, the solution is updated and a new round of local search with a
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random solution from N1(Slocal) is performed. If the test fails, k is incremented and

VNS moves to the next neighborhood structure. The effectiveness of VNS is strongly

affected by the ordering in which a given type of neighborhood is considered [19].

Both the choice and the order of neighborhood structures are critical for the perfor-

mance of the algorithm. Most of the work published earlier on VNS starts from the

first neighborhood and moves on to higher neighborhoods without controlling and

adapting the ordering of neighborhood structures.

4 A Variable Neighborhood Search Structure Based
Genetic Algorithm (VNS-GA)

Genetic Algorithms [22] are stochastic methods for global search and optimization

and belong to the group of evolutionary algorithms. They simultaneously examines

and manipulates a set of possible solution. A gene is part of a chromosome, which is

the smallest unit of genetic information. Every gene is able to assume different values

called allele. All genes of an organism form a genome which affects the appearance

of an organism called phenotype. The chromosomes are encoded using a chosen rep-

resentation and each can be thought of as a point in the search space of candidate

solutions. Each individual is assigned a score (fitness) value that allows assessing

its quality. The members of the initial population may be randomly generated or

by using sophisticated mechanisms by means of which an initial population of high

quality chromosomes is produced. The reproduction operator selects (randomly or

based on the individual’s fitness) chromosomes from the population to be parents

and enters them in a mating pool. Parent individuals are drawn from the mating pool

and combined so that information is exchanged and passed to off-springs depending

on the probability of the cross-over operator. The new population is then subjected

to mutation and enters into an intermediate population. The mutation operator acts

as an element of diversity into the population and is generally applied with a low

probability to avoid disrupting cross-over results. Finally, a selection scheme is used

to update the population giving rise to a new generation. The individuals from the

set of solutions which is called population will evolve from generation to generation

by repeated applications of an evaluation procedure that is based on genetic opera-

tors. Over many generations, the population becomes increasingly uniform until it

ultimately converges to optimal or near-optimal solutions. The proposed VNS-GA

is described in Algorithm 1.

∙ Neighborhood Construction
The variable neighborhood search algorithm proposed in thsi work was first intro-

duced in [4]. Let L denotes the set of variables of the problem to be solved. The

first phase of the algorithm consists in constructing a set of neighborhood satis-

fying the following property: N1(x) ⊂ N2(x) ⊂ …Nkmax (x). The starting (default)

neighborhood with k = 1 consists of a move based on the flip of a single variable.

A flip means assigning the opposite state to a variable (i.e. change True → False or
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Table 1 Default neighborhood N1

x1 x2 x3 x4 x5 x6 x7 x8 x9 x10 x11 x12

Table 2 First neighborhood N2

x1, x7 x2, x5 x3, x8 x4, x11 x10, x12 x6, x9

Table 3 Second neighborhood N3

x1, x7, x4, x11 x2, x5, x6, x9 x3, x8, x10, x12

False → True). The first neighborhood N2 is constructed from L by merging vari-

ables. The merging procedure is computed using a randomized algorithm. The

variables are visited in a random order. If a variable li has not been matched yet,

then a randomly unmatched variable lj is selected, and a cluster CLk consisting of

the two variables li and lj is created. The set N2 consists of moves based on flipping

predefined clusters each having 21 variables. The new formed clusters are used to

define a new and larger neighborhood N3 and recursively iterate the process until

the desired number of neighborhood (kmax) is reached (lines 3, 4, 5 of Algorithm

1). This process, is graphically illustrated in Tables 1, 2 and 3 using an example

with 12 variables. The construction of the neighborhoods uses two phases in order

to generate the neighborhood N3. N1 corresponds to default neighborhood. The

random coarsening procedure is used to merge randomly the variables in pairs

leading to the first neighborhood N2 having 6 clusters. This process is repeated

leading to the second neighborhood N3 having 3 clusters. This neighborhood has

already been combined with a simple local search and proved to improve its per-

formance [6].

∙ Initial Population
A representation is a mapping from the state space of possible solutions to a state

of encoded solutions within a particular data structure. The chromosomes which

are assignments of values to the variables are encoded as strings of bits, the length

of which is the number of variables. The values True and False are represented

by 1 and 0 respectively. In this representation, a chromosome X corresponds to

a truth assignment and the search space is the set S = {0, 1}n. A random initial

population is generated from the largest neighborhood (Nkmax ) (line 7 of Algorithm

1). The random initial population consists in assigning to each chromosome of the

population a random value (True or False) to each cluster and all the variables

within that cluster will get the same value.

∙ Fitness Function
The notion of fitness is fundamental to the application of genetic algorithms. It is a

numerical value that expresses the performance of an individual (solution) so that

different individuals can be compared. The fitness of a chromosome (individual)
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Algorithm 1: VNS-GA

input : Problem in CNF Format

output: Number of unsatisfied clauses

/*Select the set of neighborhood structures Nk (k=1,2,. . . ,kmax) /* ;1
k := 0 ;2
while (Not reached the desired set of neighborhood) do3

Nk+1:= Define (Nk) ;4
k ∶= k + 1 ;5

/*Generate a random initial population from the kthmax neighborhood */ ;6
Skcurrent ← RandomSolution () ;7
Evaluate the fitness of each individual in the population Skcurrent ;8
while (k ⪰0) do9

while (Not Stop) do10
Select individuals from Skcurrent according to a scheme to reproduce ;11
Breed if necessary each selected pairs from Skcurrent through crossover;12
Apply mutation operator if necessary to each offspring in Skcurrent;13
Evaluate the fitness of the intermediate population ;14
Sknew ← Skcurrent ;15

Sk−1current ← ChangeNeighborhood(Sknew) ;16
k ← k − 1 ;17

return (Best-Individual (Sk+1new));18

in the population is equal to the number of clauses that are unsatisfied by the truth

assignment represented by the chromosome.

∙ Starting Neighborhood
The most crucial aims at selecting the different neighborhoods according to some

strategy for the effectiveness of the search process. The strategy adopted in this

work is to let VNS-GA start the search process from the largest neighborhood

Nkmax and continues to move towards smaller neighborhood structures (lines 9–15

of Algorithm 1). The motivation behind this strategy is that the order in which

the neighborhood structures have been selected offers a better mechanism for per-

forming diversification and intensification. The largest neighborhood Nmax allows

GA to view any cluster of variables as a single entity leading the search to become

guided in far away regions of the solution space and restricted to only those con-

figurations in the solution space in which the variables grouped within a cluster

are assigned the same value. As the switch from one neighborhood to another

implies a decrease in the size of the neighborhood, the search is intensified around

solutions from previous neighborhoods in order to reach better ones.

∙ Parent Selection
New solutions are created by combining pairs of individuals in the population

and then applying a crossover operator to each chosen pair. Combining pairs of

individuals can be viewed as a matching process. In the version of GA used in this

work, the individuals are visited in random order. An unmatched individual ik is

matched randomly with an unmatched individual il (line 11 of Algorithm 1).
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Table 4 Two parents before the cross-over operator

x1:0 x2:0 x3:1 ↓ 𝐱𝟒 ∶ 𝟎 ↓ 𝐱𝟓 ∶ 𝟏 ↓ 𝐱𝟔 ∶ 𝟎 ↓ 𝐱𝟕 ∶ 𝟏 x8:1 x9:0 x10

x1:0 x2:1 x3:0 ↑ 𝐱𝟒 ∶ 𝟏 ↑ 𝐱𝟓 ∶ 𝟎 ↑ 𝐱𝟔 ∶ 𝟏 ↑ 𝐱𝟕 ∶ 𝟎 x8:0 x9:1 x10

Table 5 Results of the cross-over operator

x1:0 x2:0 x3:1 ↓ 𝐱𝟒 ∶ 𝟏 ↓ 𝐱𝟓 ∶ 𝟎 ↓ 𝐱𝟔 ∶ 𝟏 ↓ 𝐱𝟕 ∶ 𝟎 x8:1 x9:0 x10

x1:0 x2:1 x3:0 ↑ 𝐱𝟒 ∶ 𝟎 ↑ 𝐱𝟓 ∶ 𝟏 ↑ 𝐱𝟔 ∶ 𝟎 ↑ 𝐱𝟕 ∶ 𝟏 x8:0 x9:1 x10

∙ Cross-Over Operator
The task of the crossover operator (line 12 of Algorithm 1) is to reach regions

of the search space with higher average quality. The two-point crossover opera-

tor (Tables 4 and 5) is applied to each matched pair of individuals. The two-point

crossover selects two randomly points within a chromosome and then interchanges

the two parent chromosomes between these points to generate two new offspring.

Recombination can be defined as a process in which a set of configurations (solu-

tions referred as parents) undergoes a transformation to create a set of configura-

tions (referred as offspring). The creation of these descendants involves the loca-

tion and combinations of features extracted from the parents. The reason behind

choosing the two point crossover are the results presented in [35] where the dif-

ference between the different crossovers are not significant when the problem to

be solved is hard. The work conducted in [32] shows that the two-point crossover

is more effective when the problem at hand is difficult to solve. In addition, the

author propose an adaptive mechanism in order to have evolutionary algorithms

choose which forms of crossover to use and how often to use them, as it solves a

problem.

∙ Mutation
The purpose of mutation is to generate modified individuals by introducing new

features in the population. By mutation, the alleles of the produced child have a

chance to be modified, which enables further exploration of the search space. The

mutation operator takes a single parameter pm, which specifies the probability of

performing a possible mutation. Let C = c1, c2,… , cm be a chromosome repre-

sented by a binary chain where each of whose gene ci is either 0 or 1. In our

mutation operator, each gene ci is mutated through flipping this gene’s allele from

0 to 1 or vice versa if the probability test is passed. In case of a large neighbor-

hood (k > 0), the mutation is applied to a cluster of variables. The mutation prob-

ability ensures that, theoretically, every region of the search space is explored. If

on the other hand, mutation is applied to all genes, the evolutionary process will

degenerate into a random search with no benefits of the information gathered in

preceding generations. The mutation operator prevents the searching process form

being trapped into local optimum while adding to the diversity of the population
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and thereby increasing the likelihood that the algorithm will generate individuals

with better fitness values.

∙ Survivor Selection
The selection acts on individuals in the current population. Based on each indi-

vidual quality (fitness), it determines the next population. In the roulette method,

the selection is stochastic and biased toward the best individuals. The first step is

to calculate the cumulative fitness of the whole population through the sum of the

fitness of all individuals. After that, the probability of selection is calculated for

each individual as being PSelectioni = fi∕
∑N

1 fi, where fi is the fitness of individual

i (Line 15 of Algorithm 1).

∙ Change of Neighborhood
Once GA has reached the convergence criterion with respect to a neighborhood

Ni, It switches to another neighborhood and the assignment reached on the neigh-

borhood Ni must be projected on its parent neighborhood Ni−1. The projection

algorithm (line 10 of Algorithm 1) is simple; if a cluster ci ∈ Nm is assigned the

value of true then the merged pair of clusters that it represents, cj, ck ∈ Nm−1 are

also assigned the true value. Finally, the algorithm WalkSAT is applied at the

default neighborhood (line 12 of Algorithm 1).

5 Experimental Results

5.1 Test Suite and Parameter Settings

The performance of VNS-GA is evaluated against GA using a set of random prob-

lems (MAX-2SAT, MAX-3SAT, MAX-4SAT, MAX-5SAT). This set is taken from

the Ninth MAX-SAT 2014 evaluation (http://maxsat.ia.udl.cat/benchmarks/) orga-

nized as an affiliated event of the 17th International Conference on Theory and Appli-

cations of Satisfiability Testing (SAT 2014). Due to the randomization nature of both

algorithms, each problem instance was run 50 times with a cut-off parameter (max-

time) set to 15 min. The tests were carried out on a DELL machine with 800 MHz

CPU and 2 GB of memory. The code was written in C++ and compiled with the

GNU C compiler version 4.6. The following parameters have been fixed experimen-

tally and are listed below:

∙ kmax: The cardinality of the neighborhood is set such that the number of the formed

clusters is 10% of the size of the problem instance (i.e., a problem with 100 vari-

ables will lead to kmax equals to 4 (N1,N2,N3,N4)).
∙ GA is assumed to have reached convergence and switch to a smaller neighborhood

if the fitness of the fittest chromosome remains unchanged during five consecutive

generations.

http://maxsat.ia.udl.cat/benchmarks/
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Fig. 1 (Left) 2SAT-V100-C1200-5, (right) 3SAT-V70-C1000-1—time development for 50 runs in

15 min

5.2 Observed Behavior

Giving few highlights and comments on the plots described in Figs. 1 and 2 which

show the general trend observed when GA is compared with VNS-GA. During

the early stage of the search, the two mean of the two curves overlay each other

closely and are almost indistinguishable up to a certain point before the two curves

start showing no cross-over and VNS-GA soon shows better performance than GA

throughout the run. The variable neighborhood scheme appears to enhance the

asymptotic convergence of GA. A comparison between the individual runs of GA

and VNS-GA, reveals that the overlapping is only restricted during the early stages of

the search, and becomes significantly less apparent as the time increases. VNS-GA

offers a cost effective solution strategy considering the amount of time required. Its

strong component relies on coupling the cross-over operator process across differ-

ent neighborhoods. This paradigm offers two main advantages which enables GA to

become much more powerful in the variable neighborhood context. The two-points

cross-over operator is viewed as a pure unstructured operator to generate new solu-

tions. By allowing the gene of each individual representing a cluster of variables

at different neighborhoods, the cross-over operator becomes guided and restricted

to only those configurations in the solution space in which the variables grouped

within a cluster are assigned the same value. The switch from one neighborhood to

another allows the possibility for both cross-over and mutation operators of explor-

ing different regions in the search space in a structured manner while intensifying

the search by exploiting the solutions from previous neighborhoods in order to reach

better solutions.
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Fig. 2 (Left) HG-4SAT-V100-C900-1, (right) HG-5SAT-V100-C1800-16—time development for

50 runs in 15 min

5.3 Statistical Analysis

The results showing the statistical comparison between the two algorithms are pre-

sented in Tables 6, 7 and 8. The mean (x) and the standard deviation (𝜎) of unsolved

clauses for VNS-GA and GA algorithms are reported. The range of solutions from

each algorithm is also presented in order to show the overlap between solution spaces

for any given instance. Statistical inferential analysis was done with an indepen-

dent samples t-test which compares the difference in means between the two groups.

Comparison using the non-parametric Mann-Whitney U-test gave identical results.

The non-parametric effect size measure ̂A12 [1, 34] was used to evaluate the relative

dominance of one algorithm over the other. The ̂A12 effect size measure is calculated

using the rank sum which is a common component in any non-parametric analy-

sis such as the Mann-Whitney U-test [1]. Calculating ̂A12 is done according to the

following formula:

̂A12 = (R1∕m − (m + 1)∕2)∕n. (1)

where R1 is the rank sum of algorithm VNS-GA, m is the number of observations in

the first data sample, and n is the number of observations in the second data sample.

Calculating ̂A12 results in a number between 0 and 1 which represent the probability

that VNS-GA will yield a better solution than GA. If the two algorithms are equiv-

alent then ̂A12 = 0.5, while a complete dominance of algorithm VNS-GA over GA

would entail ̂A12 = 1. ̂A12 is more easily interpreted than the more common para-

metric Cohen’s d [12] which represents the mean difference between two groups in

standard deviations for several reasons. First, Cohen’s d assumes that the observed

samples are normally distributed [1]. Second, when dealing with solutions to opti-

mization problems, a researcher or practitioner would only be interested in the sin-

gle best solution given a sample of different solutions from one or more algorithms.
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Table 6 2SAT: VNS-GA versus GA. Notes x = mean, 𝜎 = standard deviation, Min = minimum

observed value, Max = maximal observed value

Instance GA VNS-GA

x(𝜎) Min-max x(𝜎) Min-max

s2v100c1200-1 210.6 (6.2) 192–229 171.5 (3.4) 169–180

s2v100c1200-2 203.1 (6.3) 186–217 163.9 (1.3) 163–169

s2v100c1200-3 212.8 (5.5) 199–226 173.7 (2.7) 172–182

s2v100c1200-4 207.2 (6.2) 191–223 171 (2.2) 169–178

s2v100c1200-5 207.2 (6.2) 191–223 171 (2.2) 169–178

s2v100c1200-6 195.5 (7.3) 179–215 154.5 (1.8) 153–160

s2v100c1200-7 204 (5.9) 188–221 167.8 (0.9) 167–172

s2v100c1200-8 207.9 (5.9) 192–222 172.5 (2.3) 171–181

s2v100c1200-9 206.5 (5.6) 195–221 173.8 (1.6) 171–179

s2v100c1200-10 206.7 (6.7) 184–224 163.5 (3.2) 162–176

s2v120c1200-1 203.2 (5.4) 185–217 163 (2.5) 161–171

s2v120c1200-2 200.1 (5.7) 184–212 161.2 (1.9) 159–167

s2v120c1200-3 204.6 (4.8) 192–217 162.8 (4.7) 160–176

s2v120c1200-4 201.2 (6.3) 185–219 158.2 (1.5) 157–164

s2v120c1200-5 188.1 (6.7) 172–211 144.2 (1.1) 143–148

s2v120c1200-6 207 (5.6) 194–225 170.2 (2.2) 167–176

s2v120c1200-7 201.2 (5.3) 188–215 164.2 (2.7) 162–170

s2v120c1200-8 203.6 (5.7) 192–224 167.4 (2.1) 165–173

s2v120c1200-9 195 (6.2) 178–209 148.4 (0.7) 148–151

s2v120c1200-10 196.6 (4.8) 186–207 154.3 (1.4) 154–165

s2v140c1300-1 163.8 (1.8) 162–169 163.6 (1.7) 162–168

s2v140c1300-2 171.9 (1.5) 171–179 172.6 (2.2) 171–181

s2v140c1400-1 183.7 (2.2) 182–192 184.1 (2.3) 182–197

s2v140c1400-2 179 (2.9) 178–190 179 (3.1) 178–192

s2v140c1500-1 205 (0.7) 205–208 205.6 (1) 205–211

s2v140c1500-2 201 (1.7) 199–207 200.9 (1.7) 199–208

Hence, using an effect size measure that indicates the probability that one algorithm

would lead to a better solution than another (given the same amount of time) would

be more informative and more easily interpretable for an optimization practitioner.

The 95% confidence intervals of ̂A12 shown in Tables 9, 10 and 11 (where applica-

ble) are calculated using a bootstrapping procedure [29] which is used to estimate

the 95% confidence interval of ̂A12. The procedure uses a computer intensive step-

by-step process that consists of the following three steps:

1. Random re-sampling with replacement from the original observations to create

new data sets.

2. Calculation of the rank sum of VNS-GA for each new data set.
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Table 7 3SAT: VNS-GA versus GA. Notes x = mean, 𝜎 = standard deviation, Min = minimum

observed value, Max = maximal observed value

Instance GA VNS-GA

x(𝜎) Min-max x(𝜎) Min-max

s3v70c1000-1 71.6 (3.5) 65–80 52 (2.6) 47–59

s3v70c1000-2 69.1 (4.3) 57–80 48.2 (4.3) 43–60

s3v70c1000-3 71.1 (4) 62–80 51 (3.6) 45–60

s3v70c1000-4 72.2 (3.8) 63–81 52.9 (3) 47–61

s3v70c1000-5 67.8 (4.1) 56–77 45 (2.9) 42–52

s3v70c1000-6 71.9 (3.6) 63–81 54.4 (2.3) 51–61

s3v70c1000-7 70.9 (2.9) 62–78 53.7 (2.1) 49–58

s3v70c1000-8 69.5 (3.8) 60–80 51.8 (2.9) 48–60

s3v70c1000-9 70.9 (3.9) 60–83 52.7 (2.6) 49–61

s3v70c1000-10 69.7 (4.4) 61–86 48.8 (3) 45–61

s3v80c1000-1 47.8 (2.9) 44–55 47.6 (3.2) 44–57

s3v80c1000-2 46.4 (2.1) 43–52 47.5 (2.7) 43–55

s3v80c1000-3 44.7 (4) 39–57 45.3 (4) 39–54

s3v80c1000-4 49.3 (2.6) 45–57 50 (2.9) 45–60

s3v80c1000-5 45.4 (3.1) 41–53 45.4 (3.4) 41–55

s3v80c1000-6 44.8 (3.5) 40–57 44.4 (3.3) 40–52

s3v80c1000-7 43.2 (3.1) 40–52 43.1 (2.9) 40–56

s3v80c1000-8 45.4 (2.8) 41–58 45.9 (2.7) 41–53

s3v80c1000-9 41.1 (3) 38–55 41.5 (2.7) 38–49

s3v80c1000-10 42.8 (2.8) 39–51 43.4 (3.3) 39–55

3. Using the rank sum to calculate ̂A12 with the Eq. 1. The three steps are then

repeated 1000 times and the resulting statistic ̂A12 is saved to create a sampling

distribution of the statistic ̂A12.

VNS-GA algorithm dominates GA for all MAX2SAT instances with less than

1300 clauses. However, for one instance (s2v140c1300-2) GA algorithm shows bet-

ter performance, although the best solution (171 unsolved clauses) is identical for

both algorithms. For the five remaining instances there is no statistically significant

difference between the two algorithms. VNS-GA dominates GA algorithm on all

MAX3SAT instances with 70 variables (s3v70c1000-1 to s3v70c1000-10). GA algo-

rithm is significantly better on one instance (s3v80c1000-2) with no statistical differ-

ence between the remaining algorithms with 80 variables (s3v80c1000-1 to s3v80-

1000-10). VNS-GA dominates GA algorithm on all MAX4SAT instances. VNS-GA

dominates GA on all MAX5SAT instances. There is no overlap between the output

samples from the two algorithms- with one exception on instance HG-5SAT-V100-

C1800-14 where a single run of GA was better compared to that of VNS-GA. When

VNS-GA is found to be better than GA, the difference in quality is huge with most

instances showing no overlap between the solutions given by the algorithms. When
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Table 8 3SAT: VNS-GA versus GA. Notes x = mean, 𝜎s = standard deviation, Min = minimum

observed value, Max = maximal observed value

Instance GA VNS-GA

x(𝜎) Min-max x(𝜎) Min-max

HG-4SAT-V100-C900-1 19 (2.2) 13–24 5.8 (1.9) 2–11

HG-4SAT-V100-C900-2 18.7 (2.5) 13–28 5.6 (1.8) 2–11

HG-4SAT-V100-C900-3 18.6 (2.3) 13–26 5.4 (1.8) 2–11

HG-4SAT-V100-C900-4 19 (2.2) 14–25 6.2 (1.6) 3–12

HG-4SAT-V100-C900-5 18.9 (2.3) 13–25 5.3 (1.9) 1–10

HG-4SAT-V100-C900-10 19.1 (2.1) 13–24 5.5 (1.5) 2–10

HG-4SAT-V100-C900-11 19.2 (2.1) 14–26 6 (1.6) 2–12

HG-4SAT-V100-C900-12 18.5 (2.2) 15–25 5.8 (1.9) 2–10

HG-4SAT-V100-C900-13 19 (2.3) 14–25 5.9 (1.5) 2–10

HG-4SAT-V100-C900-14 19 (2.4) 14–24 5.9 (1.6) 3–11

HG-4SAT-V100-C900-15 19.3 (2.2) 14–25 5.8 (1.5) 3–10

HG-4SAT-V100-C900-16 18.8 (2) 14–23 5.7 (1.7) 2–10

HG-4SAT-V100-C900-17 19 (2.4) 13–24 6 (1.7) 3–11

HG-4SAT-V100-C900-18 18.6 (2.3) 12–26 5.5 (1.7) 1–11

HG-4SAT-V100-C900-19 19.2 (2.6) 10–25 5.8 (1.6) 2–10

HG-4SAT-V100-C900-100 18.4 (2) 13–23 5.6 (1.7) 2–10

HG-5SAT-V100-C1800-2 18.9 (2.1) 15–24 7 (1.8) 3–11

HG-5SAT-V100-C1800-3 19.6 (2.2) 15–26 7.1 (1.8) 3–12

HG-5SAT-V100-C1800-4 18.9 (2.3) 14–25 6.9 (1.7) 2–11

HG-5SAT-V100-C1800-5 18.8 (2.3) 14–24 6.5 (1.9) 2–11

HG-5SAT-V100-C1800-10 19.2 (2.1) 14–25 6.9 (1.8) 3–13

HG-5SAT-V100-C1800-11 19 (2.2) 14–25 7.1 (1.7) 3–11

HG-5SAT-V100-C1800-12 19.3 (2.1) 15–24 6.7 (1.8) 3–13

HG-5SAT-V100-C1800-13 19 (2.4) 15–26 6.5 (1.8) 3–11

HG-5SAT-V100-C1800-14 19.2 (2.1) 15–25 6.9 (2.1) 3–16

HG-5SAT-V100-C1800-15 19.5 (2.3) 14–25 6.7 (1.9) 2–12

HG-5SAT-V100-C1800-16 18.8 (2.1) 14–25 6.5 (1.7) 3–12

GA is significantly better the difference with respect to best solutions is marginal

or non-existent. VNS-GA has a much lower variation of results across the test suite

and we take this to mean that the variable neighborhood scheme stabilizes GA in

some way. Table 12 compares VNS-GA with two highly efficient incomplete solvers

used at the 2014 MAX-SAT competition. For each solver, we report the number of

unsatisfied clauses, while the number between parenthesis denotes the time in sec-

onds. CCLS2akms and ISAC+2014-ms gives similar solution quality while the main

differences resides on the time required to produce such quality. VNS-GA is capa-

ble of delivering the same solution quality as these two solvers in 18 cases out of

27. When compared to CCLS2akms, VNS-GA converges faster in 8 cases. The time
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Table 9 Statistical comparison of the solutions given by VNS-GA and GA. NotesΔ=mean differ-

ence, CI = confidence interval, p = p-value, PS = probability of superiority (i.e. that VNS-GA will

have less unsolved clauses than GA for each instance), ∗∗∗= p < 0.001. ∗∗= p < 0.01, ∗ p < 0.05,

c = not possible to calculate CI of PS due to no overlap between VNS-GA and GA. The 95% CI

for PS is calculated in Excel using a bootstrapping procedure (random selection with replacement)

performed 1000 times

Prob Δ [95%CIofΔ] p PS [95% CI of PS]

s2v100c1200-1 39.2 [37.3, 41] *** 1 c

s2v100c1200-2 39.3 [37.6, 41] *** 1 c

s2v100c1200-3 39 [37.4, 40.6] *** 1 c

s2v100c1200-4 36.2 [34.5, 37.9] *** 1 c

s2v100c1200-5 41 [39, 42.9] *** 1 c

s2v100c1200-6 36.1 [34.6, 37.7] *** 1 c

s2v100c1200-7 35.4 [33.8, 37.1] *** 1 c

s2v100c1200-8 32.8 [31.3, 34.3] *** 1 c

s2v100c1200-10 43.2 [41.2, 45.1] *** 1 c

s2v120c1200-1 40.2 [38.6, 41.7] *** 1 c

s2v120c1200-2 38.9 [37.4, 40.5] *** 1 c

s2v120c1200-3 41.8 [40.1, 43.6] *** 1 c

s2v120c1200-4 43 [41.3, 44.7] *** 1 c

s2v120c1200-5 43.8 [42.1, 45.6] *** 1 c

s2v120c1200-6 36.9 [35.3, 38.4] *** 1 c

s2v120c1200-7 36.9 [35.4, 38.5] *** 1 c

s2v120c1200-8 36.2 [34.6, 37.8] *** 1 c

s2v120c1200-9 46.5 [44.9, 48.2] *** 1 c

s2v120c1200-10 42.3 [41, 43.6] *** 1 c

s2v140c1300-1 0.2 [−0.5, 0.8] 0.526 0.528 [0.456, 0.607]

s2v140c1300-2 −0.7 [−1.4, 0] 0.014* 0.422 [0.351, 0.494]

s2v140c1400-1 −0.4 [−1.3, 0.4] 0.176 0.431 [0.356, 0.509]

s2v140c1400-2 0 [−1.1, 1.1] 0.944 0.523 [0.465, 0.579]

s2v140c1500-1 0 [−0.3, 0.3] 0.844 0.534 [0.465, 0.601]

s2v140c1500-2 0 [−0.6, 0.7] 0.901 0.496 [0.418, 0.577]

of VNS-GA in these cases lies between 10 and 77% of the time of CCLS2akms.

For the the remaining cases, the time of CCLS2akms is between 31 and 86% of the

time of VNS-GA. The comparison between VNS-GA and ISAC+2014-ms reveals

that VNS-GA converges faster in 12 cases. The time of VNS-GA lies between 19

and 89% of the time of ISAC+2014-ms. The time of ISAC+2014-ms is between 10

and 82% in the remaining 6 cases. VNS-GA was beaten by these two solvers in 9

cases. The difference in quality expressed as the number of unsatisfied clauses never

exceeds 1.
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Table 10 Statistical comparison of the solutions given by VNS-GA and GA. Notes Δ = mean

difference, CI = confidence interval, p = p-value, PS = probability of superiority (i.e. that VNS-

GA will have less unsolved clauses than GA for each instance), ∗∗∗= p < 0.001. ∗∗= p < 0.01,

∗ p < 0.05, c = not possible to calculate CI of PS due to no overlap between VNS-GA and GA.

The 95% CI for PS is calculated in Excel using a bootstrapping procedure (random selection with

replacement) performed 1000 times

Prob Δ[95%CIofΔ] p PS [95% CI of PS]

s3v70c1000-1 19.6 [18.4, 20.7] *** 1 c

s3v70c1000-2 20.9 [19.3, 22.5] *** 0.999 [0.998, 1]

s3v70c1000-3 20.2 [18.8, 21.5] *** 1 c

s3v70c1000-4 19.3 [18, 20.6] *** 1 c

s3v70c1000-5 22.8 [21.4, 24.1] *** 1 c

s3v70c1000-6 17.6 [16.4, 18.7] *** 1 c

s3v70c1000-7 17.2 [16.2, 18.1] *** 1 c

s3v70c1000-8 17.6 [16.4, 18.9] *** 1 [0.998, 1]

s3v70c1000-9 18.2 [17, 19.4] *** 1 [0.998, 1]

s3v70c1000-10 20.9 [19.5, 22.3] *** 1 [0.998, 1]

s3v80c1000-1 0.2 [−0.9, 1.3] 0.708 0.528 [0.451, 0.611]

s3v80c1000-2 −1.1 [−2, −0.2] 0.002** 0.383 [0.307, 0.458]

s3v80c1000-3 −0.6 [−2.1, 0.9] 0.279 0.452 [0.372, 0.530]

s3v80c1000-4 −0.8 [−1.8, 0.3] 0.055 0.417 [0.344, 0.494]

s3v80c1000-5 0.1 [−1.1, 1.3] 0.879 0.514 [0.438, 0.590]

s3v80c1000-6 0.4 [−0.9, 1.6] 0.42 0.527 [0.447, 0.606]

s3v80c1000-7 0.1 [−1, 1.2] 0.852 0.496 [0.418, 0.570]

s3v80c1000-8 −0.4 [−1.4, 0.6] 0.274 0.44 [0.367, 0.522]

s3v80c1000-9 −0.4 [−1.4, 0.7] 0.242 0.444 [0.373, 0.522]

s3v80c1000-10 −0.6 [−1.7, 0.6] 0.191 0.46 [0.381, 0.538]

6 Conclusions

In this work, a hybrid approach combining VNS with GA has been described. VNS

follows a simple principle that is based on systematic changes of neighborhood

within the search. The set of neighborhood proposed in this paper can easily be

incorporated into any meta-heuristic when dealing with various combinatorial opti-

mization problems. Starting the search from the largest neighborhood and moving

systematically towards the smallest neighborhood is a better strategy for performing

diversification and intensification. The approach has been tested on MAX-SAT using

random instances. The results indicate that the variable neighborhood search strat-

egy can enhance the convergence behavior of GA. It appears clearly from the results

that the performance of VNS-GA is better compared to that of GA. The larger the

problem, the larger the size of the neighborhood is needed, and consequently the

more efficient is GA at different neighborhoods. Finally, VNS-GA was capable of
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Table 11 Statistical comparison of the solutions given by VNS-GA and GA. Notes Δ = mean

difference, CI = confidence interval, p = p-value, PS = probability of superiority (i.e. that VNS-

GA will have less unsolved clauses than GA for each instance), ∗∗∗= p < 0.001. ∗∗= p < 0.01,

∗ p < 0.05, c = not possible to calculate CI of PS due to no overlap between VNS-GA and GA.

The 95% CI for PS is calculated in Excel using a bootstrapping procedure (random selection with

replacement) performed 1000 times

Prob Δ[95%CIofΔ] p PS [95% CI of

PS]

HG-4SAT-V100-C900-1 13.2 [12.4, 13.9] *** 1 c

HG-4SAT-V100-C900-2 13.1 [12.3, 13.9] *** 1 c

HG-4SAT-V100-C900-3 13.1 [12.4, 13.9] *** 1 c

HG-4SAT-V100-C900-4 12.8 [12.1, 13.5] *** 1 c

HG-4SAT-V100-C900-5 13.6 [12.8, 14.4] *** 1 c

HG-4SAT-V100-C900-10 13.6 [12.9, 14.3] *** 1 c

HG-4SAT-V100-C900-11 13.2 [12.5, 13.9] *** 1 c

HG-4SAT-V100-C900-12 12.7 [12, 13.5] *** 1 c

HG-4SAT-V100-C900-13 13.1 [12.3, 13.8] *** 1 c

HG-4SAT-V100-C900-14 13.1 [12.4, 13.9] *** 1 c

HG-4SAT-V100-C900-15 13.5 [12.8, 14.2] *** 1 c

HG-4SAT-V100-C900-16 13.2 [12.5, 13.8] *** 1 c

HG-4SAT-V100-C900-17 12.9 [12.2, 13.7] *** 1 c

HG-4SAT-V100-C900-18 13.1 [12.3, 13.8] *** 1 c

HG-4SAT-V100-C900-19 13.5 [12.7, 14.2] *** 1 [0.999, 1]

HG-4SAT-V100-C900-100 12.8 [12.1, 13.5] *** 1 c

HG-5SAT-V100-C1800-2 12 [11.2, 12.7] *** 1 c

HG-5SAT-V100-C1800-3 12.5 [11.7, 13.2] *** 1 c

HG-5SAT-V100-C1800-4 12 [11.3, 12.8] *** 1 c

HG-5SAT-V100-C1800-5 12.3 [11.5, 13.1] *** 1 c

HG-5SAT-V100-C1800-10 12.3 [11.6, 13] *** 1 c

HG-5SAT-V100-C1800-11 11.9 [11.2, 12.6] *** 1 c

HG-5SAT-V100-C1800-12 12.6 [11.9, 13.3] *** 1 c

HG-5SAT-V100-C1800-13 12.5 [11.8, 13.3] *** 1 c

HG-5SAT-V100-C1800-14 12.3 [11.5, 13.1] *** 0.999 [0.997, 1]

HG-5SAT-V100-C1800-15 12.8 [12, 13.6] *** 1 c

HG-5SAT-V100-C1800-16 12.3 [11.6, 13] *** 1 c

producing competitive results than the top ranked solvers for MAX-SAT. The random

procedure used to build the different neighborhoods does not exploit the information

structure of the problem. The author believe that VNS-GA might benefit from further

research into merging strategies used to construct the neighborhoods. A better strat-

egy would be to construct the different neighborhoods based on merging variables

by exploiting the number of clauses in the case of MAX-SAT.
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Table 12 Comparing VNS-GA with state-of-art incomplete solvers

Problem CCLS2akms ISAC+2014-ms VNS-GA

s2v120c1200-1 161 (7.43) 161 (14.74) 161 (11.48)

s2v120c1200-2 159 (8.54) 159 (27.95) 159 (7.77)

s2v120c1200-3 160 (3.88) 160 (7.88) 160 (8.66)

s2v120c1200-4 157 (3.98) 157 (7.01) 158 (6.71)

s2v120c1200-5 143 (2.05) 143 (5.32) 144 (34.53)

s2v120c1200-6. 167 (8.66) 167 (16.18) 169 (3.79)

s2v120c1200-7 162 (9.24) 162 (12.23) 162 (65.42)

s2v120c1200-8 165 (27.84) 165 (34.01) 165 (7.16)

s2v120c1200-9 148 (2.23) 148 (4.80) 148 (7.67)

s2v120c1200-10 154 (2.58) 154 (8.40) 154 (10.08)

s2v120c1300-1 180 (18.74) 180 (22.93) 180 (13.57)

s2v120c1300-2 172 (6.53) 172 (14.79) 172 (16.94)

s2v120c1300-3 173 (8.42) 173 (20.16) 173 (12.69)

s2v120c1300-5 168 (3.32) 168 (11.90) 169 (37.63)

s2v120c1300-7 169 (2.56) 169 (12.31) 169 (2.75)

s2v120c1300-9 186 (39.54) 186 (59.20) 186 (12.31)

s2v140c1200-1 144 (12.29) 144 (16.98) 144 (13.11)

s2v140c1200-2 155 (153.63) 155 (243.53) 156 (31.04)

s2v140c1300-3 168 (51.45) 168 (70.52) 169 (13.89)

s2v140c1400-1 182 (56.99) 182 (113.89) 182 (13.23)

s2v140c1400-2 178 (32.54) 178 (47.53) 178 (53.85)

s2v140c1400-3 193(142.84) 193 (385.21) 193 (69.41)

s2v140c1400-4 184 (35.14) 184 (73.44) 184 (50.51)

s2v140c1500-1 205 (200.67) 205 (170.26) 205 (138.31)

s2v140c1500-2 199 (203.13) 199 (317.05) 200 (178.10)

s2v140c1500-3 212 (588.53) 212 (1098) 213 (300.10)

s2v140c1500-4 197 (71.49) 197 (89.68) 198 (91.10)
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Enzyme Classification on DUD-E Database
Using Logistic Regression Ensemble
(Lorens)

Heri Kuswanto, Jainap N. Melasasi and Hayato Ohwada

Abstract Discovery of drugs has been a complex process, time-consuming and
expensive until an alternative of making drug has been found i.e. using in silico
method to discover potential inhibitor. During the process of drug design, com-
pound classification is carried out through docking score steps. The aim of this
research is to predict the docking score results using proper methods for classifi-
cation i.e. a computationally based method and a standard statistical method. This
research examined three target enzymes listed in DUD-E database i.e. aofb, cah2
and hs90a. Each enzyme consists of different compounds that will be classified as
good inhibitor (ligand) and bad inhibitor (decoy). In this research, the docking score
step is conducted by binary logistic regression and logistic regression ensemble
(Lorens). Binary logistic regression yields on 90.4% of accuracy for aofb, 91.7% for
cah2 and 94% for hs90a enzyme. Meanwhile, logistic regression ensemble (Lorens)
results on the accuracy levels of 88.95, 92.1 and 100% for aofb, cah2 and hs90a
consecutively. This paper showed that logistic regression ensemble method out-
performs standard logistic regression to be used for the inhibitor classification.
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1 Introduction

Discovery of drugs is a complex process, time consuming and expensive. In gen-
eral, the period to develop newly prospective drug may take about 5 years.
Moreover, clinical test phase to become commercial drugs may take 7 years and
costs more than 700 million US dollar [1]. In silico method has been introduced in
the drug design process and it has been proven to be much more effective. Filtering
in silico related to drug discovery is necessary to be conducted in order to find
potential inhibitor. In the process of producing drugs, enzyme compound classifi-
cation is performed using docking software as the main tool to simulate the bond
from the mixture (newly inhibitor candidate) with targeted enzyme based on the
molecule structure [2].

Docking score process in this research is applied to 3 out of 102 types of enzyme
from DUD-E Database as a standard database to simulate docking. This database
consists of three types of data i.e. target enzyme, ligand and decoys. This research
classifies three types of target enzymes based on the degree of the underlying
compounds namely aofb, cah2 and hs90a. The data has characteristic of a high
dimensional data shown by a large number of compound. A study on classifying
enzyme based on the calculation of docking score with Support Vector Machine
(SVM) has been done by [3]. The SVM introduced by Cortes and Vapnik [4] in
1995 yields on 99% classification accuracy, but it has a weakness i.e. unable to give
a balance between sensitivity and specivity compared to other classification
methods [5]. Machine learning approaches have been widely applied to support
works in medical field (see [6] for a comprehensive overview).

This research aims to perform docking score steps with proper statistical method
i.e. binary logistic regression. The binary logistic regression is a standard approach
which works well to be applied for a standard case in term of the data size. Lim
et al. [5] stated that classification using logistic regression for high dimensional data
requires feature selection when the number of predictors is too large. The weakness
of logistic regression can be overcome by logistic regression ensemble method
(Lorens) developed by [7, 14] which includes of Classification by Ensembles from
Random Partition (CERP) method. A research which discusses the application of
logistic regression ensemble (Lorens) has been carried out by Lim et al. [5] to study
of gene expression for child health science. Lorens has been applied also by
Kuswanto et al. [8] to classify the customer defection, and they found that Lorens
outperformed standard logistic regression for the case of a very large number of
observations. The multinomial case of the logistic regression ensemble has also
been developed by Lee et al. [9].

This research discusses the result of enzyme compound classification for DUD-E
database using two approaches i.e. binary logistic regression and logistic regression
ensemble (Lorens). The Lorens performance is evaluated under hold out as well as
cross validation approaches.
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2 Literature Review

2.1 Binary Logistic Regression

Binary Logistic Regression is a method of data analysis to find the relation between
the binary response variable (y) with one or more predictors [10]. Logistic
regression model can be written as follows,

π xð Þ= eðβ0 + β1x1 + ...+ βpxpÞ

1+ eðβ0 + β1x1 + ...+ βpxpÞ ð1Þ

where p is the number of predictor variable. In order to relax the assumption about
the regression parameters, the above logistic regression model can be written as a
logit transformation of π xð Þ to obtain this equation.

gx = ln
π xð Þ

1− π xð Þ
� �

= β0 + β1x1 + . . . + βpxp ð2Þ

Parameters in logistic regression can be estimated using maximum likelihood
method and assume that the data follows a certain distribution. In logistic regres-
sion, each observation follows Bernoulli process, therefore the likelihood function
could be determined. Likelihood function is easier to be maximized using log lðβÞ
as follow.

L βð Þ= log lðβÞ= ∑
p

j=0
∑
n

i=1
yixij

� �
βj − ∑

n

i=1
log 1+ e

∑
p

j=0
βjxij

 !
ð3Þ

The significance of the obtained β coefficient is tested by partial test using
statistical test as follow.

W2 =
β2i

SEðβiÞ2
ð4Þ

where the statistic follows chi-square distribution. Meanwhile, simultaneous test is
done by G statistic which is Likelihood Ratio test as follows.

G= − 2 ln
n1
n

� �n1 n0
n

� �n0
∑n

i=1 π ̂
yi 1− π ̂ð Þ 1− yið Þ ð5Þ

The Odd ratio is defined as the tendency of response variable to have certain
value given if x = 1 compared to x = 0. It said that there is no relation between the
response variable and predictor variable if odd ratio (ψ) = 1. If odds ratio (ψ) < 1,
therefore between predictor variable has negative influence on the response.
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Otherwise, if odds ratio (ψ) > 1 therefore between predictor variable and response
variable have positive relation [11].

2.2 Logistic Regression Classification by Ensembles
from Random Partitions (LR-CERP)

LR-CERP is the basis of Lorens’ application. The first step is to choose θ indicating
the distance between predictor variable. To minimize the correlation among groups
of a classifier, θ is randomly partitioned into k sub spaces ðθ1, θ, . . ., θkÞ with the
same size. The CERP combines multiple logistic regression results to increase the
accuracy from prediction using majority voting from group of a classifier or the
average of prediction values. To increase further the CERP performance, therefore
the majority voting is investigated between group of ensembles. Figure 1 depicts
the CERP illustration where the predictors are allocated into k sub-spaces with the
same number.

LR-CERP is the basis of Lorens’ application. The first step is to choose θ
indicating the distance between predictor variable. To minimize the correlation

Predictor

Sub space 1 Sub space 2 Sub space k

Classifier Classifier 

Ensemble

Classifier ...

...

Fig. 1 Classification tree illustration
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among groups of a classifier, θ is randomly partitioned into k sub spaces
ðθ1, θ, . . ., θkÞ with the same size. The CERP combines multiple logistic regression
results to increase the accuracy from prediction using majority voting from group of
a classifier or the average of prediction values. To increase further the CERP
performance, therefore the majority voting is investigated between group of
ensembles. Figure 1 depicts the CERP illustration where the predictors are allocated
into k sub-spaces with the same number.

The CERP performance depends on how many predictors in a partition deter-
mined by the number of optimal partition. The optimum partition is determined
with the following equation.

K =
6× p
n

ð6Þ

where p is number of predictor and n is number of observation. If n is larger than p,
the optimal partition could be obtained by splitting data into n

i

� �
where ii is a

random integer less than n. Optimal partition is normally chosen from k= n
i

� �
accuracy values which yield on the highest accuracy [7].

2.3 Logistic Regression Ensemble (Lorens)

Using CERP (Classification by Ensemble from Random Partition) algorithm,
Lorens is developed using logistic regression model as the classifier. Lorens
combines prediction value from multiple logistic regression models to increase the
classification accuracy by averaging the ensemble. Prediction value is the combi-
nation of classifier (logistic regression model) which is averaged and further be
classified into 0 and 1 using optimum threshold. Standard logistic regression uses
threshold of 0.5 for binary response. Furthermore, the classification accuracy will
be biased if the proportion class 1 and 0 is unbalanced. In order to balance the
sensitivity and specificity, Lorens finds optimum threshold using the following
formula.

Threshold =
r+0.5

2
ð7Þ

where r is the positive response proportion in the observation.

Enzyme Classification on DUD-E Database … 97



Fawcet [12] proposed a method to calculate the classification accuracy namely
apparent error rate (APER). APER value is the representation of misclassified
sample proportion. This research uses two binary response categories to calculate
the misclassification error from the following table (Table 1).

The APER value is calculated as follows,

APER %ð Þ= n12 + n21
N

× 100% ð8Þ

Classification accuracy = 1−APER ð9Þ

Sensitivity value is obtained from n11 ̸ðn11 ̸n21Þ and specificity is calculated by
n22 ̸ðn12 + n22Þ. Meanwhile, the accuracy is calculated from ðn11 + n22Þ ̸ðn11 +
n12 + n21 + n22Þ, where
n11: Total of observation from class 1 predicted correctly as class 1
n21: Total of observation from class 2 mispredicted as class 1
n12: Total of observation from class 1 mispredicted as class 2
n22: Total of observation from class 2 predicted correctly as class 2
N1: Total of observation from class 1
N2: Total of observation from class 2
N: Total of observation.

2.4 Cross Validation

The standard method to predict false rate is stratified 10-fold cross-validation. In
10-fold cross-validation, the data is partitioned into 10 parts with the same pro-
portion, therefore nine of ten of the data are used as training data and one of ten of
the data is used as testing. This procedure is repeated 10 times. Finally, 10 false
predictions are averaged to obtain overall false prediction. Machine learning and
data mining society argued that this evaluation procedure is the best approach and
hence, 10 folds cross validation become a standard practical method. A study also
showed that stratification increases the prediction accuracy [13].

Table 1 Two categorical
binary response table
classification

Actual Prediction Total
1 2

1 n11 n12 N1

2 n21 n22 N2

Total N1 N2 N
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3 Materials and Method

3.1 Data Source

The data analyzed in this research is a secondary data about enzyme structure with
docking simulation classified into ligand and decoy. The data is obtained from
DUD-E database which consists of 102 types of enzyme from each enzyme
structure, however, this research only uses three types of enzyme.

3.2 Variable

This research uses 3 types of enzyme i.e. aofb, cah2 and hs90a. Predictor variable
consists of constituent enzyme compound, while response variable consists of
enzyme classification i.e. good inhibitor (ligand) and bad inhibitor (decoy) with the
detail given in Table 2 as follows:

Table 2 Observation
variable

Enzyme Var. Variable name

aofb y(0) Decoy (Bad inhibitor)
y(1) Ligand (Good inhibitor)
x1 A Log P

x2 A Log P MR

x3 A Log P98

⋮ ⋮
x69 Molecular_3D_PolarSASA

x70 Molecular_3D_SAVol

cah2 y(0) Decoy (Bad inhibitor)
y(1) Ligand (Good inhibitor)
x1 A Log P

x2 A Log P MR

x3 A Log P98

⋮
x69 Molecular_3D_PolarSASA

x70 Molecular_3D_SAVol

hs90a y(0) Decoy (Bad inhibitor)
y(1) Ligand (Good inhibitor)
x1 A Log P

x2 A Log P MR

x3 A Log P98

⋮
x69 Molecular_3D_Polar SASA

x70 Molecular_3D_SAVol
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3.3 Analysis Steps

The step of data analysis in this research is described as follows:

1. Do the data partition into 90% training data and 10% testing data
2. Perform binary logistic regression analysis
3. Perform logistic regression ensemble analysis (Lorens) using hold out method
4. Perform logistic regression ensemble analysis using 10-fold cross validation

evaluation
5. Compare classification accuracy from each combination of data training and

testing
6. Compare the classification accuracy rate between binary logistic regression

ensemble (Lorens)
7. Performance evaluation.

4 Results and Discussion

This section describes the results of analyzing three enzymes on DUD-E database to
be classified by logistic regression model and logistic regression ensemble (Lorens).
The analysis is conducted by splitting the data into training and testing dataset with
two different compositions i.e. 90%:10% and 85%:15%.

4.1 Characteristic of Enzymes on DUD-E Database

The three enzymes that we analyzed are aofb (Monoamine Oxidase), cah2 (Car-
bonic Anhidrase) and hs90a (Heat shock protein). The aofb consists of 672
observations with 70 compounds, cah2 has 3340 observations with 71 compounds
while hs90a consists of 500 observations with 69 compounds. Each observation is
classified into two responses i.e. good inhibitor (ligand) and bad inhibitor (decoy).
The percentage of positive response on aofb enzyme is 25% and the decoy is 75%.
The same proportion holds also for the other two enzymes. Those three enzymes
have five kinds of basic compounds i.e. A log P, specific structure, surface weight,
energy and other compounds.

4.2 Binary Logistic Analysis for Enzymes on DUD-E
Database

The logistic regression analysis is carried out by combining training and testing data
as 90%:10%. A standard analytical approach such as simultaneous test followed by
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partial test have been conducted. Forward step is applied to obtain the best model.
Table 3 below summarizes the fitness of the simultaneous model for each enzyme.

In order to test the goodness of fit of the model, the statistic G is compared with
Chi-square value. The statistic G for aofb is 673,2 which is greater than χ2ð12: 0, 05Þ=
21,026 meaning that at least one variable is significant in the model. The Chi-square
values for cah2 and hs90a are χ2ð8: 0, 05Þ = 15,507 and χ2ð4: 0, 05Þ = 9,488 consecutively,
which are also greater than statistic G in Table 3 for the corresponding enzyme.

Table 3 Fitness of
simultaneous model

Enzyme -2 log likelihood (G) df

Aofb 673.2 12
cah2 3357.5 8
hs90a 507.2 4

Table 4 Partial test of the logistic regression

Enzyme Predictors B Wald df p-value Exp(B)

aofb Constant −2,462 109,023 1 0,000
A Log P98 unknown 0,586 14,134 1 0,000 1,796
Is chiral 0,513 7,329 1 0,007 1,671
Average bond length −1,041 21,925 1 0,000 0,353
HBD Count 0,887 6,966 1 0,008 2,428
Num explicit atoms 5,584 25,269 1 0,000 266,03
Num aromatic bonds 3,604 5,333 1 0,021 36,745
Num_Aromatic rings −4,179 7,736 1 0,005 0,015
Num chains −7,727 47,876 1 0,000 0,000
Num H acceptors −1,454 22,905 1 0,000 0,234
Num H donors −1,535 12,214 1 0,000 0,215
Num H donors Lipinski −0,817 7,680 1 0,006 0,442
Rad of gyration 1,649 20,894 1 0,000 5,204

cah2 Constant −2,634 0,003 1 0,956
Molecular mass 2,346 168,725 1 0,000 10,445
HBA count 1,369 147,752 1 0,000 3,930
N Plus O Count −2,032 158,830 1 0,000 0,131
Num Rings6 1,316 179,631 1 0,000 3,729
Num_Stereo Bonds −1,116 101,976 1 0,000 0,328
Num Aaom classes −3,194 294,515 1 0,000 0,041
Num_H_acceptors −2,913 0,000 1 0,996 0,054
Molecular 3D Polar SASA 2,684 352,392 1 0,000 14,639

hs90a Constant −12,469 0,000 1 0,992
Is chiral −10,615 0,000 1 0,992 0,000
Num_Rings 9 Plus 7,968 0,000 1 0,997 0,003
Num_H acceptors 1,903 30,430 1 0,000 6,706

Rad of gyration −1,981 36,004 1 0,000 0,138
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In order to investigate which variables are significant, a partial test is conducted by
evaluating the results performed in Table 4.

The table listed the best model obtained by forward method. For aofb, there are
12 predictors in the model, obtained after 12 iterations. These predictors are A Log
P98 Unknown, IsChiral, LogD, HBD Count, Num Explicit Atoms, Num Aro-
maticBonds, Num AromaticRings, Num Chains, Num H Acceptors, Num H Donors,
Num H Donors Lipinski dan Rad Of Gyration and all of them are significant as the
p-value < α. The logistic regression model for cah2 indicates that there are 8
predictors i.e. Molecular Mas, HBA Count, N Plus O Count, Num Rings6,
Num_Stereo Bonds, Num Atom Classes, Num_H_Acceptors and Molecular 3D
Polar SASA. Among these 8 predictors, H_acceptors is not significant in the model
as the p-value > α. Meanwhile, only four predictors in the model for hs90a, where
two of them are significant.

The Exp(B) indicates odd ratio, which can be interpreted as the tendency of a
specific predictor to be a ligand or decoy. Odds ratio greater than one observed for
A Log P98 Unknown, IsChiral, HBD Count, Num ExplicitAtoms, Num Aromatic
and Rad Of Gyration indicates that these predictors have positive influence to the
model, which also means that it tends to form a good ligand. In a practical work, as
these predictors are compounds to form the enzyme, therefore they have to be
treated simultaneously.

The logistic regression model for each enzymes involving selected predictors
can be written as follow:

g xð Þ= ln
πðxÞ

1− πðxÞ
� �

= − 2, 462+ 0, 58x4 + 0, 513x7 − 1, 041x8 + 0, 887x15 + 5, 584x21

+ 3, 604x29 − 4, 179x32 − 7, 727x41 − 1, 454x51 − 1, 535x52 − 0, 817x54 + 1, 649x67

g xð Þ= ln
πðxÞ

1− πðxÞ
� �

= − 263+ 2, 34x11 + 1, 37x14 − 2, 03x16

+ 1, 31x37 − 1, 12x44 − 3, 19x46 − 2, 91x51 + 2, 68x70

g xð Þ= πðxÞ
1− πðxÞ
� �

= − 12, 47− 10, 61x7 + 7, 37x39 + 1, 9x50 − 1, 98x66

The models above are used to classify the inhibitors.
The goodness of fit of the model can be validated through the values listed in

Table 5.
From the table, the p-values of aofb and cah2 are less than 0.05 indicating that

the models do not fit well, while the logistic regression model for hs90a fits well as

Table 5 Goodness of fit test Enzyme Chi-square df p-value Nagelkerke R
square

Aofb 26,087 8 0,001 70,5
cah2 45,022 8 0,000 73,9

hs90a 1,748 8 0,988 83
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the P-value is less than 0.05. The Nagelkerke R Square can be interpreted as the
same way to interpret coefficient of determination in multiple linear regression. The
value 83 for hs90a indicates that 83% of the variance of hs90a can be explained by
the regression model involving four predictors. The results for aofb and cah2 can be
seen as a misleading case of logistic regression because the models are supposed to
be the best one, but they do not fit well. This is one of the weaknesses of logistic
regression applied to high dimensional data. Regardless of this fact, the classifi-
cation accuracy in Table 6 is calculated from the models.

We see that the accuracy of the logistic regression model for all enzymes is
greater than 90%, which is very good. The accuracy for hs90a on testing data
reached 100%.

4.3 Analysis Logistic Regression Ensembles (Lorens)
to Classify DUD-E Database

The logistic regression ensembles (Lorens) analysis is an ensemble method
developed to acquire high classification result on high dimensional data. The
Lorens analysis in this study is conducted by the splitting dataset into training and
testing data with the composition of 90%:10%. One of the differences between
standard logistic regression with Lorens is about the threshold, in which the Lorens
assigns optimum threshold depending on the proportion of class response. Table 7
provides the optimum threshold used for classification with Lorens.

The threshold for those three different cases are slightly different, but they are
significantly different with the threshold used in logistic regression (0.5). The
classification accuracy obtained from the majority voting in Lorens are given in

Table 6 Enzyme classification using logistic regression

Enzyme Obs. Prediction Total 1-APER
0 1

Training data aofb 0 436 21 457 90,4
1 37 111 148

cah 0 2169 96 2265 91,7
1 154 587 741

hs90a 0 319 18 337 94
1 9 104 113

Testing data aofb 0 46 5 51 91,04
1 1 15 16

cah 0 230 19 249 91,3
1 10 75 85

hs90a 0 38 0 38 100
1 0 12 12
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Table 8. The classification by Lorens did a partition to the variables into 9
sub-spaces, 4 sub-spaces and 5 sub-spaces for aofb, cah2 and hs90a consecutively.
Note also that Lorens uses all variables or predictors in the procedure, which is
different with standard logistic regression.

4.4 Random Partition and Model Building

The partition of random variables is conducted by minimizing the correlation on an
ensemble where the random partition is chosen with same distribution so that it is
assumed that there is no bias within each partition. The steps of random partition,

Table 7 Threshold optimum

Enzyme Ligand Decoy Threshold

aofb 148 457 0,3723
cah2 741 2265 0,3732
hs90a 113 337 0,3755

Table 8 Random Partition

Partition Variable Ensemble
1 2 3 4 5 6 7 8 9 10

2 A Log P 2 1 1 1 2 1 1 1 1 2
A Log P MR 1 2 1 1 1 1 1 2 1 2
A Log P98 2 1 1 1 1 1 2 1 2 2
⋮ ⋮ ⋮ ⋮ ⋮ ⋮ ⋮ ⋮ ⋮ ⋮ ⋮
Molecular_3D_SAVol 2 2 2 1 2 2 2 2 1 2

3 A Log P 2 3 1 2 1 1 1 3 3 2
A Log P MR 2 3 3 3 3 3 1 3 1 3
A Log P98 1 3 1 3 1 3 3 2 2 1
⋮ ⋮ ⋮ ⋮ ⋮ ⋮ ⋮ ⋮ ⋮ ⋮ ⋮
Molecular_3D_SAVol 3 3 1 2 3 2 1 2 3 3

4 A Log P 3 4 4 3 2 4 4 1 2 1
A Log P MR 1 3 3 3 4 1 4 4 3 3
A Log P98 3 2 4 4 4 3 1 2 2 1
⋮ ⋮ ⋮ ⋮ ⋮ ⋮ ⋮ ⋮ ⋮ ⋮ ⋮
Molecular_3D_SAVol 1 1 2 2 2 1 4 2 2 3

10 A Log P 3 9 9 2 8 2 6 3 9 1
A Log P MR 9 3 10 2 4 3 3 4 9 4
A Log P98 1 7 5 6 7 3 10 10 3 5
⋮ ⋮ ⋮ ⋮ ⋮ ⋮ ⋮ ⋮ ⋮ ⋮ ⋮
Molecular_3D_SAVol 1 4 6 6 4 8 6 9 7 5
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model building and calculating the classification accuracy are the same for those
three enzymes. The variables in each sub-space are assigned randomly with the
same number of variables in each sub-space. The steps of random partition and
model building with 10 ensembles for aofb enzyme is described in Table 8.

From the table, we see that if we determine the number of partition equals to 2,
thus 70 predictors in aofb enzyme will be allocated into 2 sub-spaces, i.e. 1st
partition and 2nd partition. In each ensemble, there will be 2 models and hence, in
total, we have 20 models for the whole 10 ensembles. In the first ensemble, the A
Log P variable is allocated to the second partition, the A Log P MR is allocated to
the first partition, the A Log P98 is allocated to the second partition, and so forth.
Similar procedure is applied to the partition number of 4, 5, 6, 7, 8, 9 and 10. After
each variable has been allocated according to its partition, logistic regression is built
from each partition in an ensemble. For instance, given that we set 2 partitions, the
logistic models in 10 ensembles can be seen in Table 9.

Table 9 shows the models that are formed from the allocation of predictors into
2 sub-spaces (partition 1 and partition 2). In partition 1 and partition 2, the models
involve of 35 predictors. In total we have 20 models with 2 partitions, 30 models for
3 partitions, 40 models for 4 partitions, 50 models for 5 partitions and so on. These
logistic models are used to classify the data.

After the models have been built in each partition, the classification is done for
90% of training data and 10% testing data. The classification is conducted by
substitute the training and testing data into the models on the partition in an
ensemble. The substitution results on training and testing data in each model are
averaged to obtain a probability. These probability values are compared with the
threshold listed in Table 7. If the probability exceeds the threshold, then the data is
classified into good inhibitor (ligand) and otherwise. The same procedure is applied
to other ensembles. The final classification is obtained by majority voting for each
observation. If the majority of 10 ensemble classify the observation into good
inhibitor (ligand), then the decision is to classify the observation into ligand.
Meanwhile, if the majority of ensembles classify the observation into bad inhibitor
(decoy), then the observation is a decoy.

The following table listed the classification accuracy for aofb. The classification
results for other enzymes are omitted for the sake of space (Table 10).

From the table, the optimum partition is 9 by considering classification accuracy
for testing data. The optimum partition is chosen by looking at the significant
increment resulted from increasing 1 partition. Summary of the optimum accuracy
are performed in Table 11.

Comparing the values in Tables 6 and 11 leads to the conclusion that Lorens
outperforms logistic regression in most cases, with an exception for aofb enzyme.
This conclusion holds for the testing dataset as well.
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4.5 Classification by Cross Validation

The classification performance of Lorens can be evaluated also by Cross Validation
which is expected to improve the accuracy. Cross Validation is also a way to
conduct sensitivity analysis. In this research, the Cross Validation is applied to
several different partition numbers i.e. 2, 3, 4, 5, 6, 7, 8, 9, and 10. The number of
ensemble is set to be 10 ensembles, where with 10 fold Cross Validation means that
each fold will consist of 10 models. With 2 partitions will result on 200 models, 3
partitions will yield on 300 models, and 10 partitions will have 1000 models. The
10 folds Cross Validation process will divide the observations into 10 groups with
same number, and furthermore the first group will be used as training and the rests

Table 10 Classification accuracy for aofb

Partition Training Testing
Sensitivity Specificity Accuracy Sensitivity Specificity Accuracy

2 79,74 95,07 91,07 84,21 91,67 89,55
3 76,13 93,33 88,9 83,33 89,80 88,06
4 76,35 92,34 88,4 77,78 87,76 85,07
5 74,34 92,27 87,76 78,95 89,58 86,57
6 71,62 90,81 86,11 77,78 87,76 85,07
7 71,23 90,41 85,78 88,24 90,00 89,55
8 70,92 89,65 85,28 83,33 89,80 88,06
9* 70,71 89,46 85,12 88,24 90,00 89,55
10 72,79 89,55 85,78 82,35 88,00 86,57
*optimum partition

Table 11 Classification accuracy using Lorens

Data Enzyme Sensitivity Specificity Accuracy

Training data aofb 70,71 89,46 85,12
cah2 86,98 96,74 94,24
hs90a 88,10 99,38 96,22

Testing data aofb 88,24 90,00 89,55
cah2 89,77 93,90 92,81
hs90a 100 100 100

Table 12 Optimum
threshold by cross validation

Fold Optimum threshold Fold Optimum threshold

1 0,375 6 0,376
2 0,375 7 0,371
3 0,376 8 0,378
4 0,376 9 0,375

5 0,375 10 0,373
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are testing dataset. The classification process is carried out with the same procedure
as standard Lorens. In each fold, we obtain an optimum threshold as listed in
Table 12 (case of aofb enzyme partitioned into 2 subspaces).

With threshold of 0.375 means that observation with probability greater than
0.375 will be classified into good inhibitor (ligand) and observation with probability
below 0.375 will be classified into decoy. The majority voting in each ensemble is
still be applied in this case. After the models for each fold are formed, they are
substituted into training data to find the classification accuracy in each fold. Fur-
thermore, the classification accuracy in each fold is fused to obtain classification
performance for each enzyme. The classification performance by Cross Validation
for aofb with different partition numbers are performed in Table 13.

Based on the table, the optimum partition is 4 subspaces chosen by considering
the significant decrease of the sensitivity, specificity and accuracy measures.
Summary of the optimum (Table 14).

We see that those three criterias showed a good performance of Lorens. We
noticed also that the performance of using hold out and cross validation are similar,
indicating that Lorens has consistent good performance in classifying the com-
pounds into inhibitor.

5 Conclusion

Based on the results presented in the previous section, we conclude that Lorens
outperforms standard logistic regression model. Examining those three enzymes
which have characteristic of high dimensional data showed that the logistic

Table 13 Classification
performance by cross
validation for aofb

Partition Sensitivity Specificity Accuracy

2 73,89 92,89 87,8
3 73,71 92,15 87,35
4* 72,83 91,58 86,76
5 71,10 90,98 85,86
6 71,18 90,64 85,71
7 70,30 89,74 84,97
8 69,64 89,74 84,82
9 70,00 89,06 84,52
10 70,89 89,11 84,82
*chosen optimum partition

Table 14 Classification
evaluation using cross
validation

Enzyme Sensitivity Specificity Accuracy

aofb 72,83 91,58 86,76
cah2 84,34 94,62 92,07
hs90a 89,86 99,72 97,00
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regression has a weakness i.e. inconsistency in the model building between the best
model and goodness of fit test. Meanwhile, classification using Lorens is very
flexible in the sense that it uses all predictors without doing a variable selection.
Moreover, no testing hypothesis is necessary to be carried out within Lorens’
application. Another issue is about the threshold choice, where Lorens offer a
rational way to assign the threshold. Using threshold 0.5 for the case of imbalance
response rate (e.g. 75%:25% such as in this study) violates the basic assumption of
standard logistic regression. Finding the dominant predictors through Lorens is a
subject of future research.
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Consolidation of Host-Based Mobility
Management Protocols with Wireless
Mesh Network

Wei Siang Hoh, Bi-Lynn Ong, R. Badlishah Ahmad
and Hasnah Ahmad

Abstract The number of mobile devices increases exponentially and it becomes
the trends and needs of human. Presently, the network infrastructures have the
coverage issues in specific areas such as underground facilities. The cost of upgrade
causes high budget and it is less profitable based on business and market point of
view. Somehow, in coverage areas, the mobile devices still operate by the tradi-
tional Mobile Internet Protocol version 6 (MIPv6) for mobility management in inter
network scenario. MIPv6 operation mechanisms frequently trigger the signaling
overhead problem. Thus, these increase the end-to-end delay and lower the network
throughput performance. Having known this issues, we consolidate MIPv6,
HMIPv6, FMIPv6 and FHMIPv6 with Wireless Mesh Network (WMN) into one
environment. The reason of constructing WMN is because WMN caters rural areas.
We identify, analyze, and compare the performance of Host-Based mobility man-
agement protocols integrate with WMN in terms of latency, throughput and packet
loss ratio. Finally, it is proven that the design and development of FHMIPv6 with
WMN performs better as compared to the others Mobile Internet Protocols over the
Internet using NS-2 Network Simulation software. Having implemented the
FHMIPv6 with WMN, the MAP mechanism allow mobile node does not need to
inform the highest hierarchical node upon the handover process. For fast handover
mechanism, when the mobile node senses lower signal strength, mobile node
advertises to the neighbour network for the need to attach to the new higher signal
strength access point. Mobile node informs the new access point of the need to
change to the new access point before the process of handover. Thus, this two
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mechanism can reduce the handover latency and increase the network throughput.
In future, in intra network scenario also can implement FHMIPv6 to improve the
network performance.

Keywords Host-Based mobility management protocols ⋅ MIPv6 ⋅ HMIPv6
FMIPv6 ⋅ FHMIPv6 ⋅ Wireless mesh network (WMN)

1 Introduction

The Internet consolidated itself as a very powerful platform that has forever
changed the way human communicates and their behavior. The mobile commu-
nications technology had made it possible for much greater reach of the Internet and
increase the number of Internet users through the mobile devices in wireless
environment. The dependency of human toward the Internet has raise the usage of
Internet which causes congestion and intermittent connection issues that rise
rapidly. Present telecommunication infrastructures have some coverage issues as it
cannot cover specific areas in its coverage area such as alpine area, underground
facilities and forest region. Furthermore, people from rural areas have been
receiving limited coverage from entire major telecommunication service providers.
Cost of upgradation of this phase can cause a fortune and it is less profitable based
on business and market point of view.

Finding the ways to solve the congestion and intermittent connection problems,
Internet Engineering Task Force (IETF) introduces the mobility management pro-
tocols. The mobility management is the essential part for mobile devices that are
automatically connect to Internet while simultaneously can roam freely without
disturbing the communication. Mobility management provides routing support and
permits Internet Protocol (IP) nodes using either IPv4 or IPv6 to seamlessly roam
among IP subnetworks and media types. Host-Based mobility management pro-
tocols are in IPv6 and it is also one of the main parts of mobility management
protocols. It includes Mobile Internet Protocol version 6 (MIPv6) [1] and its
enhancement such as Fast Handover Mobile Internet Protocol version 6 (FMIPv6)
[2], Hierarchical Mobile Internet Protocol version 6 (HMIPv6) [3] and Fast Han-
dover for Hierarchical Mobile Internet Protocol version 6 (FHMIPv6) [4].

The Wireless Mesh Network (WMN) is selected as wireless environment that
implemented all the Host-Based mobility management protocols. The WMN can be
connected to wireless networks such as Worldwide Interoperability for Microwave
Access (WiMAX), generic Wireless Fidelity (Wi-Fi); cellular and sensor networks.
Third (3G) and Fourth (4G) Generation networks include all Internet Protocol
(IP) which are wired and wireless networks interworks together as heterogeneous
networks [5]. However, the challenge is to connect to Host-Based mobility man-
agement. Host-Based Mobility Management protocols rely on the good perfor-
mance of an infrastructure-based network [6]. However, a typical WMN topology
tends to be an unplanned graphs and routes of it dynamically changes [7]. Mobility
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management provides an undisrupted support of real-time and non-real-time
services to mobile network users. Additionally, mobility management also facili-
tates the maintenance of connections for users on the move when they change their
points of attachment from one access point (AP) to another. Host-Based mobility
allows a Mobile Node (MN) to change its point of attachment to the network,
without interrupting IP packet delivery to or from the node [8]. The current location
of all the MNs in the network is maintained by Access Network Procedures [9].
On the other hand, the WMN primary advantages lie in its inherent fault tolerance
against network failure, broadband capability and simplicity of setting up network.
The WMN is reliable and offers redundancy [10]. When one node of WMN is
failure, the rest of the nodes can still able to communicate with each other, directly
or through one or more intermediate nodes.

In this research paper, all the Host-Based Mobility Management Protocols are
investigated firmly on Wireless Mesh Network topology environment. MIPv6,
HMIPv6, FMIPv6 and FHMIPv6 are developed and analyzed in Wireless Mesh
Network (WMN) environment which are considering the performance parameters:
Packet Delivery Ratio (PDR), delay/latency and throughput. The Wireless Mesh
Network (WMN) topology are developed by using network simulation software and
the result obtained are analyzed to agree the best mobility management protocols to
handle the inter domain mobility with Wireless Mesh Network (WMN) topology.

2 Related Works

Lee et al. [11] had investigated a simulation research on analytical comparison of
IPv6 mobility management protocols handover scheme. The researchers compared
the Host-Based mobility management protocols and Network-Based mobility
management protocols to identify the optimized routing protocol for mobile net-
work. The Host-Based mobility management protocols include Mobile IPv6 and its
extensions such as Fast Mobile IPv6 and Hierarchical Mobile IPv6 while
Network-Based mobility management protocols include Proxy Mobile IPv6
(PMIPv6) and Fast Proxy Mobile IPv6 (FPMIPv6). These mobility management
protocols have been standardized. The existing IPv6 mobility management proto-
cols are developed by the IETF and have been analyzed and compared in terms of
handover latency, handover blocking probability, and packet loss. The conducted
analysis results can be used to identify each mobility management protocol’s
characteristic and performance indicators. The results obtained are used to facilitate
decision making in development a new mobility management protocol.

Vasu et al. [12], had investigated a survey and comparative analysis for MIPv6
protocols. The researchers had performed various mobility management protocols
in terms of handover latency and the number of hops is needed to evaluate these
protocols. The IPv6 mobility management protocols such as MIPv6, FMIPv6
(Reactive), FMIPv6 (Predictive), HMIPv6, PMIPv6, FPMIPv6 (Reactive), and
FPMIPv6 (Predictive) are analyzed and compared in terms of average hop delay,
wireless link delay, wired part delay, binding update and registration delay.
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PMIPv6 and FPMIPv6 have been compared with the Host-Based mobility man-
agement protocols to make a decision that suits the future networks. The conclusion
that the authors made among these protocols: reactive mode protocols performs
better in terms of delay compare to predictive based protocols. The performance are
measured in terms of delay during AP to MAG/AR, and binding update/registration
components. Whereas predictive based protocols performs better performance in
term wireless link delay for faster radio access technologies and performs rather
slower performance for slower radio access technologies.

Sun et al. [13], had investigated the mobility management techniques for next
generation wireless networks. The researcher had performed macro and micro
mobility protocols in terms of handover performance. The macro and micro
mobility protocols such as Mobile Internet Protocol version 6 (MIPv6), Fast
Handover Mobile Internet Protocol version 6 (FMIPv6), Hierarchical Mobile
Internet Protocol version 6 (HMIPv6) and Fast Handover for Hierarchical Internet
Protocol version 6 (FHMIPv6) and Proxy Mobile Internet Protocol version 6
(PMIPv6). These protocols are analyzed and compared in term of handover latency.
The conclusion that the authors made that the best handover latency is achieved by
FHMIPv6. The result is signalling load reduction, improvement in latency and less
packet losses apart from aiding the handover process.

Sko et al. [14] had investigated a simulation research based on analytical
comparison of Mobile IPv6 handover schemes. The authors have done a compar-
ison for four most common handover schemes in term of the cost of packet delivery
of Mobile IPv6 that is MIPv6, FMIPv6, HMIPv6 and FHMIPv6. The access net-
work for using in this research is based on IEEE 802.11b and the transport core
network is Ethernet—IEEE 802.3 100BaseT. The researchers used analytical
methods for the comparison. The researchers used network simulation software to
run the simulation. The researchers have taken in count these two performance
matrices during the comparison that is, the handover cost and handover latency. The
authors concluded that the hierarchical Internet Protocol consists of HMIPv6 and
FHMIPv6 performed well comparing to other Internet Protocol in terms of packet
delivery cost. The problem of the Intra network issue is not addressed detail in this
research. As conclusion, the WMN can enhance the Mobile Internet Protocols to
perform better in handover latency either in Intra condition or Inter condition
compares to basic wireless network like 802.11b.

Makaya et al. [15] had investigated an analytical framework for performance
evaluation of IPv6-based mobility management protocols. The researchers have
developed an analytical framework for performance analysis of IPv6 mobility
management protocols. MIPv6, FMIPv6, HMIPv6, and a combination of FMIPv6
and HMIPv6 have been compared and evaluated in terms of signaling cost, binding
refresh cost, packet delivery cost, required buffer space, and handover latency. The
researchers presented the effect of subnet residence time, packet arrival rate, and
wireless link delay to the different IPv6 mobility management protocols. The packet
delivery ratio, throughput and the delay are considered in this research.

Fu et al. [16] had done an investigation on handover latency in SIGMA, FMIPv6,
HMIPv6, and FHMIPv6 protocols. The researchers had designed a new scheme
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called Seamless IP diversity based Generalized Mobility Architecture (SIGMA)
which can provide low latency and low packet loss mobility. The researcher com-
pared the handover latency of SIGMA with FMIPv6, HMIPv6, and FHMIPv6. The
researches have taken in count various parameters such as layer 2 handover/setup
latency, layer 2 beacon period, mobile host moving speed, and IP address resolution
latency. The software Network Simulator version 2 (NS-2) is used to run the simu-
lation. The researcher concluded handover latency of SIGMA is lower than that of
MIPv6 enhancements under various simulated scenarios. SIGMA could also seam-
lessly handle relatively high speed movement. Having studied previous research, this
research is not considering the handover latency of SIGMA but it is considering the
latency for network-based and host-based mobility managements. The reason is
because cellular network is not one of the considerations of this research.

Zhang et al. [17] had done research on hierarchical mobile IPv6 with fast
handover. In the study, the authors have compared four types of mobile routing
protocol to identify the best routing protocol for mobile network, that are MIPv6,
FMIPv6, HMIPv6 and FHMIPv6. NS-2 has been used to conduct the simulations.
Performance metrics that have been taken in count are handover delay and jitter.
This research review has been useful to our research as the authors mentioned about
performance metrics jitter and delay which is similar to our initial research plan to
consider those performance metrics. Delay is crucial to any performance investi-
gation as it is the most demanding performance metric in the field of networking as
speed is everything in networking. At the end of research, it’s been concluded that
FHMIPv6 performed extremely better compared to other MIP. The reason of low
performance of the other MIP protocols like MIPv6, FMIPv6 and HMIPv6 are not
presented in the research. Thus, in this research, investigation is carried out to find
the reason of low performance.

Murtadha et al. [18] has proposed a fully distributed mobility management
scheme for future heterogeneous wireless network. The researchers develop Dis-
tributed Mobility Management (DMM) scheme based on the PMIPv6 and compare
with the Centralized Mobility Management (CMM) scheme PMIPv6. The proposed
approach removes any central anchor node and disable the signaling between MN
and the access networks. The performance metrics include the signaling cost,
handover latency and packet loss. The DMM scheme reduced the signaling cost,
handover latency and packet loss which compare to the CMM scheme PMIPv6.
The main advantages of the DMM scheme are effectively reduced the processing
requirement and the power consumption of the MN.

3 Terminology

3.1 Host-Based Mobility Management Protocols

Host-Based mobility management protocols include Mobile Internet Protocol ver-
sion 6 (MIPv6), and its enhancement such as Fast Handover Mobile Internet
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Protocol version 6 (FMIPv6), Hierarchical Mobile Internet Protocol version 6
(HMIPv6) and Fast Handover for Hierarchical Mobile Internet Protocol version 6
(FHMIPv6). Host-Based mobility management protocols are deployable in wireless
mobile communication infrastructures, communication service providers and stan-
dards development organizations [19]. These mobility management protocols have
identified that such conventional solutions for mobility service are not suitable; in
particular, for telecommunication service. The reason is because the mobile node
(MN) is required to perform mobility functionalities at its network protocol stack
inside, and thus, modifications or upgrades of the MN are needed. It obviously
increases the operation expenses and complexity for the MN. Hence, the extension
of Mobile IPv6 (MIPv6) had been introduced to overcome the handover latency
problem. The extension of MIPv6 includes HMIPv6, FMIPv6 and FHMIPv6.

Mobile Internet Protocol Version 6 (MIPv6)

Internet Engineering Task Force (IETF) brought into use of Mobile Internet Protocol
version 6 (MIPv6) to allow mobile nodes (MN) to be reachable and maintained
on-going connection while changing location within topology without changing the
allocated IP address [20]. The operation of MIPv6 is as illustrated in Fig. 1.

The operation begins as MN detects movement to a Foreign Agent (FA) and
auto-configures itself with a New Care of Address (NCoA) using either stateful or
stateless method [21]. MN sends Binding Update (BU) to its Home Agent (HA) to
notify the new address and HA returns back Binding Acknowledgment (BAck).
Then, all packets are tunneled to MN’s NCoA with the help of HA as HA
encapsulates packets and sends to MN’s NCoA and MN decapsulates the packets
received from HA. However, the tunnelling also causes drawback due to the long
path between mobile node (MN) and correspondent node (CN). This leads the air
interface-traffic overhead high and it’s also causes high tunnelling overhead at MN.
Hence, an additional mode for MIPv6 is Route Optimization (RO). It allows the
datagrams to be delivered using shortest path. This process requires MN to register
its current Binding to CN. This allows CN to triangulate datagrams to be delivered

Fig. 1 MIPv6 flow diagram
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to MN without concerning HA. This measure deceases the signalling overhead and
handover latency between MN and CN and it also reduces congestion at MN’s HA
and Home Link.

Hierarchical Mobile Internet Protocol Version 6 (HMIPv6)

The Internet Engineering Task Force (IETF) has introduced the HMIPv6 based on
its predecessor MIPv6 and has implemented new technologies to it to ensure the
increment in the performance of mobile networking. One of the latest features in
HMIPv6 is Mobility Anchor Point (MAP). The introduction of MAP in HMIPv6
has improved the handover latency and reduced the amount of signaling between
the Mobile Node (MN), its Correspondent Nodes (CNs), and its Home Agent
(HA) [22]. The Fig. 2 illustrates the process flow of HMIPv6.

Operation of HMIPv6 involves in three phases that are MAP discovery, MAP
registration and packet forwarding. The first step is the MAP discovery procedure
which is to obtain a successful connection. Normally, MAP is a router which is
located in a network that is visited by the MN. When the visit point router starts to
advertise, the discovery begins. There are two discovery options in HMIPv6 which
are Static Configuration and Dynamic MAP Discovery.

The HMIPv6 operation starts when the MN obtains its MAP IP address through
the discovery, then it calculates the distance of MAP from the current AR. This is to
verify the connection strength between AR and MAP. The second step is MAP
registration that is to register the MN to MAP. Visit point router is assigned as
Regional Care-of-Address (RCoA) which is obtained by the MN from the visited
network. RCoA is formed using prefix advertised by visit point router. MN assigns
as On Link Care-of-Address (LCoA). LCoA is configured on a MN’s interface
based on the prefix advertised by its default router (AR). After that, MN creates a
binding between RCoA and LCoA at MAP. Then, MN sends Local Binding Update
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PrRtAdv
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Fig. 2 HMIPv6 flow diagram
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(LBU) to newly discovered MAP. Next, HA performs Duplicate Address Detection
(DAD) and updates the binding cache. Then, MAP sends Binding Acknowledge-
ment (BAck) to MN. After this process, MN sends binding update to its HA and
active CN’s with RCoA as its source address and HA. CN’s address is set as
destination address. The final step is to forward packets which are performed after
the MAP discovery and MAP registration. A Bi-directional tunnel between MAP
and MN is established to allow the packet forwarding. All packets sent by the MN
are tunnelled through MAP and also all packets destined to the MN’s RCoA are
intercepted by MAP and tunnelled to MN’s LCoA.

As simplified to figure out the HMIPv6 mechanism, when an MN moves in
MAP domain, MAP acts as HA of the MN locally and the MN registers only to its
location information to MAP. Therefore, HMIPv6 is smaller location update cost
than MIPv6 which updates an MN’s location information to the HA and CNs. Thus,
HMIPv6 is more efficient compared to the previous MIPv6 in terms of the handover
and broadcasting. The technology also improves the inter network connection and
smoothen the users’ intermittent connections.

Fast Handover Mobile Internet Protocol Version 6 (FMIPv6)

FMIPv6 is another initiative by the Internet Engineering Task Force (IETF) to
improve the mobile network for the mobile users. The FMIPv6 is also designed
based on the previous version of MIPv6. The FMIPv6 handover schemes introduce
three signaling messages which involved in the anticipation phase that are Router
Solicitation for Proxy Advertisement (RtSolPr), Proxy Router Advertisement
(PrRtAdv) and Fast Binding Update (FBU) [23]. The Fig. 3 shown the FMIPv6
Predictive Fast Handover flow diagram. The Fig. 4 shown the FMIPv6 Reactive
Fast Handover flow diagram.

For FMIPv6 predictive fast handover scheme, theMN obtains the newCoA before
actual movement to new subnet through newly defined messages: Router Solicitation
for Proxy Advertisement (RtSolPr) and Proxy Router Advertisement (PrRtAdv) [24].
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Fig. 3 FMIPv6 predictive fast handover scheme flow diagram
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Next, whenMN sends Fast Binding Update (FBU) to the pAR and requesting pAR to
send a Handover Initiate (HI) messages to the nAR, this is to obtain the New Care of
Address (NCoA). So that, all the packets arriving to the Previous Care of Address
(PCoA) can be tunnelled to the NCoA. The nAR performs Duplicate Address
Detection (DAD) and returns Handover Acknowledgement (HACK) to the pARwith
the tunnel establishment. Next, pAR sends Fast Binding Acknowledgement (FBack)
to MN and nAR. In the last step, the MN sends the Fast Neighbour Advertisement
(FNA) to the nAR. This informs that theMN is in the nAR subnet and the nAR returns
the FNA Acknowledgement (FNA-Ack) to the MN.

When the predictive fast handover scheme is failed or not possible, FMIPv6 can
operate in reactive fast handover scheme. The reactive fast handover scheme almost
same as the predictive fast handover scheme. The main difference is in predictive
fast handover scheme, it allows the MN to send FBU even before it is attached to
the nAR. But in reactive fast handover, it only allows MN to send FBU after it is
attached to the nAR.

As summary, when MN moves to the new subnet and connect with the new link,
it can receive the forwarded packets from pAR. The buffers exist in pAR and new
Access Router (nAR) for protecting packet loss. Therefore, it reduces the service
disruption duration and handover latency. The MN must need to update the HA and
CNs. As conclusion, the introduction of the FMIPv6 has minimize the packet loss
and latency due to handover process, thus these have improved the network con-
nection and smoothen the users’ intermittent connections.

Fast Handover for Hierarchical Mobile Internet Protocol Version 6
(FHMIPv6)

FHMIPv6 is the combination of two mechanisms that are Fast Handover Mobile
Internet Protocol version 6 (FMIPv6) and Hierarchical Mobile Internet Protocol
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PrRtAdv

FNA[FBU]

FBU

FBACK

forward packets

deliver packets

L2 trigger

Disconnect

Connect

Fig. 4 FMIPv6 reactive fast handover scheme flow diagram
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version 6 (HMIPv6). Fast Handover for Hierarchical Mobile IPv6 (FHMIPv6)
reduces the signaling overhead and Binding Update (BU) delay during handover by
using HMIPv6 procedures [25]. Furthermore, movement detection latency and new
CoA configuration delay during handover are reduced by utilizing FMIPv6 processes.

The FHMPv6 contains the Router Solicitation for Proxy Advertisement
(RtSolPr), Proxy Router Advertisement (PrRtAdv) and Fast Binding Update
(FBU) technology from the FMIPv6 mechanism and also the Mobility Anchor Point
(MAP) technology from the HMIPv6 mechanism which are combined into one
single technology namely FHMIPv6. When the MN associates with a new MAP
domain, HMIPv6 procedures are performed with the HA and the Mobility Anchor
Point (MAP). If the MN moves from a previous Access Router (pAR) to a new
Access Router (nAR) within the domain, it follows the local BU process of
HMIPv6. Packets are sent to the MN by the CN during handover which are tunneled
by the MAP enroute for the nAR. Figure 5 shown the FHMIPv6 flow diagram.

Based on the FHMIPv6 operation flow figure, the MN sends RtSolPr message
containing the information of nAR to MAP. Continuingly, the MAP sends out
PrRtAdv message to the MN, which contains information of New Link Care of
Address (NLCoA) for MN to be used in nAR region. Next, the MN sends out the
Fast Binding Update (FBU) to the MAP, which encloses Previous Link Care of
Address (PLCoA) and IP address of the nAR. Once the MAP receives FBU from
the MN, MAP sends out Handover Initiate (HI) to nAR. In response to the HI
message, nAR sets up a host route for the MN’s PLCoA and responds with a
Handover Acknowledge (HACK) message. It means that a bi-directional tunnel
between MAP and nAR is established. After that, MAP sends out Fast Binding
Acknowledgement (FBACK) toward MN over pAR and nAR. Then, MAP begins
to forward data packets destined to MN to the nAR by using the established tunnel.

MN 
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MAP nAR
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Fig. 5 FHMIPv6 flow diagram
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Once the MN is in nAR region, it sends out Fast Neighbour Advertisement
(FNA) to the nAR and nAR returns the FNA-ACK to the MN. Then, MN sends
Local Binding Update (LBU) to MAP. Next, the HA performs Duplicate Address
Detection (DAD) and updates the binding cache. Then, MAP sends a Binding
Acknowledgement (BACK) to MN. After this process, MN sends binding update to
it’s HA and active CN’s with NLCoA as its source address or HA, CN’s address is
set as destination address.

3.2 Wireless Mesh Network

Wireless Mesh Network (WMN) is one of the multi-hop infrastructure based net-
work. A WMN is communication network which is made up of radio nodes
organized in a mesh topology. The WMN consists of mesh client, mesh router and
gateways. The mesh clients are often laptops, cell phones and other wireless devices
while the mesh routers forward traffic to and from the gateway, but need not
connect to the Internet [26].

The WMN primary advantages lie in its inherent fault tolerance against network
failure, broadband capability and simplicity of setting up a network. Compare to
cellular networks, unavailability of communication services over a large geo-
graphical area is occurred when a single base station (BS) failure [27]. The WMN is
reliable and offers redundancy. When one node is failed, the rest of the nodes can
still communicate with each other, directly or through one or more intermediate
nodes. Besides that, the administration and maintenance costs for WMN are lower.
In addition, a wireless mesh overcomes the line-of-sight issues that may occur when
a space is crowded with buildings or industrial equipments.

A WMN can be seen as a special type of WANET. A WMN often has a more
planned configuration, and may be deployed to provide dynamic and cost effective
connectivity over a certain geographic area [28]. An ad hoc network, on the other
hand, is formed ad hoc when wireless devices come within communication range
of each other. The mesh routers may be mobile, and may be moved according to
specific demands that is arising in the network. Often, the mesh routers are not limited
in terms of resources compared to other nodes in the network. Thus, mesh routers can
be exploited to perform more resource intensive functions. In this way, the WMN
differs from an ad hoc network, since these nodes are often constrained by resources.

4 Simulation Design

4.1 Simulation Setup

To perform a comparison between MIPv6, HMIPv6, FMIPv6 and FHMIPv6
mobility protocols, some configurations and parameters need to be fixed to obtain
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the optimum results for each mobility management protocol. The environment for all
Host-Based mobility management protocols are set up in Wireless Mesh Network
topology environment and the data rate is fixed in 100 Mbps. Table 1 shows the type
of parameters and values that are needed to fixed for the whole simulation process.

The network topology consists of MIPv6, HMIPv6, FMIPv6, FHMIPv6 and
WMN. Inter network section comprises of 8 routers with 5 wired routers and
3 wireless routers that are accomplished as base stations. Intra network portion
includes 9 Wireless Mesh routers which has been setup in a grid formation to
maximize the coverage area. Figure 6 shown the simulation design of inter and intra
networks environment for Host-Based mobility management protocol. Table 2
shows configuration details of inter and intra networks topology of each link and
node.

All the Host-Based mobility management protocols are implemented in the inter
network packet transmission. The inter network consists of Corresponding Node
(CN), Home Agent (HA), Mobility Anchor Point (MAP), previous Access Router
(pAR), new Access Router (nAR) and 3 routers namely N1, N2 and N3. The
connection between CN–N1, HA–N1 and N1–MAP is set to 100 Mbps. These
represent the local area network with high connectivity. MAP–N1 and MAP–N2
are set to 10 Mbps which represent 10 Mbps Ethernet network. N2–pAR and
N3–nAR are set to 1 Mbps which represent WiFi networks.

Table 1 Type of parameters
and value

Wireless mesh network data rate 10 Mbps
Window size (byte) 32
Transport protocol TCP
Link delay 2 ms

pAR nAR

HA

CN

N1

N2 N3

Inter Network Topology

Fig. 6 Inter and intra networks environment
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The network environment needs to be constructed before implementing the
mobility management protocols. The Intra-network is setup by Wireless Mesh
Network (WMN). The WMN topology is in grid formation to fully cover the
coverage area which is either scattered or concentrated in a certain geographical
terrain. The grid formation WMN topology build up by 9 mesh routers and the
mobility management protocols act as the mesh client. The bandwidth for WMN is
setting up at 10 Mbps and the data transfer rate among the mesh router is up to
100 Mbps. The grid WMN topology allows the data transmitted from different
devices simultaneously and can withstand high load traffic. The mesh router can
exchange and transfer messages directly with neighbours which are located in a
vertical or horizontal position. The two mesh routers in the diagonal of a rectangle
cannot generally reach each other directly, as obstacles like a tall building or
mountain that highly blocks the wireless transmission. For grid formation of WMN
network topology, one mesh router act as the main controller to whole topology.
The main mesh router, N0 connect with the WLAN Controller which works as main
controller.

For Inter network, MN is set to move into the connection area of pAR and
establish connection with pAR. The pAR belongs to the corresponding home
networks. The MN assigned static address from home network, which means that
the MN will never change its IP address once it gets that IP address. The HA
represents its home default network and it’s also used to tunnel traffic when the
mobile device is moving into nAR network when route optimization is not used.
The CN keeps communicating with MN through the pAR.

When MN starts moving from pAR toward nAR connection area, MN sends it’s
binding messages while detecting motion and keeps looking for routing adver-
tisements and solicitation messages from the neighbour router. The MN associates
with the nAR. If the association is successful, then the handover process starts. If
the association is not successful, the MN repeats the current steps. For MIPv6 and
FMIP6, the MAP router is functioned as normal access router, while for HMIPv6
and FHMIPv6, MAP router is functioned as access router that has provide new
technology, Mobility Anchor Point (MAP) service.

Table 2 Configuration
details for inter and intra
networks topology

Link connection Link speed (Mbps) Queue type

CN–N1 100 RED
HA–N1 100 RED
N1–MAP 100 RED
MAP–N2 10 RED
MAP–N3 10 RED
N2–pAR 1 DropTail
N3–nAR 1 DropTail
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4.2 Performance Metrics

In order to get a full understanding about the behaviour of all Host-Based mobility
management protocols performed in grid formation of WMN network topology, the
following performance metrics were selected for this simulation.

i. Throughput—represents the average rate of successful packet delivery per unit
time over a communication channel.

ii. Packet Delivery Ratio (PDR)—represents the ratio between the number of
packets received by the receiver, and the number of packets sent by the source.

iii. Latency—represents the delay from the packets sent by the host (Computer
User) to the server (Internet).

5 Results and Discussion

Simulation results are presented in this section. In Table 3, the result of each
performance metric for all Host-Based mobility management protocols in Wireless
Mesh Network (WMN) environment are shown. The packet sizes used for

Table 3 Performance of various types of Host-Based mobility management protocols in WMN
environment

Packet size (bytes) Latency mean (ms) PacketDelivery ratio (%) Throughput (bps)

Mobile Internet Protocols version 6 (MIPv6) with WMN

256 175 74.68 69617.23
512 179 75.22 70860.98
1024 178 74.66 70215.13
2048 183 82.43 91023.06
Hierarchical Mobile Internet Protocol version 6 (HMIPv6) with WMN

256 201 81.76 77824.00
512 204 82.22 78807.04
1024 202 84.51 80858.21
2048 237 92.65 104133.43
Fast Handover Mobile Internet Protocol version 6 (FMIIV6) with WMN

256 195 79.87 75243.53
512 200 81.05 77672.90
1024 198 81.51 77987.84
2048 215 89.65 100761.60
Fast Handover for Hierarchical Mobile Internet Protocol version 6 (FHMIPv6) with WMN

256 200 81.76 77824.00
512 202 82.22 78807.04
1024 201 84.51 80858.21

2048 234 92.65 104133.43
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simulation are started from 256 bytes, and increase to 512 bytes, 1024 bytes, and
2048 bytes. The Host-Based mobility management protocols include MIPv6,
HMIPv6, FMIPv6 and FHMIPv6.

Based on the results obtained from the simulation experiments, MIPv6 with
WMN performs well in term of latency mean. The reason that MIPv6 with WMN
has low latency is because the packets have been dropped that contribute to a low
Packet Delivery Ratio and Throughput. The highest Packet Delivery Ratio that can
be reached is only 82.43% and in the same time the Throughput only reaches
91023.06 bps. HMIPv6 and FHMIPv6 with WMN perform well in term of
Throughput and Packet Delivery Ratio (PDR). This is because the Mobility Anchor
Point (MAP) is implemented and the hierarchical movement pattern performs
better. The FHMIPv6 with WMN performs slightly better than HMIPv6 in term of
latency mean. FMIPv6 with WMN has a fair performance outcome as it is based on
the anticipated handover with a slightly lower Packet Delivery Ratio and
Throughput compare to HMIPv6 and FHMIPv6.

Having studied Fig. 7, it is observed that as the packet size increases, latency
mean is increased. The reason is because as the packet size increases, the network
needs more time to send packets over the Mobile Internet and through Wireless
Mesh Network. The handoff latency is also included. However, in Wireless Mesh
Network, it has minimized the time for handover process. Additionally, it is
observed that MIPv6 performs better compared to HMIPv6, FMIPv6 and
FHMIPv6. It is followed by FMIPv6 that performs better than HMIPv6 and
FHMIPv6. Although HMIPv6 and FHMIPv6 have been implemented with MAP,
but FHMIPv6 has slightly lower latency mean compared with HMIPv6. However,
latency mean for Host-Based mobility management protocols do not have many
differences. Thus, it can be concluded that all Host-Based mobility management
protocols have not much improvement between the mechanisms with the consoli-
dation with WMN.

As shown in Fig. 8, the packet delivery ratio of MIPv6, HMIPv6, FMIPv6 and
FHMIpv6 for various packet sizes are presented. It can be observed that HMIPv6
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and FHMIPv6 perform better compared to MIPv6 and FMIPv6 in term of Packet
Delivery Ratio (PDR). For HMIPv6 and FHMIPv6, both have the same amount for
the packet delivery ratio for various packet sizes. MIPv6 performs the least among
these 4 mobility management protocols. The reason is because HMIPv6 and
FHMIPv6 perform the MAP mechanism where the same hierarchical network does
not need to be sent over to the higher hierarchical network. Whereas in FMIPv6 and
FHMIPv6, the fast handover mechanism informs the new network about the han-
dover process before it performs the handover processes. Thus, HMIPv6, FMIPv6
and FHMIPv6 perform better than the original MIPv6.

Based on Fig. 9, the throughput for all Host-Based mobility management pro-
tocols has been observed. The HMIPv6 and FHMIPv6 perform better compared to
the other two mechanisms. The HMIPv6 and FHMIPv6 share the same throughput
for various packet sizes. For example packet size of 2048 bytes, HMIPv6 and
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FHMIPv6 have the throughput of 104133.43 bps. FMIPv6 has the throughput of
100761.60 bps and MIPv6 has the throughput of 91023.06 bps. The reason of
HMIPv6 and FHMIPv6 performs better than FMIPv6 and MIPv6 is explained as
before where HMIPv6 and FHMIPv6 do not need to perform higher hierarchical
data transmission if the nodes perform lower hierarchical network communication.

By implementing the FHMIPv6 to handle the inter network scenario, the MAP
and fast handover mechanisms are activated. When an MN moves in MAP domain,
MAP acts as HA of the MN locally and the MN registers only to its location
information to MAP. The MAP minimize frequent BUs to its HA and CNs and the
BU signaling is localized in a most time. Therefore, FHMIPv6 is smaller location
update cost than MIPv6 which updates an MN’s location information to the HA and
CNs. For fast handover mechanism, when the mobile node senses lower signal
strength, mobile node advertises to the neighbour network for the need to attach to
the new higher signal strength access point. Mobile node informs the new access
point of the need to change to the new access point before the process of handover.
Thus, movement detection latency and new CoA configuration delay during han-
dover are reduced. With this enhanced mobility management, it is believed that
with the FHMIPv6 implementation, this can reduce latency, increase throughput
and decrease distortion. With these criteria, the future aims of wireless communi-
cation while moving is made possible which eases the communication between
human.

6 Conclusion

As conclusion, due to the various performance metrics results, the FHMIPv6 per-
forms much better compares to others Host-Based mobility management protocols.
By introducing this proposed expansion, it’s able to reduce the signaling cost, in
order can improve service quality and service range of wireless communication in
areas that are affected by coverage problems. In future, the Network-Based mobility
management protocols such as Proxy Mobile Internet Protocol version 6 (PMIPv6)
and Fast Proxy Mobile Internet Protocol version 6 (FPMIPv6) are proposed to be
consolidate and make comparisons with Host-Based mobility management proto-
cols in Wireless Mesh Network (WMN) environment. This simulation research
enables the researchers to fully understand the performance of PMIPv6 and
FPMIPv6 in inter network with WMN.
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Application of Parallel Computing
Technologies for Numerical Simulation
of Air Transport in the Human Nasal Cavity

Alibek Issakhov and Aizhan Abylkassymova

Abstract The use of parallel computing technologies for numerical simulation of

air transport in the human nasal cavity was considered in this paper. Investigation

of air flow in the human nasal cavity is of considerable interest, since breathing is

done mainly through the nose. A two-dimensional numerical simulation of air trans-

port in the model cross-sections of the nasal cavity to normal human nose based

on the Navier-Stokes equations, the equations for temperature and equation for rel-

ative humidity were conducted in this study. The projection method is used for the

numerical solution of this system of equations. This numerical algorithm was fully

parallelized using different geometric decompositions (1D, 2D, and 3D). A prelim-

inary theoretical analysis of the speed-up and effectiveness of various methods of

decomposition of the computational domain and the real numerical experiments

for this problem were made in this work. Moreover the best domain decomposi-

tion method has been determined. The obtained data transfer numerical modelling

air human nasal cavity was verified with known numerical results in the form of

velocity and temperature profiles.

Keywords Decomposition methods ⋅ Theoretical analysis of efficiency

Speed-up ⋅ Alveolar state ⋅ Heat transfer in the nasal cavity ⋅ Projection method

Finite volume method

1 Introduction

The current trend in the development of high-performance computers opens up new

opportunities for developing highly effective methods for modelling complex prob-

lems using multi-level decomposition and hierarchical parallelization of computa-

tions. For most real physical processes with a large computational grid this approach
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is the only practical way to create an adequate computing model of control objects.

In addition, traditional serial computers and computational schemes have come to

their technological limit. At the same time, a technological breakthrough in the field

of creating means for interprocessor and intercomputer communications makes it

possible to realize effective control in the distribution of computations for various

components by an integrated computer, which in turn is one of the key properties of

parallelism.

Through the nasal cavity there is a primary recognition of odors, through it we

breathe the air, which passes into the alveolar state (it heats there to physiologically

normal temperature and is completely saturated with water vapor). They serve as

regulators of all air circulation, create a normal air temperature and are completely

saturated with water vapor, cleaned and disinfected. Normally, the airflow passes

through the nose at a speed of 6 L/min, this index can be increased to 10 L/min.

However, the nasal cavity depending on the cause of occurrence has curvatures

and can be divided as:

∙ Physiological

∙ Compensatory

∙ Traumatic

With the aforementioned character of curvature, they negatively affect primar-

ily the difficulty of breathing. Nasal breathing is very important, a systemic part of

our body’s vital activity and any of its disturbances sooner or later cause negative

consequences for the human body.

The main method of eliminating the curvature of the nasal cavity is a surgical

operation—septoplasty. However, it should be noted that the success of a surgical

operation at the best does not exceed 80%, which leads to a repeated surgical opera-

tion. And also the surgical operation will depend on the experience and skill of the

surgeon. Naturally, to increase the percentage of an operation success, it will be nec-

essary to accurately make nasal cavity corrections. Before the surgical intervention

due to X-ray images it is possible to evaluate the nature of the curvature and with the

help of numerical modelling it will be possible to correct and optimize the nasal cav-

ity in advance. Knowing the preliminary accurate correction of the nasal sinus, the

surgeon can increase the percentage of success of the operation that will accordingly

reduce the percentage of the reoperation.

2 Background

The nasal cavity balances the inhaled air with the internal state of the body with

surprising efficiency. In the papers of Cole [1], Inglesstedt [2] and Webb [3], it was

generally agreed that the inhaled air through the nasal cavity reaches up to the alve-

olar state (completely saturated with water vapor and at normal body temperature)

by the time it reaches the pharynx. And it practically does not depend on a condition
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of ambient air which has arrived through nostrils. These results were also obtained

in the paper of Farley and Patel [4] who collected data in natural conditions with

air temperature readings along the upper respiratory tract, as well as Hannah and

Scherer [5], reflecting measurements of local mass transfer coefficients on the gyp-

sum model the human upper respiratory tract. Nevertheless, McFadden [6] noted that

the conclusions are valid for quiet breathing, in some circumstances at high ventila-

tion levels, conditioning of additional air should occur in the intrathoracic airways

in order to completely determine the inhaled air in the alveolar state.

Numerous studies have been aimed at assessing the hydration and temperature

regulation of the nasal cavity. However, mathematical models were based on axisym-

metric tubes or occupied quasistationary flows [7]. As a rule, these studies con-

firmed the opinion that under normal conditions there is enough time for heating

and humidifying the air in the nasal cavity. In addition, medications as well as

surgical procedures are being used with increasing speed to restore the structure

and functions of the nasal cavity [8]. For example, aromatic inhalations are used

to improve airflow and to reduce congestion, as well as rhinoplasty procedures are

used to overcome trauma or aesthetic deformities. These artificial interventions cause

local changes, and can affect the efficiency of transport phenomena of air. However,

precise intranasal characteristics and distribution of transport phenomena are not yet

known even for a normal (or healthy) state [9–13].

Experimental examination of the nasal cavity is practically impossible, due to the

complex internal structure and dimensions, i.e. The introduction of any measuring

device or probe causes additional disturbance of the flow. Therefore, mathematical

modelling is one of the only approaches to studying the flow of air in the nasal cavity.

3 Statement of the Physical Problem

Air flow that passes through the structure of the nasal cavity has a very difficult path.

The complex structure of the nasal cavity and complete three-dimensional analysis of

the steam flow, heat transfer in the inner part of the nasal mucosa requires significant

computational resources that prevent a systematic analysis of the relevant factors

(Fig. 1).

Having the available computational resources, a complex study of transport mech-

anisms was carried out in two-dimensional form, through the cross sections of the

nose.

In addition, the following assumptions are made for numerical modelling:

∙ The walls of the nasal cavity and nasal concha are assumed to be immovably hard.

∙ The air flow in the nasal cavity is considered as a laminar flow, and the air as an

incompressible medium (since the Reynolds and Mach numbers are very small).

∙ The velocities on the walls of the cavity are taken as zero (u = 0, v = 0).
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Fig. 1 Nose model with a longitudinal section

∙ The walls of the nasal cavity are considered fully saturated with water vapor and

the temperature near the body due to the moist mucous layer reaches the vascular

vessels of the nasal wall.

Thin features of the nose do not have exact dimensions, because there are differ-

ences in the structure of the nasal cavity in healthy people, so it is almost impossible

to determine the exact model of a “normal nose”. Thus, a simplified model of the

nose is developed, where the main essential signs of the nasal cavity are revealed.

The dimensions are taken from the averaged data of the human nasal cavity (Fig. 2).

The physical area of the problem is the second cross-section (Fig. 2c “-2-”), which

is important for the study, because it is an area where a significant proportion of the

air flow takes place, and also it has a complex structure, through which the basic

functions of the nasal cavity are performed.

The mathematical model is constructed on the basis of the Navier-Stokes equa-

tions, including the continuity equation, the momentum equation, the energy (tem-

perature) equation, and also relative humidity equation are used [14–16].

∇U = 0,

𝜕U
𝜕t

+ (U ⋅ ∇)U = −1
𝜌

∇p + v∇2U,

𝜕T
𝜕t

+ (U ⋅ ∇)T = k
𝜌cp

∇2T ,

𝜕C
𝜕t

+ (U ⋅ ∇)C = D∇2C

where U—velocity vector, t—time, p—pressure, v—kinematic viscosity,

T—temperature,C—humidity, cp—specific heat of the medium at constant pressure,

k—coefficient of thermal conductivity, 𝜌—density, D—coefficient of molecular dif-

fusion.
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Fig. 2 Simplified nose model: a longitudinal section, b coronary section, c cross sections at height

h = 3, 13, 17, 20, 26, 33, 40 mm from the bottom point of the nasal cavity, d perspective view

The instantaneous velocity at the inlet in each cross section is assumed to have

a parabolic profile with a maximum velocity (UM
in )max that varies during the breath-

ing cycle. In the paper of Girardin et al. [17] measurements were made using laser

anemometry in the model of the human nose and it was found that the field flow

basically has layered parabolic velocity profiles in any cross section. At rest, a nor-

mal adult breathes a volume about VT = 0.5L (inhaling and exhaling) once a minute

at an average flow rate of about 0.125 L/s to each nostril. Accordingly, the instanta-

neous velocity distribution at the input UM
in in the direction is given in the following

form:

uin(t, x = 0, y) = (UM
in )max

[
2 sin2 𝜋t

2
− 1

]
×
(12y − y2)

36
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The input boundary conditions for the temperature and relative humidity of the

external air are given in the following form:

Tin(t, x = 0, y) = 25 ◦
C, Cin(t, x = 0, y) = 0.0047 kg H2O∕m3

On the walls of the nasal cavity and nasal concha:

uwall(t, x, y) = 0, vwall(t, x, y) = 0, Twall(t, x, y) = 37 ◦
C, Cin(t, x, y) = 0.0438 kg H2O∕m

3

The initial conditions are given in this form:

u0(t = 0) = 0, T0(t = 0) = 32 ◦
C, C0(t = 0) = 0.0235 kg H2O∕m

3
.

4 The Numerical Algorithm

The projection method is used for a numerical solution of this system of equations

[18, 19]. Equations are discretized by the finite volume method [18, 20, 21]. At

the first stage it is assumed that the transfer of the momentum is carried out only

through convection and diffusion, and an intermediate velocity field is calculated

by the fourth-step Runge-Kutta method [16]. In the second stage, according to the

found intermediate velocity field, there is a pressure field. The Poisson equation for

the pressure field is solved by the Jacobi method. Then at the third stage, it is assumed

that the transfer is carried out only due to the pressure gradient. Further at the fourth

stage, the equations for the temperature are calculated by the fourth-step Runge-

Kutta method. And in finally, equations for the relative humidity are calculated, and

also solved by the fourth-step Runge-Kutta method [9, 10, 16].

(I) ∫
𝛺

u⃗∗−⃗un

𝜏

d𝛺 = −∮
𝜕𝛺

( ⃖⃗un ⃖⃗un − 𝜐∇ ⃖⃗un)nid𝛤

(II) ∮
𝜕𝛺

(∇p)nid𝛤 = ∫
𝛺

∇⃗u∗

𝜏

d𝛺

(III)
u⃗n+1−⃗u∗

𝜏

= −∇p.
(IV) ∫

𝛺

Tn+1−Tn

𝜏

d𝛺 = −∮
𝜕𝛺

( ⃖⃗unTn − k
𝜌cp

∇Tn)nid𝛤

(V) ∫
𝛺

Cn+1−Cn

𝜏

d𝛺 = −∮
𝜕𝛺

( ⃖⃗unCn − D∇Cn)nid𝛤 .

5 Algorithm of Parallelization

Well known three dimensional lid-driven cavity problem is used to check various

geometric decompositions method. A computational grid was constructed using the

Pointwise software to carry out the numerical simulation. The problem was launched

on the ITFS-MKM software complex using a high-performance cluster. A cluster
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system (Intel(R) Xeon(R) CPU E5645 2.40 GHz CPU, 26 nodes with two processors

per node and total number of cores are 312, 624 GB RAM) is used to decrease CPU

time. This numerical algorithm is completely parallelized using various geometric

decompositions (1D, 2D and 3D). Geometric partitioning of the computational grid

is chosen as the main approach of parallelization. In this case, there are three different

ways of exchanging the values of the grid function on the computational nodes of a

one-dimensional, two-dimensional, and three-dimensional grid. After the decompo-

sition stage, when parallel algorithms are built on separate blocks, we proceed to the

relations between the blocks, the calculations on which will be performed in parallel

on each processor. For this purpose, a numerical solution of the equation system was

used for an explicit scheme, since this scheme is very well parallelized. In order to

use the decomposition method as a parallelization method, this algorithm uses the

boundary nodes of each subdomain in which it is necessary to know the value of the

grid function that borders on the neighboring elements of the processor. To achieve

this goal, at each computational node, fictitious points store values from neighboring

computational nodes, and organize the transfer of these boundary values necessary

to ensure homogeneity of calculations for explicit formulas (Fig. 3).

Data transmission is performed using the procedures of the MPI library [22–30].

By doing the preliminary theoretical analysis of the various effectiveness methods of

the computational domain decomposition for this problem, we will estimate the time

of the parallel program as the time of the sequential program divided by the num-

ber of processors used Tcalc, plus the transmission time Tp = Tcalc∕p + Tcom. While

transmissions for different decomposition methods can be approximately expressed

through bandwidth:

T1D
com = tsend2N2x2

T2D
com = tsend2N2x4p1∕2 (1)

T3D
com = tsend2N2x6p2∕3

whereN2
—the number of nodes in the computational grid, p—the number of proces-

sors (cores), tsend—the time for sending one element (number).

It should be noted that for different decomposition methods, the data transmis-

sion cost can be represented as T1D
com = tsend2N2xk(p) in accordance with the formula

(1), where k(p) is the proportionality coefficient, depending on the decomposition

method and the number of processing elements used.

Table 1 shows numerical values of k(p). We can see that if p > 5 and by using 3D

decomposition this algorithm is more efficient. While for p > 11 and by using 3D

decomposition, the necessary time of sending between the processors of the value

of the function un+1i,j,k , vn+1i,j,k , wn+1
i,j,k , pn+1i,j,k in a node with a smaller number of elements,

it is expected that the time spent on data transmission will be minimal.
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Fig. 3 Different methods of decomposition. Schemes of mechanisms for the exchange of 1D, 2D

and 3D decompositions
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Table 1 Dependence of the proportionality k(p) coefficient on the number of processor elements

and the decomposition method

Number of processes 3 4 5 6 10 11 12 16 60 120 250

1D Decomposition 2 2 2 2 2 2 2 2 2 2 2

2D Decomposition 2.31 2.00 1.79 1.63 1.26 1.20 1.15 1.00 0.51 0.36 0.25

3D Decomposition 2.88 2.38 2.05 1.82 1.29 1.21 1.14 0.94 0.39 0.24 0.15

All calculations were carried out on cluster systems T-Cluster and URSA at the

Faculty of Mechanics and Mathematics, al-Farabi Kazakh National University using

128 × 128 × 128 and 256 × 256 × 256 computational grids. Computational experi-

ments were conducted using up to 250 processors. The results of the computational

experiment showed the presence of a good speed in solving problems of this class.

They are mainly focused on additional transmissions and time calculations for vari-

ous decomposition methods.

At the first stage, one common program was used, the size of the array from start

to run did not change, and each element of the processor is numbered by an array of

elements, starting from zero. Despite the fact that according to the theoretical analy-

sis of 3D decomposition is the best option for parallelization (Fig. 4), computational

experiments showed that the best results were achieved with 2D decomposition when

the number of processes varies from 25 to 144 (Fig. 4).

Based on a preliminary theoretical analysis of the graphs, the following character

can be noted. The calculation time without the cost of inter-processor communica-

tions with different decomposition methods should be approximately the similar for

the equal number of processors and divided by Tcalc∕p. In fact, the calculated data

(Fig. 5) show that using 2D decomposition on various computational grids gives a

minimal cost for the calculation and the cost graphs are significantly higher depend-

ing on the computation time on several taken processors Tcalc∕p (Fig. 6).

To explain these results, it is necessary to pay attention to the assumptions made

in the preliminary theoretical analysis of the effectiveness for this task. First, it was

assumed that, regardless of the distribution of data per one processor element, the

same amount of computational work was performed, which should lead to the same

time expenditure. Secondly, it was assumed that the time spent on interprocessor

sendings of any degree of the same amount of data does not depend on their choice

of memory. In order to understand what is actually happening, the following sets of

test computational calculations were carried out. For the evaluation, the sequence of

the first approach was considered, when the program is executed in a version with

one processor, and thus simulates various ways of geometric decomposition of data

for the same amount of calculations performed by each processor.
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Fig. 4 Speed-up for various methods of the computational domain decomposition

6 Results of Numerical Simulation

As a result of numerical modelling of the aerodynamics of the human nasal cav-

ity, the following data were obtained. Also, to verify this numerical algorithm, we

used the calculation data from paper [7], which describes the profiles of the lon-

gitudinal component of velocity and temperature in three cross sections: at a dis-

tance x1 = 17mm, x2 = 49mm and x3 = 80mm from the entrance (Fig. 7). For the

numerical simulation, the corresponding parameters for air constants were used:

𝜌 = 1.12 kg/m
3
, 𝜇 = 1.9 × 10−5 kg/ms, cp = 1005.5 J/kgK, k = 0.0268W/mK, D =

2.6 × 10−5 m2
/s.

Figure 8 shows the comparison of profiles for x1, x2 and x3 the longitudinal veloc-

ity component of the calculation results and data from the article Naftali et al. [7].

Figure 9 shows a comparison of temperature profiles for cross sections x1, x2 and x3
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Fig. 5 Efficiency for various methods of the computational domain decomposition

with paper [7]. Figure 10 shows the relative humidity profiles for cross sections x1,

x2 and x3. In all the figures, numerical results were shown to be dimensionless.

It can be seen from the figures that when passing through narrow areas of the nasal

cavity air is heated downstream, and relative humidity also increases. And also from

Fig. 9 it can be noted that behind the nasal septum the temperature increases and

the air temperature is heated to the alveolar state when reaching to the nasophar-

ynx. And at low ambient temperatures, relative humidity plays a very important

role. Figure 11 shows the longitudinal velocity component in the cross section for

time t = 1 s. Figure 12 shows the transverse velocity component in the cross section

for time t = 1 s. It can be seen from the figures that vortex currents appearing from

the nasal conchas, which play an important role in the process of heating the air.

Figures 13 and 14 show the temperature components, and the relative humidity in

the calculated area for time t = 1 s. It can be seen from the figures that when pass-

ing through narrow areas of the nasal cavity air is heated downstream, and relative

humidity also increases.
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Fig. 6 Time of calculation without taking into account the cost of data transfer for different decom-

position methods

Fig. 7 Evaluation in three locations for temperature and velocity for a cross section
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Fig. 8 Comparison of the velocity component profile for the cross sections x1 = 17mm, x1 =
49mm and x1 = 80 mm with the calculation results [7]

7 Future Research Directions

Moreover, future increases in computational resources will be accompanied by con-

tinuing demands from application scientists for increased resolution and the inclu-

sion of additional physics. Consequently, new approaches are needed in order to

decrease simulation computational costs. Such techniques will be required to har-

ness both the underlying model hierarchy and the stochastic hierarchy.
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Fig. 9 Comparison of temperature profiles for cross sections x1 = 17mm, x1 = 49mm and x1 =
80mm with the calculation results [7]

Future research should continue to examine knowledge in qualitatively and quan-

titatively approximate the basic laws of air transport in the human nasal cavity, which

will tie to real conditions. These research will give more real numerical results.
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Fig. 10 Relative humidity profiles for sections x1 = 17mm, x1 = 49mm and x1 = 80mm

8 Conclusion

Thus, for explicit numerical methods for lid-driven cavity problem solved by the sys-

tem of the Navier-Stokes equation with one-dimensional, two- and three-dimensional

decompositions are applied. But the results of the testing programs showed that for

the number of processors not exceeding 250. While 3D decomposition is not time-

consuming compared to 2D decomposition, and 3D decomposition has more time-

consuming software implementation and the use of 2D decomposition is sufficient

for the scale of the task. And also during the examination of the nasal cavity, the
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Fig. 11 Longitudinal components of the flow velocity for a cross section

Fig. 12 Transverse velocity components flow for a cross section

Fig. 13 Temperature flow for cross section

following conclusion can be drawn: the walls of the nasal cavity contribute to the

heating of air and the appearance of vortices, which are not a small importance for

the transition of air to the alveolar state, before entering the nasopharynx. Not less
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Fig. 14 Relative humidity flow for cross section

importance has the relative humidity in the nasal cavity, since at low ambient tem-

peratures, due to moisture, the incoming air is heated. Studies of air movement in

the nasal cavity are very important, as at present, for various reasons. For instance,

one of them is that the number of people with nasal breathing problems is increas-

ing. This problem is solved by surgery, where it is important to optimally operate

the nose structure, so that the nasal cavity functions correctly, as normal breathing

is carried out with the help of the nose.
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Genetic Algorithms-Based Techniques
for Solving Dynamic Optimization
Problems with Unknown Active Variables
and Boundaries

AbdelMonaem F.M. AbdAllah, Daryl L. Essam and Ruhul A. Sarker

Abstract In this paper, we consider a class of dynamic optimization problems in
which the number of active variables and their boundaries vary as time passes
(DOPUAVBs). We assume that such changes in different time periods are not
known to decision makers due to certain internal and external factors. Here, we
propose three variants of genetic algorithm to deal with a dynamic problem class.
These proposed algorithms are compared with one another, as well as with a
standard genetic algorithm based on the best of feasible generations and feasibility
percentage. Experimental results and statistical tests clearly show the superiority of
our proposed algorithms. Moreover, the proposed algorithm, which simultaneous
addresses two sub-problems of such dynamic problems, shows superiority to other
algorithms in most cases.

Keywords Active ⋅ Best of feasible generations
Dynamic optimization problems ⋅ Feasibility percentage
Genetic algorithms ⋅ Mask detection

1 Introduction

Optimization is one of the essential research fields that directly relates to everyday
decision making problems, such as planning, transportation and logistics. There are
different classes of optimization problems. Based on the variables that affect them,
optimization problems can be categorized as discrete, continuous or mixed-variables,
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as discussed in the following subsections. Also, optimization problems can be cate-
gorized based on existing constraints, with constrained problems generally considered
to be more complicated than unconstrained ones. Furthermore, they can be catego-
rized as static that do not change over time [1], or dynamic, where at least one part of a
problem changes over time [2]. In many real-life situations, problems change as time
passes, such as the demand and the capacity at different nodes and arcs in trans-
portation systems. In Dynamic Optimization Problems (DOPs), at least one part of the
problem, such as its objective function or constraints change over time. Therefore, for
DOPs solving algorithms, it is important to not only locate optimal solutions, but to
also track changes as time passes [3, 4]. As a result, DOP has become a challenging
topic in computer science and operations research.

In the literature, most of the research carried out in DOPs deals with changes in
the objective functions and/or constraints [3, 4]. However, the CEC2009 compe-
tition presented dynamic problems which are the only attempt that considers
changes in problem dimensionality. In that competition, the number of variables is
simply increased or decreased by adding or eliminating a variable from the end of
the problem vector. So, to the best of our knowledge, there is not a detailed study
taking into consideration changes in active variables and boundaries.

In an earlier work, we defined dynamic optimization problems with unknown
active variables and also proposed a type of algorithm to solve such problems [5].
Furthermore, we conducted research on an initial version of dynamic optimization
problems with known changeable boundaries [6].

Here, in this paper, we introduce a DOP with unknown active variables and
boundaries (DOPUAVBs), in which both the active variables and their boundaries
change as time passes. Therefore, a DOPUAVB consists of two sub-problems:
DOPs with unknown active variables (DOPUAVs) and DOPs with unknown
dynamic boundaries (DOPUBs). To solve such a dynamic problem, we develop
three variants of genetic algorithms (GAs). The first algorithm considers the
activeness of variables. The second considers the changeable boundaries of the
variables, and the third simultaneously considers both sub-problems. The proposed
algorithms were compared with one another, as well as with a simple GA (SGA),
on the basis of the average of the feasible generations and percentage.

This paper is organized as follows. In Sect. 2, dynamic optimization problemswith
unknown active variables and boundaries are introduced and described, and a
framework is provided for generating its test problems. Section 3 introduces three
proposed GA-based techniques to solve such dynamic problems, along with SGA.
Section 4 includes experimental results and comparisons among all GA-based tech-
niques. Finally, conclusions and directions for future work are presented in Sect. 5.

2 Dynamic Optimization Problems with Unknown Active
Variables and Boundaries (DOPUAVBs)

In this section, we propose a new type of dynamic problem, called dynamic opti-
mization problem with unknown active variables and boundaries (DOPUAVB). In
such dynamic problems, the activeness of variables and their boundaries change as
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time passes. Therefore, a DOPUAVB consists of two sub-problems: a DOP with
unknown active variables (DOPUAV) and a DOP with unknown dynamic
boundaries (DOPUB). In a DOPUAV, active variables change, while in a DOPUB,
the boundaries of variables change as time passes. Without loss of generality, this
paper considers minimization problems.

To generate an instance for the DOPUAVB, its two sub-problems are considered.
First, for a DOPUAV, active variables affect a decision during the time slot, while
inactive variables do not. To simulate such dynamic problems, a mask with variable
coefficients of 0s and 1s is randomly generated to determine inactive and active
variables respectively. Let us consider a simple example of an absolute function with
5 variables: abs(x1 + x2 + x3 + x4 + x5); the minimal value for this function is
when x1: x5 equal 0. Suppose that two of these variables are inactive; let x2 and x5 be
chosen to be inactive (its mask value is set equal to 0) while the others are active (1).
In such a case, the optimal occurs when x1, x3 and x4 converge to 0s, while x2 and x5
have any other values. This is because the values of the inactive variables, x2 and x5,
are ignored; to do this they are always evaluated as 0. Moreover, due to mutation,
crossover and lack of selection pressure processes, x2 and x5 tend to diverge to
different random values. Hence, the efficiency of an algorithm for solving
DOPUAVs depends on how active and inactive variables are handled as time passes.
In [1], to solve DOPUAVs, it is suggested that an algorithm needs to periodically
detect the mask of the problem every a specified number of generations. Here in this
paper, to save fitness evaluations, the solving algorithm tries to detect whether or not
the problem has changed before detecting the problem mask.

Second, in DOPUB, the original/default boundaries of the variables are [−5, +5]
with initial width equal to 10, and are shifted randomly inside these boundaries by a
range of [−3, +3]; where “−3” and “+3” shifts the dynamic/feasible/changeable/
shifted boundaries to the left and right by 3 steps respectively, while maintaining a
minimum width of these dynamic/feasible boundaries being 2. Then, if any of the
variable values of a solution arewithin current feasible boundaries, thefitness function
will be assigned its actual fitness value; otherwise, a maximum value (DBL_MAX)
will be assigned. This is because for such an infeasible solution, the objective function
does not have any function value or information about infeasible areas. In this
problem, in contrast to constrained optimization problems, in DOPUB the objective
function cannot assign any constraint violation value to the infeasible solution(s).
Moreover, the objective function cannot tell which variable is outside of its feasible
boundaries. Note that for evaluating either feasible or infeasible solution, the number
of conducted fitness evaluations is increased by 1.

3 Genetic-Based Algorithms for Solving DOPUAVBs

In this paper, four genetic algorithms (GAs) are used to solve dynamic optimization
problems with unknown active variables and boundaries (DOPUAVBs). These
GAs proposed to illustrate how they deal with the proposed problem under different
considerations. These GA-based techniques are presented as follows:
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3.1 SGA

The first GA is a simple GA (SGA), in which its operators work normally without
any modifications. In other words, processes of selection, crossover and mutation
deal with the original boundaries for all variables without any consideration of
variables activeness and/or their current dynamic boundaries. Figure 1 shows the
basic structure of SGA.

3.2 GAUAV

The second GA deals with unknown active variables (GAUAV). This GA considers
the first sub-problem (DOPUAV). The GAUAV consists of two processes as
follows:

Problem change detection. This process is used to detectwhether or not a problem
has changed. For problem change detection, some experiments were conducted. From
those experiments, to reduce the probability of false problem change detection, a
nonZeroNotEqualAbsChromosome is used. A nonZeroNotEqualAbsChromosome is a

Fig. 1 The basic structure for SGA
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chromosome that has non-zero, not-equal and unique absolute values, for example, if
there is a chromosome with five genes, it might be (1, 2, 5, 4, 3). This chromosome is
re-evaluated every generation, if its fitness is changed, then a change is detected. Once a
change is detected, theGAUAV tries to detect the current problemmask using themask
detection process.

Mask detection process. This process is used to detect the mask of the inactive
and active variables. Here, mask detection is done by using the single-sample mask
detection procedure as follows:

• Choose a random chromosome.
• Calculate its actual fitness, let it be F1.
• Then for each variable, its value is replaced by a new random value within its

boundary which is generated, where the absolute value of this new value is not
equal to its old value:

Fig. 2 The basic structure for GAUAV
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– The fitness is re-calculated, let it be F2.
– If F1 equals F2, then this variable is assumed to be inactive (its detected

mask value is equal to 0); otherwise, it is assumed to be active (its detected
mask value is equal to 1).

Figure 2 shows the basic structure of GAUAV.

3.3 GAUB

The third GA deals with unknown dynamic boundaries (GAUB). This GA tries to
detect and use feasibility during the course of a search process. To do this, the
GAUB keeps track of the feasible boundaries for feasible chromosomes, where the
current lower and upper boundaries of the feasible area is the minimum and
maximum variable values of feasible chromosomes respectively. Then, GAUB uses
the detected feasible boundaries to evaluate infeasible chromosomes, by consid-
ering the distance between them and the centroid of the detected feasible boundaries
as a degree of constraint violation. This is to guide GAUB during its selection
process; it is calculated as follows:

Xi constraint violationð Þ = ∑N
j=1 d Xij, feasible centroidj

� �
, ð1Þ

where Xi is an infeasible chromosome, N is the number of variables, and d is the
distance metric. Figure 3 shows the basic structure of GAUB.

Here an illustrative example is used to show how GAUB computes the constraint
violation value of an infeasible solution. Suppose we used the Manhattan distance
as the distance metric and there is a problem consists of 2 variables that have
boundaries [−5, 5]. An infeasible solution (−2, 2) is exist, and the currently
detected feasible boundaries are [−1, −3] and [2, 0], so the feasible centroid is (1,
−1). So, using Eq. 1, the constraint violation of this infeasible solution equals (abs
(−2 − (1)) + abs (2 − (−1))) = (3 + 3) = 6, where abs is the absolute function.

3.4 GAUAVB

The fourth GA is a hybrid GA of the second and the third GAs (GAUAVB).
This GA tries to solve the complex DOPUAVB by simultaneously considering its
sub-problems. It is shown in Fig. 4. Furthermore, it considers only active variables
when calculating the constraint violation value as follows:
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Xi constraint violationð Þ = ∑N
j=1 d Xij, feasible centroidj

� �
, if variable j is active, ð2Þ

Using the previously used example in Sect. 3.3, suppose that the first variable is
detected as an inactive variable. In this case, the distance violation of the first
variable is excluded from the constraint violation calculations, So, using Eq. 2, the
constraint violation of this infeasible solution equals (abs (2 − (−1))) = 3.

Note that for GAUAV and GAUAVB, when variables are detected as inactive,
they are prevented from being mutated. Furthermore, the tournament selection in
both GAUB and GAUAVB is adapted by using feasibility rules [2]. It works as
follows:

Fig. 3 The basic structure for GAUB
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Fig. 4 The basic structure for GAUAVB
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(1) If two compared solutions are both feasible, select the solution based on the
minimum value of the fitness function.

(2) If one of the two compared solutions is a feasible and the other is infeasible, the
feasible solution is selected.

(3) If both solutions are infeasible, select solutions based on the constraint violation
(the distance between the solution and the centroid of the current feasible
boundaries). The solution with the lowest violation wins.

4 Experimental Setup, Analysis and Discussion

To test the performance of the previously presented genetic algorithms (GAs)-based
techniques for solving DOPUAVBs, real-coded GA-based algorithms with the
same processes were implemented. The crossover is one-point, mutation is uniform
and the selection is tournament. In this paper, a set of unconstrained benchmark
functions, namely Sphere, Rastrigin, Weierstrass, Griewank, Ackley, Rosenbrock,
Levy and NeumaierTrid are used to form these functions. Of these functions, five
are completely separable problems, and three functions are non-separable. The five
separable problems, namely, Sphere, Ackley, Griewank, Restrigin and Weierstrass,
were used in previous test suites of dynamic problems [3], while the other three
non-separable functions, namely, Levy, Rosenbrock and Trid, are taken from
Surjanovic and Bingham (2015) [4, 5]. The global optimum for all these functions
is F(x*) = 0 with all solution variables [x]* = 0, except Rosenbrock’s where
x* = 1, and Trid where the global depends on the number of dimensions. From
these five separable functions, Sphere is unimodal, while Griewank’s, Rastrigin’s,
Ackley’s and Weierstrass are multimodal. Unimodal modal functions contain only
one optimum and hence are easier to optimise. On the other hand, multimodal
functions are complex and contain many local optima and one global optimum. Of
the three non-separable functions, Trid and Rosenbrock are unimodal, and Levy is a
multimodal function. Optimising non-separable functions is generally harder than
optimising separable functions. Therefore, a multimodal non-separable function is
more challenging than optimising a unimodal separable function. Table 1 sum-
marises some characteristics of the used functions followed by their equations

FSphere = ∑N
i=1 x

2
i ð3Þ

FAckley = − 20 exp − 0.2

ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
1
N
∑N

i=1 x
2
i

r !
− exp

1
N
∑N

i=1 cos 2πxið Þ
� �

+20+ e ð4Þ

FGriewank = ∑n
i=1

x2i
4000

− ∏
n

i=1
cos

xiffiffi
i

p
� �

+1 ð5Þ
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FRastrigin = ∑N
i=1 x2i − 10 cos 2πxið Þ+10
� � ð6Þ

FWeierstrass = ∑n
i=1 ∑kmax

k=0 akcos 2πbk xi +0.5ð Þ� �� �	 

− n∑kmax

k=0 akcos πbk
� �� � ð7Þ

where: a = 0.50, b = 3, and kmax = 20.

FLevy = sin2 πw1ð Þ+ ∑n− 1
i=1 wi − 1ð Þ2 1 + 10 sin2 πwi +1ð Þ� �

wn − 1ð Þ2 1 + sin2 2πwnð Þ� �
ð8Þ

where: wi =1+ xi − 1
4 , for all I = 1, …, n

FRosenbrock = ∑N − 1
i=1 100 x2i − xi+1

� �2
+ xi − 1ð Þ2

	 

ð9Þ

FTrid = ∑n
i=1 xi − 1ð Þ2 − ∑n

i=2 xixi− 1 ð10Þ

The compared algorithms were tested under different settings of DOPUAVB as
follows:

(1) The frequency of change (FOC), which determines how often a problem
changes; was varied as 500, 2000 and 8000 fitness evaluations. This is used to
test how the number of fitness evaluations might affect the algorithm
performance.

(2) The number of inactive variables/the number of variables that have shifted
boundaries (NOV); was varied as 1/1, 5/1, 1/5 and 5/5, where the first number
represents the number of inactive variables and the second number represents
the number of shifted boundaries of variables. This is used to test how the
number of the active variables and changeable boundaries might affect the
algorithm performance.

Experimental settings are shown in Table 2. Here, Manhattan distance [6] is
used to calculate the degree of constraint violation. Note that fitness evaluations that

Table 1 Summary of used functions characteristics

Function Separable Multimodal Global value and location

Sphere Yes No 0 where x* = 0
Ackley Yes Yes 0 where x* = 0
Griewank Yes Yes 0 where x* = 0
Restrigin Yes Yes 0 where x* = 0
Weierstrass Yes Yes 0 where x* = 0
Levy No Yes 0 where x* = 0
Rosenbrock No No 0 where x* = 1
Trid No No Depends on the number of variables
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are used in problem change detection and mask change detection are included in the
budget of all of the algorithms. The algorithms were all coded in Microsoft C++,
on a 3.4 GHz/16 GB Intel Core i7 machine running the Windows 7 operating
system. Finally, for a fair comparison, all GAs had the same initial population at the
beginning of each run with a total of 25 independent runs.

4.1 Comparison Based on the Quality of Solutions

To compare the quality of solutions, a variation of the Best-of-Generation measure
was used, where best-of-generation values were averaged over all generations [7].
However, in DOPUAVBs, due to the change in the feasible boundaries, solving
techniques might have infeasible generations, so we consider only feasible gener-
ations in these calculations. To do this, we propose a new variation of the
Best-of-Generation measure, which is the average best-of-feasible-generation
(ABOFG) and it is calculated as follows:

FBOFG =
1
Fi

∑G
i=1 FBOFGij

1
N
∑N

j=1 FBOFGij

� �
, where generation i is feasible, ð11Þ

where FBOFG is the mean best-of-feasible-generation fitness, G is the number of
generations, N is the total number of runs and FBOFGij is the best-of-feasible-
generation fitness of generation i of run j of an algorithm on a problem [8]. As
solved functions have different scales for their objective functions values, a nor-
malized score is used so as to be able to sum obtained values of different functions
to analyze the performance of compared algorithms. Note that lower values are
better and the lowest are shown as bold and shaded entries. Table 3 shows the
results of normalized ABOFGs for the compared techniques in regards to the
number of variables (NOV).

From Table 3, it is first clearly observed that GAUAV performed better, espe-
cially when the number of unknown variables increased (5/1 and 5/5). Second,
GAUB slightly performed better than SGA when the number of shifted boundaries
increased (1/5 and 5/5). Third, GAUAVB outperformed all GAs in most cases.

Table 2 Experimental
settings

Parameter Value

Population size 50
Tournament size 2
Selection pressure 0.90
Elitism percentage 2
Crossover rate 0.90
Mutation rate 0.15
Number of variables 20
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Presumably, GAUAV and GAUAVB performed better as they prevented inactive
variables from being mutated, as this helps GAs to effectively converge to better
solutions.

From Table 4, it is clearly observed that GAUAV performed better than other
GAs except GAUAVB. However, GAUAVB outperformed other GAs, especially
when the frequency of changes (FOC) increased.

The Wilcoxon signed rank test [9] was also used to statistically judge the dif-
ference between paired scores, this was done because as obtained values of com-
pared algorithms are not normally distributed, a non-parametric statistical test is
used. As a null hypothesis, it is assumed that there is no significant difference
between obtained values of two samples, whereas the alternative hypothesis is that
there is a significant difference at the 5% significance level. Based on the obtained
results, one of three signs (+, −, and ≈) is assigned when the first algorithm was
significantly better, worse than, and no significance different with the second,
respectively. Here, GAUAVB was paired to be compared with other GA-based
variations to see how it effectively solved DOPUAVBs. In Table 5, Wilcoxon tests
were applied on the total number of changes in regards to the number of variables;
in this paper, there are 8 problems, and each has 10 types of changes, and each
change has 3 frequency of changes, with a total of 240 values.

From Table 5, it is clear that GAUAVB was statistically better than other GAs in
most cases, especially when the problem was more complex 5/5. The performance
of GAUAV was statistically better for 5/1 test problems, as the number of inactive
variables increases with limited changes in dynamic boundaries.

In Table 6, Wilcoxon test were again applied on the number of changes. In
regards to the frequency of changes; in this paper, there are 8 problems, each has 10
changes, and each change has 4 variations of the number of variables, which gives a
total of 320 values.

From Table 6, it is clear that GAUAVB was statistically better than the other
GAs in most cases, especially when frequency of change increases.

Table 3 Normalized
ABOFGs of compared
algorithms in regards NOV

NOV SGA GAUAV GAUB GAUAVB

1/1 0.7444 0.1743 0.8111 0.2220
1/5 0.8412 0.3795 0.5727 0.1730
5/1 0.8898 0.0893 0.8226 0.1795
5/5 0.8559 0.2848 0.7030 0.0828
Average 0.8328 0.2320 0.7273 0.1643

Table 4 Normalized
ABOFGs of compared
techniques in regards to FOC

FOC SGA GAUAV GAUB GAUAVB

500 0.7889 0.2540 0.6733 0.2671
2000 0.8447 0.2264 0.7273 0.1587
8000 0.8648 0.2156 0.7814 0.0672
Average 0.8328 0.2320 0.7273 0.1643

162 A.F.M. AbdAllah et al.



Finally, in order to statistically compare and rank the algorithms altogether, the
non-parametric Friedman test, which is similar to the ANOVA parametric, is used
with a confidence level of 95% (α = 0.05) was used [10, 11]. The null hypothesis
was that there is no significant differences among compared algorithms. The
computational value of the p-value was less than 0.00001. Consequently, there were
significant differences among the compared algorithms. Finally, Table 7 shows
Freidman test ranks; it supports above mentioned observations.

Table 5 Wilcoxon signed test the compared techniques in regards to NOV

NOV Comparison Better Worse Significance

1/1 GAUAVB-to-SGA 197 43 +
GAUAVB-to-GAUAV 123 117 ≈
GAUAVB-to-GAUB 208 32 +

1/5 GAUAVB-to-SGA 215 25 +
GAUAVB-to-GAUAV 150 90 +
GAUAVB-to-GAUB 198 42 +

5/1 GAUAVB-to-SGA 225 15 +
GAUAVB-to-GAUAV 93 147 –

GAUAVB-to-GAUB 220 20 +
5/5 GAUAVB-to-SGA 232 8 +

GAUAVB-to-GAUAV 161 79 +
GAUAVB-to-GAUB 228 12 +

Table 6 Wilcoxon signed test the compared techniques in regards to FOC

FOC Comparison Better Worse Significance

500 GAUAVB-to-SGA 268 52 +
GAUAVB-to-GAUAV 149 171 ≈
GAUAVB-to-GAUB 255 65 +

2000 GAUAVB-to-SGA 288 32 +
GAUAVB-to-GAUAV 177 143 +
GAUAVB-to-GAUB 285 35 +

8000 GAUAVB-to-SGA 313 7 +
GAUAVB-to-GAUAV 201 119 +
GAUAVB-to-GAUB 314 6 +

Table 7 Freidman test
average ranks for compared
techniques

Algorithm SGA GAUAV GAUB GAUAVB

Average rank 3.34 1.86 3.14 1.66
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4.2 Comparison Based on Feasibility

In this section, the behaviors of the used algorithms are compared, based on the
feasibility of the population. To do this, the average feasibility (AFP) was calcu-
lated for each algorithm. AFP indicates how an algorithm can guide its population
into the changeable feasible region. Tables 8 and 9 summarize the obtained AFPs,
higher values are better and the best are shown as bold and shaded entries.

From Tables 8 and 9, it is clearly observed that GAUAVB achieved higher
AFPs, compared with other GAs. GAUAV also slightly achieved better AFPs than
SGA when the number of shifted boundaries increased (1/5 and 5/5). It is clear that
GAUB and GAUAVB achieved higher AFPs, as they guided the infeasible solution
(s) towards the feasible area, by assigning a constraint violation value that guided
the selection process. Also, it is clear that the founding feasible area while solving
DOPUAVB is getting more complex and harder when NOV increases, especially
when the number of changed boundaries increase (Table 7), and the FOC decreases
(Table 8).

5 Conclusions and Future Work

Motivated by the literature [11, 12], in this paper we proposed a new type of
dynamic optimization problem: single objective unconstrained dynamic optimiza-
tion problems with unknown active variables and boundaries (DOPUAVBs). In
such problems, both the active variables and boundaries of the variables change as
time passes. Therefore, DOPUAVB consists of two sub-problems: DOP with

Table 8 AFPs of compared techniques in regards to the NOV

NOV SGA (%) GAUAV (%) GAUB (%) GAUAVB (%)

1/1 77.50 77.39 89.74 90.26
1/5 45.64 46.63 67.15 68.83
5/1 86.13 86.78 92.23 93.03
5/5 38.33 40.39 64.96 67.31
Average 61.90 62.80 78.52 79.86

Table 9 AFPs of compared techniques in regards to the FOC

FOC SGA (%) GAUAV (%) GAUB (%) GAUAVB (%)

500 58.96 60.29 71.82 73
2000 62.90 62.91 79.53 80.24
8000 63.96 64.19 83.74 84.61
Average 61.94 62.46 78.36 79.28
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unknown active variables (DOPUAV) and DOP with unknown boundaries
(DOPUB).

Moreover, we proposed three genetic algorithms (GA)-based techniques to solve
DOPUAVBs. These techniques are GAUAV (GA that deals with unknown active
variables), GAUB (GA that deals with unknown changeable boundaries) and
GAUAVB (GA that simultaneously deals with unknown active variables and
dynamic boundaries). These techniques were compared with each another, as well
as with a simple GA (SGA). Based on the quality of obtained solutions and the
average of feasibility, as well as statistical tests, results showed that the proposed
GAUAVB, that simultaneously considered both sub-problems, was superior to
others. This is because GAUAVB had the ability to detect active variables, while
also keeping track of feasible boundaries during the course of a search process.
Hence it effectively solved DOPUAVBs. The advantages of the proposed technique
is using the detected information of the population during the search process to
solve the dynamic problem, e.g. the detected feasible boundaries and active vari-
ables. However, the disadvantage of GAUAVB is needing for existing of detected
feasible boundaries and this would be difficult if the change in boundaries is rapid
and has much shift rate.

There are several possible directions for future work. One direction is comparing
our proposed algorithms with previously used GAs for DOPs, such as random
immigration (RIGAs) and hyper-mutation (HyperM). Regarding sub-problems, we
intend to solve each of them in more effective ways. For example, designing an
algorithm that would implicitly detect active variables by keeping track of active
variables, rather than using the mask process, as it consumes fitness evaluations.
This is because the number of fitness evaluations it uses is 2 N, where N is the
number of variables.
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Text Segmentation Techniques: A Critical
Review

Irina Pak and Phoey Lee Teh

Abstract Text segmentation is a method of splitting a document into smaller parts,
which is usually called segments. It is widely used in text processing. Each segment
has its relevant meaning. Those segments categorized as word, sentence, topic,
phrase or any information unit depending on the task of the text analysis. This study
presents various reasons of usage of text segmentation for different analyzing
approaches. We categorized the types of documents and languages used. The main
contribution of this study includes a summarization of 50 research papers and an
illustration of past decade (January 2007−January 2017)’s of research that applied
text segmentation as their main approach for analysing text. Results revealed the
popularity of using text segmentation in analysing different languages. Besides that,
the word segment seems to be the most practical and usable segment, as it is the
smaller unit than the phrase, sentence or line.

1 Introduction

Text segmentation is process of extracting coherent blocks of text [1]. The segment
referred as “segment boundary” [2] or passage [3]. Another two studies referred
segment as subtopic [4] and region of interest [5]. There are many reasons why
splitting document can be useful for text analysis. One of the main reasons is
because they are smaller and more coherent than whole documents [3]. Another
reason is each segment is used as units of analysis and access [3]. Text segmen-
tation was used to process text in emotion extraction [6], sentiment mining [7, 8],
opinion mining [9, 10], topic identification [11, 12], language detection [13] and
information retrieval [14]. Sentiment analyzing within the text covers wide range of
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techniques, but most of them include segmentation stage in text process. For
instance, Zhu et al. [15] used segmentation in thier model to identify multiple
polarities and aspects within one sentence. There are studies that applied tok-
enization in the semantic analysis to increase the probability of obtaining the useful
information by processing tokens. For example, the study of Gan et al. [16] applied
tokenization in their proposed method where semantics were used to improve
search results for obtaining more relevant and clear content from the search. Later,
Gan and Teh [17] used technique similar to segmentation where information is
organized into segments called facet and values in order to improve search algo-
rithm. Another study of Duan et al. [18] applied text segmentation and then tok-
enization to determine aspects and associated features. In other words, tokenization
is a similar process to text segmentation. That is splitting text into words, symbols,
phrases, or any meaningful units named as a token.

This paper reviews different methods and reasons of applying text segmentation
in opinion and sentiment mining and language detection. The target is to overview
of text segmentation techniques with brief details. The contribution of this paper
includes the categorizations of recent articles and visualization of the recent trend of
research in the opinion mining and related areas, such as sentiment analysis and
emotion detection. Also in pattern recognition, language processing, and informa-
tion retrieval. Next section of this paper explains the scope and method used to
review the past studies. Section 3 discusses the results of summarized articles.
Section 4 contains a discussion on results. Lastly, Sect. 5 concludes this paper.

2 Review Method

The review process of the articles includes publications from the past 10 years.
Fifty journals and conferences in total were evaluated. These articles implemented
text segmentation in their main approaches. Fifty articles are summarized in Table 1
in this section.

In order to make it clear content of the Table 1, here is breakdown the column by
column. The first column of the table refers to the year of the article. Next column
includes the references of study. In the following column, there is a brief
description of the study. There are different types of segments used in their study, it
includes: (1) topic, (2) word, (3) sentence etc. Type of segment commonly selected
based on their analyzing targets and specifications. The fourth column listed the
type of segment used in the assessed study. The evaluation of each study has
applied different sets of data or documentations. They can be categorised as:
(1) corpus, (2) news, (3) articles, (4) reviews, (5) datasets etc. We listed it in the
fifth column. The sixth column describes the reason for applying the text seg-
mentation study. The last column specifies those language(s) used in those sets of
documentations(s).
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3 Results

Following, we present the summarized review in Table 1.
Table 1 presents the summarization for the review of past years’ studies where

different types of segmentation are specified. As well as the reason for applying text
segmentation in their methods. Doubtless, the main reason of the researchers using
any text segmentation in text processing is splitting documents into segments. After
the document is split, segments proceed to the different phase depending on the text
analysis approach.

In order to summarize and evaluate Table 1 in more details, pie charts and
graphs are presented below. Each of the charts help to look at presented papers from
different perspectives. Figure 1 concentrates on types of segment used in the
studies. It is essential to evaluate segments’ categorization as it is one of the main
aim of this paper to consider segmentation features. Figure 2 presents a pie chart
which shows variety of different languages used in evaluated papers. Lastly, Fig.3

Fig. 1 Percentage of different used for text segmentation
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Fig. 2 Percentage of different languages used for text segmentation

Fig. 3 Different types of segments used for different types of data
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presents a graph which indicates types of segments used in different documents’
types. That can help to get a picture of which type of documents are highly used and
see the another trend regarding types of segment.

Figure 1 visualizes ten different type of segments used in text segmentation from
the fifty reviwed articles. Word segment is highly used compare to other types of
segment. It occupied the biggest area of the chart, equivalent to a total of 26 from
50 reviewed articles. There can be several reasons to use this technique. For
instance, Homburg and Chiarcos [55] described it as the most elementary and
essential task in natural language processing of written language. Character seg-
ment can be categorized as word segment as well because it is mostly applied in
Chinese text processing, as character segment represents single unit same as word
segment in following studies [45, 46, 58]. Another study of [56] proposes a method
for segmentation of musical documents using word segment. It detects the segments
and assigns each segment to particular musical score or text.

The second biggest area of the chart covers the use of topic segment in text
processing. Topic segmentation plays an important role in data processing. For
example, topic segmentation is successfully applied in tackling the problem of
information overload that occur when the whole document is presented at once.
Misra et al. [30] stated the reason behind splitting document could be reasonable to
present only the relevant part(s) of a document. The reason they stated is that
presenting the whole document without segmentation may result in previously
discussed information overload. Paliwal and Pudi [34] also addressed the same
problem, which led them to propose a clustering approach based on topic seg-
mentation. Topic segmentation is popular in opinion mining area. For instance,
studies of [10, 30, 38] used the topic as a segment. Another example of topic
segmentation applied in opinion mining is a study of Claveau and Lefevre [50].
They proposed a new technique to compute similarities between candidate seg-
ments. Two corpora of TV broadcast in French used in evaluating of proposed
technique. Furthermore, a study by Song et al. [4] has used the topic as segment
too; they proposed a novel method that includes hierarchical organization and
language modeling to split the text into parts. The result of that study showed that
proposed method is effective in identifying the topics in evaluated dataset of arti-
cles. Apart from opinion mining, topic segmentation is used in cross-language
plagiarism detection. For instance, Ehsan and Shakery [57] applied to find and
examine the candidate retrieval, where proposed approach converts the document to
a set of related passages. After that, it uses a proximity-based model to retrieve
documents with the best matching passages. The third most applied type of segment
is a sentence. The common issue in sentence segmentation among assessed articles
is identifying the boundaries between sentences [20, 22].

From Table 1, it is obvious that text segmentation was applied to process text in
a variety of languages including English. The pie chart on Fig. 2 illustrates the
numbers of percentage for each language used including English from Table 1, in
order to see trend of languages used. Leading language among evaluated articles is
English with the result of 38%.
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Besides English, the Chinese language is the most widely evaluated. This result
shows the highest use of word segmentation technique in the process. In short,
studies of [6–8, 24, [27–29], 43, 46, 48, 49, 58] used word or character segmen-
tation, and they are all analyzing Chinese text. One of them is study of Xia et al.
[24] which presents a new approach for Chinese sentiment classification based on
granule network. They applied word segmentation to split sentences and later select
sentimental candidate words.

Another study of Lan et al. [46] came up with another way of analyzing Chinese
text in the same area of sentiment classification. Instead of using word text seg-
mentation, they extract sentiment value based on each character, claiming that each
character can contain rich sentiment information. Another study by Hog et al. [25]
applied Chinese word segmentation in information retrieval process. They built an
automatic statistics-based scheme for extracting news word based on the corpora.
One of the main useful features of the proposed scheme is automatic and enhanced
word identification. Beside the Chinese language, there are studies which applied
word segmentation for Urdu [26], Russian [40], Arabic [13], Vietnamese [52],
Akkadian [55], Indian [59] and South Indian [59]. However, other studies [22, 32,
44] applied sentence segmentation to analyze Arabic, Greek, and Malay languages
accordingly. The topic segmentation technique is used for processing Polish [10],
Chinese [38], French [50], German [57] and Spanish [57] languages. Besides that,
“line” segmentation is also applied for processing Ancient [37] and French [53]
languages. As a summary, it can be seen that there is a trend to apply text seg-
mentation in the analyzing text in different languages.

We further identify if the different types of the document and datasets have any
relationship on the selection of different type of segmentation technique. Figure 3
presents the number of percentage of each type of segments used for different types
of document derived from Table 1. In this study, we categorize web pages, web
blog, and web documents as the same group of documentations. After all, it is the
most used type of document among all. The second widely used type of document
is comments and reviews. Segments can be classified into the tag, word, sentence,
topic, phrase and any information unit.

Figure 3 concludes that word is the most used type of segment used for corpus.
Furthermore, the word segment is also highly used for comments and reviews. Web
documents are utilized under word, topic and sentence segments that can indicate
that web documents including pages, forums and blogs take a big part in text
analyzing.

4 Discussion

As a result, we noticed the trend of applying text and sentence segmentation in
processing and analyzing different languages such as Chinese, Vietnamese, Urdu,
Arabic, and Ancient languages. Besides applying text segmentation for different
languages, text segmentation successfully applied in opinion mining for news, blog
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and stock market. Finally, after comparison between evaluated types of segments,
word segment is the most used compare to another types of the segment. It can be
due to the smallest size of the segment which allows more detailed and deeper
analysis.

5 Conclusion

This paper presents a critical review of the text segmentation methods and reasons
in text processing and analyzing languages, sentiment, opinions and fifty published
articles for the past decade were categorized and summarized. Those articles give
contributions to text processing in information retrieval, emotion extraction, sen-
timent and opinion mining and language detection.

Results of this study show that word as the segment is the most used compare to
other types of the segment. It means that processing smaller segments can be more
useful and meaningful for more detailed and deeper analyzing of the text. Different
types of document are used as a dataset for the experiment. The most popular are
web pages, web blog and web document following by comments and reviews. That
indicates that information from the online users and consumers plays an important
role in expressing people’s emotions, opinions, and feelings.

Considering the findings of this paper, the future study can include implemen-
tation of text analysis approach using text segmentation with word segment.

Acknowledgements We would like to thank First EAI International Conference on Computer
Science and Engineering for the opportunity to present our paper and further extend it. This
research paper was partially supported by Sunway University Internal Research Grant
No. INT-FST-IS-0114-07 and Sunway-Lancaster Grant SGSSL-FST-DCIS-0115-11.

References

1. Visweswariah, P.D, Wiratunga, K., Sani N.S. (2012). Two-part segmentation of text
documents. In: Proceedings 21st ACM International Conference on Information Knowledge
Management—CIKM’12 (p 793). ACM, New York: Maui.

2. Scaiano, M., Inkpen, D., Laganière, R., & Reinhartz, A. (2010). Automatic text segmentation
for movie subtitles. In: Lecturer Notes Computer Science (pp. 295−298). Springer.

3. Oh, H., Myaeng, S. H., & Jang, M.-G. (2007). Semantic passage segmentation based on
sentence topics for question answering. Information Science (Ny), 177, 3696–3717.

4. Song, F., Darling, W. M., Duric, A., & Kroon, F. W. (2011). An iterative approach to text
segmentation. In: 33rd Eurobean Conference on IR Resources ECIR 2011, Dublin (pp. 629–
640). Berlin, Heidelberg: Springer.

5. Oyedotun, O. K., & Khashman, A. (2016). Document segmentation using textural features
summarization and feedforward neural network. Applied Intelligence, 45, 1–15.

6. Wu, Y., Zhang, Y., Luo, S. M., & Wang, X. J. (2007). Comprehensive information based
semantic orientation identification. IEEE NLP-KE 2007 - Proc (pp. 274–279). Beijing: Int.
Conf. Nat. Lang. Process. Knowl. Eng. IEEE.

178 I. Pak and P.L. Teh



7. Gao, Y., Zhou, L., Zhang, Y., et al (2010). Sentiment classification for stock news. In:
ICPCA10—5th International Conference on Pervasive Computer Application (pp. 99−104).
Maribor: IEEE.

8. Xia, H., Tao, M., & Wang, Y. (2010). Sentiment text classification of customers reviews on
the Web based on SVM. In: Proceedings–2010 6th International Conference on National
Computing (pp. 3633−3637). ICNC.

9. Liu, C., Wang, Y., & Zheng, F. (2006). Automatic text summarization for dialogue style. In:
Proceedings IEEE ICIA 2006—2006 IEEE International Conference on Information
Acquistics (pp. 274–278). Weihai: IEEE.

10. Osman, D. J., & Yearwood, J. L. (2007). Opinion search in web logs In: Conferences in
Research and Practice Information Technology Service, 63, 133–139.

11. Brants, T., Chen, F., & Tsochantaridis, I. (2002). Topic-based document segmentation with
probabilistic latent semantic analysis. CIKM’02 (pp. 211–218). Virginia: ACM.

12. Flejter, D., Wieloch, K., & Abramowicz, W. (2007). Unsupervised methods of topical text
segmentation for polish. SIGIR’13 (pp. 51–58). Dublin: ACM.

13. Potrus, M. Y., Ngah, U. K., & Ahmed, B. S. (2014). An evolutionary harmony search
algorithm with dominant point detection for recognition-based segmentation of online Arabic
text recognition. Ain Shams Engineering Journal, 5, 1129–1139.

14. Huang, X., Peng, F., Schuurmans, D., et al. (2003). Applying machine learning to text
segmentation. Information Retrieval Journal, 6, 333–362.

15. Zhu J, Zhu M, Wang H, Tsou BK (2009) Aspect-based sentence segmentation for sentiment
summarization. In: Proceeding 1st International CIKM Worshop. Top Analysis mass Open.—
TSA’09 (pp. 65–72). Hong Kong: ACM New York, NY, USA ©2009.

16. Gan, K. H., Phang, K. K., & Tang, E. K. (2007). A semantic learning approach for mapping
unstructured query to web resources. In: Proceedings—2006 IEEE/WIC/ACM International
Conference on Web Intelligent (WI 2006 Main Confernce Proceedings), WI’06 (pp. 494–
497). Hong Kong: IEEE.

17. Hoon, G. K., Wei, & T. C. (2016). Flexible facets generation for faceted search. In: First EAI
International Conference on Computer Science Engineering EAI (pp. 1–3). Penang:
Malaysia.

18. Duan, D., Qian, W., Pan, S., et al (2012). VISA: A visual sentiment analysis system. In:
Proceedings 5th International Symposium Visa Information Communicate Interaction—
VINCI’12. (pp. 22–28). ACM: Hangzhou.

19. Sun, Y., Butler, T. S., Shafarenko, A., et al. (2007). Word segmentation of handwritten text
using supervised classification techniques. Applied Software Computing, 7, 71–88.

20. Lamprier, S., Amghar, T., Levrat, B., & Saubion, F. (2007). ClassStruggle: A clustering based
text segmentation. In: Proceedings SAC’07. (pp. 600−604). ACM: Seoul.

21. Correa, J., & Dockrell, J. E. (2007). Unconventional word segmentation in Brazilian
children’s early text production. Reading and Writing, 20, 815–831.

22. El-Shayeb, M. A., El-Beltagy, S. R, & Rafea, A. (2007). Comparative analysis of different
text segmentation algorithms on arabic news stories. In: IEEE International Conference on
Information Reuse and Integration, Las Vegas (pp. 441–446).

23. Xie, L., Zeng, J., & Feng, W. (2008). Multi-scale texttiling for automatic story segmentation
in Chinese broadcast news. In: 4th Asia Information Retrieval Symposium, Harbin (pp. 345–
355). Berlin, Heidelberg: Springer.

24. Xia, Z., Suzhen, W., Mingzhu, X., & Yixin, Y. (2009). Chinese text sentiment classification
based on granule network. In: 2009 IEEE International Conference on Granular Comput-
ing GRC 2009 (pp. 775−778). Nanchang: IEEE.

25. Hong, C. M., Chen, C. M., & Chiu, C. Y. (2009). Automatic extraction of new words based
on Google News corpora for supporting lexicon-based Chinese word segmentation systems.
Expert Systems with Applications, 36, 3641–3651.

26. Mukund, S., Srihari, R., & Peterson, E. (2010). An information-extraction system for Urdu-a
resource-poor language. ACM Transcations on Asian Language Information Processing, 9,
1–43.

Text Segmentation Techniques: A Critical Review 179



27. Tsai, R. T.-H. (2010). Chinese text segmentation: A hybrid approach using transductive
learning and statistical association measures. Expert Systems with Applications, 37, 3553–
3560.

28. Liu, X., Zuo, M., & Chen, L. (2010). The application of text mining technology in monitoring
the network education public sentiment. In: 2010 International Conference on Computing
Intelligence and Software Engineering (pp. 1–4). Wuhan: IEEE.

29. Li, N., & Wu, D. D. (2010). Using text mining and sentiment analysis for online forums
hotspot detection and forecast. Decision Support Systems, 48, 354–368.

30. Misra, H., Yvon, F., Cappé, O., & Jose, J. (2011). Text segmentation: A topic modeling
perspective. Information Process Management, 47, 528–544.

31. Fan, J. (2011). Text segmentation of consumer magazines in PDF format. In: International
Conference on Document Analysis and Recognition (ICDAR) (pp. 794–798).

32. Ranaivo-Malançon, B. (2011). Building a rule-based Malay text segmentation tool. In: 2011
International Conference on Asian Language Processing IALP 2011 (pp. 276–279). Penang:
IEEE.

33. Nouri, J., & Yangarber, R. (2011). A novel evaluation method for morphological
segmentation. In: Proceedings Tenth International Conference on Language Resources
Evaluation (LREC 2016) (pp. 3102–3109). Portoroz: European Language Resources
Association (ELRA).

34. Paliwal, S., & Pudi, V. (2012). Investigating usage of text segmentation and inter-passage
similarities. In: Machine Learning and Data Mining Pattern Recognition (pp. 555–565).
Berlin, Heidelberg: Springer.

35. Peng, X., Setlur, S., Govindaraju, V., & Ramachandrula, S. (2012). Using a boosted tree
classifier for text segmentation in hand-annotated documents. Pattern Recognition Letters, 33,
943–950.

36. Guinaudeau, C., Gravier, G.S & Billot, P. (2012). Enhancing lexical cohesion measure with
confidence measures, semantic relations and language model interpolation for multimedia
spoken content topic segmentation. Computer Speech Language. 26, 90–104.

37. Clausner, C., Antonacopoulos, A., & Pletschacher, S. (2012). A robust hybrid approach for
text line segmentation. In: 21st International Conference on pattern Recognition (pp. 335–
338). Tsukuba: IEEE.

38. Ye, F.Y., Chen, Y., Luo, X., et al (2012). Research on topic segmentation of Chinese text
based on lexical chain. In: 12th International Conference on Computer and Information
Technology CIT 2012 (pp. 1131–1136) .Chengdu: IEEE.

39. Myint, N., Aung, M., & Maung, S. S. (2013). Semantic based text block segmentation using
wordnet. International Journal of Computer Communication and Engineering, 2, 601–604.

40. Kravets, L. G. (2013). The first steps in developing machine translation of patents. World
Patent Information, 35, 183–186.

41. Chiru, C., & Teka, A. (2013). Sentiment-based text segmentation. In: 2nd International.
Conference on Systems Computer Science (pp. 234–239). Villeneuve d’Ascq: France, IEEE.

42. Sun, X., Zhang, Y., Matsuzaki, T., et al. (2013). Probabilistic Chinese word segmentation
with non-local information and stochastic training. Information Processing Management, 49,
626–636.

43. Ye, Y., Wu, Q., Li, Y., et al. (2013). Unknown Chinese word extraction based on variety of
overlapping strings. Information Processing Management, 49, 497–512.

44. Fragkou, P. (2013). Text segmentation for language identification in Greek forums. In:
Proceedings of Adaptation of Language Resources and Tools for Closely Related Languages
and Language Variants (pp. 23–29). Hissar: Elsevier B.V.

45. Ma, G., Li, X., & Rayner, K. (2014). Word segmentation of overlapping ambiguous strings
during Chinese reading. Journal of Experimental Psychology: Human Perception and
Performance, 40, 1046–1059.

46. Lan, Q., Li, W., & Liu, W. (2015). Chinese text sentiment orientation identificat.ion based on
chinese-characters. In: International Conference on IEEE 2015 12th Fuzzy Systems and
Knowledge Discovery (FSKD) (pp. 663−668). Zhangjiajie.

180 I. Pak and P.L. Teh



47. Alemi, A. A., & Ginsparg, P. (2015). Text segmentation based on semantic word embeddings.
KDD2015 (pp. 1–10). Sydney, Australia: ACM.

48. Fu, X., Yang, K., Huang, J. Z., & Cui, L. (2015). Dynamic non-parametric joint sentiment
topic mixture model. Knowledge-Based Systems, 82, 102–114.

49. Liu, S. M., & Chen, J.-H. (2015). A multi-label classification based approach for sentiment
classification. Expert Systems with Applications, 42, 1083–1093.

50. Claveau, V., & Lefevre, S. (2015). Topic segmentation of TV-streams by watershed transform
and vectorization. Computer Speech and Language, 29, 63–80.

51. Shi, H., Zhan, W., & Li, X. (2015). A supervised fine-grained sentiment analysis system for
online reviews. Intelligent Automation and Soft Computing, 21, 589–605.

52. Liu, W., & Wang, L. (2016). How does dictionary size influence performance of Vietnamese
word segmentation? In: Proceedings Tenth International Conference on Language Resources
Evaluation (LREC 2016) (pp. 1079−1083). European Language Resources Association
(ELRA), Portorož: Slovenia.

53. Grouin, C. (2016). Text segmentation of digitized clinical texts. In: Proceedings Tenth
International Conference on Language Resource Evaluation (LREC 2016) (pp. 3592−3599).
European Language Resources Association (ELRA), Portorož: Slovenia.

54. Logacheva, V., & Specia, L. (2016). Phrase-level segmentation and labelling of machine
translation errors. In: Tenth International Conference on Language Resource Evaluation
(LREC 2016) (pp. 2240–2245). European Language Resources Association (ELRA),
Portorož: Slovenia.

55. Homburg, T., & Chiarcos, C. (2016). Akkadian word segmentation. In: Proceedings Tenth
International Conference on Language Resource Evaluation. (LREC 2016) (pp. 4067−4074).
European Language Resources Association (ELRA), Portorož: Slovenia.

56. Pedersoli, F., & Tzanetakis, G. (2016). Document segmentation and classification into musical
scores and text. International Journal Document Analysis and Recognition, 19, 289–304.

57. Ehsan, N., & Shakery, A. (2016). Candidate document retrieval for cross-lingual plagiarism
detection using two-level proximity information. Information Processing and Management,
52, 1004–1017.

58. Qingrong, C., Wentao, G., Scheepers, C., et al. (2017). Effects of text segmentation on silent
reading of Chinese regulated poems: Evidence from eye movements. 44, 265–286.

59. Kavitha, A. S., Shivakumara, P., Kumar, G. H., & Lu, T. (2017). A new watershed model
based system for character segmentation in degraded text lines. AEU—International Journal
of Electronics and Communications, 71, 45–52.

Text Segmentation Techniques: A Critical Review 181



On-Line Power Systems Security Assessment
Using Data Stream Random Forest
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and Daniil Panasetsky

Abstract Voltage instability is among the main factors causing large-scale

blackouts. One of the major objectives of the Control centers is a prompt assess-

ment of voltage stability and possibly self-healing control of electric power systems.

The standing alone solutions based on classical approximation methods are known

to be redundant and suffer with limited efficiency. Therefore, the state-of-the-art

machine learning algorithms have been adapted for security assessment problem

over the last years. This chapter presents an automatic intelligent system for on-line

voltage security control based on the Proximity Driven Streaming Random Forest

(PDSRF) model using decision trees. The PDSRF combined with capabilities of L-

index as a target vector makes it possible to provide the functions of dispatcher warn-

ing and “critical” nodes localization. These functions enable self-healing control as

part of the security automation systems. The generic classifier processes the voltage

stability indices in order to detect dangerous pre-fault states and predict emergency

situations. Proposed approach enjoy high efficiency for various scenarios of modified

IEEE 118-Bus Test System enabling robust identification of dangerous states.
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1 Introduction

In recent years electric power systems (EPS) are being operated closer and closer to

their limits due to liberalization. At the same time, EPS have increased in size and

complexity. Both factors increase the risk of major power outages and blackouts.

Automatic emergency and operational control systems are required to prevent cas-

cading emergencies and blackouts. Unfortunately, in many cases, the current gener-

ation of these systems is ineffective and unreliable. A low level fault-tolerant of ele-

ments and lack of local devices coordination are the main disadvantages of modern

emergency control systems causing large-scale blackouts. Greater centralization of

control systems and increasing redundancy level (N − 2,N − 3) could help to han-

dle these significant problems. However, excessive redundancy and centralization

can lead to a cost increase and reliability decrease of emergency control due to the

structural complexity improvement of systems elements. As for the operational con-

trol, practical experience demonstrates that power system operator becomes difficult

to formulate the correct decision when control actions must be taken instantly under

emergencies.

An essential tool for monitoring the power system is security assessment. The

EPS security is related to the ability of a power system to continue normal opera-

tion despite unplanned casualties to operating equipment, known as contingencies. A

failure of security can cause equipment damage, low frequency or low voltages, and

localized loss of power. But the most severe, spectacular, costly and therefore most

interesting security failures result in blackouts. Analysis of data streams characteriz-

ing the behavior of non-stationary dynamic systems is an essential task contributing

the EPS security monitoring. The data stream term here refers to data records col-

lected evenly or not evenly. These include telemetry or vector data records using

SCADA systems or PMUs. For bibliography on online voltage security assessment

using WAMS readers may refer to [1].

Conventional methods for the power system security evaluation require substan-

tial computation time due to due the combinatorial nature of the problem. That is the

reason why such methods are not suitable for real-time applications. A more promis-

ing solution is to employ the decentralized adaptive self-healing control systems with

simultaneous increase of the intelligent level of the local devices.

In recent years it has been suggested to estimate the EPS state using the machine

learning algorithms such as artificial neural networks, decision trees, and deep learn-

ing model and other the state of the art methods, see bibliography in [2–7]. Machine

learning algorithms are efficient due to their higher ability to learn and generalize.

Moreover, they enable high speed identification of the boundaries of the instability

that allows to provide an efficient solution in real time.

The reminder of the chapter is organized as follows. Section 2 introduces the con-

cept of electric power systems states classification. Section 3 deals mainly with archi-

tecture of an automatic intelligent system based on proximity driven streaming ran-

dom forest classification algorithm. Experimental evaluation of designed intelligent

system on IEEE 118-Bus test system is given in Sect. 5 followed by conclusions.
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2 Problem Formulation

To monitor the power system within its limit, the SCADA systems are the primary

measurement tools and a state estimator [8] is conventional post processing tool.

The ENTSO-E (European Network of Transmission System Operators for Electric-

ity) network code on operational security requires each transmission system oper-

ator (TSO) to classify its system according to the system operating states. Figure 1

shows the different operating states of a power system as identifed by Dy Liacco and

adopted by authors of this chapter.

Most of the existing emergency control ideologies use two approaches: control

in case of accidental disturbance and control in case of a parameter deviation. Thus,

taking into account the existing ideologies, emergency control automation does not

“predict” the possible development of the current situation, but acts only in case

of emergency or deviation occurrence. Using such approach it is not always pos-

sible to implement the necessary and timely control actions. In addition, low fault

tolerance and lack of coordination of different local devices may cause a cascade

failure. Apparently, the current generation of emergency control systems faced with

new challenges, recent examples of large-scale blackouts in North America in 2003,

Moscow in 2005, Europe in 2003 and 2006, and India in 2012 testify to this.

The operational control (including the TSO participation) deals with the concept

of emergency “prediction” (the probability of its occurrence). Functions of “pre-

diction” can be implemented in a manual (system operator), automatic or semi-

automatic manner, using different auxiliary software systems, such as expert/advice

software. However, in a critical situation a radical solution, called to save the EPS,

is implemented by the operator who, for various reasons is not always able to take

fast and effective measure that would prevent further development of the emergency.

Thus, in the existing control ideology there is a lack of procedures that would pro-

vide a smooth transition from operational to the effective emergency control, as well

as a lack of algorithms that would increase the fault tolerance and adaptability of the

local control.

The basic idea of our approach is to build the generic classifier of the EPS states.

It is supposed to process the special security indices of the system in order to detect

dangerous pre-fault states and predict emergency situations as shown in Fig. 1. One

of the most common approaches to classification problem employes algorithms’

combination which called ensembles. Ensembles employ the set of different algo-

rithms to achieve better accuracy comparing with each of these algorithms individual

accuracy. Ensembles are widely used in various studies, including the power system

state monitoring. One of the most effective ensembles uses decision trees as part

of the Random Forest approach [9]. Periodically updated decision trees are widely

used for voltage security assessment for large-scale power outages prevention [2].

This family of algorithms uses bagging and random subspaces to create composi-

tions of highly decorrelated decision trees to achieve a higher accuracy and stability

to presence of noise in the data streams. The presence of noise in the data streams

may severely affect the intrinsic characteristics of a classification problem.
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Fig. 1 Data flow diagram of the security assessment system

Wang et al. [10] have demonstrated that a classifiers’ ensemble can outperform

a single classifier in the presence of concept drifts when the base classifiers of the

ensemble are adherence weighted to the error similar to current testing samples. We

employ another approach which exploits Random Forest properties.

2.1 Existing Approaches to Emergency and Operational
Control

In the existing control structure, it is necessary to identify reactive power coordina-

tion problems solved by emergency and operational measures. First, we concentrate

here on emergency control of voltage and reactive power. Then, we consider opera-

tional control of voltage and reactive power.

Emergency control of voltage and reactive power is traditionally carried out by

the following local automations:

∙ Local automations that provide sharp reactive power increase in case of emergency

(excitation forcing of AVR and FACTS devices);
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∙ Local automations against undervoltage that switch on and off reactive power

sources or trip the load in case of unacceptable voltage decrease (undervoltage

load shedding function);

∙ Local automated load tap changers that provide smooth secondary voltage regu-

lation.

Let us discuss some shortcomings of the described local reactive control systems.

Different local automations against undervoltage is an effective measure against volt-

age collapse. However, it is possible to note some disadvantages of these devices.

The main drawback is a low intellectual level, undervoltage automation implements

control actions using only local information (local measurements of voltage, cur-

rent, etc.), and it is usually leads to excess control actions. Future emergency control

should perform load shedding only if it is necessary in case if there are no reac-

tive power reserves remained in the system. Another disadvantage of these types of

automation is a large time delay, which is needed to exclude any tripping during the

short circuit. Local automated load tap changers are extremely important to maintain

the required secondary voltage, but lack of coordination of their control actions may

cause cascading failure.

In recent decades, the operational control of voltage and reactive power has

become increasingly important due to the general trend of power systems to work

near stability limits. In general, existing and prospective reactive power control sys-

tems are built using the following hierarchical approach [11]:

∙ Primary voltage regulation is carried out by primary voltage controllers (local

automatic voltage regulators) of synchronous generators, different FACTS devices,

etc. This regulation is performed using only local information; the reaction rate is

a fraction of seconds.

∙ Secondary voltage regulation is the coordination of primary voltage controllers.

Most of secondary algorithms provide voltage control not for all but only for the

key nodes (“pilot” nodes in case of coordinated algorithms [12]). This regulation

can be manual, semi-manual or automatic.

∙ Tertiary voltage regulation related to the solution of the optimal control problem.

Primary and secondary regulation reserves are recovered within tertiary regula-

tion.

It is secondary regulation that provides resistance to the spreading of the over-

load through the network, which usually occurs before the cascading failure. Liter-

ature analysis showed that there are two basics approaches to the secondary voltage

regulation implementation: traditional and coordinated. The traditional approach to

secondary voltage regulation is simpler in terms of implementation, but provides a

lower automation level. It is to install a number of reactive power sources in trans-

mission network that are used to maintain voltage during load peak hours or in case

of emergency. The realization of control actions can be both automatic and manual.

The coordinated approach to secondary voltage regulation is based on preliminary

separation of power system on control areas, followed by the introduction of reactive

power coordination means in each area. The need of division is due to complexity
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of the problem, as well as due to local character of reactive power production. Sec-

ondary regulation in every subsystem is provided by selecting the “pilot” node which

voltage is considered as the average index of the current state of the controlled area.

A coordinated approaches to the secondary and tertiary regulation were first investi-

gated and implemented in Europe [13–16]. Some of the developed systems have been

used at the national level. In particular, their introduction into Italian EPS was widely

reported [17]. As for the technical and economic comparison of traditional and coor-

dinated approaches, there is no single opinion [18]. Apparently, each approach has

its advantages and disadvantages.

3 Proposed Approach

Methodologically ensemble approaches allow concept-drift to be handled in the fol-

lowing ways: base classifier adaptation, changing in training dataset (such as Boot-

strap [19] or RSM [20]), ensemble aggregation rule changing or changing in struc-

ture of an ensemble (pruning or growing). In this chapter combinations of these

approaches are exploited as part of the Proximity Driven Streaming Random Forest

(PDSRF). Besides some methods are already incorporated to the original Random

Forest. Contrary to conventional algorithms we use weighted majority voting as an

aggregation rule of ensemble. This allows us to adapt the entire classifier by changing

the weights of the base learners. In order to obtain the classifiers weight estimation

we should store samples. For this purpose we use a sliding windows approach which

is used in the periodically updated Random Forest [6]. The length of this window

is fixed and can be estimated by cross-validation. For the sake of time and memory

optimization Extremely randomized trees [21] is used as a base learner instead of

original randomized trees.

Random Forest [9] uses unpruned CART [22] trees and for N instances and Mtry
attributes chosen at each decision tree node average computational cost of ensemble

building is O(T MtryN log2 N), where T is a number of trees. It can be insufficient

for online applications. To reduce the complexity we use the randomization approach

proposed in Extremely Randomized Trees [21]. In our implementation the split set

consists of randomly generated splits and the best one is chosen by minimizing the

Gini-index measure. So that O(T MtryN logN) cost complexity can be achieved.

3.1 Base Classifier Weighting Function

We employ the assumption that the base classifiers make similar errors on similar

samples even under concept-drift. The conventional Random Forest employes the

special metrics called proximity measure. It uses a tree structure to obtain similarity

in the following way. If two different sample are in the same terminal node, their
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proximity will be increased by one. At the end, proximities are normalised by divid-

ing by the number of trees [9].

Following the AWE approach proposed in [10] we use an error rate to produce

weights of classifiers as follows

wi = 1∕(E2 + 𝜀).

Here E is an new block testing error for ith classifier, and 𝜀 is a small parameter.

3.2 Forgetting Strategy

One of the main problems in concept-drifting learning is to select the proper for-

getting strategy and forgetting rate [23]. The classifier should be adaptive enough to

handle changes. In this case, different strategies can be more appropriate to different

types of drift (for example, sudden and gradual drifts). In this paper we focus on

gradual changes only.

In this paper we propose to employ ensemble pruning technique to handle the

concept-drift in EPS security assessment problem. This technique uses the clas-

sic replace-the-looser approach [23] to discard trees with high error on new block

samples.

3.3 Proximity Driven Streaming Random Forest

In this paper we demonstrate that when it comes to the real time security assessment,

the most effective algorithm in terms of accuracy, robustness, online adaptability and

versatility, is the algorithm of Proximity Driven Streaming Random Forest (PDSRF)

proposed in [24]. Therefore, it is the PDSRF algorithm implemented in the program-

ming language C++, which was used as a basis for the developed automatic intel-

ligent system for a real time security assessment of a power system. To predict the

sample we employ the PDSRF algorithm. The data flow diagram of PDSRF is shown

in Fig. 2.

First, a stored window is used to find similar items using the specified similar-

ity metric. Second, we evaluate our current ensemble on similar examples. Then

we compute weights adherence to errors on k similar samples. Thus, to predict the

sample we employ the following algorithm:

(1) A stored window is used to find similar items using the specified similarity met-

ric;

(2) Current ensemble on similar examples is evaluated;

(3) The weights adherence to errors on k similar samples are computed.
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Fig. 2 PDSRF data flow diagram

Fig. 3 Structural scheme of an automatic intelligent system for voltage security control

On every chunk the algorithm tests all the trees to choose the poorest base learner

and replace it with new one trained on new block data. This process is iterative while

the ensemble error on new block samples is higher than a specified threshold.
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4 Structure of an Automatic Intelligent System

The general structure of the developed system is presented in Fig. 3. The scheme

shows that the proposed system consists of two main models on the basis of the

PDSRF algorithm: local and global.

Global model is trained to correctly identify the global L-index on the basis of

system variables of a power system such as voltage at nodes, loads, power flows, etc.

Here an output value of the L-index is interpreted as a security signal (indicator) of

the entire power system. The local model on the basis of the PDSRF algorithm, in

turn, is trained to determine the required reactive power injections 𝛥Q for load nodes.

The inputs for the local model are represented by the same operating parameters

and calculated values of the local L-index at a current time instant. Training of the

local PDSRF model is based on the expression (3) as shown below. As a result,

the trained model is able to determine the values 𝛥Q to perform corrective and/or

preventive control actions on-line. Additionally, the security intelligent system can

provide local signals in the form of local L-indices for each load at load node.

In the end, such a structure makes it possible to implement the above functions of

on-line alarming, localization and interaction with automatic systems. For example,

the system signal on the basis of L-index, which is delivered to operator through

the visualization block, informs the dispatcher on the general level of security in

the analyzed power system (“high”, “low”, “emergency”), and allows the operator to

predict (estimate) the extent to which the current state of the electric power system

is dangerous in terms of its closeness to voltage collapse.

In the case of a dangerous state identification (“low security”) the local signals on

the basis of local L-index, formed by local model, enable us to localize “critical load

nodes” at which the system is at its closest to the stability loss. The corrective and/or

preventive control actions can be implemented on-line on the basis of the injections

𝛥Q generated by the local model based on the PDSRF algorithm for load nodes. Such

control actions can both adjust the operating conditions in terms of their optimality

according to some economic criteria, or, in the case of a decrease in security, keep

the conditions away from the instability boundaries.

It is important to note that the output signals of the alarming system are delivered

both to the operator and directly to the operating automation. Interactions with the

automation allow us to know where need to correct the actions of agents, since agents

control the reactive power sources to regulate voltage in order to prevent the develop-

ment of an emergency process. Operator, in turn, using the recommendations of the

intelligent system (in case of a security decrease), can adjust the protective relay set-

tings by decreasing the settings with respect to time, increasing sensitivity of startup

signals of the emergency control functions through the selection of an appropriate

group of settings, etc. Despite the fact that the proposed structure suggests a certain

interaction with dispatcher to control the power system security, we see the main

mechanism of the developed intelligent system operation to be mostly automatic,

where many control actions are generated with the minimum involvement of the

operator.
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5 Experimental Evaluation

5.1 L-index

This paper employ the PDSRF model for voltage security assessment based on the

L-index as security label. The L-index is proposed by Kessel and Glavitsch in [25] as

an indicator of impeding voltage stability. The authors developed a voltage stability

index based on the solution to power flow equations starting from the subsequent

analysis of a power line equivalent model. The L index is a quantitative measure

for the estimation of the distance of the actual state of the system to the stability

limitation. This voltage stability index based on fundamental Kirchoff-Laws and can

reflect the weak point where to locate the vulnerable locations and can predict col-

lapse point of the system [26].

In the traditional statement, the application of such stability indices implies a

purely algorithmic approach where the specified equations are directly employed

to calculate numerical values of these indices for each current state of power sys-

tem. However, as the practice of operation shows, such an approach has a number

of significant downsides such as low robustness to erroneous inputs, computational

complexity and erroneous identification of states.

The L-index describes the stability of the entire system with the expression:

L = max
j∈𝛼L

(
Lj
)
, (1)

where 𝛼L is a set of load nodes. Lj is a local indicator that determines the buses which

can be sources of collapse. The L-index varies in a range between 0 (no load) and

1 (voltage collapse) and used to provide meaningful voltage instability information

during dynamic disturbances in the system.

The local indicator Lj was formulated in terms of the power by Kessel and Glav-

itsch [25] as follows:

L =
|||||
1 +

̇U0j

̇Uj

|||||
=
||||||

̇S+j
̇Y+∗
jj U2

j

||||||
=

S+j
Y+
jj U

2
j

, (2)

where Y+
jj is transformed admittance;Uj is voltage of the load bus j; S+j is transformed

complex power, which can be calculated as

̇S+J = ̇Sj +

(
∑

j∈𝛼L, i≠j

̇Z∗
ji
̇Si

̇Z∗
jj
̇Ui

)
̇Uj,

where ̇Z∗
ji ,

̇Z∗
jj are off-diagonal elements and leading elements of impedance matrix.
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The voltage stability indicators are known to be not only an effective method to

assess the system stability but also they underlie the control of electric power system

security.

According to the basic differential property of the L-index we suggest a common

analytical algorithm for reactive power optimization. The algorithm can be used to

determine the required reactive power injection for the load node, 𝛥Q. Based on the

applied methodology, a large-scale power system will operate in an optimal steady

state under the minimum

L
sum

= L1 + L2 +⋯+Lm,

which represents a sum of local indices Lj. In this case the function of the first partial

derivative is defined as follows

𝜕Lsum
𝜕𝛥Q

=
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, (3)

where 𝜇 =
∑

i∈𝛼L, i≠j

(Qi+𝛥Qi)Xji

Ui
; 𝛾 =

∑

i∈𝛼L, i≠j

−PiXji

Ui
.

Gong et al. in [27] have demonstrated that such approach improves the voltage

stability by reactive power injections at load nodes on different IEEE test systems.

The injections are calculated from the minimization conditions based on L-index,

and keep a system under heavy load conditions away from instability boundaries. It

is to be noted, the authors state that despite the relative simplicity of the calculation,

this method requires considerable computational efforts and its application in the

real time problems can be complicated.

The bus with the highest L-index value will be the most vulnerable bus in the sys-

tem and hence this method helps in identifying the weak areas in the system which

need critical reactive power support. Among the different indices for voltage sta-

bility and voltage collapse prediction the L-index gives fairly consistent results. In

next chapter we consider failure scenarios and discuss results on IEEE 118-Bus test

system.

5.2 Failure Scenarios and Results on IEEE 118-Bus
Test System

In this experiment, we evaluate our algorithm on IEEE 118-Bus Test System and

compared it to the most popular classifiers of EPS states. Our algorithm was imple-

mented natively in C++ according to the same testing methodology. With adherence

to this methodology classification accuracy was calculated using the data block eval-
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Fig. 4 IEEE 118 Bus Test System

uation method, which exploits the test-then-train approach. The data block evalua-

tion method reads incoming samples without processing them, until they form a data

block of size d. Each new data block is first used to test the existing classifier, then

it updates the classifier [28] (Fig. 4).

The efficiency of the proposed intelligent system was tested on IEEE 118 test

system. The database of possible states of the test system for model training was

generated by quasi-dynamic modeling in the MATLAB environment. At each step

of the load increase in the system, emergency events are modeled randomly. The

disturbances included losses of generation and connection of a large consumer at

specified nodes. A set of the obtained system states was used to calculate the values

of global L-index, and on the basis of local indices Lj, the reactive power injec-

tions 𝛥Q were found for each load node. As result, we computed the attribute values

and pre-classified based on the L-index the obtained states as “normal”, “alarm”,

“emergency” and “collapse”. These characteristics were applied as class marks for

training and testing the models on the basis of the PDSRF algorithm. Global and

local PDSRF models are implemented in C++.

In order to make simulation data more close to behaviour of real power systems we

propose to add sharp change of power load on some buses (Fig. 5). These changes can

be considered as a connection of big consumer. Thus the data will contain concept-

drift which should be efficiently handled by classification algorithms (Fig. 6).

The simulation results based on computation of local L-index indicate that buses

103, 105, 106 and 110 are the critical buses (Fig. 7). At this time the bus 105 is the

more critical bus for this system. This means that for IEEE 118 system the voltage

stability margin is limited by the outage of line 105.
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Fig. 5 Changes in voltage profiles of the IEEE 118 system

Fig. 6 Voltage profiles at load buses with a “concept-drift effect”

The testing results of the PDSRF algorithm compared to the other machine learn-

ing models are presented in Table 1.

As result, testing of the automatic intelligent system demonstrated that the devel-

oped on-line approach on the basis of PDSRF method makes it possible to highly

accurately identify the system level of security in the test electric power system.

For example, the accuracy of state identification for the scheme IEEE 118 made up
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Fig. 7 The local L-index values for one of steady-state condition of IEEE 118

Table 1 Accuracy of various machine learning algorithms on repared dataset

Algorithm Accuracy (%) Kappa (%)

Global PDSRF model 97.24 95.30

Support Vector Machine 81.54 64.92

Random Forest 96.01 93.24

Gradient Boosting Trees 93.64 89.41

Extreme Learning Machine 80.80 65.08

97.24% (Table 1) which is approximately by 10% higher than the accuracy of other

known intelligent approaches presented in some international peer-reviewed journals

over the past years. These approaches include neural networks of Kohonen, support-

ing vector machines, hybrid neural network models, various algorithms of decision

trees. This means that in all the models, except the PDSRF model, the accuracy

declines at modeling of significant disturbances in the system, i.e. they could not

adapt in real time and required additional training (updating).

Moreover, the calculations show that the proposed on-line approach on the basis

of PDSRF provides lower errors (root-mean square error (RMSE) of order 13% for

IEEE 118) and high speed of solving process (about centiseconds for each steady

state of IEEE 118 compared to 30–40 min in the traditional approach)
1

when deter-

mining the additional reactive power injections (Table 2). This fact makes it possible

1
All calculations were performed on the workstation c Intel processors (R) Core (TM) i7-4930K

@ 3.40 GHz 3.30 GHz.
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Table 2 The efficiency of various machine learning algorithms when determining the additional

reactive power injections

Algorithm RMSE MAE Train time (s) Test time (s)

Local PDSRF

model

0.1299 0.1116 4.812 0.00149

Support Vector

Machine

0.1498 0.1254 3.441 0.00167

Random Forest 0.1502 0.1271 0.811 0.00153

Gradient

Boosting Trees

0.1463 0.1234 4.671 0.00282

Extreme

Learning

Machine

0.1517 0.1282 0.021 0.00153

Fig. 8 The curves L
sum

before and after self-healing control actions

to effectively apply the automatic intelligent system for monitoring to control secu-

rity in power systems of large dimension in real time.

The obtained values of additional injections were used for reactive power com-

pensation by using reactive power sources, which decreased L
sum

, whose increase is

indicative of even greater proximity of voltage collapse, first of all for the heavy load

and dangerous conditions of IEEE 118 system (Fig. 8).
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6 Conclusions

We devised an innovative on-line method for the assessment and control of voltage

security of power system, using the technology of online decision trees, i.e. PDSRF,

implemented in the language C++. The main qualitative distinction of this approach

from the other modern approaches is the capability of PDSRF to independently and

adaptively change in real time in case of serious changes in the received teleme-

try data without loss of accuracy while identifying the conditions of electric power

system.

This paper presents a PDSRF model for voltage security assessment based on the

L-index as security label. This voltage stability index employ fundamental Kirchoff-

Laws and can reflect the weak point where to locate the vulnerable locations and can

predict collapse point of the system. The bus with the highest L-index value will be

the most vulnerable bus in the system and hence this method helps in identifying the

weak areas in the system which need critical reactive power support.

Voltage stability L-index indicator have been employed for security control using

the PDSRF algorithm in order to safely trace the concept drift in data stream and per-

form the security assessment of the whole system. Experiments with IEEE 118 sys-

tem various failure scenarios have demonstrated the efficiency of proposed approach.

The on-line PDSRF method can be to used for improving the voltage stability mar-

gin in real time using reactive power sources, generator excitation and on load

tap changer transformers as controllers for different loading conditions. Proposed

method can improve the voltage stability margins in real time using reactive power

sources, generator excitation and on load tap changer transformers as controllers for

different loading conditions.

The primary focus of our future work will involve voltage stability investigation

of the power systems integrated with large-scale wind farms.
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Enhanced Security of Internet Banking
Authentication with EXtended Honey
Encryption (XHE) Scheme

Soo Fun Tan and Azman Samsudin

Abstract The rapid growth of security incidents and data breaches recently had
risen concerns on Internet banking security issues. Existing Internet banking
authentication mechanism that primarily relies on the conventional password-only
authentication cannot efficiently resist to recent password guessing and password
cracking attacks. To address this problem, this paper proposed an eXtended Honey
Encryption (XHE) scheme by adding an additional protection mechanism on the
existing user authentication mechanism. When the malicious user attempts to
unauthorized access to online bank account by entering his guessed password,
instead of rejecting the access, the XHE algorithm generates an indistinguishable
bogus bank data, subsequently redirects attacker to fake user account, in which the
attack could not determine whether the guessed password is working correctly or not.
Therefore, increasing the complexity of password guessing and cracking attacks.
This paper also provides an in-depth study of attack models on password-based
authentication mechanism and their countermeasures. Subsequently, a preliminary
study on Malaysian online banking authentication system is presented.

Keywords Internet banking security ⋅ Authentication
Password-based attack ⋅ Honey Encryption

1 Introduction

Internet banking has increasingly become a dominant delivery channel for financial
services in Malaysia and worldwide. Malaysia Internet banking have seen a rapidly
exponential growth with 2.6 million subscribers in 2005 up to 23.5 million sub-
scribers at the end of February 2017, a 803.85% growth for the past 13 years [1].
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Although the convenience of Internet banking gained its current popularity, as the
increasing numbers of security breaches and fast-changing nature of cybercrime
incidents recently, public is shifting concerns on their online banking accounts’
security and privacy issues. Generally, the security of Internet banking system
consists of confidentiality, authentication, integrity and non-repudiation issues [2,
3]. It typically involves authenticating a user with pre-defined credentials, verifying
the user’s claimed identity is valid, granting access authorization to legitimate user,
protecting the user account information privately and unmodifiable by third parties,
as well as ensuring any transactions made by the user are traceable and verifiable.
Secure Sockets Layer/Transport Layer Security (SSL/TLS) has become the de facto
Internet banking standard to ensure its confidentiality and integrity, however, there
is none single scheme has become pre-dominant yet for authentication [2].

A combination of username and password, or so called as Single Factor
Authentication (SFA) or password-only authentication [4], however, is the most
common method of authenticating user, and always serves as the only defensive
line of providing security in controlling access to Internet banking account recently,
due to its convenience and practicality. Traditionally, these hashed and salted
passwords are considered as “computationally secure”, if the best-known method of
breaking the algorithms (e.g. MD5, SHA-1, SHA-2, PBKDF2, etc.) require an
unreasonably large amount of computer processing time [5]. However, with exalted
technological progress, parallelism techniques and distributed algorithms, existing
online banking systems that relies on the conventional username and password as
the means of authentication and access control mechanisms of theirs online user
account pose extensive security risks of being challenged and broken [6, 7].

To address this problem, Juels and Ristenpart [8, 9] proposed a Honey
Encryption (HE) scheme to increase the complexity of password guessing and
cracking process. Considering the fact that the majority (63%) of confirmed data
breaches incidents involved leveraging weak, default and stolen password [10], as
well as these stolen passwords often do not set off any security alarms, this paper
extends the HE scheme to enhance the security of user authentication and account
access mechanisms. When the attacker attempts to access the online account with
their guessing password, instead of rejecting their account access, the proposed
eXtended Honey Encryption (XHE) scheme generates an indistinguishable bogus
user account that closely resemblance the actual user account data. Subsequently, a
security alert will be generated and typically reported to an administrator or com-
puter security incident response team. This paper also reviews attack models on
online password-based authentication systems and discusses its corresponding
countermeasure. Subsequently, a comprehensive survey of user authentication
mechanism that have been used in Malaysian online banking systems is further
analyzed. The main contribution therefore are as follows. (i) An Extended Honey
Encryption (XHE) scheme is proposed to enhance the security of password-based
authentication mechanism in online banking system; (ii) An in-depth study of attack
models on password-based authentication mechanism; (iii) A detailed discussion of
recent countermeasure password-based attack models; (iv) A comprehensive survey
of Malaysian online banking authentication system.
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The rest of this paper is organized as follows. Section 2 overviews attack models
of password-based authentication systems and its corresponding countermeasure.
Subsequently, the survey of Malaysian online banking authentication systems and
their countermeasure of password-based attacks is presented in Sect. 3. Section 4
describes preliminaries and algorithm of eXtended HE (XHE) scheme. Section 5
demonstrates the applicability of extended HE scheme to enhance the user
authentication security of Internet banking system. Finally, this paper draws a
conclusion in Sect. 6.

2 Attack Models on Password-Based Authentication
System and Its Countermeasures

Most of the recent user authentication and account access control of the online
banking systems are constructed based on the Single Factor Authentication—
username and password. The security of password-based authentication, however,
depends upon the strength of user selected password. The novel studies on pass-
word habits revealed that 86% of user selected passwords are extremely weak, in
which consist either of dictionary words, digits, lowercase letters only or combi-
nation of these [11, 12]. And the threat is getting worse, in which 61% of the users
are reusing the single password for multiple online accounts [13]. Several attack
models on password-based authentication and its countermeasures are summarized
in Table 1 and subsequently discussed in the following.

Table 1 Attack models on password-based authentication system and its recent countermeasures
in banking sectors

Attack models Countermeasures

Password guessing and
cracking
Brute force attack Stronger Password Policy, Salted Hashing Password, Account

Lockout Policy, Throttle Access Attempts, Ban IP Addresses,
CAPTCHA, Two-Factor Authentication

Dictionary attack
Rainbow table attack
Password
recovery/reset attacks

Security Email/SMS Alert

Social engineering
Shoulder surfing attack Two-Factor Authentication, Multi-Factor Authentication (MFA)
Phishing attack SSL/TLS, Two-Factor Authentication, Security Verification

Questions, A User Pre-Defined Personal Image Or Passphrases
Before User Entering The Login Password, Spam Filters, Phishing
Alert, Proper Email Client And Web Browser Configuration,
Anti-Phishing Awareness Campaign, Phishing Simulation Tools

SMishing attack
Vishing attack
Spear phishing attack
Pharming attack
Malware Two-Factor Authentication, Anti-malware software

Session hijacking SSL/TLS, Two-Factor Authentication, OTP
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i. Password Guessing and Cracking Attacks. Password guessing is a typical
type of password attacks that trying all the possibilities to guess the combi-
nation of legitimate user’s username and password, with the aim of compro-
mising the authentication mechanisms and gaining access to legitimate users’
resources. Meanwhile, password cracking is the process of recovering a
password from a stored database or during data transmission. Both password
guessing and cracking attacks can be conducted either locally or remotely,
with a manual approach (e.g. shoulder surfing), or automated software pro-
grams (e.g. Hydra [14], RainbowCrack [15], etc.). These password guessing
and cracking attack methods are further discussed in the following.

• Brute Force Attack. Also, known as exhaustive key search. It is a fun-
damental trial and error password guessing method that attacker trying
every possible password until the legitimate users’ password is identified.
It is the most time-consuming password attack method, however, is con-
sidered as the most successful attack method [16]. For instance, the brute
force attack on the eight-characters length password that consists of
combination of any 95 characters (uppercase, lowercase letters, digits and
symbols) only take 5.5 h for brute-forcing 958 possibilities, that is
equivalent to the speed of 350 billion-guess-per-second on the processor
[17]. Brute-force attack generally can be conducted online or offline mode.
In the online mode of brute-force attack, the attacker attempts to verify
whether a guessed password is correct by interacting with the Internet
banking login server. This online brute-force attack, however, can be
defeated effectively by throttling access attempts and banning IP addresses
that attempt to log in many times, as well as implementing a lockout
policy. For instance, three incorrect login attempts will lock the user’s
banking account for 24 h. Besides that, increasing the complexity of login
procedure, such as CAPTCHA (Completely Automated Public Turing test
to tell Computers and Human Apart), or using Two Step Verification (also
known as Two-Factor Authentication), in which verification code (typi-
cally 4 or 6 digits) will be sent to user via SMS or a voice call, or
alternatively can be retrieved from the Time-Based One Time Password
apps, can be used to prevent the automated online brute-force attacks such
as Hydra [14] and RainbowCrack [15]. On the other hand, much of the
works on password attack have focused on offline attacks [18]. The aim of
offline brute-force attack is fraudulently stealing the user’s password file
either by invading an insufficiently protected user’s computer or banking
server via malicious virus or Trojan horse, thus enabling unconstrained
trials of guessing user’s password. The main urge for brute-force attackers
is always the notorious weakness of user-chosen passwords. Therefore, a
stronger password is further needed to withstand both online and offline
brute-force attacks, in which requires probably survive from 106 and 1014

guesses respectively [19].
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• Dictionary Attack. It is a password guessing method that uses brute-force
technique, however, instead of trying all possibilities, the guessed pass-
words are constructed based on words, sentences, numbers or dates that
taken from a dictionary [20]. Thus, greatly reducing the computer pro-
cessing time and storage requirement compared to conventional brute force
attack [21]. The common countermeasures against dictionary attack
includes increasing login complexity, delaying response and account
locking [22].

• Rainbow Table Attack. It is a password cracking method that works like
dictionary attack; however, focuses on the password that encrypted with
hashing algorithm. Generally, the attacker steals the hashed password
either from databases or sniffed from authentication traffic between a client
and banking server. Subsequently, the attacker compares these stolen
passwords with their pre-computed table—rainbow table—for reversing
the hash functions and recovering the password in plaintext. A common
countermeasure of this password cracking method is to attach a random
string, called as salt, into the user’s password before applying hashing
algorithms. Applying the short-length salt or reusing the same salt for
multiple times significantly reduce its strength to resists the rainbow table
attack.

• Password Recovery/Reset Attacks. It is a password cracking method that
attackers often find it much easier to be exploited compared to
time-consuming other password guessing and cracking approach. To reset
forgotten login password and recover access to targeted banking account,
however, always require attacker to obtain targeted users’ private infor-
mation before answering security questions (such as mother maiden name,
primary school, favorite pet’s name, etc.). Also, it always triggers a
security alert to be sent to legitimate user.

ii. Social Engineering. Euphemism for non-technical or low-technology meth-
ods, often involving psychological manipulation of divulging user’s password
or private information [20]. Several social engineering attacks techniques are
further elaborated as follows.

• Shoulder Surfing Attack. It is an observation practice that looking over
the targeted user’s shoulder or spying on the user’s computer or mobile
devices to obtain their login password. Recently, the shoulder surfing
attack can be prevented effectively with the Mobile Two-Factor Authen-
tication (TWF) or Multi-Factor Authentication (MFA) schemes, in which
the user authentication mechanism does not relies solely on the user’s
passwords, however, also on possession factors (e.g. 6-digit verification
code sent to mobile phone) and inherence factors (e.g. biometric finger-
print, voice or retina recognition).

• Phishing Attack. It is a social engineering attack method in which
attackers masquerading as a trustworthy banking or financial institutions,
and sending a fake email that typically direct the user to visit fake or cloned
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malicious sites. Subsequently, the user is asked to enter their password to
login, update or reset their login password. Compared to other types of
cybercrime, phishing attack is the most affordable attack method in terms
of the investment and level of technical expertise required [23]. In 2016,
Kaspersky Lab’s anti-phishing technologies have detected a total of 154.96
million attempts to visit different kinds of phishing pages, and nearly half
of them (47.48%) were targeted to banking and financial industries [23].
A combination of the Hypertext Transfer Protocol (HTTP) with the Secure
Sockets Layer/Transport Layer Security (SSL/TLS), or called as Hypertext
Transfer Protocol Secure (HTTPS), has become the de facto Internet
banking standard to defense phishing attack. Other technical countermea-
sures of banking and financial institutions includes two-factor authentica-
tion, increasing the login complexity, such as answering personal
verification questions or displaying a user pre-defined personal image or
passphrases [24] to help the user distinguish a real banking site from a
phishing site, before user entering the login password. On the other hand,
technical countermeasures that focuses on users’ side includes using spam
filters, proper email client and web browser configuration. Meanwhile,
non-technical countermeasures such as anti-phishing awareness campaign,
and phishing simulation tools (e.g. PhishSim [25], SecuityIQ [26],
AwareEd [27]), serve as a last defensive line of phishing attack, by training
the users to better spot suspicious emails and identify phishing attempts via
mock or simulated attacks.

• SMishing Attack. It is a variant of phishing attack, that using the Short
Message Service (SMS) systems to lure the users and subsequently asked
for login credentials or trigger to download a Trojan horse, playback, virus
or other malware onto their mobile devices.

• Vishing Attack. Voice Phishing, or so called “Vishing” attack, is a variant
of phishing attack that conducted via voice technology such as landline,
cellular telephone, VoIP (voice over IP), etc. to bait users to divulge theirs
banking information or further directing user to phishing site. Most of the
time, caller identity spoofing will be employed to disguise legitimate
source of bank or financial institutions.

• Spear Phishing Attack. It is a variant of phishing attack, however, instead
of sending a high volume of generalized emails randomly, spear phishing
attack sends a customized email to targeted victim, to increase success rate
to have the link or attachment being clicked. The FireEye studies [28]
further showed that 70% of victims’ open spear phishing email and 50% of
those who open the spear-phishing emails click on the links within the
email, compared to 5% for phishing attack.

• Pharming Attack. It is a variant of phishing attack, however, focuses on
inserting the malicious code onto user’s computer, modifying host-files or
hijacking the Domain Name System (DNS) server. Subsequently, the users
are redirected to the attacker controlled sites; even after the users have
entered the legitimate URL of the intended website.
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iii. Malware. Short for Malicious software, is a malicious program or code that
includes viruses, worms and Trojan horses, used to infiltrate on user computer,
steals password and financial data without the user’s consent. The malware
attack has rapidly evolved and becoming more sophisticated hacking tools that
able to intercept verification code sent to mobile device [29], thus thwarting
Two-Factor Authentication (TWF) countermeasures. The Kaspersky Lab
studies [23] further revealed the number of banking Trojans attacks was
increased by 30.55% to reach 1.09 million in 2016, subsequently 2.87 million
attempts to launch malware that capable of stealing money via online banking
channel have been blocked. Among these banking malware, Zbot is still the
most widespread banking malware family (44.08% of attacked users) but in
2016 it was actively challenged by the Gozi family (17.22%) [23]. A common
countermeasure of malware attack is installing a real-time and up-to-date
anti-malware software in both user and banking server.

iv. Session Hijacking. Also, known as Man-In-The-Middle or Main-In-The-
Browser Attack. It is a form of active wiretapping on Transmission Control
Protocol (TCP) and has the advantage of interfering in real time transaction, in
which attacker seizes control of a previously established communication
session between user and banking server [20]. Most of the time, session
hijacking works together with phishing attack and malware injection. For
instance, Zeus, Silent Banker, Cobalt Strike and SpyEye malware facilitate the
hijacking of a victim’s active online session by stealing session data or
cookies, subsequently present them to the bank’s server to gain access to a
legitimate online banking session [30]. A common banking countermeasure is
securing communication session with SSL/TLS, as well as enforcing two-step
verification such as require user to provide a valid One-Time Password
(OTP) upon request transaction to be made.

3 A Survey of Malaysian Online Banking Authentication
Systems and Theirs Countermeasures

This section presents the preliminary survey of Malaysia personal Internet banking
Authentication system and their countermeasure of password-based attacks, as
summarized in Table 2. Note that all the personal Internet banking authentication
systems were assessed and studied in March 2017. Ten major banking and financial
institutions that provides personal Internet banking has been selected in terms of
total assets [31].

Generally, the authentication system of Malaysia personal Internet banking is
fundamentally constructed based on password-based approach, in which user is
authenticated with username and password to access their banking resources. The
username and password of all the banks satisfy the Bank Negara Malaysia
(BNM) password minimum requirement of 6 alphanumeric characters. Most of the

Enhanced Security of Internet Banking Authentication … 207



T
ab

le
2

O
ve
rv
ie
w

of
M
al
ay
si
a
on

lin
e
ba
nk

in
g
au
th
en
tic
at
io
n
sy
st
em

an
d
th
ei
r
co
un

te
rm

ea
su
re
s

M
al
ay
si
a

pe
rs
on
al

in
te
rn
et

ba
nk
in
g

Se
cu
ri
ty

co
un
te
rm

ea
su
re
s
of

pa
ss
w
or
d-
ba
se
d
at
ta
ck
s

U
se
r
au
th
en
tic
at
io
n
m
ec
ha
ni
sm

s
Pa
ss
w
or
d
re
co
ve
ry

m
ec
ha
ni
sm

s
C
om

m
un
ic
at
io
n

ch
an
ne
l

Se
cu
ri
ty

&
aw

ar
en
es
s

ca
m
pa
ig
n

U
se
rn
am

e
Pa
ss
w
or
d

A
cc
ou
nt

lo
ck
ou
t

po
lic
y

O
th
er
s

O
nl
in
e

O
ffl
in
e

H
H
T
P

H
T
T
P

w
ith

SS
L
/T
L
S

Se
cu
ri
ty

tip
s

Si
m
ul
at
io
n

to
ol
s

A
T
M
/d
eb
it

ca
rd
/c
re
di
t

PI
N

Id
en
tit
y

ca
rd

C
A
PT

C
H
A

T
A
C
/O
T
P

A
T
M

Ph
on
e

ca
ll

M
ay
ba
nk

√
√

√
Se
cu
ri
ty

im
ag
e

an
d
pa
ss
ph
ra
se
,

√
√

√
√

√

C
IM

B
√

√
√

Se
cu
re

w
or
d

√
√

√
√

√
√

Pu
bl
ic

B
an
k

√
√

√
Pe
rs
on

lo
gi
n

ph
ra
se

√
√

√
√

R
H
B

B
an
k

√
√

√
Se
cr
et
w
or
d

√
√

√
√

H
on
g

L
eo
ng

B
an
k

√
√

√
Se
cu
ri
ty

im
ag
e

an
d
pa
ss
ph
ra
se

√
√

√
√

√
√

√

A
m

B
an
k

√
√

√
Pe
rs
on
al

im
ag
e

√
√

√
√

U
ni
te
d

O
ve
rs
ea
s

B
an
k

√
√

√
–

√
√

√

B
an
k

R
ak
ya
t

√
√

√
Se
cu
ri
ty

co
lo
r

an
d
se
cu
re

ph
ra
se
s

√
√

√

O
C
B
C

B
an
k

√
√

√
O
T
P

√
√

√

H
SB

C
B
an
k

√
√

√
8-
di
gi
t

Se
co
nd
ar
y

pa
ss
w
or
d
or

6-
di
gi
t
O
T
P

fr
om

se
cu
ri
ty

de
vi
ce

√
√

√

208 S.F. Tan and A. Samsudin



Banks implement additional security features on user registration and authentication
mechanisms, in which user is required to select pre-defined security feature during
their registration and used it to distinguish a real banking site from a phishing site,
before user entering the password during the login process, therefore, effectively
prevent the disclosure of user password to unauthorized third-parties and attackers.
These additional security features, includes security image (e.g. Maybank, Hong
Leong Bank, Am Bank), passphrases (e.g. Maybank, CIMB, Public Bank, RHB
Bank, Hong Leong Bank), security color (e.g. Bank Rakyat) and secondary pass-
word (e.g. HSBC Bank). To countermeasure password guessing and cracking
attacks, either manually or with automated software (e.g. Hydra), most of them are
enforcing account lockout policy, in which the user account will be locked after a
specified number of invalid or failed login attempt (generally 3 attempts).

Meanwhile, the countermeasure of defensing password recovery attack is
varying among these banks. Nine out of ten banks allow users to recover or reset
their login password online, excludes Public Bank which only allows users to reset
theirs password via ATM machine or operator assistance. Obviously, all the banks
enforce Two-Factor Authentication on password recovery mechanism, in which
possession factors (something only the user has) is subsequently used to confirming
a user’s claimed identity. Example of these possession factors includes identity card
number (e.g. Hong Leong Bank, Am Bank, United Overseas Bank, Bank Rakyat,
OCBC Bank), ATM or Debit Card or Credit Card Number and its PIN number (e.g.
Maybank, CIMB, RHB Bank, Hong Leong Bank), as well as One-Time Password
(OTP) generated with security device (e.g. HSBC Bank). Furthermore, some of the
banks implements CAPTCHA (e.g. CIMB, Hong Leong Bank, OCBC Bank),
Transaction Authorization Code (TAC) verification (CIMB, Hong Leong Bank) or
security question verification (e.g. HSBC Bank) to countermeasure the automated
password recovery attacks.

From the communication channel security aspect, all the banks secure their data
transmission and communication with SSL/TLS to ensure their confidentiality and
integrity, as well as defense session hijacking attacks. Also, a user is required to
enter a valid 6-digit TAC or OTP upon a transaction request. Moreover, all the
banks display security tips and alerts on their banking system to increase security
awareness of users. However, none of them are providing a more sophisticated
awareness campaign such as anti-phishing simulation tools.

4 Extended Honey Encryption (HE) Scheme

While existing Malaysia Personal Internet banking systems enforce two-factor
authentication mechanism to countermeasure password-based attacks such as brute
force attack, dictionary attack, rainbow table attack, etc., however, can be thwarted
with recent malware attack which capable to intercept TAC/OTP sent to mobile
device [29], as well as subjected to SSL stripping attack [32]. Furthermore, stolen
passwords pose extensive security risks because attacks using stolen passwords
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often do not set off any alarms. To address this problem, this paper further extended
the Honey Encryption (HE) scheme to enhance the security of user authentication
and account access mechanisms. Section 4.1 describes preliminaries and some
background works of HE scheme. Subsequently, Sect. 4.2 presents the algorithm of
extended HE scheme.

4.1 Preliminaries

Honey Encryption (HE) scheme [8, 33] was firstly introduced by Juels and Ris-
tenpart on 2014 to add the extra protection layer onto the password-based RSA
encryption algorithm and credit card applications. Subsequently, extended by Tyagi
et al. [34] and Huang et al. [35] to secure the basic text messaging and genomic data
application respectively. Meanwhile, Joseph et al. [36] enhanced the security of HE
scheme to resist the message recovery attacks. More recently, tan et al. [21, 37]
further extended HE scheme (XHE) scheme to secure the cloud data storage. This
section introduces some concepts and background which will be used in the con-
struction of the extended HE scheme in Sect. 4.2.

Message Space (ℳ) [8, 33]. Since HE deceives the attackers by providing
ambiguous looking messages, it requires a message space, ℳ, which contains all
possible messages, M. The size of ℳ must be customized for each scenario and
dependent on the type of contents that need to be encrypted. The distribution over
ℳ is denoted as ψm, subsequently, sampling per this distribution is denoted as
M ← ψm ℳ.

Seed Space (S) [8, 33]. Seed space, S, is the space of all n-bit binary strings for
some predetermined n. Each message inℳ is mapped to a seed in S. The size of the
seed is directly proportional to how likely a message is to appear. The size also
must be large enough at such even the least likely messages have to be mapped to at
least 1 seed. Similar to ℳ, S is predefined by developer which can be based on
personal judgment, research or sampling results. The distribution on set S is denoted
as a map p: S → [0,1] such that Σs∈ S p(s) = 1. Subsequently, sampling according
to such distribution is denoted as s ← pS.

Distribution-Transforming Encoder (DTE) [8, 33]. A DTE consists of a pair
of algorithms, such that DTE = (encode, decode). The encode algorithm takes as
input a message M∈ℳ and outputs a set of seed value, S from seed space, S. The
deterministic decode algorithm takes as input a message S∈ and outputs a message
M∈ℳ. The correctness of DTE algorithm follows as for any M∈ℳ, Pr[decode
(encode (M)) = M] = 1.

Inverse Sampling DTE (IS-DTE) [8, 33]. A IS-DTE consists of a pair of
algorithms, such that IS-DTE = (IS-encode, IS-decode). The IS-encode algorithm
runs the Cumulative Distribution Function (CDF), Fm such that with a pre-defined
message distribution ψm and ℳ = {M1, M2, …, M|ℳ|}. Define Fm(M0) = 0, sub-
sequently generatesMi such that Fm(Mi−1) ≤ S < Fm(Mi), where S ← $ [0,1). Lastly,
encodes the input message Mi by selecting a uniformly random value from the
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range [Fm (Mi-1), Fm(Mi]. The IS-decode algorithm is the inverse of CDF, such that
IS-decode = Fm

−1(S).
DTE-then-Encrypt (HE [DTE, SE]) [8, 33]. A HE [DTE, SE] algorithm is a

pair of algorithms (HEnc, HDec) that encrypts a message by using the DTE
algorithm, subsequently re-encrypts the output of DTE algorithm with Symmetric
Encryption scheme (SE) as follows.

HEnc (K, M). Given the symmetric key, K and a message M, let the H be the
hashing algorithm and n is the number of random bits, select a uniformly random,
s ←$ encode(M) and R ←$ {0,1}n, outputs the ciphertext, C = H(R,K) ⊕ s. The
process of HEnc (K, M) is illustrated in Fig. 1.

HDec (K, R, C). Given the K, R and C, computes s = C ⊕ H(R, K) and
subsequently outputs the ciphertext, M = decode(s). The seed, s, alone is insuffi-
cient to retrieve the message, M, unless it is a one-to-one mapping. In most cases, a
s falls into a seed range, S. Therefore, Inverse sampling table comes into play for
message lookup as illustrated in Fig. 2.

Fig. 1 The process of HEnc algorithm

Fig. 2 The process of HDec algorithm

Enhanced Security of Internet Banking Authentication … 211



4.2 Extended Honey Encryption (XHE) Scheme

This section presents an extended version of the HE scheme [8, 33], so called as
eXtended Honey Encryption (XHE) scheme. Similar to credit card applications, the
length of the user password usually has a limit size. For instance, Maybank, CIMB
and Public Bank user password has a maximum length of 12 characters, and most
of time, these passwords do not exceed 30 characters (e.g. HSBC Bank). Next, the
construction of the extended HE scheme is presented in the following.

Message Space (ℳ). Given the message, M is a user password that consists of
36 alphanumeric characters with the maximum length of 30 characters. With the
total of 3630 possibilities, the distribution over ℳ is denoted as ψm and the sam-
pling according to such distribution is denoted as M ← ψm ℳ, as illustrated in
Fig. 3.

Seed Space (S1, S2). Seed space, S, is the space of all n-bit binary strings. Each
message in ℳ is mapped to a seed in S such that Σs∈ S p(s) = 1.

Distribution-Transforming Encoder (DTE). A DTE consists of a pair of DTE
(encode, decode) algorithms as follows:

DTE (encode, decode). The encode algorithm takes a user password as input,
M∈ℳ and outputs a set of seed value, s from seed space, S. The deterministic
decode algorithm takes as input a message s∈ S and outputs a message M∈ ℳ

(Fig. 4).
Inverse Sampling DTE (IS-DTE). A IS-DTE consists of a pair of (encode,

decode) algorithms as follows:
IS-DTE (IS-encode, IS-decode). The IS-encode algorithm runs the Cumulative

Distribution Function (CDF), Fm, such that with a pre-defined message distribution,
ψm and ℳ = {M1, M2, …, Mℳ|}. Define Fm(M0) = 0, subsequently generates Mi

such that Fm(M1) ≤ S < Fm(Mi), where S ←$ [0,1). Lastly, encodes the input
message Mi by selecting a uniformly random value from the range [Fm(Mi-1),
Fm(Mi)]. The IS-decode algorithm is the inverse of CDF, such that IS-
decode = Fm

−1(S).

Fig. 3 The message space, M of the extended HE scheme

Fig. 4 The DTE algorithm of the extended HE scheme
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DTE-then-Encrypt (HE [DTE, SE]). A HE [DTE, SE] algorithm is a pair of
algorithms (HEnc, HDec) that encrypts a message by using the DTE algorithm,
subsequently re-encrypts the output of DTE algorithm with a Symmetric Encryption
scheme (SE) as follows.

HEnc (K, M). Given the symmetric key K, and a user password M, let the H be
the hashing algorithm and n is the number of random bits, select a uniformly random,
s ←$ encode(M), and R ←$ {0,1}

n, outputs the ciphertext, C1 = H(R,K) ⊕ s.
HDec (K, R, C). Given the K, R, C computes s = C ⊕ H(R, K). Subsequently

outputs the user password, M = decode(s) with the lookup inverse sampling tables.

5 Extended Honey Encryption in Enhancing Security
of Internet Banking Authentication System

This section describes the applicability of the XHE scheme to enhance the user
authentication security of Internet banking system as illustrated in Fig. 5. When
malicious user attempts to unauthorized access Internet banking account with the
guessed password, instead of rejecting their account access, the proposed eXtended
Honey Encryption (XHE) scheme generates an indistinguishable bogus user account
that closely resemblance the actual user account data. Subsequently, a security alert
will be triggered and reported to an administrator or computer security incident
response team. The application scenario is further described in the following.

Fig. 5 Enhanced user authentication mechanism with the extended honey encryption
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System Setup(λ). Given a security parameter, λ, define the distribution over the
key space, ψk. Subsequently, takes the PIN number of users’ bank card (e.g. ATM
card/debit card/credit card) as an input, and outputs the shared secret key, K.

User Registration Mechanism with Encrypt (K, F) Algorithm. Given the
secret key, K and a user password, p (e.g. word documents, images, etc.), takes a
p as an input, as a message space M. Subsequently, define the distribution over the
messages space ψm. Next, generates the seed s with DTE_encode algorithm. Then,
runs the IS-encode algorithm to generate a series of fake user account, such that
Fi = {Fm(M(i-1), Fm(Mi). Lastly, outputs the encrypted user password, pe = C with
HEnc (K, M) algorithm and stores in banking password file.

User Authentication and Granting Access Mechanisms with Decrypt (K, Fe)
Algorithm. The user enters his password on login page. The login server runs
HDec algorithm to verify user identity, if it is a valid user’s password, then granting
user an access control to his banking resource, otherwise, redirect to fake user
account and triggers a security alert to an administrator or computer security
incident response team.

Attack Scenario. Suppose that the adversary intercepts the encrypted password,
pe, either from the user’s device (e.g. desktop, tablets, mobile devices, etc.),
banking password file or during the data transmission, and subsequently attempts to
decrypt it. With his guessed password, the Decrypt algorithm of login server
redirects attacker to a fake account in response to every incorrect guess of the user’s
password or shared symmetric key, K. These fake account is generated with the IS-
encode algorithm in which the fake user account distribution is closed related to
actual user account distribution. Therefore, it is indistinguishable from the attacker
perspective, thus increases the complexity of determining whether the attacker have
guessed a password correctly or not.

6 Conclusion

While the existing Internet banking authentication systems relies on
password-based approach, which is vulnerable to password-based attacks such as
brute-force attack, dictionary attack, rainbow table attack, main-in-the middle
attack, this paper proposed an eXtended Honey Encryption (XHE) scheme for
enhancing the security of password-based authentication mechanism. When the
malicious user attempts to unauthorized access the user banking account with his
guessing password, instead of rejecting their account access as conventional
password-based authentication mechanism, the extended HE algorithm generates an
indistinguishable bogus user account that are closely related to the actual user
account, in which the attack could not determine whether the guessed password is
working correctly or not. It is noticeable that the additional storage space is required
to keep the inverse sampling tables and fake account information. In future, whether
the proposed XHE scheme can be further optimized to reduce its storage require-
ment is another interesting topic to be explored.
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An Enhanced Possibilistic Programming
Model with Fuzzy Random
Confidence-Interval for Multi-objective
Problem

Nureize Arbaiy, Noor Azah Samsudin, Aida Mustapa, Junzo Watada
and Pei-Chun Lin

Abstract Mathematical models are established to represent real-world problems.
Since the real-world faces various types of uncertainties, it makes mathematical
model suffers with insufficient uncertainties modeling. The existing models lack of
explanation in dealing uncertainties. In this paper, construction of mathematical
model for decision making scenario with uncertainties is presented. Primarily, fuzzy
random regression is applied to formulate a corresponding mathematical model
from real application of a multi-objective problem. Then, a technique in possi-
bilistic theory, known as modality optimization is used to solve the developed
model. Consequently, the result shows that a well-defined multi-objective mathe-
matical model is possible to be formulated for decision making problems with the
uncertainty. Indeed, such problems with uncertainties can be solved efficiently with
the presence of modality optimization.
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1 Introduction

In standard application problems, a mathematical model is assumed to be provided.
Therefore, many researches put much focus on problem solving based on
pre-defined model. However, in real world actual practice, mathematical models are
not given by some higher authority; hence, mathematical modelling requires skills
in building mathematical models, determining parameters value, fitting model, and
selecting among competing models. Mathematical programming is widely used to
model real world problems by transforming the problem into a mathematical pro-
gramming problem with variable’s symbols and numerical values. Such numerical
values in the model are commonly provided by the expert or generated by statistical
tool. But, determining precise and rigid values is difficult [1–6] because in nature,
problems in decision making process involve uncertainties such as human and
machine errors, and are subject to ungrounded evaluations as well as lack of
information [7].

Real world problem and decision making dealt with various uncertainties. It
makes, modeling such problem needs appropriate approach. Decision variables
with uncertainties usually approximately determined as crisp values. If the values
are not appropriately determined as crisp, the developed model may yield an
infeasible solution [8]. Existing solution usually handles crisp information or single
uncertainty such fuzzy information only. In fact, multiple uncertainties may occur
simultaneously in the information. For example, fuzzy and random happens
simultaneously and are captured in the data used to model the problem. For that
reason, a technique such as fuzzy random regression is significant to deal with a
problem among simultaneous uncertainties ([9–12]).

In the other hand, the formulated mathematical model for real application
problem may involve uncertain information. The coefficients and goals of the model
are fuzzy or not known exactly in a multi-objective problem model due to imprecise
judgment made by the decision maker. For instance, the manager of a manufac-
turing company decides to set their production profit for a year is more than 5
million dollars. The statement of ‘more than’ shows unclear edge of the numerical
values given which is ‘5 million dollars’. It makes the developed model contain
fuzzy goal. The model should first treat the uncertainty before the mathematical
models could be solved [12]. In this case, possibility theory has been widely used in
building decision making models with uncertainty (see [8, 13–15, 26]).

Motivated by the above-mentioned situation, this paper emphasizes the building
of problem model from real world problem which contain simultaneous uncer-
tainties and provide a solution approach to solve the developed model. This paper
follows the approach to first translate the real-world problem which contain fuzzy
random uncertainties in its data into a problem model by estimating the coefficients
by fuzzy random regression approach [9, 12]. Next, the research applied a modality
optimization to solve multi-objective possibilistic problem (MOPP) model which is
developed in prior based on fuzzy random based coefficient. The modality opti-
mization uses necessity measure to evaluate the objectives and constraints in the
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MOPP model with vague and ambiguous data. The necessity measure is useful to
deal with ambiguous data and vague targets (goals) as well as to measure to what
extent the decision makers aspiration/target can be achieved with certainty. The
approach also uses a weighting scheme from the individual minimal and maximal
solution. The performance of the model is demonstrated through a case study
developed for palm oils production problem. Diverse solutions achieved by the
proposed approach outperform deterministic solutions in terms of given perfor-
mance measure.

The remainder of this paper is organized as follows. Section 2 reviews related
works that bring to fuzzy random regression and possibilistic programming. Sec-
tion 3 presents the solution of the possibilistic programming evaluation model
using the necessity approach. Section 4 provides a case study to illustrate the
proposed methodology. Sections 5 present the results and discussion, while Sect. 6
concludes with some indication for future works.

2 Preliminary Studies and Definitions

This section explains a Fuzzy Random Regression and Possibilistic Programming
method as a ground studies for this work.

2.1 Fuzzy Random Regression

Statistical data that are observed from real world situation may contain imprecise
lingual or vague value. Normal random variable is incapable to handle such data
due to the presence of stochastic and fuzzy uncertainty [17–19]. Hence fuzzy
random variable is integrated in the regression technique to cope with the fuzzy
random data. Statistical analysis with fuzzy random data may require transforma-
tion of the vague parameter while making decision, whereby the fuzziness are
transferred into coefficient value [18]. Confidence interval and expected value are
used to describe fuzzy random in regression model. The interval is valuable to
estimates a population parameter hence indicate the reliability of an estimate. The
detail explanation of fuzzy random variable and fuzzy random regression are given
elsewhere [1, 9, 12]. This method works efficiently with the data containing
simultaneous fuzzy random uncertainties.

The data used for fuzzy random regression is formalized using LR-triangular
fuzzy number (TFN). Fuzzy random data Yj (dependent) and Xjk (independent) for
all j=1, . . . ,N j = 1, . . . , N and k=1, . . . ,K are defined as

Yj =⋃
MYj

t=1 Yt
j ,Y

t, l
j ,Yt, r

j

� �
Δ
, ptj

n o
, and Xjk =⋃

MXjk

t=1 Xt
j ,X

t, l
j ,Xt, r

j

� �
Δ
, qtjk

n o
,
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respectively. ptj and qtjk demonstrate the probability of the event happens in
j = 1, . . . , N, k = 1, . . . , K and t = 1, . . . , K.

The fuzzy random regression model with σ − confidence intervals [8] is
described as follows:

min
A

JðAÞ= ∑
K

k=1
Ar
k −Al

k

� �
Ar
k ≥Al

k,

Y*
j =A*

j I eXj1 , σXj1

� �
+⋯+A*

KI eXjK , σXjK

� �
⊃
h ̃
I eYj , σYj
� �

j=1, . . . ,N; k=1, . . . ,K,

ð1Þ

where eXj1 , σXj1 is the expected value and variance, respectively. The σ − confidence

interval is defined as I eX , σX½ �Δ E Xð Þ− ffiffiffiffiffiffiffiffiffiffiffiffiffiffi
var Xð Þp

,E Xð Þ+ ffiffiffiffiffiffiffiffiffiffiffiffiffiffi
var Xð Þp� �

. The confi-
dence level shows us the frequency of an observed interval contains the parameter.

The fuzzy regression problem with σ − confidence interval is written as follows:

Y*
j =A*

j I eXj1 , σXj1

� �
+⋯+A*

KI eXjK , σXjK

� �
⊃
h ̃
I eYj , σYj
� � ð2Þ

where eXjK , eσXjK

� �
are the one-sigma confidence interval.

2.2 Possibilistic Programming

Possibilistic programming concerns very much in expressions which are useful to
formulate real-world problems with uncertainty. In this theory, a vague aspiration is
denoted by a fuzzy goal Gi. A fuzzy goal is a fuzzy set whose membership function
μGi expresses a degree of satisfaction to a soft constraint such as ‘considerably
larger than Gi’ or ‘considerably smaller than Gi’. The membership function of
linear fuzzy goal Gi is in the form of Eq. (1).

μGiðrÞ=max min 1−
r− gi
ei

, 1
	 


, 0
� �

: r≥ gi or

μGiðrÞ=max min 1−
gi − r
ei

, 1
	 


, 0
� �

: r < gi

ð3Þ

Using the parameters of gi and ei, the linear fuzzy goals Gi defined by (3) are
written as Gi = �gi, gi + eiÞ and Gi = gi − eið gi½, respectively.

Additionally, a possibility distribution ∏i presents ambiguous data, and this
distribution is considered as a fuzzy restriction. Thus, a possibility distribution ∏i
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can be defined in terms of a fuzzy set Ai, representing the linguistic expression such
as ‘about ai’ as ∏i = μAi, where μAi is a membership function of ‘about ai’, Ai.

A symmetric triangular fuzzy number (TFN) Ai = ⟨ai, di⟩ is used to define a
possibility distribution ∏i with the membership function as shown in Eq. (4).

μAiðrÞ=max 1−
r− ai
di

, 0
� �

ð4Þ

A possibilistic programming is written as in Eq. (5).

Yi≜∑n
j = 1 Aijxjf≥ gi, i = 1, . . . , m
xj ≥ 0, j = 1, . . . , n

ð5Þ

where Aij is a possibilistic variable restricted by a possibility distribution that is
defined by a triangular fuzzy number Ai = ⟨ai, di⟩, with center aij, width dij andf≥ is
the fuzzy inequality. A fuzzy inequality demonstrates expression such as ‘consid-
erably larger than’. Yi is the dependent variable (output) for certain model. This
will cater linguistic expressions such as ‘considerably larger than gi’ that corre-
sponds to a fuzzy goal Gi as defined by a fuzzy set with linear membership function
Gi = gi,ð gi + di½.

2.2.1 Possibility and Necessity Measures

The uncertainty adopted is written by using fuzzy sets and the concepts of possi-
bility and necessity measures [18] to deal with the vagueness and ambiguity.
Vagueness is a notion used in expressing the fuzziness of the degree to which extent
an element of a set belongs to the set [18]. Meanwhile, ambiguity is related to the
fuzziness of the value itself. The characterization of uncertainty of fuzzy sets
enhances the ability to model real-world problems and gives a methodology for
exploiting the tolerance for imprecision or uncertainties [14].

The interpretation of the possibility concept with possibility distribution ∏A Bð Þ
specified as ∏AðxÞ≜μBðxÞ is given as follows.

Definition 1 Given a possibility distribution ∏A xð Þ, the possibility measure of a
fuzzy set B specified by μBðxÞ is defined as Eq. (6).

∏
A
ðBÞ= sup

x fμBðxÞ∧ ∏
A

xð Þ ð6Þ

The interpretation of the problem plays an essential role in formulating a model
in mathematical programming. From the perspective of possibility theory, the
interpretation of a model is based on the possibility measure and necessity measure.

Definition 2 Given a possibility distribution ∏A xð Þ, the necessity measure of a
fuzzy set B specified by μB xð Þ is defined as Eq. (7).
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NA Bð Þ= inf max
x f1− IIA xð ÞÞ, μB xð Þg ð7Þ

From Eqs. (6) and (7), the possibility measure ∏
A
ðBÞ evaluates reasonable that it

is possible for the possibility distribution ∏A to be under restriction, or the pos-
sibilistic variable α to be in the fuzzy set B. Likewise, NA Bð Þ evaluates to what
extent that it is certain for the possibility distribution ∏A under restriction contains
the possibilistic variable α in the fuzzy set B.

Therefore, the relation as shown in Eq. (8) always holds:

NAðBÞ≤ ∏AðBÞ
NAðBÞ=1− ∏AðBÞ

ð8Þ

where B is the complement of B.
In a case of applying such definitions in a multi-objective possibilistic pro-

gramming problem, let α be a possibilistic variable. Let B= −∞, gð � be a
non-fuzzy set of real numbers that is not greater than g. Under the possibility
distribution ∏A xð Þ, the possibility and necessity measures are defined as Eqs. (6)
and (7), respectively.

Pass α≤ gð Þ= ∏A −∞, gð �ð Þ
= suprfμA rð Þjr≤ gg

Nec α≤ gð Þ=NA −∞, gð �ð Þ
=1− supr μA rð Þ rj ⟩gf g

ð9Þ

where Pass α≤ gð Þ andNec α≤ gð Þ show the possibility and certainty degrees to
what extent α is not greater than g.

2.2.2 Handling Uncertainties Through Necessity Measure

Following the previous works, this research represents uncertainties in the form of
fuzzy sets [20] and characterizes them based on their membership functions. In
general, the membership covers the range from having no membership (0.0) to
having complete membership (1.0). Defining uncertainty based on fuzzy sets will
enhance the ability of the model to cope with real-world problems, hence the
methodology for exploiting the tolerance for imprecision or uncertainties [7].

The possibilistic programming problem with constraints is given in Eq. (10):

max α xj
� �

x

s.t.: a ̄×f≤ b̄, × ≥ 0
ð10Þ
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where fj = α xj
� �

is an n− dimensional vector,f≤ describes a fuzzy constraint, α, eA
and eb are possibilistic variable vectors. fj = α xj

� �
and eA×f≤eb denotes objective

function and constraints, respectively.
In solving the problem in (10), the constraints and objective functions are

handled using the possibility and necessity measures. It is assumed that the decision
maker specifies the possibility and necessity aspiration levels with respect to
objective function values.

(A) Constraints

In order to treat the constraints, the constraints must first be translated according
to the decision maker’s desire as close as possible. The necessity measure allows
incorporation of the certainty degree to which extent a decision maker achieves the
constraint. Let vN ∈ 0, 1½ �m be a necessity aspiration degree vector for m
multi-objectives, each of which a decision maker is aspired or required to achieve

with certainty. Using the necessity measure, the constraints eA×f≤eb can be treated
as shown in Eq. (11).

Nec eA×f≤eb� �
≥ vN ð11Þ

The case in (11) is defined for the case that the decision maker assures that a
certainty degree is not less than the symmetric fuzzy number and is written as

M= ⟨∑
n

j = 1
xjaj, ∑

n

j = 1
jxjjcj⟩.

Based on Eq. (11), assume that h is not less than vN, hence Eq. (12).

h = ∑n
j = 1 xjaj, ∑

n
j = 1 jxjjcj ð12Þ

Expressions in Eq. (12) are treated as a constraint, which is obtained from the
necessity measure and considered as the certainty degree of decision maker’s
intention to satisfy the problem constraint.

(B) Objectives

In a fuzzy mathematical programming problem, each objective function is
restricted by a possibility distribution ∏ðxÞ. Therefore, the meaning of the objec-
tive and constraints should be properly interpreted during the development of the
mathematical model. In solving the mathematical model in Eq. (8), the fuzzy goal is
included in the objective function as a constraint by using a modality approach.
A modality model corresponds to the minimum-risk approach to a stochastic pro-
gramming problem [21], and is presented as a dual approach to the fractile opti-
mization [22].

Consider the situation where the decision maker wants to maximize the certainty
degree (necessity degree) such that some evaluation of the event is not smaller than
vN and written as max Nec ax≥ vNð Þ.
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Using an additional variable, h, the decision maker’s intention can be rewritten
by using the expression given in Eq. (13).

max h,

s.t.: Nec aðxÞ≥ vN
� �

≥ h.
ð13Þ

Next, taking Eq. (10) into consideration, the final model can be obtained from
Eq. (14).

∑n
j = 1 xjaj + ∑n

j = 1 jxjjcj ≥ h ð14Þ

By setting h= 0, Eq. (15) shows the following relation.

∑n
j = 1 xjaj + ∑n

j = 1 jxjjcj ≥ 0 ð15Þ

Finally, the problem modeled in Eq. (13) is equivalent to the following model in
Eq. (16).

max vN,

s.t:
∑n

i=1 xiai
∑n

i=1 xij jdi ≥ vN
ð16Þ

Note that by extending the singular objective programming model (16) to p
objectives is essentially a multi-objective programming. Figure 1 illustrates a tri-
angular fuzzy number. The following section presents the proposed modality
approach for solving the multi-objective possibilistic problem.

Given the above information, all prior knowledge for dealing with a possibilistic
programming with confidence-interval of fuzzy random regression for
multi-objective problem is presented.

Fig. 1 Fuzzy number
A= ⟨a, c⟩
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3 Solution Approach: Modality Approach for Solving
Multi-objective Possibilistic Problem with Fuzzy
Random Confidence-Interval

This section is dedicated to explain solution approach of modality optimization for
multi-objective possibilistic problem.

3.1 Terminology and Notation

Table 1 lists the terminologies and notations used to explain the modality approach
in multi-objective possibilistic programming.

3.2 Solving Multi-objective Possibilistic Problem

The proposed multi-objective possibilistic model can be developed by using the
following algorithm:

1. Describe the problem and build the model by using fuzzy random regression
model. The readers may refer [9, 12] for estimating the coefficient and building
the problem model using fuzzy random regression model.

2. Analyze the constraint as given in Eq. (11). Set the degree of certainty to vN,
and change the constraints into Eq. (12).

Table 1 Notations

Types of notation

A A fuzzy number denoted by A= ⟨a, d⟩ whose membership function μA xð Þ is defined
as Eq. (17):

μA =max 1− x−aj j
d , 0

n o
(17) where a and d are a center value and a width,

respectively (refer Fig. 1)

A Complement of fuzzy set A

∝ Fuzzy coefficient ⟨a, d⟩ where a and d are a center value and a width, respectively
∧ Minimum operator
∨ Maximum operator

∏ðxÞ Possibility distribution of A

G Fuzzy goal with uG = ⟨g, e⟩ where g is a center value and e is a widthf≥ Fuzzy inequality, approximately greater than or equal to

NAðBÞ Necessity measure of fuzzy set B under possibility distribution A

vN The threshold vector of necessity measure

xj Variable
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3. Obtain the necessity aspiration level gN of from the objective function. Convert
the objective function into opt Necðax≥ gNÞ.

4. Develop a multi-objective possibilistic programming model as follows:

opt ∑
p

i=1
hηi

subject to: ∑
p

i=1

∑
n

j=1
xjαj

∑
n

j= 1
xjj jdj

0@ 1A≥ h
ð18Þ

The multi-objective possibilistic programming methodology is illustrated in
Fig. 2.

A modality optimization approach is then used to solve the multi-objective
possibilistic programming problem which results in fractional programming [23].

Treat the constraint based on neces-
sity measure  

Treat the objective functions based 
on necessity measure  

Build a multi-objective possibilistic 
programming 

Problem description and construc-
tion of fuzzy random confidence inter-

val model 

Problem solving and analysis 

Fig. 2 Multi objective
possibilistic programming
methodology
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The modality optimization takes the advantages of fractional programming in
finding the problem’s solution [24].

The multi-objective, fuzzy-random possibilistic programming problem
(FR-PPP) model as shown in Eq. (18) is rewritten to Eq. (19) by using the treated
constraints (12) and objectives (14) as follows:

opt ∑
p

i=1

∑
n

j= 1
xjαj

∑
n

j=1
xjj jdj

0@ 1A
subject to: ∑

p

i=1
∑
n

j=1
xjaj + vη ∑

n

j=1
xj
 dj

 !
,

xi ≥ 0

ð19Þ

Meanwhile, the mathematical model as shown in Eq. (18) is a linear fractional
programming problem with multiple objectives. The general form of
multi-objective linear fractional programming problem is shown in Eq. (20).

opt ZðxÞ= N1x
D1x

,⋯, Npx
Dpx

h iT
,

s.t. x∈X,X = x∈Rn: Ãx≤ ̃b,̃ x≥ 0
� � ð20Þ

In variable change technique [25], a linear fractional problem is modeled into a
linear program that is used to solve problem modeled in Eq. (19).

The compatibility of a value of j of P≤ Nix, N0
i

� �
is given as in [26] by the

function in Eq. (21),

CNi
j =

0 if Nix < pji
Nix−pj

i

N0
i x−pj

i

if pji <Nix <N0
i ,

0 if Nix >N0
i

8>>><>>>:
j = 1, 2, 3; i = 1, . . . , p

ð21Þ

where Ni, Di and pji are the minimum individual solution, maximum individual
solution and threshold, respectively. Similarly, the compatibility of a value of j of
P≥ Dix, D0

i

� �
is given by Eq. (19).

CDi
j =

0 if Dix < sji
sji −Dix
sji −D

o
i

if D0
i <Dix< sji,

0 if Dix >D0
i

8>>><>>>:
j = 1, 2, 3; i = 1, . . . , p

ð22Þ
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Consider the relative importance wi of objective i for μNi
i = CNj

i and w′

i for

μDi
i =CDj

i , such that wi > 0, w′

i > 0 and ∑
n

i = 0
wi +w′

i = 1. Thus, the simple additive

weighting model could be obtain to solve the multi-objective linear fractional
programming problem.

optVðμÞ= ∑p
i = 1ðwiμNi

i +w′

iu
Ni
i Þ

such that: μNi
i = CNj

i , μDi
i =CDj

i ,

Ax≤ b, μNi
i ≤ 1, μDi

i ≤ 1,

μNi
i ≥ 0, μDi

i ≥ 0, x≥ 0, i=1, . . . , p,

ð23Þ

where VðuÞ is the achievement function.

3.3 Weighting Method for Multi-objective Linear Fractional
Problem

The coefficient wp of the pth objective function zpðxÞ is known as weight of the
objective function. These weights can be obtained by various methods.

opt wizi +⋯+wpzp ð24Þ

The best maximal and minimal solution f +i and f −i are defined as Eq. (25).

f +i =maxx∈ xfi Cixð Þ,
s.t.: Ax ≥ b, x> 0,

f −i =minx∈ xfi Cixð Þ,
s.t.: Ax ≤ b, x≥ 0, s.t.: Ax ≤ b, x≥ 0,

ð25Þ

The weight w*
i is calculated as w*

i =
1

f +
i − f −

i

w*
i =

1
f +
i − f −

i

and the normalized

weights w*Ni
i and w*Di

i are defined as in Eq. (26),

w*Ni
i =

wNi
i

∑p
i = 1 w

Ni
i

0.5, w*Di
i =

wDi
i

∑p
i = 1 w

Di
i

0.5 ð26Þ

where Σi w*Ni
i +w*Di

i

� �
=1.
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w*
i represents the weights for the membership functions of the decision vectors. The

scheme expressed by Eq. (26) is used to obtain the normalized weight for the fuzzy
objective of multi-objective linear fractional problem model. This normalization
scheme provides the best normalization results as the objective functions are nor-
malized by the true intervals of their variation over the Pareto optimal set.

4 Numerical Experimentation

To illustrate the feasibility of the FR-PP approach in solving multi-objective pos-
sibilistic programming problem, this section presents a case study on modelling
palm oils production planning. The increasing demand in oil consumption has
increased the request for more production of palm oil. The industry needs to
improve its productivity and quality, and also targeted to increase its profits.
Considering the targets and available resources, production planning to achieve this
goal is constructed. In this study, the palm oil production planning problem is
investigated with two decision variables and two functional objectives under four
system constraints. The two decision variables are namely as crude palm oil, x1 and
crude palm kernel oil x2.

The linear programming model was developed by means of fuzzy random
regression method [9, 12]. The goal of the objective function and right hand side
values of the constraints (b) are decided by experts. The triangular fuzzy number
coefficients are estimated by a fuzzy random regression [9, 12] approach. The
problem is then modeled as follows:

Maximize profit:

z1 = ⟨0.860, 0.100⟩x1 + ⟨1.100, 1.100⟩x2
z1 = ⟨1.126, 0.020⟩x1 + ⟨0.000, 0.000⟩x2

�
Maximize production:

ð27aÞ

Subject to:

Rawmaterial:

F1 = ⟨3.75, 0.06⟩x1 + ⟨0.91, 0.08⟩x2 ≤ 87.75

Labor:

F1 = ⟨0.65, 0.55⟩x1 + ⟨0.90, 0.09⟩x2 ≤ 4.42

Mills:

F1 = ⟨17.35, 0.85⟩x1 + ⟨2.16, 0.27⟩x2 ≤ 95.20

Capital:

F1 = ⟨0.87, 0.65⟩x1 + ⟨0.98, 0.68⟩x2 ≤ 20.15

ð27bÞ
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In dealing with the constraints, assume that the decision maker decides that
certainty degree not less than vN is sufficiently high for the system constraint (b) in
the Problem (27). To satisfy the decision maker aim, analyze the constraints under
expression (11). Use expression (10) to transform the constraints based on decision
maker aim as follows:

Nec ⟨3.75, 0.06⟩x1 + ⟨0.91, 0.08⟩x2 ≤ 87.75ð Þ≥ vN,

Nec ⟨0.65, 0.55⟩x1 + ⟨0.90, 0.09⟩x2 ≤ 4.42ð Þ≥ vN,

Necð⟨17.35, 0.85⟩x1 + ⟨2.16, 0.27⟩x2 ≤ 95.20≥ vN,

Nec ⟨0.87, 0.65⟩x1 + ⟨0.98, 0.68⟩x2 ≤ 20.15ð Þ≥ vN

ð28Þ

For the objective part (a), assume that the decision maker aims to maximize the
certainty degree of profit is not smaller than 5.0 million dollars, and to maximize the
certainty degree of production volume is not smaller than 5.2 million tones.
According to (13), the decision maker aims are modeled as follows:

Nec 0.860x1 + 1.10x2 ≥ 5.0ð Þ
Nec 1.126x1 + 0.00x2 ≥ 5.2ð Þ ð29Þ

Equations (28) and (29) are obtained by using the method explains in the
Sect. 2.2.2 (treating the uncertainties using necessity measures). Finally, problem
(27) can be rewritten as follows:

Max
0.86x1 + 1.10x2 − 5.0

0.1x1 + 0.1x2
,
1.126x1 + 0x2 − 5.2

0.02x1 + 0x2

� �
Subject to:

3.79x1 + 1.1x2 ≤ 87.75,

1.03x1 + 0.96x2 ≤ 4.42,

17.94x1 + 2.34x2 ≤ 95.20,

1.32x1 + 1.43x2 ≤ 20.15,

xi ≥ 0.

ð30Þ
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Next, the equivalent linear programming problem is re-written as the following:

maxvðμÞ=0.258μN1 + 0.241μN2 + 0.072μD1 + 0.127μD2
Subject to:

0.45μN1 − 0.860x1 − 1.100x2 = − 5.3

0.37μN2 − 1.126x1 − 0.000x2 = − 5.8

2.00μD1 + 0.100x1 + 0.100x2 = 2.0

3.00μD2 + 0.020x1 + 0.000x2 = 2.0

μN1 ≤ 1,

μD1 ≤ 1,

μN1 ≥ 1,

μD1 ≥ 1,

xi ≥ 0

ð31Þ

Problem (31) is solvable by using the equivalent ordinary linear programming
model.

5 Discussion and Future Direction

As shown in model (27), the coefficient values were triangular fuzzy numbers that
represented fuzzy judgments within the range of expected and the estimation target.
A fuzzy random regression model [12] was used to statistically determine these
coefficients due to the difficulty in estimating the coefficients in a multi-objective
model. This model used the historical data to effectively determine the estimated
coefficients, which in this case, the previous pattern of outcomes in predicting the
future prediction or decision.

The mathematical programming problem as in model (27) was solved using the
FR-PP. The constraints and objectives were treated using the necessity measures,
which exemplified the decision maker’s intention. The optimal solution of the
problem model (30) was x1, x2ð Þ≈ 5.35, 1.03ð Þ whose objective value was
vðμÞ=0.87 with μN1 = 1.00, μN2 =0.62, μD1 =0.68, and μD2 =0.96.

Taking the central value from the coefficient in model (27), the crisp
multi-objective linear programming problem can be illustrated as follows:
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max 0.86x1 + 1.10x2
max 1.13x1 + 0.00x2
subject to:

3.75x1 + 0.91x2 ≤ 87.75

0.65x1 − 0.90x2 ≤ 4.42

17.35x1 + 2.16x2 ≤ 95.20

0.87x1 + 0.98x2 ≤ 20.15

ð32Þ

The problem was solved using a max-min operator approach, and achieved
optimal solutions of λ=0.98 and D1 = 0.68 x1, x2ð Þ= 5.37, 0.92ð Þ. The following
symmetric fuzzy number constraints in model (23) were used to generate the
solution graph as shown in Fig. 3.

The possibility distributions corresponding to the solution of the proposed model
(30) and the comparable model (32) are exemplified in Fig. 2. In the fuzzy math-
ematical programming system architecture [14], the obtained solution is evaluated
by the achievement of the solution to the intentions of the decision maker. From the
possibility distributions with respect to the solution from model (30), it is found that
the certainty degree of the satisfaction of constraints on labor and mills is not high

Fig. 3 Comparison between Crisp mathematical programming and FR-PP approaches
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enough. This shows that the solution was ill-matched to the decision maker’s
intention. Even though the solution from the crisp mathematical problem in model
(32) was slightly similar to the solution for the model (30), model (32) did not
consider the decision maker’s aspiration in its model evaluation.

Using the FR-PP method, the decision maker may be able to reconstruct the
problem and redefine his/her new aspiration, for example by making the profit
larger than 5.3 million. The figure proved that the FR-PP approach was able to
produce various solutions on the basis of the decision maker’s aim. The interactive
system would be useful to verify the obtained solution against the decision maker’s
intention. Through such a system, the decision maker may understand to what
extent the requirements by the decision makers could be satisfied.

In this study, the palm oil production planning problem is investigated with two
decision variables and two functional objectives under four system constraints. The
parameter values used in this study is shown in Table 2.

Taking the central value of the coefficient for problem (27), the result of the
following crisp multi-objective linear programming problem is shown in the
Table 3.

The results of this study indicate several interesting directions for future work.
Although studies in decision making and evaluations have circulated steadily in the
literature, there are numerous opportunities for further research beyond this study.
From a theoretical perspective, it may be valuable to include risk analysis in the
proposed methodology to ensure that the decision maker is aware of the conse-
quences of the selected solution. In this case, more information can be presented to
the decision maker to assist in selecting the best choice and while minimizing the
risk of decision.

Table 3 Individual optimal
solutions and normalized
weights

Item NZ1 NZ2 DZ1 DZ2

Minimal qij −5.000 −5.200 0.000 0.000

Maximal μij 0.753 0.978 0.639 0.109

Weight w 0.173 0.161 1.564 9.174
Normalized weight
w*

0.258 0.241 0.072 0.427

Table 2 Parameter values Parameter P0Z1
S0Z1

N0
Z1

D0
Z1

Z1 0.3 2.0 0.75 0.00
Z2 0.6 3.0 0.97 0.00
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6 Conclusion

In this paper, the ambiguity inherent in the data and the vagueness of target goals
were treated in the form of necessity measures, which in turn, expressed the
decision maker’s intention or aspiration. To solve the multi-objective programming
problem, a modality approach was proposed based on a normalized weighting
scheme that describes the relative importance of the membership functions. The
proposed approach showed an effective solution under the presence of diverse
uncertain situations by treating the inherent uncertainties into the mathematical
programming model formulation. Various solutions can be obtained depending on
decision maker’s aims. The advantage of the proposed method is that the necessity
measure was defined in the form of certainty degree in dealing with various
uncertainties and imprecise information in order to ensure that the mathematical
model represents the actual problem. The interactive system is useful where the
decision maker can realize to what extent he can require membership grade for this
problem to be satisfied in solving the problem. It is also useful to develop a method
which can retain the uncertainty until an optimal solution is achieved.
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A Crowdsourcing Approach
for Volunteering System Using Delphi
Method

Nurulhasanah Mazlan, Sharifah Sakinah Syed Ahmad
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Abstract Voluntary work is an important part of virtually every civilization and
society. There are several versions of the volunteer management theory referenced
in industry resources. Several organizations have developed organization-based
systems designed to incorporate spontaneous volunteers. However, it can be diffi-
cult to find and recruit suitable candidates for volunteer organizations because the
volunteers have many criteria to match with tasks. Also, we still have lacking
information on the process of crowdsourcing in volunteering perspective. This
paper, we conduct a review of volunteering management systems and crowd-
sourcing approach. Based on the insights derived from this analysis, we identify
some issues for future research. To solve this problem, we designed a framework
for the crowdsourcing approach in volunteering system to automate the process of
selection volunteers and match with the criteria of volunteers and tasks. Crowd-
sourcing is one of the best approaches to get more information and faster from the
crowd and to be more precise with the requirement from beneficiaries. We are using
the Delphi method to criteria from volunteer organization. The implications of the
findings for volunteering system are discussed, and future research directions
suggested.
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1 Introduction

Volunteering is an altruistic activity where members of a community contribute
time, resources, and services to fulfill a community need without being paid
financially. There is the almost endless supply of volunteers; the unlimited amount
of meaningful volunteer works [1]. Volunteering is making an important contri-
bution to society, for instance, supporting social services, sporting events, religious
activities, etc. Volunteering is often done in terms to collaboratively or corporately
accomplish the task. A volunteer can help people regarding financial, physical,
human and information. For example, the Projek Iqra’ is one of volunteering
organization that helps to strengthen the education and welfare of children and youth
in welfare homes (orphanages, poor and beneficiaries) as well as needy families.

Every volunteer organization has their management. According to UN Worlds
Volunteerism Report [47], information and communication technology (ICT) is the
major enabler of volunteering process. Volunteer management system brings
together potential volunteers with volunteering opportunities, allowing the
scheduling, allocation, and execution of tasks, providing communication and
coordination mechanisms for collaboration and cooperation and facilitating
assessment and motivation strategies [43]. Recruitment and selection of volunteers
are the most important process. However, the process to ensure the most appro-
priate match between volunteers and project are the complex task. Lacking the
information for people who need help also the problem. The volunteer management
has selection volunteers to suit with task. Every volunteer has their criteria such as
profile, skills, interests, etc. The volunteer manager should assess the needs of the
program and identify the types of volunteers available, then develop a description
of the expectations and responsibilities of a specific volunteer position. The
selection should also include a position description, including the title of the vol-
unteer position, advisor, purpose of the position, benefits to the volunteer serving in
this role, responsibilities of the volunteer, qualifications and skills needed, amount
of time required and resources available. Once this information is prepared, vol-
unteers can be recruited.

The collaboration with the crowd is the easiest way to get efficient and rapid
results. Crowdsourcing is a technique that involves many volunteers to solve a
problem that occurred. The crowdsourcing process is part of crowd management.
Crowd management requires a collaboration of various areas of engineering and
science, e.g. physics, computer science, civil engineering, management, etc. [44].
To ensure the crowdsourcing can impact on the volunteering, we need much
information. However, we still lack information on the process of crowdsourcing in
volunteering perspective.

This paper proposes to gain a better understanding of typical process on vol-
unteering management system and crowdsourcing. We also focus on providing a
crowdsourcing technique into volunteering system to find the best volunteers as the
task solvers. The paper has been divided into four parts. Section 2 begins with the
related works that definition of volunteer, volunteer management, the definition
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of crowdsourcing and identify the interaction among the volunteers is needed with
their criteria. Section 3 describes the design of a framework for crowdsourcing in
volunteering system. Section 4 conduct the criteria of volunteers using Delphi
method. Section 5, we present the results obtained. The last part of this paper gives
conclusions and discusses future research.

2 Related Work

This section describes some researchers about the definition of volunteer, volunteer
management process and crowdsourcing process.

2.1 Volunteers

Volunteerism is defined as contributing one’s time or talents for charitable, edu-
cational, social, political or other worthwhile purposes, usually in one’s community,
freely and without regard to compensation. Volunteering is the practice of people
working on behalf of others without being motivated by financial or material gain
[14, 50]. Volunteering may be done for other people or organizations, which can
bring measurable benefits to the volunteer, individual beneficiaries, groups and
organizations, communities, the environment and society as a whole. The variety of
work done by these organizations and groups is enormous, and so the range of skills
that potential volunteers can bring is almost limitless. Brett Williamson (Volun-
teering Australia Chief Executive Officer) [28] defines volunteering is time will-
ingly given for the common good and without financial gain.

Like definitions found elsewhere, we can surmise that volunteering comprises
activities that are unpaid and are entered into without compulsion. They freely offer
up the time and service to help other people. Volunteerism fosters inclusiveness,
empowerment, and sustainability evident in contributions to the physical, psycho-
logical, spiritual and economic well-being of the community.

2.2 Volunteer Management

Management can be described as making the most effective and efficient use of
resources to achieve goals. A volunteer is a special kind of human resources,
volunteer management subsystem contained in human resources management [8].
The volunteering management systems integrate and coordinate the core policies,
processes, and activities that organization has in place for working with volunteers.
It is made up of policies, procedures and work documents which control how the
volunteer’s program is implemented from day to day. When managing volunteers
can bring stumbling blocks. The volunteers might feel burdened by multiple roles
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or the lack of funding or resources to fulfill their duties or frustrated because of the
lack of communication and recognition, inappropriate placement, underused skills,
talents and interests, and lack of training.

Zheng et al. [53] explain the volunteer management is to planning and imple-
mentation of planning carried out by a specific organization, by the need for vol-
unteer activities. Event volunteers refer to those volunteers their time, energy, skills,
and experience within the preparation and holding of the exhibition process, and try
their best to the complete the task distributed to them. Several organizations have
developed organization-based systems designed to rapidly incorporate spontaneous
volunteers [21].

Figure 1 is the process of volunteering management in our perspective from the
related study (Yayasan Sukarelawan Siswa (YSS)), [15] and interview session with
several volunteer organization in Malaysia such as Mercy Malaysia, Spot Com-
munity, Projek Iqra’, Hidayah Centre Foundation (HCF) and several universities.

The process in Fig. 1, the detailed procedures are started from volunteer orga-
nization makes planning and discussion to help beneficiary. Then organization
makes announcement or publicity to attract volunteers to join the activities. They
invite people using social media such as Facebook, website or phone. Volunteers
whom interested need to register providing their profiles, including expertise, time
available and location. Next, some organization needs interview session to filter the

Fig. 1 Process of volunteer management
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volunteer before proceed with the activity they do. The interview session provides
not only an opportunity to talk to the potential volunteer about their background,
skills but also to explore any doubts about the suitability of the candidate. If they
have interviews, volunteers must join training sessions to qualify them to volunteer.
Training is the process of helping volunteers develop the skills that will improve the
quality of their work. Training helps volunteers develop basic skills, confidence and
also provides support and opportunities for personal growth. If the organization
does not have interview session, the volunteer filter based on constraints such as
location, transportation, time availability, etc. The organization distributed their task
when the volunteer was selected. Then the activities will be implemented. Finally,
review the performance of volunteers and need to access the impact of the volunteer
program. The volunteer gets acknowledge and reward from the volunteer organi-
zation. The recognition helps motivate volunteers to stay involved in the program.
Recognition also provided through feedback on the job a volunteer is doing,
challenging work assignments and opportunities to take on new responsibilities.
Evaluation is the process of determining the results of volunteer performance by
informal or formal methods and by giving feedback.

As shown in Table 1, we summarize the volunteer management model from
numerous versions. The procedure is to ensure that volunteers are aware of what is
required of them and management have a more coordinated approach. Without the
support of appropriate procedures, there is the risk that policy will not be effective.
The different situation has different volunteering process such as Olympic, health
care, disaster management and also general process in general situation.

According to Fig. 1 and Table 1 in this paper indicated that recruitment and
selection of volunteers are important to finding the right people to fill specific
volunteer positions. Place the right volunteers in the right positions based on their
interests, talents and schedules. Selecting volunteers for a job in which they are
truly interested promotes success for the volunteer. This process should be open,
fair and competitive. We analysis the content of this work from this point of view to

Table 1 Process of volunteer management based on review paper

Author Process
Planning Recruitment

and selection
Induction
and training

Supervision
and evaluation

Recognition

Zheng et al. [53] / / / X /
Ducharme [17] / / / / /
Volunteer Glasgow
Organization [50]

/ X X / /

Howard [26] / / / / /
Volunteer Australia
[42]

/ / / / /

Studer and von
Schnurbein [46]

/ / / / /

Dodd and Boleman
[16]

X / / / /
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make clear the focus because we want to automate the process of selection, which
can do with crowdsourcing and match with the criteria of volunteers.

2.3 Recruitment and Selection for Volunteers

Recruitment is to identifying and attracting its potential volunteers. Selecting vol-
unteers are to find a good match between the prospective volunteer and the
opportunity on offer. It is an attempt to find a strong blend where the person has the
right skills, experience, and enthusiasm and the opportunity satisfy the needs and
interests of the volunteer. Cvetkoska et al. [12] present the process of recruitment
and selection in an institution for selecting students as volunteers using Analytic
Hierarchy Process Method (AHP) for decision-making methods on several criteria.
They determined seven criteria, which is Curricula Vitae (CV), computer skills,
languages, student’s motivation to volunteer, skills, creativity, and initiative.
Similarly as Howard [26] concerned about recruitment and selection process.
Criteria they take are a profile of volunteers, reason to be volunteers, kind of
voluntary work, skills, and availability. However, they focus on criteria that familiar
used by volunteer organizations. Volunteers have many reasons for giving their
time and resources, including the opportunity to help others, give back to the
community, learn new skills and meet new people. Volunteers appreciate knowing
that their time is well spent, that their work is meaningful and that their commitment
is flexible. Based on this we know that is important on this part.

Besides that, matching technique is an important part of recruitment and
selection of volunteer because to find the suitable volunteer before assigning the
task. Different researchers have proposed matching algorithm based on various
situation with volunteer such as OWL-S matcher, RF-based localization techniques,
Web2.0 style, size-specified community creation method and classification method
[8, 19, 25, 36, 39, 51]. Based on our review, we found that there is the various
matching technique used in existing volunteering system. However, most of the
techniques focus on to find the best volunteer with common characteristics and
common using social network including Google calendar.

2.4 Volunteer Management Systems and Platforms

It has many volunteer management software products (List of Volunteer Manage-
ment Software) [11]. Out of these, we selected five volunteer management systems,
which have been empirically evaluated as most used systems. First of all, the
system Volgistics (Volgistics) [4] allows non-profits can be customizing to fit their
unique needs. For assignment matching compares the availability, characteristics,
and preferences of each volunteer to selected assignment. VolunteerLocal
(VolunteerLocal) [5] is a website used by volunteer coordinators to organize,
recruit, schedule and communicate with their volunteers. The Registration System
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(TRS) [3] has been specifically designed for events. Voluntweeters [45] system use
social theory about self-organizing by features of coordination within a setting of
interaction. The GoVolunteer [29] system can search, express interest, shortlist
opportunities and find short term, on-going and even one-off opportunities to
support a wide range of cause. Travel2change [32] was launched as an online
crowdsourcing platform in 2011 for volunteer travelers can connect with locals.

Most of the volunteer management systems are commercial, each pursuing
different goals and exhibiting different functionality to support the phases of a
volunteering process. System engineering is an interdisciplinary approach that uses
a structured development process from concept through production and operation.
The techniques of systems engineering can be applied to volunteer management
system that is comprehensive and adaptable.

2.5 Crowdsourcing

Since the prevalence of crowdsourcing in industry and academia, several surveys
about crowdsourcing for the general purpose were published. There is a growing
interest in ‘engaging the crowd’ to identify or develop innovative solutions to
public problems. Crowdsourcing coined in 2006 by Howe [27] in Wired Magazine
article which is crowdsourcing is not a single strategy, but “an umbrella term for a
highly varied group of approaches.” Crowdsourcing is human collective intelli-
gence use the Internet to collect idea, solve complex cognitive problems and build
high-quality repositories by self-organizing agents around data and knowledge [7].
According to Kittur et al. [31], crowdsourcing refers to the use of small amounts of
time and effort from a large number of individuals to solve large problems, thus
creating a network of such individuals collaborating together.

The advantage of crowdsourcing is that the solutions to members of the audience
are directly involved in the ideation and proposed solutions. For examples of
crowdsourcing platforms are Amazon Mechanical Turk, the reCaptcha, Wikipedia
and the ESP game (for image labeling). This technique has long been used in various
aspects [20, 52]. Understanding the factors that contribute to project success is
necessary for crowdsourcing’s continued adoption, efficient and effective imple-
mentation, and maximizing its potential. Website statistics shared by crowdsourcing
project teams provide evidence that the potential of the crowd can be significant [40].

2.6 The Process of Crowdsourcing

The sequence of crowdsourcing process is independent of the order in which a seeker
(an organization or individual) decides on the individual characteristics when it plans
the process. According to Kucherbaev et al. [33] crowdsourcing is not only deploying
a set of simple micro-tasks on a given platform but may comprise several different
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Fig. 2 Crowdsourcing process

tasks (writing, transcribing, classifying, aggregating, spell checking, and voting),
actors (workers, and experts) and automated operations (data splitting, resolving
redundancy of multiple delegations, making decisions, and synchronizing tasks).

Based on the literature [23, 34, 41], they present the process in crowdsourcing
then we summarize the process of crowdsourcing in Fig. 2. The first phase is the
process of choosing the right contributor for a specific task as outlined in a written
job description. Besides that, some studies [30, 38, 51] involved a part of the
process of crowdsourcing which is in the selection of contributors and task. Next
step is contributor can access each other. In this process, contributors can be precise
mechanisms to express their opinion on individual contributions. The third phase is
how the crowd contribution within a crowdsourcing process is used by the
crowdsourcing organization to achieve the desired outcome. The appraisal phase
begins when the submitted ideas are clustered, rated, and best ideas will be
rewarded. The final phase is a reward, determines how contributions are paid or
otherwise compensated for their work.

Based on crowdsourcing process we can use this approach in volunteering
management. This approach can get more information and faster from the crowd
and be more precise with the requirement from beneficiaries.

3 Proposed Framework for Volunteering System

This section, we provide a general framework for volunteering system based on our
findings. The design aims to solve the recruitment and selection suitable matches
between volunteers, crowd, and organizations.

3.1 Framework

From the user’s point of view, there are three kinds of end users: volunteer orga-
nization (those who manage the volunteers and projects), the crowd (those who
need help or suggest the project) and volunteers (those who freely offer up their
time and service).

The system framework is illustrated in Fig. 3, while Table 2 shows a procedure
of the volunteering system by using crowdsourcing approach. We highlight that we
involve crowdsourcing technique in volunteering system.

The basic idea of our approach is to use crowdsourcing approach in volunteering
system. We used the crowd information to get the situation and project and volunteer
also we get to solve the problem. We match the information from the crowd with
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Fig. 3 Framework of volunteering system

Table 2 The procedure of volunteering system

Step 1: The crowd will give their suggestion of their place who need help or their know other
people need help to system. The crowd comes from local people, sometimes
volunteers who had been involved in volunteer activities or people around that
concerned. They send requests to the system. A request is transformed into a project
and decomposed into many tasks. A project has constraints like expertise needed, task,
time, criteria needed, etc

Step 2: Volunteer organization filters and investigate the place that suggests from the crowd.
The system filter based on the requirement for the beneficiary

Step 3: If volunteer organization accepts the project, the organization continues the project
mission. The organization announces to volunteers have freely time and service to
help. If volunteer organization reject the project, the project has to suspend for more
demand from the crowd or have its constraint changed and to be assigned again or
give other volunteer organization that suitable with their objective

Step 4: Volunteers whom interested need to register by providing their profiles, including
expertise, available, location, criteria they have, etc. This form can help determine the
potential volunteer

Step 5: The system matches volunteers with the task regarding expertise, interests, talent, time
available, location, transportation, and criteria

Step 6: The project is accomplished through three situations: If the size of the candidate
volunteers set fits with volunteers needed, then a task will give to a volunteer. Here
“fit” means equal or a little larger for tolerance. If the number of volunteers is less than
needed, then volunteers need to do more tasks in a project. If the number of volunteers
is far more than needed, then a task does with many volunteers

Step 7: After the system decides the volunteer task, the system informs to volunteers before
execute the project mission
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suitable volunteer criteria. The criteria of volunteers depend on the project. The
crowd has potential to help the people and give the information for a volunteer
organization to manage. The volunteers also come from the crowd itself. For finding
a fit between several volunteers (profile and criteria) and the crowd (specification
criteria needed) certain planning strategies and matching algorithm requirements.

3.2 Volunteer in Crowdsourcing

Volunteer management research has been an important topic in the social science
and wanted to combine with ICT. There are many commercial crowdsourcing
platforms but rarely with consideration of users’ structure and interaction, which is
the concern of socially aware computing [37]. Tasks are just broadcast to an
unknown group of solvers in the form of an open call for solutions. Since crowd-
sourcing faces people who are geographically distributed and with diverse back-
grounds, social unawareness will be subject to unpredictable performance because of
the arbitrary composition of users who happen to accept an offered task. However, in
reality, a group’s suitability for performing a task varies from group to group, not
only depending on the attributes of the individuals involved such as knowledge,
skills, location, and available time but also the relationships among them.

The development of volunteers is an investment for the city, so it is important that
resources be provided to develop capacity and enable volunteers to play a bigger role
in their community. An organizer invites a targeted group of people to perform
certain tasks to create value. With the new internet technologies, all the emergence of
social networks and collaboration software can be organized by online platforms.
With the rise of successful crowdsourcing, can act as the intermediary between
volunteer and local communities. The empower both, volunteer and local commu-
nities to create a collective impact, as they can directly communicate and collaborate
via the platform. Therefore, we use crowdsourcing techniques to get the information
quickly and accurately to facilitate the management of volunteers. There are few
studies on volunteers regarding motivation on volunteerism or use the latest tech-
nology to help people [14, 22, 49, 51] but they focus on the specific situation. In this
paper, we focus on finding a specific group of volunteers that can do a project
efficiently and relevant with their task and can be used in any situation.

4 Selecting Volunteer Criteria Using Delphi Method

The criteria in volunteer are important to determine the suitability of the volunteer
with the task given by the volunteer organization. We conducted this needs
assessment using Delphi method. The Delphi method is preferable in situations
where a quick turnaround is required, or where directs the interaction may generate
conflict. The focus group is preferable in situations where group interaction (e.g.,
“brainstorming”) is more likely to be successful in breaking an impasse or gener-
ating an innovative solution.
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4.1 Delphi Method

“Project Delphi” was the name given to an Air Force-sponsored Rand Corporation
study focused on understanding the use of expert opinion [13]. The objective of the
Delphi methodology was to “reduce the negative effects of group interactions” and
to obtain the most reliable consensus of a group of experts [24]. It is a systematic
and iterative process for obtaining opinions and if possible, a consensus of the
experts taking part. Anonymity, controlled repetition and the statistical processing
of the answers stand out among its main characteristics. It is methodology consists
of selecting a group of experts who are asked their opinion about questions
referring to future events. The experts’ estimations are carried out in successive,
anonymous rounds aiming to try and achieve a consensus whose final aim is
stability in the panel of experts which enables predictions to be made [35]. On
a practical level, the Delphi method is an alternative to formal meetings, interviews,
or other face-to-face interactions. Unlike meetings where often not everyone can be
present, the Delphi method allows all participants to have equal opportunity to be
involved in the decision-making process.

4.2 Expert Panel

The major goal of the study was to determine the potential of Delphi study to assist
an evaluator of volunteer depends on the project. The Delphi technique uses a panel
of experts in a given field to develop consensus regarding the answer to a specific
question or series of questions. Use of the Delphi method was examined and will be
discussed in the context of goals clarification and developing evaluation questions.

The experts who met the profile were selected and they were contacted by email.
The selection was initially comprised of seven experts, come from different areas.
The experts consisted of assistant manager training, president, vice president,
volunteer manager, and university faculty members. We have the interview with the
expert from the volunteer organization. The experts come from Hidayah Centre
Foundation (HCF), Spot Community, The National Department for Culture and
Arts (JKKN), Projek Iqra’, Malaysian Universities Volunteer Commission (MAS-
KUM) and volunteer organization from universities (Universiti Teknologi Mara
(UiTM) and Universiti Teknikal Malaysia Melaka (UTeM)).

4.3 Research Design

The empirical study is structured in three phases, Fig. 4: literature review, nar-
rowing down and ranking.
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4.3.1 Phase 1: Literature Review

Preliminary content collected for the instrument using established quality filters,
and criteria of the volunteer. This literature review indicated that existing models of
volunteering system did not sufficiently overlap or interact with each other to
provide a framework for the suitable volunteer.

4.3.2 Phase 2: Narrowing Down

In brief, the expert will narrow down criteria that reflect the suitable volunteer
depends on their organization. The expert will get the questionnaire to randomly
arrange to cancel out bias in the order of listing of the items.

4.3.3 Phase 3: Ranking

The goal of the final phase is to reach a consensus in the ranking of the relevant
criteria within each expert. This phase of the procedure will involve each expert
separately ranking the factors on each of their distinct pared-down lists.

5 Results

We have 69 criteria based on the related study [9, 10, 18, 48] (Samaritan) [2]. The
results obtained from the preliminary analysis of criteria of volunteers that usually
used are presented in Table 3.

According to the opinion of experts, that often use in volunteers’ criteria is
commitment. That important in volunteer because each volunteer must have this

Fig. 4 Delphi method
process
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Table 3 Criteria of
volunteers

Criteria Ranking

Leadership 6
Problem solver 2
Makes decision 1
Motivates other 4
Teamwork 5
Commitment 7
Skill 6
Communication 5
Organizes task 1
Knowledge 1
Age 3
Respectful 2

Quality patient care 1
Belief in the organization 2

Table 4 List of criteria and
aspect

No. Aspect Criteria

1. Leadership Problem solver
Makes decision
Motivates other
Organizes task
Knowledge

2. Teamwork Spoken expression
Facilitation of the discussion

3. Commitment Reliability
Positively
Initiative

4. Skills Quality patient care
Years of working experience
Ability to teach

5. Communication Written
Oral

6. Profile Age
Years of volunteer experience
Criminal Offence

7. Attribute Respecful
Belief in the organization
Proactive
Innovative
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attitude to help people. The experts’ opinion is that every one of criteria analyzed
will important in the volunteerism. On the other hand, quality patient care, organize
task, knowledge, makes decision is not every volunteer needed if they join vol-
untary work. Therefore, the experts predict that it will use the criteria if suit with the
situation. After we do the interview, the organization have other criteria depending
on their objective voluntary work. Based on Table 4, presents the results obtained
from the expert and categorize criteria based on aspect. We can categorize into
seven categories of aspect and have their criteria.

6 Discussion

In reviewing the literature, we can propose a framework and come out with the
criteria to use in volunteering system. This work’s main contribution is to identify,
and analysis of the criteria was volunteering management system. We have based
ourselves on some criteria to measure the impact of the voluntary work. The
methodological background of the study is a synthesis of qualitative and quanti-
tative research techniques that have been conducted through a collaborative process
involving a panel of experts. As a result of this analysis, we find that the practices
linked to commitment, leadership and skills will be the most relevant. This is due to
their high level of expected and the positive assessment which emerges from the
random situation of voluntary work.

Commitment is the important criteria which have the best result. The commit-
ment is usually used to build up the volunteers. Secondly, leadership and skills
attain a similar level of criteria after commitment. Thirdly, this study shows
teamwork and communication are predicted. Fourthly, the motivates other is the
criteria was medium important. Next criteria are age. Age is not important criteria
based on voluntary work. There is some volunteer work with age limits, but there is
volunteer work that does not have the age limit. They are free to do volunteer work
no matter the child or the elderly. The second last of the ranking criteria are the
problem solver, respectful and belief in the organization. Finally, the makes deci-
sion, organizes task, knowledge and quality patient care from a perspective expert
in volunteering organization.

Each criterion is different depending on the situation voluntary work. Then we
categorize the criteria into aspect, and we review it with the expert. We will collect
many criteria of volunteers to get the best volunteer based on voluntary work.

7 Conclusion

In this paper, we extracted volunteering and crowdsourcing features from various
definitions that found in the literature. To achieve this goal, different domain
(healthcare, emergency, disaster, etc.) were considered. In this investigation, the
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aim of this research is to contribute crowdsourcing approach for volunteering
system. To this intent, we first laid out an argument as to the opportunities of such
approaches by drawing upon research on the process of crowdsourcing. We pro-
ceeded by conducting a review of the academic literature on recruitment and
selecting method and matching technique in various volunteering contexts. We
proposed a framework of volunteering system that includes the crowdsourcing
approach. By searching through and reviewing the literature, we use Delphi method
and supporting decision-making. Further research might investigate parameter for
the volunteering system to construct the needed contents. We will complete the
framework and develop a volunteering system likes our framework. We also would
be evaluating our method in the real environment by user trials, especially the
effectiveness of our approach.
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One Dimensional Vehicle Tracking
Analysis in Vehicular Ad hoc Networks

Ranjeet Singh Tomar and Mayank Satya Prakash Sharma

Abstract VANET system is a trending research area now days. Accident avoid-
ance and congestion control are very big task in VANET System. In this paper we
have performed initially prediction forecasting and measurement is done by GPS
and the accurate estimation through Kalman filter. We have observed and predicted
the position and velocity of vehicle using Kalman filter and also calculated its
different parameter with the help of Kalman filter. Different vehicle velocities (slow,
medium and high) have been considered as an important parameter affecting the
accuracy of estimation. The application of Kalman filter in estimating the vehicle
parameters in highways has been successfully demonstrated.

Keywords Vehicular ad hoc network (VANET)
Mobile ad hoc network (MANET) ⋅ Real time tracking system
Global positioning system (GPS) ⋅ Kalman filter

1 Introduction

In a society which is becoming travel oriented, collisions and traffic congestion are
a serious problem. Annual traffic congestion costs are estimated at over 1000 bil-
lions of dollar per year in the world [16]. The highway system touches the life of
every person [17]. The roads, which are the economic lifelines of our nation, are
prone to congestion. This is negatively impacting the comfort of travelers and the
economic competitiveness of businesses. The impact of crashes or other incidents
on traffic-carrying capacity is also very significant. The highway capacity manual
defines the theoretical number of vehicles that can use a section of highway. This is
called the capacity of the road. The theoretical maximum capacity for a lane of a
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freeway under ideal conditions is 2400 vehicles per hour. Based on data from field
studies, the Highway Capacity Manual defines how much the capacity of a road
may be reduced because of crashes or lane closures due to incidents [18].

There has been a growing recognition that constructing new road capacity and
intelligent transportation system at a rate fast enough to counteract increasing
congestion is cost intensive and almost impossible. The immediate attention is,
therefore, on maximizing the operational efficiency of existing facilities and intel-
ligent transportation system. Agencies have been investing in operational
improvements such as providing real-time traveler information, incident manage-
ment programs, and improved traffic signal operations. Having timely and accurate
data on traffic conditions is a basic requirement to develop and implement intelli-
gent transportation system; so traffic management programs is a must [15].

There are several safety applications of Intelligent Transportation System (ITS).
As a part of ITS, Vehicular Ad hoc Network (VANET) is becoming a growing
development to satisfy the varied demands in real time application. In this system,
vehicles are interconnect with one another and probably through roadside unit to
produce a large list of applications varied from transportation protection to drive
help and web access issue of concern to Mobile Ad hoc Networks (MANETs).
Instead of running arbitrarily, vehicles tend to shift in an organized trend on road.
The communications through roadside unit can likewise be characterized purely
accurate. Many vehicles are block in their range of motion. Such a model may
propose for safety issue as an example; one cannot security type such as email
during drive. Navigation and GPS model might profit, as they could be joined
through traffic reports to giving the quick route to work. Currently have a real time
application based vision for prediction and measurement of vehicle in VANET
System. There are many vehicle tracking algorithms but we proposed a new method
based on Kalman filter to predict the vehicle during moving position [14]. In this
paper, an approach of prediction and measurement of vehicle from a moving
platform is presented, with an aim being to provide situational awareness to
autonomous vehicle.

2 Background

Traffic congestion is a major problem in roadways at present transportation sce-
narios [3]. Vehicles move in single or multi lanes on the road with different speeds
and accelerations. They also turn in different directions at junctions. Every vehicle
starts moving from definite segment, travels on the road and can be changing the
lanes and passing the other vehicles on the road. Events such as vehicular crashes
and breakdowns in travel lanes are the most common form of traffic incidents are
responsible for congestion. Construction activities on the roadway result in physical
changes to the highway environment are also potential cause of congestion on the
road. These changes may include a reduction in the number or width of travel lanes,
lane shifts, lane diversions and even temporary roadway closures. All these
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conditions will increases the congestion on the road or sometime collisions on the
road. In the transportation realm, congestion usually relates to an excess of vehicles
on a portion of roadway at a particular time resulting in speeds that are slower,
sometimes much slower than normal speeds. Congestion often means stopped or
stop and go traffic on the road. Road accidents, construction work on roads, weather
condition, increasing volume of vehicles and poor traffic signal timing are some
reasons for traffic congestion. One of the main reasons for traffic congestion is the
increase in traffic volume as per the road capacity. Congestion adversely affects
mobility, safety and air quality. These factors directly impose the losses due to
delays and accidents, and indirectly due to environmental impact. Mostly, the
capacity of the existing highways cannot be increased by additional lanes due to
space, resource, or environmental constraints. Most risky maneuvers that a driver
has to perform in a conventional highway system are to merging the traffic on road,
perform a lane changing, and overtaking maneuver. Lane changing, lane merging,
overtaking and collisions are responsible for traffic delays often resulting in con-
gestion on the road. Traffic delays and congestion will increase travel time and have
a negative economic impact in the surrounding environments. The inter vehicle
spacing or headway also affects the congestion and collisions on the road. For
collision free vehicle following, the spacing should be large enough in order to no
collisions during performing of all possible vehicle maneuvers on the road. Traffic
management in the congested roadways or highways is also very complex, because
every driver employs different technique to travel while interacting with other
drivers. These factors are encourages the congestion, accidents or various types
collision like front end/ rear end collisions and turning collisions on the road.
Furthermore, they affect the economic and environmental conditions of the human
society [11, 12]. For estimation, prediction and forecasting purpose, Kalman filter
based estimation techniques will be applied on vehicles at various speed.

3 Estimated Filter

The Kalman filter [9] is a more than one input and output digital filter that can
optimally evaluate, in real time environment, the states of a system depend on its
unwanted signal outputs [6]. Kalman filter is an optimal estimator [2, 6]. The reason
of a Kalman filter is to evaluate the Condition of a Framework from measurements
which contain random errors [6]. An illustration is evaluating the location and speed
of a satellite from radar Information. There are 3 Segments of location and 3 of
speed so there are at least 6 variables to Evaluate [2, 6]. These variables are called
state variables [14]. With 6 state variables the subsequent Kalman filter is called a
6-dimensional Kalman filter [6]. To Give present estimates of the framework
variables—for example location coordinates—the filter utilizes statistical system to
appropriately weight every new measurement relative to previous data [2, 6]. In
Theory the Kalman Filter is an good estimator for Which is allude the
linear-quadratic problem, which is the issue of evaluating the immediate “state” of
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linear dynamic device perturbed by way of white noise [2, 6] by way of use of the
measurement linearly related with the state but distorted by white noise [2, 6].
Today Kalman filter is an well-known technique mostly applied in navigation [1,
6], missile and vehicle tracking [2, 6]. Kalman Filter depend on linear mathematical
application [2, 6]. The resulting estimator is statically optimal with respect to any
quadratic function of the estimator error. Kalman filter is usually represent using
vector algebra as a smallest mean squared estimator [2, 6]. It is predictor, filter and
smoothing technique and estimate’s parameter values using present past measure-
ment [6]. The Kalman filter is a recursive predictive filter that is depends on use of
the state space algorithm and recursive technique. It estimates the state of a dynamic
model can be distorted by some noise [6], usually describe as white noise to
improve the estimate state the Kalman filter uses measurement that are related to the
state but distorted as well [6]. It is only a device, it does not solve any difficulty all
by itself although it can make is easier for You to do it. It is not a physical device,
but an algebraically one.

• A Kalman filter is an standard recursive information set of rule
• Kalman filter carries all data information that can be distributed to it. It method

all present measurements, irrespective of their precision, to estimate the present
value of the variables of interest

• Computationally accurate due to its recursive algorithm
• Suppose that all variables being estimated are time based (Fig. 1) [1, 4].

4 Kalman Filter on VANET System

The Kalman filter system [4, 10, 13] accept that the condition of a framework at a
time t evolved from the starting state at time t − 1 as per the condition

st =Vtst− 1 +Btgt + nt ð1Þ

Fig. 1 Mathematical
foundations of Kalman filter
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Measurement of the model can also be implemented, based to the system

mt =Htst +Ot ð2Þ

In paper, we will contain a generally one-dimensional tracking issue; let’s take that
vehicle as a car running along a road line (Figs. 2 and 3) [2].

5 Mathematical Overview of Kalman Filter

As we have taken example of tracking of a vehicle on road [7, 8]. We can include
few example vector and matrices in this tracking issue. State vector St included the
displacement and the speed of the vehicle

st =
st
sṫ

� �
ð3Þ

Fig. 2 Block diagram of Kalman filter

Fig. 3 Figure shows 1D
model under consideration
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The vehicle human driver may acting braking or accelerating input to the model,
In this paper we will focus here as a function of an the mass of the vehicle car m and
acting force f t. This control data information is recorded in control vector gt

gt =
ft
m

ð4Þ

The connection between the throttle during the short period Δt or the force
acting by the brake and the displacement and the speed of the vehicle is denoted by
the following mathematical equation of motions.

st = st− 1 + sṫ− 1 ×Δtð Þ+ st Δtð Þ2
2m

ð5Þ

sṫ = sṫ− 1 +
f tΔt
m

ð6Þ

These straight equations can be written in the matrix form as given below

st
sṫ

� �
=

1 Δt
0 1

� �
st− 1

sṫ− 1

� �
+

Δtð Þ2
2
Δt

" #
f t
m

ð7Þ

And now if we compare the above equation and Eq. (1) we can see that

Vt =
1 Δt
0 1

� �
andBt =

Δtð Þ2
2
Δt

" #
ð8Þ

The real state of the model st cannot linearly predict so Kalman estimator giving
a technique to identify an estimate ŝt by mix models of the system and unwanted
signal measurement of different parameters. Parameter estimator is a Important task
in this algorithm and estimation of the parameters in the state vector are giving by
probability density function (PDF), rather than discrete values. The Kalman filter is
depending on Gaussian probability Density function. But to fully represent the
Gaussian function, we need to know their variance and covariance, and these are
recorded in the covariance matrix Pt [5].

Kalman filter technique contain two steps: measurement and prediction upgrade.
Kalman filter equations for the prediction steps are given below:

st̂jt− 1 =Vtst̂− 1jt− 1 +Btgt ð9Þ

Ptjt− 1 =VtPt− 1jt− 1V
T
t +Ct ð10Þ
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Ct Is the noise Covariance matrix included Noisy Control Input. Variance
included with the prediction st̂jt− 1 Of an Unknown real value st is denoted by

Pt ̸t− 1 =E st − st̂jt− 1
� �

st − st̂jt− 1
� �Th i

ð11Þ

Measurement and update equation are given below:

st̂jt = st̂jt− 1 + Kt mt −Htst̂jt− 1
� � ð12Þ

Ptjt− 1 =Ptjt− 1 −Kt HtPtjt− 1 ð13Þ

Kalman gain: The Kalman gain is denoted by:

Kt =Ptjt− 1Ht HtPtjt− 1H
T
t +Rt

� �− 1 ð14Þ

Then T = 1, we additionally become an measurement of the Position of the
Vehicle utilizing the radio positioning model, and it is Described by the Second
Gaussian probability Function(Measurement Graph) in Fig. 4. The accurate esti-
mation we obtain position of the vehicle is giving by Mix our information from the
measurement and the prediction. This is accomplished by convolve the two
Gaussian probability density Function together. This is Describe by the Third
Probability density Function (Highest peak graph) in Fig. 4. Gaussian function
important Property is exploited at the position [5] convolves of two Gaussian
function result is different Gaussian function [5]. It is basic as it allows an end-
lessness number of Gaussian probability Density Function to be convolve over the
time period, and resulting model doesn’t increment in number of terms [3] or
Complexity; after every time Duration the new Probability Density Function is
completely describe by a Gaussian function [3]. It is the important recursive
properties of the Kalman filter [5]. The steps Represent in Fig. 4 are currently
considered again algebraically to derive the Kalman filter [5] Measurement upgrade
equation [3]. Steps to describe in the figures are currently considered again

Fig. 4 Shows the new probability density function (Highest peak) developed by mix the
probability density function included with the measurement and prediction of the vehicle position
at time t = 1. This new probability density function gave the accurate estimate of the position of
the vehicle by merging information from the measurement and the prediction of vehicle
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algebraically to expand the Kalman filter measurement upgrade equation [5]. Pre-
diction probability density Function depict by the prediction graph in Fig. 4 is given
by the condition

y1 r, μ1, σ1ð Þ= 1ffiffiffiffiffiffiffiffiffiffi
2πσ21

p e
ðr − μ1

Þ2

2σ2
1 ð15Þ

r, μ2, σ2ð Þ= 1ffiffiffiffiffiffiffiffiffiffi
2πσ22

p e
ðr− μ2

Þ2

2σ22 ð16Þ

6 Vehicle Tracking Algorithm

Following steps are considered for vehicle tracking in vehicular environment:

Step 1—Make the mathematical model of the framework under
tracking using differential equations.
Step 2—Define the state vectors utilizing that model, for
next state and pervious state of the framework under
following.
Step 3—Using the past state values; discover the next pre-
dicted value of the state, using prediction Eq. (1).
Step 4—Calculate the variance associated with the predic-
tion of an unknown accurate value what we have to find out.
Step 5—finds the measurement vector using Eq. (2).
Step 6—Find the Kalman Gain using equation and with the
support of variance matrix in step 4, and covariance of mea-
surement noise.
Step 7—Now utilizing measurement update equation find esti-
mated value of the state.

7 Simulation and Results

The simulation is performed using the MATLAB software with different speed of
vehicles (low, medium and high speed of vehicles). For simulation work the
acceleration of vehicles are considered as given in the table (Table 1).

Table 1 Acceleration of
different speed vehicles

Vehicle Speed Acceleration

1 Low U = 3 m/s2

2 Medium U = 4 m/s2

3 High U = 5 m/s2
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In Fig. 5 Measurement at different time with respect to mean and variance and
optimal estimate of position is: ŝtjt = st̂jt− 1 =mt.

Variance of error in estimate: σx2(t1) = σm1
2 .

Train in same position at time t2—Predicted position is m1.

7.1 When New Estimation not Calculated (Initial Condition)

In Fig. 6 blue graph is show initial prediction and red graph is show initial mea-
surement through GPS.

In Fig. 6, we have the prediction st̂jt− 1.
GPS Measurement at t: Mean = m and Variance = σm.

7.1.1 Accurate Estimation (Medium Speed Vehicle)

Kalman filter helps you merge measurement and prediction on the basis of how
much you trust each.

In this Figs. 7, 8 and 9 blue curve shows initially prediction of vehicle param-
eters, red shows the probability density Function (PDF) of GPS Measurement
output, Green shows the accurate estimation of Kalman filter obtained after ana-
lyzing both the other curves. New variance is smaller than either of the previous
two variances. Above graph Show that Conditional density function of Prediction
and measurement for medium speed vehicle.

Corrected mean is the new optimal estimate of position (basically you’ve ‘up-
dated’ the predicted position by using GPS.
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7.1.2 Less Accurate Estimation (Lower Speed Vehicle)

Above Figs. 10 and 11 shows the mean versus variance plot of the vehicle in lower
Speed. The curves have the main meaning as stated before. The curves are plotted
in the case of lower velocity of the vehicle. The accuracy is lesser that the case of
medium velocity vehicle.

7.1.3 Less Accurate Estimation (High Speed Vehicle)

The Figs. 12 and 13 shows the mean versus variance plot for vehicle velocity larger
that the first two cases. Hence the accuracy is less from medium velocity Vehicle.
We can see prediction of vehicle show in blue graph probability shifted in the right
direction. The above graph is plotted for high velocity of vehicle. Here the curve for
the GPS vanishes, so the accuracy is very low for high speed vehicles.
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7.1.4 Case of Moving Velocity Vehicle

The Figs. 14 and 15 shows the mean versus variance plot for vehicle velocity larger
that the first three cases. Hence the accuracy is less. In this case, prediction shows
by green graph and probability shift in the right direction. Above Graph is shown
that conditional density function of prediction and measurement for high speed
vehicle

• At time t, Vehicle running with velocity ds/dt = s ̂t
• Naïve approach: Shift probability to the right to predict
• This would work if we Identify the velocity perfectly (perfect model).
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7.1.5 Case of Noisy Prediction (Don’t Sure About the Exact Velocity)

Better to suppose imperfect model by adding Gaussian noise. Distribution for
prediction runs and spreads out.

In Figs. 16 and 17 is shows that noisy prediction of vehicle. This graph is plotted
for medium-low velocity vehicle. Above graph is shown that conditional density
function of prediction and measurement for medium-low speed vehicle. Accuracy is
less medium speed vehicle due to Gaussian noise.
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Fig. 16 Prediction and noisy measurement of vehicle movement
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8 Conclusion

In this paper, we have predicted the position and velocity of the vehicle through
GPS and measured the same with the help of GPS technology. Then, the best
estimation of the vehicle parameters is done through Kalman filter by merging of
the two probability density function of the estimation and measurement data of
vehicles. The probability density function best estimation of Kalman filter so
obtained is also Gaussian in nature. This paper demonstrates the application of
Kalman filter in the tracking of vehicle moving in one dimension. In this paper, we
have presented the accurate estimation of vehicle through Kalman filter. In other
words, how can be Kalman filter applies on VANET System. We have simulated
prediction and measurement graph on moving vehicles. Prediction and measure-
ment is based on GPS device. Measured all parameter and best estimation is based
on Kalman filter calculation.
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Parallel Coordinates Visualization Tool
on the Air Pollution Data for Northern
Malaysia

J. Joshua Thomas, Raaj Lokanathan and Justtina Anantha Jothi

Abstract The paper explains the contents of particles on the air pollution data
through parallel coordinate visualization. This approach involves graph-plotting
algorithms with parallel coordinates that explore the raw data with interactive fil-
tering that facilitates the insight of the materials that mixed and harm the population
in northern Malaysia. By presenting, the parallel coordinates method to visualize
the parameter space that influence and visually identify the hazardous, moderate,
unhealthy gaseous content in the air. The visual representation presents the large
amount of data into single visualization. The paper discussed the performance of the
chosen visualization method and tested with northern region datasets.

Keywords Parallel coordinates ⋅ Visual representation ⋅ Clustering data

1 Introduction

Air quality in Malaysia has much attention especially in the North of Malaysia,
which are Penang, Perlis, and Kedah has more attention during last year haze [9].
These states affected with heavy haze whereby many victims from young and old
admitted to hospitals. Most of these days, people used to wear facemask before and
during the normal working time. Especially the tourism industry of Malaysia has
badly affected because of the haze [15]. The neighbouring cities has covered with
haze, it affected the visibility of ferries travelling from Penang Island to Mainland
Butterworth as it also affect the port everyday transportation of goods in and outside
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Malaysia (Fig. 1). In 2016, the trend expected to continue rising with the increasing
number of predicted weather conditions, where the Malaysian Ministry of Meteo-
rological had expected the number cases to spike between the months of September
and October.

In order to study the air pollution and investigate the bad air qualities we have
gathered the information from the various weather monitoring stations from
Malaysia. However, the work has focused on the data from the northern regions that
is the economic hub of Malaysia. The weather data, in Malaysia recorded auto-
matically from the data monitoring stations, which are located in various places
around each states. There are total of 52 data monitoring stations in Malaysia,
which recorded the weather data during each time interval for at least 6 times a day
[8]. The information stored in the form of multivariate dimensions that is up to 10
dimensions. The data collection centers are have the facilities to store more than
multidimensional data that includes wind speed, and wind directions [13].

In order to study the air quality problems mention above, the main aim of the
work is to contribute to the community of researchers to develop a data visual-
ization tool. To manipulate the huge multivariate data, into readable visual patterns
the visual tool will explain the level of hazards presented in the atmosphere in terms
of various pollutions. The visualization algorithm are used to plot the multivariate
datasets. The implementation work of the visual tool has involved with parallel
coordinates plots to illustrate significant pattern of particles, gaseous contents are
measured from the existing data and it is classified based on its properties. In this
work, we have used a research database to visual the data with the parallel coor-
dinate’s visualization tool to classify with colour coded, filtered represented of the
data.

The outline of the rest of the content is as follows: Sect. 2 Literature Review—
describes related work done by the researchers in parallel coordinates as an
information visualization technique. Section 3 Methodology—describes the over-
view of the prototype, process flow of the system. Section 4 Visualization tech-
niques—describes the implementation techniques of the components of the plotting
of parallel coordinates; Sect. 5 experimental results—Explains the end products of
the system followed by Conclusion and future work discussion in Sect. 6.

Fig. 1 Penang Island to
Butterworth visibility
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2 Literature Review

2.1 Related Work

(i) Air Pollution For the past years, many researchers are developing a
stand-alone prototype that used to visualize the air pollution data. There are
different data visualization methods have used to develop the prototype to
visualize the air quality. We have published parallel coordinates visualization
for examination timetabling data [16] and it is more suitable for the categorical
data to be visualized before execute the computational algorithms.

Based on the research done from University of Seoul, Korea, they have devel-
oped a prototype, which uses the cloud computing technology to visualize the urban
air quality data [19]. This prototype is more towards the predicting the air pollution
using cloud computing technology. Moreover, there is another research done by
student of Central South University, China collaborated with the Arizona State
University, where they have developed a visual analytics system is a web based.
The web-based system uses the parallel coordinate’s method to visualize the air
quality data. However, a GIS view used for spatial analysis, which includes a scatter
plot view [6]. This research paper has taken as an inspiration to develop a visu-
alization prototype. On the other hand, the Microsoft Research students have
developed a mobile app, which forecasts the air quality based on the big data [3].

(ii) Data Visualization

Data visualization research are being widely carried out by researchers all around the
world. During the research phase, we have studied the research paper [16]. The work
has visualized the student and subject data from the university and created a parallel
coordinates visualization framework. With the assistance of the work to get more idea
on the implementation of the Air pollution visualization tool (APVT) software. After
reading their research paper, we came to our conclusion that visual cues play a major
role in data visualization software. We have applied some of the visual cues on our
APVT software. This makes the APVT software more realistic. Besides that, Nambiar
[7] also have carried out multiple researches on weather data visualization. However,
his research was more towards the scientific visualization. APVT software was more
towards information visualization. We have modified to develop the APVT software.
Whenever it comes to data visualization, data mining plays an important role. Previ-
ously, proposed a data mining system, which analyzes the air quality data. However, it
is known that using data mining techniques has its own weakness. Class visualization
of high-dimensional data with applications [4] to analyze the data it is hard to
understand the data because the analyzing process is almost same to the “black-box”
testing.

Luo et al. [6] have extended the existing methods to handle the spatial distri-
bution data includes the weather data. Most of the approaches are used are more
towards visualization rather than analysis. Parallel coordinates is a well-established
visualization technique first proposed by Inselberg [11]. It is a scalable framework
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in the sense that the increase of the dimensions corresponds to the addition of extra
axes. The visual clutter caused by an excessive overlaying of polylines limits the
effectiveness of parallel coordinates in visualizing a dense data set. However par-
allel coordinates visualization method has adopted to visualize the timetabling input
matrices and output matrices in its multi-variable [17]. Visual clustering, filtering,
and axis reordering are the common methods to reduce clutters in parallel coor-
dinates. Some filtering techniques remove part of data in a pre-processing. Axis
reordering computes the best axis order with minimal clutters, but it is very likely
that the best axis order still leads to an unsatisfactory and cluttered display.

(iii) Data Clustering and Optimization

Various modern optimization algorithms has used for modularization of software
systems. This paper contributes a fully functional visualization tool with minimal
optimization in plotting the data. Bio-inspired algorithms are one of the familiar and
recent for software modularization is the process of allocating modules to sub-
systems or clusters. Software modularization is particularly useful during the
maintenance phase of the software development life cycle [12]. In another angle of
working with pollutants and global warming. Global warming and fossil fuel
depletion are two of the most important issues of this century. The considerations of
energy security and climate change force increased societal interest in technologies
that enable a reduction in the use of fossil fuels. It has well recognized that an
effective solution to these issues is to develop non-carbon-dioxide-emitting and
inexhaustible energy resources and energy technologies.

Recently, discovering of nuclear power have provide both to diminish our
dependence on fossil fuel resources, and to provide electricity without any emis-
sions of harmful air pollutants [2]. In data clustering from real-time is to maintain
the reliability of sophisticated systems to a higher level, the systems’ optimum
structural design or highly reliable components of these systems are required, rather
both of them may be sought simultaneously. Implementation of these methods to
improve the system availability or reliability will normally consume resources such
as cost, weight, volume etc. So the system reliability cannot be further improved
effectively by considering these constraints [5]. Optimization is the core to many
real world problems. Numerous techniques have proposed to solve optimization
problems viz. linear programming, quadratic programming, integer programming,
nonlinear programming, dynamic programming, simulated annealing, evolutionary
algorithm etc. [18]. Clustering deals with unlabeled data i.e., no class labels is
provided. It does not involve any training. On the contrary, classification is a
two-step process training and testing. During training, it deals with label data while
it deals with unlabeled data for testing [18].

With the widespread use of network, online clustering and outlier detection as
the main data mining tools have drew attention from many practical applications,
especially in areas where detecting abnormal behaviors is critical, such as online
fraud detection, network instruction detection, and customer behavior analysis.
These applications often generate a huge amount of data at a rather rapid rate.
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Manual screening or checking of this massive data collection is time consuming and
impractical. Because of this, online clustering and outlier detection is a promising
approach for such applications. Specifically, data mining tools are used to group
online activities or transactions into clusters and to detect the most suspicious
entries. The clusters are used for marketing and management analysis. The most
suspicious ones are investigated further to determine whether they are truly outlier.
Numerous clustering and outlier detection algorithms have been developed but the
majority of them are intended for continuous data [20].

Class Visualization of High Dimensional Data [13] is a visualization tool for
clustering and analysis of high dimensional data sets. CViz utilizes a k-means
clustering algorithm to find interesting concepts in the data. It then
drawstwo-dimensional scatter plots by selecting pairs or triples of concepts and
relating these concepts to the data examples and the other concepts. By using an
animation technique called, touring, CViz allows the analyst to quickly cycle
through all the different pairsor triples of concepts and see how the data changes
from one perspective to another. This can provide new insight into underlying
structure of the data. We found this idea very good, unfortunately we did not
implemented it in our framework yet, but this is certainly something to think about
for future work.

3 Methodology

3.1 APVT Parameters Organization and Display

Our interface provides a customizable overview of the parameter space designed as
axial information. We use parallel vertical axes to display visualization parameters
in terms of various material presented in the atmosphere. Each point within the
parameter space (i.e. a set of parameters used to produce an image) is denoted by a
polyline connecting the axes. We divide the parameters that displayed into two
major categories.

• Visual parameters

– Position
– Orientation
– Zoom and filter
– Interactive rendering (Colour coded)

• Data parameters

– Mapping the data between axis value and colour
– Highlight the cluster of data for better insight
– Dataset of Northern region of Penang.
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Figure 2 further explored in the implementation of this paper; we believe it is
important for dealing with multivariate data. In such data sets, one will have dif-
ferent data-specific parameters for each variable; however, the view-specific
parameters must be identical. This will explored in our future research. In addition,
this division creates a conceptual framework at this level that allows extensions to
implement further. E.g. other data manipulation tools, such as segmentation tools,
need to data specific parameters, for example to view the hazards components by
regions. Users create or load preset nodes (CSV files) for each parameter and then
connect a set of nodes to “generate lines”. In this way, we use parallel coordinates
not only as a method to display data items (parameter combinations), but also as an
interface to create data items. Further, one can imagine wanting to split a parameter
axis. It is possible to create additional axis. For example, the colour transfer
function could be split into axes for different colour components. Similarly, a user

Fig. 2 Process flow of APVT
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could simplify the display by grouping several parameter axes into one super-axis.
Our interface allows such split with the base parameters of colour transfer function,
opacity transfer function, dataset, renderer, zoom and translation, and orientation.

3.2 Design Goals

We designed our interface to support the visualization tasks. Note that we apply this
visualization seeking mantra to parameter representation and data representation:
Our design organizes all visualization parameters together in one space so that users
can quickly gain an overview of the possibilities. Filter: Visualization parameters
can be easily accessed a changed to zoom and filter data sets. Selecting a polyline
highlights the polyline in blue so users can quickly identify the parameter settings
that produced a given plot. Users can simplify the parameter space or fine-tune
combined parameters. Effects of changing parameter settings can studied by making
changes with a simple mouse action and viewing consecutive results. Our tool
explicitly represents all parameters that influence rendering. It shows current and
previous settings of all visualization parameters simultaneously. Parameters
explored immediately within the context of previous settings. To the best of our
knowledge, this never tried before, and we are convinced that it offers substantial
benefits to the air-pollution data exploration.

3.3 Data Collection

The Department of Environment (DOE) have installed the monitoring stations all
around Malaysia it retrieves the weather data real time. These weather data is then
calculated and shown in the APIMS website is part of the DOE. The APIMS
website does shows only the Air Pollution Index (API) of each monitoring stations
only. These details are available to public, whereas the other dimensions of the
weather data are not available for the public. An official letter needed to written to
the DOE before accessing the real time weather data. Table 1 shows the current 10
dimensions of data retrieved by the data monitoring station around Malaysia.

The APVT prototype is mainly focused on visualizing the air pollution data
only. Below are the list of the features the APVT has: Visualizing the gaseous
content by different ranges of colors the prototype has 5 different types of colors.
Table 2 each colors has its own meaning the list of colours and the descriptions of
it. Visualizing the air pollution data from different monitoring stations around
Malaysia. Filtering the air pollution data by date.
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3.4 Relationship with Parallel Coordinates

Although our interface is based on the concept of parallel coordinates, it has sub-
stantial differences from ordinary parallel coordinates displays. Many of the axes do
not display one-dimensional variables. For example, a plot function (see in
Sect. 4.1) is a complex concept consisting of variables such as data intensities,
opacities, and sometimes intensity derivatives. Furthermore, axes can merged to
produce nodes that are even more complex. Sorting and interpolating nodes
therefore requires slightly more complex techniques than ordinary parallel coor-
dinates. In our current implementation, we did focus on such high-level trends;
instead, we display multiple lines that users can easily distinguish line colours and
relate to their parameters.

4 Visualization Techniques

4.1 Parallel Coordinates

Parallel coordinate is one of the most popular tool which is used for visualizing and
analyzing data [21]. Most of the researchers are using this visualization method to
carry out their research analysis. Based on the article from Wikipedia, parallel

Table 1 List of weather data
collected at the monitoring
stations in Malaysia

Name Units

Wind speed m/s
Wind direction Bearing
Year y
Month m
Day d
Carbon monoxide (CO) ppb
Nitrogen Oxide (NO) ppb
Ozone (O3) ppb
Particulate matter 10 (PM10) μg/m3

Air pollution index (API) Scale 100

Table 2 Gas ranges colors
with its descriptions

Color Descriptions

Black Default
Blue Good
Green Moderate
Pink Unhealthy
Orange Very unhealthy
Red Hazardous
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coordinate was used before 1885 by Henry Gannetts. He used parallel coordinate to
show the rank of states by ratios. Later after 79 years, which is during the 1959, a
researcher developed the parallel coordinate as a system [11]. After that, many
applications were developed by developers to do data mining or to analyze the data.
Examples of application created was a collision avoidance algorithm for air traffic
control.

In order for the Parallel Coordinate to work data is needed to be feed to it.
Without data the parallel coordinate could not plot the coordinates. Given a small
sets of data, the user can displayed it using a table form. Unless the size of the data
is huge, which means it has more than million rows, the user cannot view it. A data
sets with multiple attributes are named as multivariate data sets [14]. First of all, the
user needs to add in the raw data into the visualization tool. After that, the
preparation process will be started. This is where the process of filtering, extracting
and calculating will be carried out. Filtering is a process where the amount of data
will be reduced. Finally, the plotted coordinates can be viewed. However, it might
be hard to find out the data which has been left out [14]. This is because raw data
has hundreds of rows.

The user can interact with the data using some of the interaction tool which is
available for the parallel coordinate data visualization method. The reason inter-
action tool is created is because, users can view or analyze the information at their
first sight. There are many interaction tool such as brushing, and axis. These
interaction are one of the important interaction. Brushing is a process where the user
is able to select a sample of subset which originally referred to an axis aligned
rectangle for selection [1]. The other interaction tool is axis. The user is allowed to
move the axis of the parallel coordinate by flipping it or reordering it. The value of
the axes will be changed according to the way the user flips the axis [10]. However,
there are some limitations for the parallel coordinate data visualization method.
First of all, if the number of data is huge, then there is a chance of over plotting.
This can cause the user hard to see. Besides that, if the data is in a categorical data
format then the user could not view the plotted coordinates. This is because parallel
coordinates only works well with numerical values. Thus, interaction needed to be
used in order to view the parallel coordinate.

4.2 Implementation

Drawing the axis and plotting the CSV data takes alot of time. The code block
below shows the partial code on how the parallel coordinates are plotted. Drawing
the axis and plotting the CSV data takes higher load time. The code block below
shows the partial code on how the parallel coordinates plots.
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public void paintComponent(Graphics g) {
super.paintComponent(g);
Graphics2D g2d = (Graphics2D) g;

g2d.setRenderingHint(RenderingHints.KEY_ANTIALIASING,
RenderingHints.VALUE_ANTIALIAS_ON);

g2d.setColor(Color.WHITE);
g2d.fillRect(0, 0, getWidth(), getHeight());
g2d.setFont(font);
line2ds = new HashMap();

// draw the data as parallel coordinates from data
if (csvData != null) {

if (plot == TWO_AXIS_PLOT) {
plotTwoAxis(g2d);

} else if (plot == PARALLEL_AXIS_PLOT) {
if (selectedAttributes.size() == 1) {

selectedAttr = selectedAttributes.get(0);
plotAttribute(g2d);

} else {
plotAllParallelAxis(g2d);

} 
} else if (plot == SINGLE_ATTRIBUTE_PLOT) {

plotAttribute(g2d);} } }

For our prototype, we have added a tooltip interaction for the parallel coordi-
nates. The researchers can hover on the data line to know more details about the
selected gaseous contents. Moreover, the way the APVT prototype plots the parallel
coordinates is similar to the Alfred Inselberg plots the data. The each rows of the
CSV data are stored in an arraylist. The stored data are plotted using the Java
Line2D method. We have implemented the HashTable data structure for our pro-
totype. The way we draw the axis is at first, we read the CSV file to get the columns
name and then we draw the axis using a oval shape. After that, we plot the lines
from the arraylist. Further plotting the parallel coordinates works the same way we
plot the raw data.

5 Experimental Results

The whole prototype is developed using Java programming language. A computer
with JDK1.8 installed can be used to run the APVT prototype. Minimum of 2 GB
of memory is needed for the computer. This is because, parallel coordinates
involves a lot of background processing. By installing the .jar file the APVT
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prototype can be initiated successfully. During the testing phase we have tested our
prototype with 2 different data monitoring station data loaded into the prototype.
From here we did some comparison on the selected gaseous content. First of all, we
load the benchmark data and then we further plot the parallel coordinates. Figure 3
shows the result of the parallel coordinates data plotted with the overall pollutants
(CO, NO, PM10, and API) plotted and visually highlighted with colour coded.
These colour exemplifies the level of safe air in the atmosphere at the day and time.

Suppose the problem shown in Fig. 4 is the target regions from the dataset.
These dataset classified and visually represented from (a) to (f). In Fig. 4a the
observation of data is between 12 months plotted in first axis named as month, day.
The visual filter check boxes activated or enabled to plot the API index, Nitrogen
Oxide (NO) and indicated in the colour-coded lines. Visually interpret as the level
of particles present in the atmosphere and shows the safety levels. The blue lines
indicates the safe mode of data observed). In Fig. 4b the observation of PM10 data
is of months plotted in third axis named as PM10. The visual filter check boxes
activated or enabled to plot the PM10 and indicated in the colour-coded lines. The
red lines indicates the hazard level of data observed. In Fig. 4c the observation of
data is between day, months. We plotted multi-dimension of data at one time by
extending the axis and visually analyse, which month has the highest level of
affected API. As you can see from the plot Fig. 4c the colour coded lines indicated
O3, PM10, are nearer to the hazard level however the overall API is safe plotted
with blue lines and green lines. In Fig. 4d–f indicated the various observation from
the two dataset as chosen to fine the pollutant within a year. The parallel coordi-
nates plot has performed with the clustering algorithm and visually analyse that
PM10 is the most hazards that cause the haze ticker. If the air content with the PM10

Fig. 3 Visualization of the 10-pollutants information plotted with parallel axis
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or equal to 10 μm in diameter are so small that the particle can get into lungs,
potentially causing serious breathing problems. Ten micrometers is less than the
width of a single human hair in diameter. These materials forms when gases emitted
from motor vehicles and industry undergo chemical reactions in the atmosphere.

Fig. 4 Visual representation of (data) various particles presented in the atmosphere
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The twelve months data in a particular year has confirmed that visual analyse
and have the capacity to view the data in one visual-interface and able to manipulate
each of the months data even drill down to days and also the time-period. We did
not plot the time measure due to the clutter of data that cause the complex
readability.

6 Conclusion and Future Work

In this paper we have shown a complete prototype which visualizes the air pollution
in Malaysia. For this first implementation we have implemented only the parallel
coordinates techniques with offline datastore. For the future recommendation, we
have planned to implement the prototype into real time data retrieval with cloud
services. This means by collecting the weather data in real time we can even start to
predict the air pollution in Malaysia for the next year. The main required method is
regression needed to be used. From here we can analyze the trend of the air
pollution data and then predict the API value. Moreover, we also have planned to
integrate more data visualization techniques into our prototype. Once all this fea-
tures are implemented, we can make our prototype into a web based system, where
publics can start to use visualize the air pollution data. Besides that, we also planned
to developed our own method to visualize the air pollution data. Currently, we are
using the existing approach to visualize the gaseous contents. Developing our own
method makes the APVT more reliable.
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Application of Artificial Bee Colony
Algorithm for Model Parameter
Identification

Olympia Roeva

Abstract In this chapter, the Artificial bee colony (ABC) algorithm, based on the
foraging behaviour of honey bees, is introduced for a numerical optimization
problem. The ABC algorithm is one of the efficient population-based
biological-inspired algorithms. To demonstrate the usefulness of the presented
approach, the ABC algorithm is applied to parameter identification of an E. coli
MC4110 fed-batch cultivation process model. The mathematical model of E. coli
MC4110 cultivation process is considered as a system of three ordinary differential
equations, describing the two main process variables, namely biomass and substrate
dynamics, as well as the volume variation. This case study has not been solved
previously in the literature by application of ABC algorithm. To obtain a better
performance of the ABC algorithm, i.e. high accuracy of the solution within rea-
sonable time, the influence of the algorithm parameters has been investigated.
Eight ABC algorithms are applied to parameter identification of the E. coli culti-
vation process model. The results are compared, based on obtained estimates of
model parameters, objective function value, computation time and some statistical
measures. As a result, two algorithms are chosen—ABC1 and ABC8, respectively,
with 60 × 500 number and 20 × 400 (population ×maximum cycle number),
such as algorithms with the best performance. Further, the best ABC algorithms are
compared with four population-based biological-inspired algorithms, namely
Genetic algorithm, Ant colony optimization, Firefly algorithm and Cuckoo search
algorithm. The results from literature of metaheuristics applied for the considered
here parameter identification problem are used. The results clearly show that the
ABC algorithm outperforms the biological-inspired algorithms under consideration,
taking into account the overall search ability and computational efficiency.
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1 Introduction

Modelling approaches are central in system biology and provide new ways towards
the analysis and understanding of cells and organisms. A common approach to
model cellular dynamics employs sets of non-linear differential equations. Real
parameter optimization of cellular dynamics models has become a research field of
particularly great interest, as these problems are widely applicable. The parameter
identification of a non-linear dynamic model is more difficult than that of a linear
one, as no general analytic results exist. Due to the non-linearity and constrained
nature of the considered systems, these problems are very often multimodal. Thus,
gradient-based techniques in many cases fail to find the good solution. Although
many different global optimization methods have been developed, the efficiency of
the optimization method is always determined by the specificity of the particular
problem addressed [65].

In the process of searching for new, more efficient metaphors and modeling
techniques, nature-inspired metaheuristic methods receive great attention [3, 5, 26,
68, 71, 74–76, 88]. Among population-based nature-inspired metaheuristics are
genetic algorithms (GAs), ant colony optimization (ACO), firefly algorithm (FA),
cuckoo search (CS), etc., all of which use multiple agents or “particles”.

Holland’s book [33], published in 1975, is generally acknowledged as the
beginning of the research of GAs. The GA is a model of machine learning which
derives its behavior from a metaphor of the natural processes of evolution [28]. GA
can cope with a great diversity of problems from different fields. It can quickly scan
a large solution set. Owing to its inductive nature, the GA does not have to know
any rules of the problem—it works by its own internal rules [22]. GAs are highly
relevant for industrial applications, because they can handle problems with non-
linear constraints, multiple objectives, and dynamic components—properties that
frequently occur in real-life problems [28, 40]. Since their introduction and sub-
sequent popularization, GAs have been frequently used as an alternative opti-
mization tool to the conventional methods [28], and have been successfully applied
to a variety of areas, and still find increasing acceptance [1, 4, 10, 12, 16, 25, 55, 56,
73, 75]. The effectiveness and robustness of GAs have already been demonstrated
in fed-batch cultivation processes [60, 62, 64].

Another population-based metaheuristic that is a rapidly gaining attention is
ACO. It can be used to find approximate solutions for a broad range of difficult
optimization problems [13, 17, 20, 21, 50]. ACO has been successfully applied to
complex biological problems and dynamic applications (as it adapts to changes such
as new distances, etc.) [23]. ACO is on par with other metaheuristic techniques such
as genetic algorithms and simulated annealing. ACO algorithms have been inspired
by the ants’ behavior in nature: ants usually wander randomly and when they dis-
cover food, they return to their colony, while leaving pheromone trails. If other ants
find such a path, they follow the trail instead, returning and reinforcing it if they
eventually encounter food. However, pheromone trails tend to evaporate over time.
A shorter path, in comparison will be visited by more ants and thus the pheromone
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density remains high for a longer time. ACO is implemented as a team of intelligent
agents, which simulate the ants behavior, traversing the graph representing the
problem to be solved using mechanisms of cooperation and adaptation [2].

Metaheuristic algorithm CS was developed in 2009 by Xin-She Yang of Cam-
bridge University and Suash Deb of C. V. Raman College of Engineering [80].
There are already several applications of CS for different optimization problems [7,
29, 31, 32, 34, 46, 48, 49, 53, 58, 79, 81, 82]. According to [Mohamad], the major
category considered for the CS algorithm, is engineering, followed by
object-oriented software (software testing), pattern recognition, networking, data
fusion in wireless sensor networks, and job scheduling. Based on bibliography
results, it is evident that the CS is a powerful novel population-based method for
solving different engineering and management problems [58].

A relatively new metaheuristics is the Firefly algorithm (FA). This algorithm was
proposed by Xin-She Yang [87]. Although the FA has many similarities with other
swarm intelligence based algorithms, it is indeed much simpler both in concept and
implementation [84–86]. There are already several applications of FA for different
optimization problems [8, 14, 24, 41, 51, 63, 66, 89]. According to the published
results, the population-based method FA is successfully applied to solving various
optimization problems [70].

A more efficient population-based biological-inspired algorithm is Artificial bee
colony (ABC) optimization. In the literature, there are three continuous optimiza-
tion algorithms based on intelligent behavior of honeybee swarm [39, 57]. Yang
developed a Virtual bee algorithm [83] to optimize only two-dimensional numeric
functions. Pham et al. [57] introduced the Bees algorithm in 2005, which employs
several control parameters. For optimizing multi-variable and multi-modal
numerical functions, [39] described an ABC algorithm. The known results indi-
cate that ABC can efficiently be used for many optimization problems [9, 27, 30,
31, 37, 38, 42–45, 54, 72, 78, 90].

This chapter presents the use of ABC algorithm to solve a model parameter
identification problem. As a case study, E. coli MC4110 fed-batch cultivation
process model is considered. The bacterium E. coli is crucial in modern biotech-
nology. It has a long history of use in the biotechnology industry and is still the
microorganism of choice for most gene cloning experiments [15]. Mathematical
modeling has the potential to provide a coherent and quantitative description of the
interplay between gene expression, metabolite concentrations, and metabolic fluxes.
It can provide tools for analyzing and predicting of cultivation process behavior
[18, 19]. Mathematical modelling has been key in the understanding of such sys-
tems, providing tools for analysis and prediction of cultivation process behavior,
although the models used are often rather large and complex.

The chapter is organized as follows. In Sect. 2, the background of ABC algo-
rithm is given and the considered model parameter identification problem is com-
mented. The numerical results are presented in Sect. 3 and discussed in Sect. 4.
Conclusion remarks are made in Sect. 5.
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2 Background

2.1 Artificial Bee Colony Optimization

Karaboga has described the Artificial bee colony algorithm for numerical opti-
mization problems on the basis of foraging behaviour of honey bees [39].

In ABC algorithm, each cycle of the search consists of three steps [36]:

• sending the employed bees onto their food sources and evaluating their nectar
amounts; after sharing the nectar information of food sources;

• selection of food source regions by the onlooker bees and evaluating the nectar
amount of the food sources;

• determining the scout bees and then sending them randomly onto possible new
food sources.

These three steps are repeated through a predetermined number of cycles called
maximum cycle number (MCN) or until a termination criterion is satisfied. An
artificial onlooker bee chooses a food source depending on the probability value
associated with that food source, pi, calculated by the following expression [1, 36]:

pi =
fi

∑
SN

n=1
fn

ð1Þ

where fi is the fitness value of the solution i, which is proportional to the nectar
amount of the food source in the position i, and SN is the number of food sources,
which is equal to the number of employed bees or onlooker bees. The SN equals the
half of the colony size (employed bees + onlooker bees) NP.

In case of a minimization problem, the fitness value of solution (fi) is calculated
as:

fi =
1

1+ fi
, fi ≥ 0

1+ abs fið Þ, fi <0.

�
ð2Þ

The probability of an onlooker bee selecting a food source is based on the degree
of fitness. So, for relatively low adaptation value, the probability of this food source
to be selected also becomes low. In order to increase the probability of the lower
fitness individuals to be selected, in [44] the following modification of the proba-
bility equation is proposed:

pi =
0.9fi

max(fiÞ +0.1 ð3Þ
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In order to produce a candidate food position from the old one in memory, the
ABC uses the following Eq. (4) Karaboga and Akay [36]:

υi, j = xi, j +ϕi, j xi, j − xk, j
� � ð4Þ

where k = 1, 2, …, SN and j = 1, 2, …, D are randomly chosen indexes, D is the
number of parameters of the problem to be optimized. Although k is determined
randomly, it has to be different from i. ϕi, j is a random number between [–1, 1]. It
controls the production of neighbour food sources around xi, j and visually repre-
sents the comparison of two food positions by a bee. As it can be seen from Eq. (4),
as the difference between the parameters of the xi, j and xk, j decreases, the pertur-
bation on the position xi, j decreases, as well. Thus, as the search approaches the
optimum solution in the search space, the step length is adaptively reduced. If a
parameter value produced by this operation exceeds its predetermined limit, the
parameter can be set to an acceptable value. In this work, the value of the parameter
exceeding its limit is set to its limit value. The food source which nectar is aban-
doned by the bees is replaced with a new food source by the scouts. In ABC, this is
simulated by producing a position randomly and replacing it with the abandoned
one. In ABC, if a position cannot be improved further through a predetermined
number of cycles, then that food source is assumed to be abandoned. The value of
predetermined number of cycles is an important control parameter of the ABC
algorithm, which is called “limit” for abandonment.

Assume that the abandoned source is xi and j = 1, 2, …, D, then the scout
discovers a new food source to be replaced with xi. This operation can be defined as
in Eq. (5)

x ji = x jmin + rand x jmax − x jmin

� � ð5Þ

After each candidate source position υi, j is produced and then evaluated by the
artificial bee, its performance is compared with that of its old one. If the new food
source has equal or better nectar than the old source, it is replaced with the old one
in the memory. Otherwise, the old one is retained in the memory. In other words, a
greedy selection mechanism is employed as the selection operation between the old
and the candidate one.

Four different selection processes are employed in ABC algorithm [36]:

• a global probabilistic selection process, in which the probability value is cal-
culated by Eq. (1) used by the onlooker bees for discovering promising regions;

• a local probabilistic selection process carried out in a region by the employed
bees and the onlookers depending on visual information such as the color, shape
and fragrance of the sources for determining a food source around the source in
the memory in the way described by Eq. (4);

• a local selection process called greedy selection carried out by onlooker and
employed bees in that if the nectar amount of the candidate source is better than
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that of the present one, the bee forgets the present one and memorizes the
candidate source produced by Eq. (4). Otherwise, the bee keeps the present one
in the memory;

• a random selection process carried out by scouts as defined in Eq. (5).

The flowchart of the ABC algorithm is presented in Fig. 1.
Major advances and disadvantages of the ABC algorithm can be summarized as

follows [11, 36]:

Advantages:

• algorithm flexibility— allows adjustments with few control parameters;
• algorithm simplicity—ease of implementation;
• algorithm ability to handle the objective cost with stochastic nature
• both exploration and exploitation;
• broad applicability—even in complex functions with continuous, discrete or

mixed variables.

Disadvantages:

• high number of objective function evaluations;
• increasing the computational cost with an increase in the number of population;
• search space limited by initial solutions;
• algorithm requires new fitness tests on the new algorithm parameters to improve

performance.

2.2 Problem Formulation

Application of the general state space dynamical model to the fed-batch cultivation
process of bacteria E. coli leads to the following nonlinear differential equation
system [67]:

dX
dt

= μmax
S

kS + S
X −

Fin

V
X ð6Þ

dS
dt

= −
1

YS ̸X
μmax

S
kS + S

X +
Fin

V
ðSin − SÞ ð7Þ

dV
dt

=Fin ð8Þ

where X is biomass concentration, [g/l]; S is substrate concentration, [g/l]; Fin is
feeding rate, [l/h]; V is bioreactor volume, [l]; Sin is substrate concentration in the
feeding solution, [g/l]; μmax is the maximum value of the specific growth rate, [1/h];
kS is saturation constant, [g/l]; YS ̸X is yield coefficient, [-].

For the parameter estimation problem, real experimental data of an E. coli
MC4110 fed-batch cultivation process are used. Measurements of biomass and
glucose concentration are used in the identification procedure.
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Set the ABC algorithm parameters and ini alize popula ons

Search neighbouring posi on by employed bees (Eq. (4))

Evaluate fitness of solu ons

Apply greedy selec on for the employed bees

Calculate the probability of solu ons (Pi,j) (Eq. (1))

Rand < Pi,j?

Employ onlooker bee for the corresponding employed bee 
and search for the be er solu ons in neighbouring posi on

Evaluate fitness of solu ons

Apply greedy selec on for the onlookers

Are onlooker 
bees engaged?

Determine the abandoned solu on(s)

Set scouts free for finding out new solu on(s) 
in place of abandoned solu on(s) (Eq. (5))

Evaluate fitness of solu ons

Memorize the best solu ons found so far

Cycle = Cycle + 1

Cycle < MCN?
Post-process 
results and 

visualiza on

No

Yes

No

Yes

No Yes

Fig. 1 Flowchart of ABC algorithm
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The cultivation was performed in the Institute of Technical Chemistry,
University of Hannover, Germany, during the collaboration work with the Institute
of Biophysics and Biomedical Engineering, BAS, Bulgaria, granted by DFG [61].
The strain used for the fermentation process was E. coli MC4110. The fed-batch
cultivation started at t0 = 6.68 h. The process was carried out up to t = 11.54 h.
The cultivation was performed in a 2 L bioreactor containing a mineral medium.
The initial liquid volume was 1350 ml. The temperature was maintained at 35 °C
and pH was controlled at 6.8. The aeration rate was kept at 275 l/h. Oxygen was
controlled at around 35%. The glucose concentration in the feeding solution was
Sin = 100 g/l. The initial concentrations of the two process variables (biomass and
substrate) were as follows:

X t0ð Þ=1.25 g ̸l and S t0ð Þ=0.8 g ̸l ð9Þ

The detailed description of the cultivation condition and experimental data can
be found in [61].

The objective function is presented as a minimization of a distance measure
J between experimental data and model predicted values of the process variables:

J = ∑
n

i=1
XmodðiÞ−XexpðiÞ
� �2 + ∑

n

i=1
SmodðiÞ− SexpðiÞ
� �2

→min ð10Þ

where n is the number of data for each process variable (X, S); Xexp and Sexp are the
experimental data; Xmod and Smod are model predictions with a given set of the
parameters (μmax, kS and YS ̸X).

3 Numerical Results

Each optimization algorithm has its own parameters and functions that determine
the algorithm performance in terms of solution quality and execution time. In order
to increase the performance of the ABC algorithm, the adjustments of the param-
eters and functions, depending on the problem domain, are provided. Some of the
parameters of the ABC algorithm are tuned on the basis of a series of pre-tests,
according to the parameter identification problem, considered here.

All computations are performed using a PC/Intel Core i5-2320 CPU @
3.00 GHz, 8 GB Memory (RAM), Windows 7 (64 bit) operating system and
Matlab 7.5 environment.

Eight differently tuned ABC algorithms are investigated. In Table 1, the used
distinct ABC algorithm parameters and functions are summarized. These settings
are chosen on the basis of performed pre-test procedures.

The rest of ABC parameters are as follows:

• number of food sources SN = NP/2;
• number of parameters D = 3;
• limit = 100.
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Because of the stochastic characteristics of the applied algorithm, a series of
30 runs for each differently tuned ABC algorithm were performed.

The following upper and lower model parameters (Eqs. 6–8) bounds are
considered:

0 < μmax < 0.8; 0 < kS < 1 and YS ̸X < 30.
For comparison of the results of the identification of model parameters, the

average, the best and the worst results of the 30 runs, for the μmax, kS and YS ̸X ,
J value and execution time (T) were observed. The obtained results are summarized
in Tables 2 and 3.

4 Discussion

The results, presented in Tables 2 and 3, show that the ABC1 algorithm finds the
solution with the highest quality, e.g. the smallest objective function value
(J = 4.3001). A similar result is shown by the ABC2 algorithm: J = 4.3023. These
two ABC algorithms operate with large number of population and cycles, NP = 60,

Table 1 ABC algorithm—parameters and functions

ABC algorithm Parameters Probability
NP MCN

ABC1 60 500 Eq. (1)
ABC2 40 400
ABC3 40 200
ABC4 20 400
ABC5 60 500 Eq. (3)
ABC6 40 400
ABC7 40 200
ABC8 20 400

Table 2 Results from model parameters identification procedures

ABC algorithm J value T, s
Average Best Worst STDa Average Best Worst

ABC1 4.4149 4.3001 4.5076 0.0517 534.4448 530.4688 538.4688
ABC2 4.4568 4.3023 4.5688 0.0671 286.35574 277.3438 291.8906
ABC3 4.5094 4.3758 4.6248 0.0602 146.7448 141.5313 149.5156
ABC4 4.5124 4.3785 4.6297 0.0577 146.7922 143.2344 150.6406
ABC5 4.4563 4.3624 4.5329 0.0456 544.8828 536.3594 560.9688
ABC6 4.4682 4.3774 4.5491 0.0523 280.7047 276.7813 288.6406
ABC7 4.4907 4.3268 4.6032 0.0574 146.1297 141.0000 149.9219
ABC8 4.4921 4.3195 4.5981 0.0643 149.2307 147.5156 152.1719
aaverage results
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MCN = 500 and NP = 40, MCN = 400, respectively for ABC1 and ABC2. Both
algorithms use the form of calculation of the probability (Eq. 1), proposed in [36].
The other two ABC algorithms, ABC3 and ABC4, using the same form obtained
practically identical results for J value: J = 4.3758 and J = 4.3785, as well as for
computation time (see Table 2, best values). Such result shows that the ABC
algorithm will produce very similar results for a fixed value of NP×MCN.

The same tendencies are observed when the average results are analyzed. In this
case, as expected, ABC1 obtains results with the lowest value of standard deviation
(STD) compared to the algorithms ABC2, ABC3 and ABC4.

When the second form of calculation of the probability (Eq. 3) is considered, the
worst results are observed in case of large number of population and cycles. In the
case of NP × MCN 40 × 200 and 20 × 400, the average results are similar to the
previous ones. As it can be seen, the best results of ABC7 and ABC8 are even
better than the best results of ABC3 and ABC4. The results show the importance of
the choice of appropriate functions and parameters of ABC algorithm. Using the
probability formula Eq. (3), ABC5 and ABC6 obtained similar to the best results of
ABC3 and ABC4. Moreover, the standard deviation of the average results of the
objective function value is smaller than the observed for ABC1 algorithm. These
are very interesting results. The probability presented as Eq. (1) gives better results
in the case of larger number of population and cycles, while the probability pre-
sented as Eq. (3) gives better results in the case of smaller number of population
and cycles. So, it may be a matter of choice what probability function to use - the
first one (Eq. 1) in which we have almost 3.5 times bigger computation time, or the
second one (Eq. 3), with much less computation time. The ABC1 algorithm found
the solution for about 530 s, whereas the ABC7 or ABC8—for about 150 s. In
other words, we can choose between algorithm ABC1 that finds the solution with
accuracy of J = 4.3 (best value) for time T = 534 s or algorithm ABC8 that finds
the same or near to this solution for time T = 149 s.

The results presented in Table 3 can facilitate the choice of the most appropriate
ABC algorithm for the parameter identification problem considered here. Since the
model parameters (Eqs. (6–8) have strict physical meaning, we can round the

Table 3 Identified best model parameters

ABC algorithm Model parameters
μmax kS YS ̸X

Value STD Value STD Value STD

ABC1 0.471 0.0076 0.009 0.0015 2.020 0.0016
ABC2 0.476 0.0099 0.009 0.0019 2.023 0.0022
ABC3 0.504 0.0102 0.014 0.0018 2.018 0.0019
ABC4 0.490 0.0110 0.011 0.0022 2.021 0.0019
ABC5 0.500 0.0078 0.014 0.0016 2.019 0.0017
ABC6 0.469 0.0093 0.009 0.0018 2.021 0.0018
ABC7 0.475 0.0098 0.010 0.0017 2.018 0.0021
ABC8 0.491 0.0093 0.012 0.0017 2.020 0.0017
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estimates and accept that there are two different estimated values of model parameter
μmax, 0.5 1/h and 0.47 1/h. In the case of the estimations of model parameters kS and
YS ̸X , practically there is one estimate, respectively, 0.01 g/l and 2.02 g/l. Such a
representation is also supported by the small values observed for the standard devi-
ation of the parameter estimates obtained by the investigated eight ABC algorithms.
As it can be seen from Table 3, the standard deviation of kS and YS ̸X parameters
estimates is very small, about 0.002, while the standard deviation of μmax parameters
estimates is larger, about 0.01, compared to the other two model parameters.

Based on this fact, aiming real application, the fastest ABC algorithm (ABC8)
will be more appropriate and the obtained model parameters estimates will be
accurate enough. Considering some scientific research and analysis, the more
accurate ABC algorithm (ABC1) will be the better choice.

In order to show the distribution of the model parameters estimates obtained by
the eight considered ABC algorithms (at a glance), an exploratory graphic as box
plot can be used. The box plot is a standard technique for presenting a summary of
the distribution of a dataset. The graphics are presented in Figs. 2, 3 and 4.

The results in the box plot related to model parameter μmax (Fig. 2) show that the
algorithms with similar performance could be classified in two groups—algorithms
ABC1 and ABC5, and algorithms ABC2, ABC3, ABC4, ABC6, ABC7 and ABC8.
The almost identical groups could be defined based on the results in the box plot
related to model parameter kS (Fig. 3). In the last box plot (Fig. 4), the algorithm
ABC6 can be added to the group of algorithms ABC1 and ABC5. In the case of the
box plot related to model parameter YS ̸X , some outliers occur. Such outliers may
appear in a sample from a normally distributed population, but such a result would
be of interest for future research.

The results from the considered model parameter identification problem pre-
sented here are compared to the already published results from the application of
different population-based biologically inspired algorithms solving the same
problem. The performance of the ABC algorithms investigated here are compared
to the best known performance of ACO and CS algorithms [58], GA [65] and FA

ABC1 ABC2 ABC3 ABC4 ABC5 ABC6 ABC7 ABC8
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Fig. 2 Box plot for model
parameter μmax
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[59]. The comparison of the two best performing ABC algorithms (ABC1 and
ABC8) and the worst one (ABC4) is presented in Table 4. In Table 5, some of the
parameters, namely number of population and number of generations of the
regarded metaheuristics, are listed.
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Fig. 3 Box plot for model
parameter kS
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Fig. 4 Box plot for model
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Table 4 Comparison of the
results obtained by ABC with
those obtained by GA, FA,
ACO and CS algorithms

Algorithms J value Research
Average Best Worst

ABC1 4.4149 4.3001 4.5076 The
present
research

ABC8 4.4921 4.3195 4.5981
ABC4 4.5124 4.3785 4.6297
FA 4.4581 4.3965 4.6269 [59]
GA 4.5341 4.4396 5.6920 [65]
CS 4.5662 4.4440 4.6641 [58]
ACO 5.2849 4.7402 6.2202
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As can be seen from Table 4 none of the considered metaheuristic algorithms
obtain the solution with better precision than the precision obtained applying ABC1
or ABC8 algorithms. The FA solves the problem better than GA, SS and ACO
algorithms. The average result of FA is better than ABC8 algorithm, although the
FA best result is worst than ABC8 one. The GA and CS best results are practically
the same. Considering the average results, the GA shows a bit better performance.

Having in mind that presented ACO and CS algorithms, unlike GA and FA,
work with a small population, it would be fair to compare their results with the
results of algorithms ABC3, ABC4 and ABC7, instead of algorithm ABC1. For
example, the best result of CS J = 4.4440 to be compared to the results J = 4.3758,
J = 4.3785 and J = 4.3268, respectively obtained by ABC3, ABC4 and ABC7
algorithms. Even with such a comparison the results show that ABC algorithms find
the solution with higher quality. Moreover, considering the best obtained results
none of the algorithms find better solution even than the solution of the worst
performing ABC algorithm (ABC4). Compared to the ABC4 algorithm, FA obtains
the same worst value of J (J = 4.63) and better average J value. A further inves-
tigation of the performance of FA with bigger number of population and/or number
of generations would be of interest.

5 Conclusions

In this chapter, eight ABC metaheuristic algorithms, based on the foraging beha-
viour of honey bees, are investigated. The ABC algorithms are designed and
applied to the parameter identification of an E. coli cultivation model. A system of
nonlinear ordinary differential equations is used to model bacteria growth and
substrate utilization. Model parameter identification was performed using a real
experimental data set from an E. coli MC4110 fed-batch cultivation process.

Since the algorithm parameter settings may have a great influence on the
computational results, an investigation of the ABC algorithm performance is per-
formed. The eight ABC algorithms are examined using different values of the
algorithm parameters, e.g. number of population, maximum cycle number and two
different formulas for calculation of the probability value of the food source. The
considered eight ABC algorithm are compared based on the obtained estimates of
model parameters (maximum specific growth rate (μmax), saturation constant (kS)

Table 5 Parameters and
functions of GA, FA, ACO
and CS algorithms

Algorithm Parameters
Number of
population

Number of
generations

GA 180 200
FA 180 200
ACO 30 200
CS 30 200
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and yield coefficient (YS ̸X), on the observed objective function value and the
computation time. The achieved results show that with the appropriate choice of the
algorithm settings, the accuracy of the decisions and the execution time can be
optimized. Based on exhaustive analysis of the results, two ABC algorithms are
determined as the best performing ones, regarding the optimization problem being
solved. The most efficient algorithms are the ABC algorithms with number of
population ×maximum cycle number set at 60 × 500 (ABC1) and 20 × 400
(ABC8).

The proposed ABC algorithms are further compared to other nature-inspired
population-based metaheuristics known in the literature. As competing algorithms,
GA, FA, ACO and CS algorithms were chosen. Based on several conducted
experimental studies, it is shown that the ABC algorithm outperforms all other
competitor algorithms in all of the cases.

6 Future Research Directions

A possible future research direction is to consider various hybridizations of the
ABC algorithm. It would be interesting to hybridize the basic ABC algorithm with
another state-of-the-art algorithms. This is a growing research trend [77] with a
wide range of potentialities for future research. In order to obtain the most of
advantages of the nature inspired heuristic methods and to eliminate their disad-
vantages (premature convergence and computational time), hybridization could be
performed. Particularly, hybridization of ABC may provide a platform for devel-
oping a meta-heuristic algorithm with better convergence speed and a better balance
between exploration and exploitation capabilities [6, 35, 43, 47, 52, 69].
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A Novel Weighting Scheme Applied
to Improve the Text Document Clustering
Techniques
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Abstract Text clustering is an efficient analysis technique used in the domain of
the text mining to arrange a huge of unorganized text documents into a subset of
coherent clusters. Where, the similar documents in the same cluster. In this paper,
we proposed a novel term weighting scheme, namely, length feature weight (LFW),
to improve the text document clustering algorithms based on new factors. The
proposed scheme assigns a favorable term weight according to the obtained
information from the documents collection. It recognizes the terms which are
particular to each cluster and enhances their weights based on the proposed factors
at the level of the document. β-hill climbing technique is used to validate the
proposed scheme in the text clustering. The proposed weight scheme is compared
with the existing weight scheme (TF-IDF) to validate its results in that domain.
Experiments are conducted on eight standard benchmark text datasets taken from
the Laboratory of Computational Intelligence (LABIC). The results proved that the
proposed weighting scheme LFW overcomes the existing weighting scheme and
enhances the result of text document clustering technique in terms of the F-measure,
precision, and recall.
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1 Introduction

Nowadays, the main important thing the domain of the text analysis is how to
reproduce an enormous amount of text information in an accessible form, which
means how to display the documents as groups. Although, all internet web pages
and most of the advanced applications contain an enormous amount of text infor-
mation which is needed by users to be in tidy form [1–3]. Text clustering is one of
the most efficient unsupervised learning technique, it is used to solve the problem of
partition many documents into a subset of clusters with foreknowledge the numbers
of groups (clusters). This method is much use in the area of text mining to perform
comprehensive analysis for all the text information include: data clustering,
detection and disease clustering, open source clustering software, text information
retrieval, clustering the results of the search engine, time series clustering and
wireless sensor clustering [4].

Several challenges facing the text analysis techniques in all domains of text
mining area and especially in the domain of the text document clustering are the
content. Which means that the text document contains many informative and
uninformative features [2, 5]. These uninformative features mislead the clustering
algorithms or techniques and reduced its performance. In this research, the problem
of uninformative features is relatively solved by giving a favorable weight to each
term or feature according to some factors that affect the weight values indeed [6].
These classifications of text features affect effectiveness and performance of the text
document clustering procedures, where the uninformative features are unnecessary,
unrelated, and noisy features. Hence, the clustering method needs a powerful
decision technique to improve the clustering process through the portion smaller
document together in the same clusters [7].

Text document clustering is an unsupervised learning technique, which does not
give the information about the given class label of the data to the clustering
algorithm or technique. It seeks to find the unknown information (class label) in the
collection by itself. It means that only specific terms selected from a text document
are used for identifying a text document within the documents collection [1, 4, 8, 9].

Term weighting schemes are utilized to identify the significance and importance
of each feature or term at the level of the documents collection. On the other hand, it
assigns weight score to them according to some factors. These factors assist in
calculating the weight value or score such as term frequency, document frequency,
the number of terms in the collection and so on. Document clustering utilizes the
term weight schemes to calculate the similarity between each document with all
clusters centroids. Numerous weighting schemes are in use in our current time, but
none of them is unique to the text document clustering problem [2, 10, 11].

Recently, many researchers have suggested various text clustering methods in
order to solve the difficulties which faced the text clustering process. Local search is
one of the robust clustering techniques easily used to generate a subset of document
clusters. By using this technique, the information view became easier and the user
time became less as well [4, 11, 12].
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Generally, text document clustering defined as an optimization problem in terms
of maximizing or minimizing the performance of the clustering algorithm [13]. In
terms of minimizing, find the minimize distance value between the text document
with the clusters centroid. However, In terms of maximizing, find the maximize
similarity value between any text document with clusters centroids. The text
clustering has been successfully used in many domains include ontology-based text
clustering, text mining, text feature selection, text classification, automated clus-
tering of newspapers, image clustering, and text categorization [4, 14].

Vector Space Model (VSM) is a popular pattern (representation way) used in the
area of the text mining, especially in the text document clustering and text feature
selection to facilitate the analysis process [6, 7]. This pattern represents the com-
ponent of each document as a row (vector) of terms frequency; each term frequency
represented as one position (dimension space).Then, based on the terms fre-
quency, VSM generate new vectors that contain the features (terms) weighting.
These vectors of weighing are used during the text analysis process to find the
characteristic of each term, document, cluster, collection and so on. Therefore, the
performance of the β-hill climbing text clustering technique affected positively if
the number of represented feature is small with more accurate weight consideration
[1, 10, 15].

β-hill climbing is an optimization technique introduced in 2016 by [16]. It can
produce a search path in the available search space until moving to the local optimal
solution and it obtained a superior results in comparison with the other comparative
algorithms. This technique has several extensions to overcome such problems such
as Tabu Search and Simulated Annealing. One of the primary features of the β-hill
climbing is it leads to escape stuck in local optima.

In this paper, we proposed a novel term weight scheme, namely, length feature
weight (LFW) to improve the text document clustering by giving an appropriate
terms weights for the documents. The proposed weighting scheme (LFW) utilized
the β-hell climbing technique for the text document clustering. The primary idea in
this method is applying LFW to find more accurate weighing for each term to
improve the clustering problem. The text clustering is applied using β-hell climbing
technique to find more related and coherent clusters. The proposed method seeks to
make the performance of the text clustering higher in terms of clusters accuracy.
Experiments results were conducted on eight standard benchmark text datasets
taken with varying characteristics in order to test the proposed scheme. The results
proved that the proposed LFW for the text clustering obtained better results in
comparison with the existing weight scheme using β-hill climbing technique
measured by F-measure, precision, recall, and accuracy. As well, LFW improved
the text clustering algorithm by dealing with a large number of clusters.

The remainder of this paper prepared as follows: Sect. 2??? presents the related
works in the domain of the text document clustering. Section 3??? reviews the
proposed length feature weighing scheme, β-hill climbing technique and the text
document clustering problem. Section 4??? shows the evaluation measures. Results
and discussion are given in Sect. 5???. Finally, Sect. 6 provided the conclusion.
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2 Related Works

This section shows the most related works in the domain of text document clus-
tering, β-hill climbing, and weighing schemes.

Recently, the text document clustering is a useful technique for partitioning an
extensive amount of text information into associated clusters [15, 17–20]. There-
fore, one of the fundamental problems that affect any clustering technique is the
appearance many uninformative and sparse features in the texts. Unsupervised
feature selection (FS) is an essential technique for eliminating possible uninfor-
mative features to support the text clustering method. In this paper [7], the harmony
search (HS) algorithm is proposed, namely, feature selection based on harmony
search algorithm for text clustering (FSHSTC), to solve the text feature selection
problem. Eventually, FSHSTC is done to enhance the text clustering by getting a
new subset of informative text features. Experiments were carried out on four text
benchmark datasets. The results prove that the proposed method is enhanced the
effectiveness and performance of the text clustering algorithm (i.e., k-mean algo-
rithm) in terms of F-measure and accuracy.

A new four term-weighting schemes are introduced for the text document
clustering problem [21]. The authors used the k-mean clustering algorithm to
validate the proposed schemes. Experiments conducted on text document datasets,
and the results showed that the proposed weighted pair group method with arith-
metic mean improved the results in comparison with the other term-weighting
schemes for the text clustering. The results are evaluated in terms of the entropy,
purity, and F-measure.

The meta-heuristic optimization algorithms are actively employed to solve
several complex optimization problems [22–26]. In this paper [6], genetic algorithm
is proposed, namely, feature selection based on genetic algorithm for text clustering
(FSGATC), to solve the text feature selection problem. Finally, FSGATC is pro-
posed to enhance the text clustering by creating a new subset of more informative
text features. Experiments were carried out on four text benchmark datasets and
compared with another well-known algorithm in the same domain. The results
proved that the proposed method (FSGATC) got better results according to the
effectiveness and performance of the text clustering algorithm (i.e., k-mean algo-
rithm) in comparison with k-mean and HS algorithm according to the F-measure
and accuracy values.

A new weighing scheme for text clustering, namely, Cluster-Based Term
weighting scheme (CBT), is proposed to enhance the performance of the clustering
algorithm [11]. The proposed scheme is based on two common factors, which are
term frequency and inverse document frequency (TF-IDF). The authors work to
find a new scheme to assign the weighting values according to the information
obtained from the produced clusters. On the other hand, they consider the proposed
scheme as a specific scheme to the clustering technique in order to enhance the term
weighting values based on their interest. The experimental results were done using
the k-mean clustering algorithm and it is compared with other existing three
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weighing schemes. The results showed that the proposed scheme outweighs the
existing weighting schemes and develops the product of the clustering algorithm.

Firefly algorithm (FA) is utilized to improve the solution diversity by intro-
ducing a new weighting scheme [27]. The authors applied FA for the text document
clustering using the Reuters-21578 text dataset. The results showed that the pro-
posed weighting scheme based on FA is competitive in the area of text. The results
are evaluated by two standard measures in the domain of the text mining, namely,
purity and F-measure.

Due to the tremendous growth of web pages, and modern applications, the text
clustering has developed as a vital task to deal with many text documents. Unusual,
web pages are simply browsed and tidily shown via applying the clustering method
in order to distribution the documents into a subset of similar clusters. In this paper
[4], the authors proposed two novel text document clustering methods based on krill
herd algorithm to develop and enhance the text documents clustering. In the first
method, the basic krill herd algorithm utilizes all genetic operators. While in the
second method, the basic krill herd algorithm utilizes without all genetic operators.
Experiments conducted on four standard text datasets. The results revealed that the
proposed krill herd algorithm overcomes the k-mean text clustering algorithm in
term of the clusters accuracy (i.e., purity and entropy).

One of the popular unsupervised text mining tools is text documents clustering.
In text clustering algorithm, the correct decision for any document distribution is
made using an objective function (i.e., similarity measurements or distance mea-
surements). Text clustering algorithms work very poorly when the form of the
objective function is not valid and complete. Hence, the authors proposed
multi-objective function, namely, aggregation Euclidian distance and Cosine sim-
ilarity measurements for adjusting the text clustering distribution [1, 28]. The
multi-objective function has been by combined two evaluating functions which rise
as an efficient alternative in numerous clustering situations. In particular, the
multi-objective function is not a popular in the domain of the text clustering.
The authors said that the multi-objective function is a core problem that reduces the
performance of the k-mean text clustering algorithm. Experiments conducted on
seven standard benchmark text datasets, which is common in the domain of the text
clustering. The results revealed that the proposed multi-objective function outper-
forms the other measure standalone in term of the achievement of the k-mean text
clustering. The results evaluated by using two well-known clustering measures,
namely, accuracy and F-measure.

A new version of hill climbing technique, namely, β-hill climbing, has been
proposed to solve benchmark optimization problems [16]. The authors add a new
stochastic operator in hill climbing, called, β operator, to establish a balance
between the exploitation (i.e., intensification) and exploration (i.e., diversification)
during the search. Experiments conducted on IEEE-CEC2005 global optimization
functions. The results reveal that the proposed β-hill climbing obtained better
results to the hill climbing providing reliable results when it compares with other
comparative methods using the same IEEE-CEC2005 global optimization
functions.
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3 Text Clustering Method

A. Text documents preprocess

• In the first stage (Tokenization), it is the process of cutting continues letters
of documents into token (i.e., words, phrases, symbols, and important ele-
ments). On the other hand, the process of removing an empty sequence by
taking each token from the first letter to the last letter. This process saved the
memory [6, 29, 30].

• In the second stage (Removal the stop words), it is the process of removing
all the common words in the documents (i.e., “a”, “against”, “about”, “am”,
“all”, “above”, “after”, “and”, “again”, “any”, “an” and so on). These stop
words are available at http://www.unine.ch/Info/clef/. Available list of the
stop-words contains 571 stop-words [6, 29].

• In the third stages (Stemming), the process of dismantling some of the
related words in terms of structure and meaning to be in the same form.
Which means that every some of the related words will represent by one
root (i.e., feature). Usually, this process is done by using the Porter Stem-
mer. It is available at http://tartarus.org/martin/PorterStemmer/. Porter
Stemmer gets rid of some of the parties such as eliminating the prefixes and
suffixes of each term (i.e., “ed”, “ly”, “ing”, and so on). For example,
“connection”, “connective”, “connections”, “connecting”, and “connected”
all these words or terms have the common root “connect”. This root after
these some preprocessing will call feature [6, 29, 31].

B. Calculating the term weighting

(a) Term frequency–invers document frequency (TF-IDF)

After finish the preprocess steps, we moved to calculate the term weighting for each
feature. In the area of text mining particularly in the domain of the text clustering,
the term weighting scheme, namely, term frequency-inverse document frequency
(TF-IDF), is used to calculate the weighting score for each term (feature) by Eq. (1)
[1, 4, 32, 33]. In this paper, this scheme is used in order to make a comparison with
the proposed scheme to distinguish between the document terms (classification).

di = wi, 1,wi, 2, . . . ,wi, j, . . . ,wi, t
� �

, ð1Þ

where, di is the vector of the document i, each document in the dataset is repre-
sented as a row (vector) of terms weighting, wi, j is the weight value of the terms j in
document number i, and t is the number of all unique terms in the documents.
Equation (2) is used to calculate the weighting value of the terms j in document
number i.
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wi, j = ft i.jð Þ * log
n

df jð Þ
� �

, ð2Þ

where, tf(i,j) is the terms frequency of the terms number j in document number I,
n is the number of all documents, and df(j) is the document frequency of the feature
number j. The following matrix shows the documents in format of the vector space
model [7, 34].

VSM =

w1, 1 . . . . . .
. . . . . . . . .

wn− 1, 1

wn, 1

. . .

. . .
. . .
. . .

. . . w1, t− 1 w1, t

. . . . . . . . .

. . .

. . .
. . .

wn, t− 1

wn− 1, t

wn, t

2
64

3
75 ð3Þ

(b) The proposed length feature weigh scheme (LFW)

In text mining domains, the term weighting schemes are used to assign an
appropriate weight score for the document’s terms (features) in order to improve
terms classification (discrimination).

A weighting scheme, namely, length feature weight (LFW), is proposed in order
to obtain a better term weighting (feature score) to facilitate and improve the feature
selection process by distinguishing between informative and uninformative text
features more efficiently. As known in the literature of the term weighting schemes,
TF-IDF is the common weight scheme. In this research, we focus on improving the
current TF-IDF’s weakness that affects the assessment of the term weighing of each
document.

Three main factors have been developed to improve the effectiveness of the
weighting scheme for the unsupervised text feature selection technique as follows.

Firstly, the document frequency (df) value of each term is not considered as a
major factor to magnified the term weighing in TF-IDF. Thus, we added a variable,
namely, document frequency, to take into account that how many time exactly the
term appears in all the documents. This variable affects the importance by
increasing the weight value (score) if it appears in a lot of documents.

Secondly, the number of all terms in the document has not been inserted to the
common weight schemes so far. One of the major objectives to add this variable in
the LFW is to facilitate the unsupervised feature selection. In a situation, the
document has many numbers of features will eliminate many uninformative fea-
tures, in a situation, the document has small numbers of features will preserve it.
Note, this factor was not used previously in any weighing scheme.

Third and final, the max term frequency (maxtf(i)) is an important factor plays an
essential role to assign a better term weight score. This factor is added to the LFW
in order to moderate the importance of terms vice versa. Generally, if the document
contains a large number of terms that mean the importance of the terms is smaller
than the small number of terms. The max term frequency increases the term
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weighting in case the max term frequency is small in comparison with the other
documents. Note, this factor was not used previously in any weighing scheme.
LFW is formulated as Eq. (4).

LFWi, j =
tf i, jð Þ * df jð Þ

max ið Þ
� �

* log
n

df jð Þ
� �

, ð4Þ

where tf(i, j) is the term frequency of the term jth in document i, df(j) is the number
of documents which contain feature i, ai is the number of the new selected features
for the document i, maxtf(i) is maximum term frequency in the document ith, and n
is the number of all documents in the given dataset.

C. β-hill climbing technique for the text clustering

In this section, β-hill climbing technique is used for the text clustering based on
two weighing schemes [1, 4, 35].

(a) Text clustering notations

The text clustering problem is formulated as an optimization problem to create a
subset of documents clusters.

Definition 1 Let D a set of documents, where di presents the document number i as
a vector of terms weights di = wi, 1,wi, 2, . . . ,wi, j, . . . ,wi, t

� �
[36]. Where, wi,j

denote the weight value of term j in the document i, t is the number of all features in
dataset.

Definition 2 let D is a collection of text documents portion into K is the number of
all clusters. Equation (3) shows documents representation in the dataset. n is the
number of all documents, where di ε {1, n}, (i = 1, 2,…, n). Clusters centroids are
represented as a vector like a document C = (c1, c2,…, ck,…, cK), where each
cluster has one centroid such as ck, which is the centroid of the cluster k.

Definition 3 Let D is a collection of documents contain n = 100 documents, where
n is number of all documents. Hence, the search space of each solution will be equal
K, where d ε {1…K}.

(b) Solution representation

In this paper, document clustering problem utilized the β-hill climbing tech-
nique, which begins with a random initial solution and seek to improve its solution
by reaching a globally optimal solution. Each single document in the dataset reflects
as a dimension in the search space. Figure 1 presents the solution of the text
clustering problem [4].

Fig. 1 Text clustering solution representation
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X represents the solution for solving the text clustering problem as the vector
which provided in Fig. 1. In this case, the value of position number i is equal 5,
which means that the ith document belongs to the cluster number 5 etc.

(c) Distance measure

Euclidean is a standard distance measure used in the domain of the text clus-
tering to compute the dissimilarity (distance) score between each document with
clusters centroids. This paper uses the Euclidean distance measure as the objective
functions by Eq. (5). Normally, distance values are between (0, 1), although it is
unlike the cosine similarity measure. Where, if the distance value close to 0, that
means it is the best value [8, 28, 36].

Dis d4, c2ð Þ = ∑
t

j=1
wd, j
�� −wc, j

��2 !1 ̸2

, ð5Þ

Equation (5) presents the distance between the document number 4 and the
cluster centroid number 2. Where, wd,j is the weight of term j in document number
4, and wc,j is the weight of term j in cluster centroid number 2.

(d) Fitness function

The fitness function (F) is a class of the evaluation measure employed to evaluate
the solution. Iteratively, the fitness function of each solution calculated. Finally,
the solution, which has a greater fitness value is the optimal solution [4, 37, 38]. The
proposed method used by the average distance of documents to the cluster centroid
(ADDC) as Eq. (6).

ADDC=
∑K

j=1
∑n

i=1 Dis dj, cið Þð Þ
rj

K

2
64

3
75 ð6Þ

where K is the number of clusters, rj is the number of documents that belong to the
cluster number j, and Dis(di, ci) is the distance measure between the document
number i and the cluster centroid number j. The cluster centroid computed by
Eq. (7).

cj =
1
ni

∑
di ∈ cj

di ð7Þ

where di shows that the document i belongs to the ith centroid, and ni represents the
number of the documents that belong to cluster i.

(e) β-hill climbing technique

The β-hill climbing (see Algorithm I) begins with a random solution as X = (x1,
x2,…, xi,…, xn). It iteratively produces a new solution X’ = (x’1, x’2,…, x’i,…, x’n)
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using two operators: (i) β operator and (ii) neighborhood navigation. In the
neighborhood navigation stage, the function improve the solution by using the
acceptance rule where iteratively a random neighboring solution of the solution X is
adopted as Eq. (8) [16].

xi = 1+ randð Þmod K, ð8Þ

In β operator stage, the positions of the new solution are selected values by one
way of these two way: (i) according to the current values of the current solution
(ii) randomly from possible search space (i.e., binary). This way based on a
probability of β where β ∈ [0, 1] as Eq. (9) [16]. β value is fixed (0.1).

x
0
i←

xp if rand ≤ β
xi otherwise

�
, ð9Þ

where xp ∈ X is the possible region for the decision variable xi and rand presents a
random number either one or zero.

4 Evaluation Measures

The comparative evaluations are done using the three common evaluation measures:
accuracy (A) precision (P), recall (R) and F-measure (F). These measures are
standard criteria utilized in that domain to evaluate the clusters accuracy [1, 6, 7, 39].

F-measure (F) is a standard evaluation criteria used to calculate the percentage
of the truly distributed document in each cluster by using Eq. (10) [1, 6, 10].
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F jð Þ= 2 *P i, jð Þ *R i, jð Þ
P i, jð Þ+R i, jð Þ ð10Þ

In Eq. (10), two measures employed to find the F-measure value: precision
(P) and recall (R), which are calculated by Eqs. (11) and (12), respectively.

P i, jð Þ= ni, j
nj

ð11Þ

R i, jð Þ= ni, j
ni

, ð12Þ

where P(i, j) is the precision of class i in cluster number j, R(i, j) is the recall of class
i in cluster number j. Where, ni, j is the number of correct members of the class i in
cluster j, ni is the total number of members of the cluster j, and nj is the number of
original members of the class j as the class labels given in the dataset. F-measure
value for all clusters calculated by find the average F-measure value of all clusters
by Eq. (13).

F =
∑K

j=1 F jð Þ
K

ð13Þ

The accuracy (A) measurement is one of the main external measurements used to
compute the percentage of correct assigned documents to each cluster by using
Eq. (14) [6, 39, 40].

A= ∑
K

i=1

1
n
P i, ið Þ ð14Þ

where, P(i, i) is the precision value for class i in cluster i, K is the number of all
clusters, and n is the number of all documents.

5 Experimental Results

We applied the proposed text clustering method on variant weighing schemes using
MATLAB (R), version 8.3.0.532, and 64-bit. Text clustering techniques run
20 times, each run 1000 iterations. Table 1 displays eight text datasets taken from
Laboratory of Computational Intelligence LABIC at http://sites.labic.icmc.usp.br/
text_collections/. These datasets are used to test and compared the performance of
the proposed LFW in the domain of the text clustering.

A. Results and discussion

This section examines the proposed weighting scheme (i.e., LFW) in comparison
with the common existing weighting scheme (i.e., TF-IDF) for the text document
clustering problem. Table 2 shows the performance of the β-hill climbing in solving
the text document clustering problem using two weighting schemes.
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Table 1 Characteristics of
datasets

Dataset # of documents # of terms # of clusters

DS1 299 1725 4
DS2 333 4339 4
DS3 204 5832 6
DS4 313 5804 8
DS5 414 6429 9
DS6 878 7454 10
DS7 913 3100 10
DS8 18828 45433 20

Table 2 Clusters quality Datasets Measure TF-IDF LFW

DS1 Accuracy 0.5339 0.5419
Precision 0.4305 0.4451
Recall 0.5096 0.5265
F-measure 0.5152 0.5210

DS2 Accuracy 0.7436 0.7534
Precision 0.7056 0.7269
Recall 0.7295 0.7398
F-measure 0.7171 0.7214

DS3 Accuracy 0.3997 0.3905
Precision 0.3617 0.3456
Recall 0.3587 0.3754
F-measure 0.3583 0.3664

DS4 Accuracy 0.5582 0.5596
Precision 0.5224 0.5301
Recall 0.5311 0.5518
F-measure 0.5285 0.5412

DS5 Accuracy 0.5679 0.5695
Precision 0.4809 0.4740
Recall 0.4670 0.4621
F-measure 0.4731 0.4651

DS6 Accuracy 0.5772 0.5697
Precision 0.4685 0.4755
Recall 0.5043 0.4911
F-measure 0.4810 0.4901

DS7 Accuracy 0.5202 0.5334
Precision 0.4462 0.4564
Recall 0.4498 0.4705
F-measure 0.4480 0.4685

DS8 Accuracy 0.2117 0.2216
Precision 0.2014 0.2248
Recall 0.1954 0.2156

F-measure 0.2019 0.2200
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The proposed text clustering methods using LFW obtained the best results in
comparison with TF-IDF almost in all datasets. According to the accuracy measure,
LWF obtained the best results in six out of eight datasets (i.e., DS1, DS2, DS4, DS5,
DS7, and DS8). According to the precision measure, LWF obtained the best results
in six out of eight datasets (i.e., DS1, DS2, DS4, DS6, DS7, and DS8). According to
the recall measure, LWF obtained the best results in six out of eight datasets (i.e.,
DS1, DS2, DS43 DS4, DS7, and DS8). Finally, according to the F-measure eval-
uation criteria, which is the common evaluation measure used in the domain of the
text clustering to evaluation the clusters accuracy. LWF obtained the best results in
seven out of eight datasets (i.e., DS1, DS2, DS3, DS4, DS6, DS7, and DS8).

These results are a big proof to prove that the proposed LFW overcome the
TF-IDF in the domain of the text document clustering (see Table 2). We conclude
based on the obtained results that the factors which have been added to the LFW
scheme were effective in terms of improving the performance of the clustering
technique through the dealing with the document features in more consideration for
the features at the level of each document.

Table 3 shows the statistical analysis (Friedman test ranking) based on the four
evaluation criteria (i.e., accuracy, precision, recall, and F-measure). These measures
are considered as a standard and active measures in the area of text mining and
particularly in the domain of the text clustering. The proposed LFW obtained the
higher ranking (i.e., 1) followed by TF-IDF obtained the second ranking (i.e., 2).
Particularly, LFW obtained the best results according the all evaluation measures in
five of eight datasets (i.e., DS1, DS2, DS4, DS67 and DS8). Thus, we conclude that
the LFW is effective weight scheme to solve the text clustering problem.

Table 3 Statistical analysis Dataset Schemes
TF-IDF LFW

DS1 0 4
DS2 0 4
DS3 2 2
DS4 0 4
DS5 3 1
DS6 2 2
DS7 0 4
DS8 0 4
Summation 07 25
Mean rank 0.875 3.125
Final ranking 2 1
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6 Conclusion

In this paper, a novel weighting scheme, namely, length feature weight (LFW), is
used for solving the text document clustering problem. This scheme improved the
text documents clustering by giving a favorable weighting values for the most
informative features at the level of each document. The β-hill climbing technique
got better results using LFW according to all evaluation measures that utilized in
the experiments. The performance of the text clustering is improved by adding the
new three factors. For future work, can investigate the effectiveness of the proposed
weight scheme by applying to solve other problem in the area of the text analysis u
another techniques.
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A Methodological Framework to Emulate
the Visual of Malaysian Shadow Play With
Computer-Generated Imagery

Kheng-Kia Khor

Abstract Wayang kulit Kelantan, a preeminent shadow play in Malaysia is cur-
rently threatened with imminent extinction. At the moment of this writing, the
existing efforts made to preserve this traditional cultural heritage are apparently
insufficient. Therefore it is clear that with the current situation in Malaysia and the
level of official support, wayang kulit Kelantan is unlikely to last long. To over-
come this problem, on one hand, some researchers suggested to digitise wayang
kulit Kelantan as a mean of preservation. On the other hand, there are also
researchers who attested that there is a dire need for Malaysians to promote this art
form by using modern technology. This paper presents a methodology framework
of using Computer Generated Imagery (CGI) to emulate the visual of wayang kulit
Kelantan. Experiments have been carried out to vindicate the veracity of the
framework, and the results show that realistic and plausible visual of wayang kulit
Kelantan can be emulated by using the proposed framework.

1 Background

In one of its attempts to preserve and safeguard the unique traditional wayang kulit
(shadow play), the United Nations Educational, Scientific and Cultural Organiza-
tion (UNESCO) has designated Indonesian wayang kulit purwa as a Masterpiece of
Oral and Intangible Heritage of Humanity on 7th November 2003. The term
wayang kulit combines two important words: “wayang”, which can be translated as
shadow, and “kulit”, which means leather. Thus wayang kulit indicates a form of
shadow theatre performed with leather puppets [1].

Today, the preservation of Indonesian wayang kulit purwa has been executed in
a very promising way but Malaysian wayang kulit Kelantan is threatened with
imminent extinction [2]. This dying art form was one time fairly widespread and
extremely popular in the state of Kelantan in Malaysia. The statistic showed that in
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the 1960s, there were more than 300 puppeteers in Kelantan but now there are less
than six [3].

Existing evidences have indicated the origin of wayang kulit Kelantan to a
proto-Javanese wayang kulit. However, after substantial adaptation and localisation,
wayang kulit Kelantan has successfully developed its idiosyncratic characteristics
and styles [4]. Although both Indonesian wayang kulit purwa and Malaysian
wayang kulit Kelantan use the same source of repertoire (Ramayana) with the same
principal characters (with slight differences in their names); there are distinctively
different in terms of their visuals [5].

Wayang kulit Kelantan shows a greater level of shadow distortion compared to
wayang kulit purwa. It is due to the differences in the size of kelir (screen), dis-
tances and positions of light source. Moreover, the puppets of wayang kulit
Kelantan cast colourful shadows on the screen whereas the puppets of wayang kulit
purwa are opaque and only cast black shadows. Figure 1 depicts the visual of
wayang kulit Kelantan during a performance.

With the advent of modern entertainment technology and online media such as
television, cinema and Internet, wayang kulit Kelantan is facing the predicament of
imminent extinction. In order to survive in this era of digitalisation and globalisation,
practitioners and researchers asserted that it needs a new alternative media output, to
be digitalised into cyber world and to be watched on the computer screen. Tan,
Abdullah and Osman from Universiti Sains Malaysia (USM) pointed out that there is
a need for Malaysians to promote and provide greater accessibility to the dying art
form by using modern technology and digital media [6]. Che. Mohd. Nasir Yussof, a
professional puppeteer who helms the wayang kulit Kelantan groups in National
Arts Academy (ASWARA) affirmed that the digitalisation of Wayang Kulit
Kelantan will be very helpful in delivering the related information and thus pro-
moting this art form through internet or online social media to a larger group of
audience [7]. Kaplin believes the digital form of puppetry will not mean the “death”
of traditional form of puppetry, but will probably lead them to be “preserved” for
their historic, spiritual or folkloric value, like endangered species on a game pre-
serve. Digital puppetry is a revolutionary idea, for it expands the realm of puppetry
beyond all definitions that center upon the materiality of the puppets [8].

Fig. 1 The visual of wayang kulit Kelantan
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2 Theories of Remediation

Remediation refers to processes whereby an old form of media blends or fuses with a
new one; or vice versa. It has existed for centuries that can date back to at least the
Renaissance paintings with linear perspectives. The renowned media theorist, Mar-
shall McLuhan has mentioned: “The electric light is pure information. It is a medium
without message, as it were, unless it is used to spell out some verbal advertisements
or names [9]. This fact, characteristics of all media, means that the “content” of any
medium is always another medium.” In this paper, the author adopted the remediation
theory of Marshall McLuhan, with his dictum “the medium is the message” to pro-
pose a methodological framework to remediate the visual of wayang kulit Kelantan
on the tangible screen onto the virtual computer screen without losing its authenticity
and identity. As what McLuhan believes, the introduction of any new form of media
in a given culture can radically alters the way that members of that culture mediate
between the real world and also the given values available to them.

The logics of remediation bifurcate into immediacy and hypermediacy [10]. The
first logic, namely immediacy refers to the remediation that aims to erase and
eliminate all the trademarks or hints of the medium and thus making that medium
“disappear” or “transparent”. The second logic of remediation refers to the reme-
diation that do not aim to make the medium disappear/transparent, but rather to
refashion the older medium in order to create a sense of multiplicity or hyperme-
diacy. This logic of remediation is best expressed in web pages, desktop interface,
multimedia applications, interactive programme, video games, etc., whereby
videos, images, texts, animations, sound, music, etc. are represented and combined
in ways to allow the audience to gain random access within the multiple media. The
finished works of hypermediacy uses fragmentation, indeterminacy and hetero-
geneity to offer “random access” that cannot be achieved in the real world.

In both logics, the transparency is vital and important as it will enable the
audience to know the remediated objects directly without being distracted or dis-
turbed by the media. Simply put, a remediated work with high level of transparency
is the one that is able to induce authentic or realistic feeling or experience from the
audience, making them believe that the mediated objects or visuals presented to him
are real and authentic. In the following section, the author presents the various
works on the remediation of wayang kulit Kelantan and their appeal to the
authenticity of the original art form.

3 Related Works on the Digital Remediation of Wayang
Kulit Kelantan

The remediation of wayang kulit Kelantan can be traced back to about three dec-
ades ago, when several Malaysian researchers started to combine or apply the
modern technology with the art of shadow play. For example, in 1996, under a
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short-term grant awarded by Universiti Malaysia Sarawak (UNIMAS), a research
project entitled “Wayang Virtual” was carried out as an experimental version of the
traditional shadow play. The virtual version of the traditional shadow puppets were
staged together with a virtual 3D animated figure which was controlled by a human
puppeteer using a computer mouse while the visuals were juxtaposed and projected
on a white screen [11].

In 2011, Dahlan Abdul Ghani from Universiti Kuala Lumpur (UniKL) has
developed a prototype design on wayang kulit in computer-generated environment.
However, the result from his survey showed that the Malaysian audiences prefer
wayang kulit in traditional manner compared to his computer-generated one. The
reason is may be because the virtual puppet created by him lacks the visual aes-
thetics of wayang kulit Kelantan even though his aim was to preserve this tradi-
tional shadow puppet play [12].

In 2012, a group of researchers in Universiti Utara Malaysia (UUM) has
invented a prototype of an interactive digital puppetry called e-WayCool to help
students to learn mathematics in Malaysian Primary School Standard Curriculum.
One of the objectives of this research is to preserve the wayang kulit Kelantan.
However, the virtual puppet used in e-WayCool apparently denoted to Indonesian
wayang kulit purwa rather than Malaysian wayang kulit Kelantan [13].

Since July 2012, an award-winning character designer-cum-founder of the Action
Tintoy Studio in Malaysia, Tintoy Chua, has been collaborating with his friend, Take
Huat to redesign and create a series of Star Wars puppets with the visual elements of
wayang kulit Kelantan. They managed to invite a renowned puppeteer of wayang
kulit Kelantan, Pak Dain, to perform a 25-min preview of “Peperangan Bintang”
(Malay for “Star Wars”) in October 2013 [14]. In this Wayang Fusion project, Chua
and Take Huat have revamped and reinterpreted the famous characters in the popular
1977 Western science fiction blockbuster movie namely Star Wars Episode IV: A
New Hope, which was written and directed by George Lucas. Based on Chua, one of
the main objectives of this project is to promote the traditional wayang kulit
Kelantan to the public, especially the younger generation who generally has luke-
warm interest in watching the long-winded and slow-paced traditional performances.
Nevertheless, this project seems to focus more on Star Wars rather than the tradi-
tional wayang kulit Kelantan, whereby the original repertoire and characters of the
traditional art form have been completely abandoned. The only ostensible traditional
vestige in this project is the visual elements of puppets that have been used to
construct and compliment the characters of Star Wars.

In regard to the remediation of Malaysian wayang kulit by using digital tech-
nology and media, it is very obvious that most of the existing works paid no heed to
its original visual aesthetics. Most of them depicted the visual of Indonesian
wayang kulit which is very much different compared to the wayang kulit Kelantan.

Apparently the mentioned remediated works lack the logic of transparent
immediacy as mentioned in the Sect. 2 of this paper. Neither can they be classified
under the category of immediacy nor hypermediacy as they fail to recapitulate the
visual and vibe of wayang kulit Kelantan and therefore the audience can hardly
related them to the original art form, let alone induce their interest on it.
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Therefore, in order to offer a solution to this conundrum as well as filling up the
cap in the corpus of this body of knowledge, this paper presents a methodological
framework to emulate the identical visual of wayang kulit Kelantan by using
Computer-Generated Imagery (CGI).

4 Methodological Framework

Computer-generated imagery (CGI) is the application of the field of computer
graphics or, more specifically, 3-Dimensional (3D) computer graphics to create
special effects in animations, video games, films, television programs, commercials,
simulation and printed media.

The objective of the experiments is to propose a methodological framework to
emulate the plausible visual of wayang kulit Kelantan. To achieve this objective,
there are three important elements to be considered; (i) puppet design, (ii) screen
and (iii) light source. Similarly to an actual wayang kulit Kelantan performance,
these elements must be established and ready prior to the performances. Moreover,
experienced puppeteer(s) is needed to animate the puppets. For the experiment,
first, we have to create the virtual puppet(s), a virtual screen and a virtual light
source. Upon the completion of these elements, then only can a computer animator
animate these elements in ways like an actual puppeteer, by using computer input
devices such as a computer mouse.

As shown in Fig. 2, the task of emulating the visual of wayang kulit Kelantan
can be divided into four phases. The first phase involves the creation of virtual

Fig. 2 The methodological
framework of the experiments
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puppet(s), a virtual light source and a virtual screen. The tangible puppets have to
be photographed, digitalized and touched-up before being transferred (or mapped)
onto the virtual objects with identical shapes and sizes. The second phase is to
animate these virtual objects (puppets, light source and screen). The third phase is
to create a virtual camera to capture the screen’s movement/vibration effect, pup-
pets’ movement and light source’s movement/flickering effect. The final phrase
involves exportation of these visual elements into a final rendered video. The author
presents the detailed processes and methodologies of these phases in the following
sections.

5 Experiments

The puppets of traditional wayang kulit Kelantan depict near-naturalistic appear-
ance and configurations, which is very different than the disproportioned long
necks, exorbitant long arm, thin and pointed noises puppets of Indonesian shadow
puppets. The existence of this traditional shadow play can be traced back to as early
as 14th century, during the Majapahit period and is possibly a developed art form
due to the spread of a proto-Javanese wayang kulit purwa shadow play to the
northern part of the Malay Peninsula [15].

Puppets of traditional wayang kulit Kelantan are made by properly treated
cowhide and mounted on bamboo sticks. They are vary in size; the shortest puppets
stand about 10 cm in height while the tallest ones can be over 85. Painted with
marker pen ink, the puppets of wayang kulit Kelantan today are translucent. In the
performances, the shadows of these puppets appear in colors instead of solid dark
that were the norm in the 1960s [16]. This is one of the most noticeable and
distinctive features that differentiate the puppets of wayang kulit Kelantan from
other shadow plays.

There are approximately sixty puppets in a basic traditional wayang kulit
Kelantan set. Most of them represent the principal and secondary characters from
the main repertoire namely Hikayat Maharaja Wana. Through meticulous con-
siderations, three important wayang kulit Kelantan puppets have been selected to
carry out the experiment; they are Pohon Beringin, Wak Long and Siti Dewi. These
three puppets are unique and are very different in terms of their designs, sizes as
well as apparatus.

The Pohon Beringin is a highly elegant tree or leaf-shaped puppet shown during
the opening and closing of all wayang kulit Kelantan performances. It is unani-
mously perceived as the most important puppet among all. There are two types of
Pohon Beringin in wayang kulit Kelantan; the first type is filled with the arabesques
design of vegetal patterns on its entire surface (Fig. 3). The second type is designed
and crated with the motifs from natural environments such as birds, fish, crocodiles,
elephants, monkeys, snakes, tree, branches, flowers, etc. on a shape of a large leaf,
tree or mountain. Both sides of the Pohon Beringin are a mirror image of the
opposite.
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The Pohon Beringin puppet comes in one piece with the height of approximately
79 cm and there is no extra joint or parts within. In wayang kulit Kelantan per-
formances, the Pohon Beringin puppet represents the World Tree or Cosmic
Mountain which connects the earth and sky. It also symbolises the cosmos, with
different levels of creation manifested in it. It encapsulates the essence of all things
in the performances, reflecting all phenomena and objects in the natural world. In
the performances of wayang kulit Kelantan, the shape of the puppet was distorted
when the puppeteer presses it towards the screen, move or shake it swiftly.

Wak Long is one of the two main clown characters in wayang kulit Kelantan
performances, which is also an important comic characters not derived from the
Hindu Ramayana epic [17]. With the height of 18 cm, the Wak Long puppet is
always painted red and displays a comical characteristic with his broad, bulbous
nose, round eye, pot-belly, large backside and sarong-clad torsos. Among all
wayang kulit Kelantan puppets, Wak Long puppet contains the most sophisticate
joints with two movable articulated arms, movable mouth and eyebrow.

Siti Dewi is the main heroine character in wayang kulit Kelantan. Due to her
nobility and lofty princess status in the repertoire, the Siti Dewi puppet can be
considered as one of the most refined puppets in wayang kulit Kelantan. Although
her skin is unpainted (except for the details of her face features), she is usually
clothed with highly filigreed costume, decorated with flowers and details been
highlighted with gold paint. She only has one single movable hand. Her other fixed
hand holds a symbol of flower or fan. She has extended, backward bent finger nails
with a ring on her articulated arm. Like most of the important characters in wayang
kulit Kelantan, the Siti Dewi puppet stands on a boat-or dragon-shaped vehicle with
her body being positioned frontally with both feet point in the same direction.

The photographs of these three puppets were digitised, retouched and cleaned up
by using computer graphic software. For the Wak Long puppet, the different joints
and movable parts such as jaw and limbs need to be separated into different layers.
In addition to it, the opacity map (grey-scale) files were also been created to specify

Fig. 3 The main puppets of wayang kulit Kelatan; from left: Pohon Beringin, Wak Long and Siti
Dewi
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the areas of opacity and transparency of the puppets. The pure white areas of the
opacity map allow the corresponding areas of the puppets to be totally visible, while
pure black areas cause the corresponding areas of the puppets to be completely
transparent. The level of transparency in the materials is determined by the level of
darkness in the opacity map.

These three puppets were modeled in 3D computer graphic application (in this
case the author use Autodesk 3D Studio Max 2016). The digital photos of both
puppets were mapped into the virtual puppets accordingly with their opacity files.

Lastly in the modeling stage, a virtual screen was created with its identical
setting in the real world (250 cm width x 180 cm height with 77° titling forward).

The traditional Wayang Kulit Kelantan uses paraffin oil lamp as its light source.
The flickering of the lamp sets the mystical atmosphere during the performance.
The shimmering soft light of the lamp casts a mysterious atmosphere over the
performance area, and because of the flickering, the puppets were seen from the
shadow side often appears as if they were alive and breathing. In the recent years
the use of the electric light bulb for this purpose often resulted in a loss of this
natural quality. In order to simulate the visual of the modern wayang kulit Kelantan
performance, a virtual light bulb was added in the virtual setting. It was animated to
create the swinging effect just like how a puppeteer moves the hanging light bulb
during the actual performances (Fig. 4).

Apart from the virtual light bulb, the author also replaced it with a flickering fire
effect in another experiment. This is to emulate the fire effects of a paraffin oil
lamp. The intensity of the virtual light source was animated and artificial flickering
flame effect has been created and superimposed digitally onto the final visual (Fig. 5).

Next, a series of dummy objects were created in order to control the different
parts of the Pohon Beringin puppet. These dummy objects are invisible on the

Fig. 4 The setting of virtual wayang kulit Kelantan
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rendering/output and were linked with proper hierarchy in order to control the
distortion of specific parts of the puppet (Fig. 6).

The Pohon Beringin puppet was animated with computer-generated tweening
technique to perform an arc movement from right to left and touches the centre of the
screen during the half-way of the movement. The term tweening in CGI software
means the animator creates the keyframes (important frames of a sequence), such as
the starting and ending position of the Pohon Beringin puppet, then the computer
software will smoothly translate the object from the starting to the ending point. The
animator can amend the movement at any point by shifting keyframes back and forth
to improve the timing and dynamics of a movement; or insert additional keyframes
into the ‘in between’ to further refine and improve the movement.

When the Pohon Beringin puppet touches the screen, the top part of the puppet
was distorted and this effect was achieved by moving and rotating the dummy
object on the top part of the puppet. Throughout the arc movement of the puppet,
different parts of it have been distorted by manipulating the relevant dummy
objects.

Fig. 5 The computer-generated fire effects as the light source

Fig. 6 The virtual Pohon Beringin with attached dummy objects
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Generally the computer-generated shadow has two important parameters to
control the transparency of shadow and the softness of its edges. The area shadow
function creates a soft edge that becomes more noticeable as the distance between
the object and the shadow increases. The softness of the shadow’s edges was
determined by the sizes of area shadow. The bigger size of the area shadow will
make the softness of the shadow’s edge become more distinctive (Fig. 7).

Both of the parameters have been activated and adjusted in this experiment. In
addition to it, the cast colourful shadows function in the materials of the puppets
also need to be activated.

The Wak Long puppet consists of two moveable articulated arms. The puppeteer
controls and moves the arms of the puppet by manipulating the sticks connected to
the end of each articulated arm. Each arm of the Wak Long puppet consists of two
movable parts. In virtual wayang kulit Kelantan environment, all of these moveable
parts were modeled and texture-mapped using the methods discussed earlier. They
were later been arranged, positioned and linked with proper axis points and hier-
archy. These parts were later being rotated and animated to mimic the movements
of the Wak Long puppet in an actual performance (Fig. 8).

The movements of eyebrow and mouth of a tangible Wak Long puppet were
controlled by a string. The moveable eyebrow of Wak Long puppet is actually a
bent bamboo attached to a string. By pulling the string downward and releasing it to
its original position, the puppet’s eyebrow and mouth will move simultaneously.

Fig. 7 Area shadow size determines the softness of the edge of the shadow

Fig. 8 The movements of the virtual Wak Long puppet
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To achieve the above mentioned visual, a virtual bent thin cylinder was modeled
to operate as the eye brow of the puppet with a virtual string attached to it. The
elasticity of the stick was manipulated and animated synchronously with the
movement of its mouth and string; creating the visual of moveable mouth, eyebrow
and string (Fig. 9).

To further investigate the capabilities of computer technology in animating the
facial expression of puppets, another computer experiment has been conducted on
Siti Dewi puppet. Like most of the puppets of wayang kulit Kelantan, the Siti Dewi
puppet is craved with her face in profile. The structure and design of Siti Dewi
puppet is very much constant and standard with a small nose, red mouth,
almond-shaped eye and forehead in a slightly concaved line in profile of her
configuration. However, unlike Wak Long puppets which have two moveable
mouth pieces, such apparatus does not exist in Siti Dewi puppet. Therefore it is
impossible in any actual wayang kulit Kelantan performances to have Siti Dewi
puppet’s facial expression being animated.

Nevertheless, in the virtual wayang kulit Kelantan environment, the mouth
movements and facial expressions of Siti Dewi puppet can be achieved by utilizing
the morphing function in computer animation software. A set of virtual Siti Dewi
puppets with different mouth shapes and facial expressions (i.e. closed eye,
wide-opened eye, aggressive eye, etc.) must be created prior to the animation process.
With a principal virtual Siti Dewi puppet being selected, the morph modifier was
applied onto it. Under the parameters of the morphmodifier, the remaining virtual Siti
Dewi puppets have been selected as its morph targets. Thenceforth, by animating the
percentage of the morph targets, the authors managed to generate the facial expres-
sions of a virtual Siti Dewi puppet as shown in Fig. 10.

Fig. 9 The movements of the mouths, eyebrow and string of Virtual Wak Long Puppet

Fig. 10 The facial expression of Siti Dewi puppet
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One of the flies in the ointment of these experiments is that all the animations were
not done in “real time”. “Real-time” in virtual shadow play refers to a synchronicity
between the puppeteer’s control and the puppet’s resultant movements [18]. Even
though the animation process in virtual wayang kulit Kelantan eliminates the human
errors, it also disconnects or halts the interaction between the puppeteer (in this case,
animator) and the audience. Therefore in the final experiment, human agent in the
animation process has been removed with the use of a motion capture devise. A total
of five reflective markers have been attached on the various parts of the Pohon
Beringin puppet while the puppeteer wore the standard motion capture suit with
reflective markers attached on the different parts of the suit. OptiTrack Arena capture
system was used in this experiment. It is an optical motion capture system with
sixteen cameras set up, easy skeleton creation, multiple actors/props tracking,
real-time solving and streaming, editing tools andwith flexible data export options for
full human body motion tracking function integrated with real-time Skeleton Solver
software. This optical motion capture system uses real lights, multiple cameras and
various reflective dots to determine and capture three-dimensional position and it
gives freedom to the puppeteer to perform any motion with his puppet.

A virtual biped humanoid structure was firstly created to enable the transfer and
manipulation of data obtained from the motion capture sensors. The movements of
both puppeteer and Pohon Beringin puppet were then captured and transformed into
a virtual biped humanoid character to achieve the absolute synchronicity in human
movements and puppet’s distortion. The author then rendered the view of a virtual
camera located on the opposite side of the virtual screen (Fig. 11).

With the use of motion capture device, there is no need to acquire skillful
computer animator to animate the virtual puppets. It produces greater immediacy

Fig. 11 Using motion capture device to preserve the movements of puppeteer and puppet’s
distortion
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and transparency in puppet’s movements and distortions and thus making the
audience to believe that the computer-generated visual of wayang kulit Kelantan as
authentic and real.

6 Results and Analysis

The author used the Interpretative Phenomenological Analysis (IPA) to analysis and
validate the results of experiments. It is a widely-used and popular approach to
psychological research that involves a close examination of the experiences and
meaning-making activities of a small number of participants who have been care-
fully culled via the purposive sampling method [19].

With the use of this IPA’s research methodology, two renown and
well-established researchers in the related field—Prof. Dr. Ghulam-Sarwar Yousof
and Prof. Dr. Patricia Matusky as well as three professional puppeteers of wayang
kulit Kelantan—Che. Mohd. Nasir Yussof, Mohd. Kamarulbahri bin Hussin and
Rahim bin Hamzah have been chosen to answer a series of semi-structure questions
during interviews. To facilitate the necessary reflexivity, the author has conducted
formal and informal interviews with them separately from time to time since 2009.
Besides, in order to build rapport with them and to ensure the collected data are rich,
the author has accompanied the mentioned academic researcher(s) to attend several
wayang kulit Kelantan performances performed by these puppeteers in Kuala
Lumpur and Kelantan ever since this research started in 2009. These data were
collected and analyzed systematically adhered to the rigorous procedures of IPA.

The results of the analysis showed that the above-mentioned experiments using
the proposed methodological framework had successfully produced plausible and
convincing visual of wayang kulit Kelantan. The differences between the visual of
computer-generated wayang kulit Kelantan with the actual one are indistinguishable
(or very subtle). These computer-generated visual elements comprise distinctive
shadow’s colours, distortions, softness of edges, generated abreast with the
movements of the virtual puppets and light source.

7 Discussion

In addition to the capabilities of simulating the plausible visual of wayang kulit
Kelantan, the author has also found out that all computer-generated visual elements
in the above-mentioned experiments can be adjusted and animated. These visual
elements include the colour and intensity of light source, the softness of the edges
of shadows and the transparency of the screen. It is very difficult (or maybe
impossible) for puppeteers to control these elements in any actual performances.
This could be another heuristic discovery which can be quite useful in the con-
servation of the visual of wayang kulit Kelantan.
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8 Conclusion

The objective of this paper is to propose a methodological framework of using CGI
to emulate the visual of wayang kulit Kelantan. The results of the experiments have
shown a high degree of verisimilitude in terms of puppets’ movements, colours of
shadows (translucency of puppets), movements of light source, distortions of
puppets, softness of the edges of shadows, movements of eyebrow, mouth and
string which was attached to the puppets. Moreover, one of the experiments also
corroborated the capability of computer-graphics in simulating the facial expres-
sions of puppet, which the author believes is very conducive towards the creation of
digitally animated wayang kulit Kelantan.

The author hopes the experiment results will boost more creation and adaptation
of wayang kulit Kelantan’s visual in movies, animations, video games and films. It
is also hoped that with the advent of computer technology, the simulation of virtual
wayang kulit Kelantan will become more user-friendly and accessible. Last but not
least, the author hopes to see more efforts in the creation of virtual wayang kulit
Kelantan as both of them share the similarities in their visuals on screen and the
author believes they can co-exist and benefit each other.

In summary, the work presented here focuses on the emulation of the visual of
wayang kulit Kelantan with the use of CGI. On one hand, the work by Ghani [12]
considers only the 3D puppet modeling without referring to the actual setting,
materials, techniques and visual of wayang kulit Kelantan. On the other hand, the
work by Tan et al. [6] takes a different approach based on the visual simulation and
interactive animation of a Javanese shadow play puppet by using OpenGL tech-
nique. While the present study is related to the diminishing wayang kulit Kelantan,
it has successfully remediated the visual of wayang kulit Kelantan from tangible
muslin screen to digital screen without compromising on its immediacy and
transparency. This is an aspect that was not considered, or has been ignored, in
other earlier works.

9 Future Research Directions

It is well known that we are living in a world which is full of uncertainty especially
on the potentials and capabilities related to computer technologies [20]. The rapid
development in information technologies has created many new research fields and
one of them is Computer-generated Imagery (CGI) [21]. It is a new body of
knowledge with less than six decades of history which encapsulates a broad and
ever growing spectrum of practices and methodologies. Hence it is impossible for
the author to cover all capabilities and possibilities of CGI and relate them with
Malaysian wayang kulit in this paper. Topics such as virtual/augmented reality,
immersive technology, inverse kinematics, character rigging and interactive
methods related to the remediation of wayang kulit are still very limited and are
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worthy to be studied; therefore the author would recommend further research to be
conducted, but not limited, on these topics.
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