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Preface

This volume presents the proceedings of the fourth international conference on
Particle Systems and Partial Differential Equations, “PS-PDEs IV”, which was held
at the Centre of Mathematics of the University of Minho in Braga, Portugal, from
16 to 18 December 2015.

The meeting was intended to bring together prominent active researchers
working in the fields of probability and partial differential equations, so that they
could present their latest scientific findings in both areas, and to promote discussion
on some of their areas of expertise. Further, it was intended to introduce a vast and
varied public, including young researchers, to the subject of interacting particle
systems, its underlying motivation and its relation to partial differential equations.

This volume includes sixteen contributed papers written by conference partici-
pants on essential and intriguing topics in the fields of probability theory, partial
differential equations and kinetic theory.

We believe that this volume will be of great interest to probabilists, analysts and
also to those mathematicians with a general interest in mathematical physics,
stochastic processes and differential equations, as well as those physicists whose
work intersects with statistical mechanics, statistical physics and kinetic theory.

We would like to take this opportunity to extend our thanks to all the speakers,
and to the participants, for contributing to the success of this meeting.

Lastly, we wish to gratefully acknowledge the financial support provided by
Fundação para a Ciência e a Tecnologia through the FCT-FACC funds, to the
Centre of Mathematics of the University of Minho, to the Centre of Mathematics,
Fundamental Applications and Operations Research of the University of Lisbon, to
the Center for Mathematical Analysis, Geometry and Dynamical Systems of the
University of Lisbon and to the Co-Lab initiative UT Austin-Portugal.

We really hope that you enjoy reading this book!

Lisboa, Portugal Patrícia Gonçalves
Braga, Portugal Ana Jacinta Soares
May 2017
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Construction of Φ4
3 Diagrams for Pedestrians

Jean-Christophe Mourrat, Hendrik Weber and Weijun Xu

Abstract We aim to give a pedagogic and essentially self-contained presentation of
the construction of various stochastic objects appearing in the dynamical Φ4

3 model.
The construction presented here is based on the use of paraproducts. The emphasis
is on describing the stochastic objects themselves rather than introducing a solution
theory for the equation.

Keywords Feynman diagrams · Singular stochastic PDEs
Stochastic quantisation · Paraproducts

1 Introduction

The purpose of this note is to give a pedagogic presentation of the construction of
the various stochastic “basis” terms entering the construction of the dynamic Φ4

theory in three space dimensions (Φ4
3 for short). Formally, the dynamic Φ4 model

on the torus T
3 = [0, 1]3 is the solution X (t, x) to the stochastic partial differential

equation {
∂t X = ΔX − X3 + mX + ξ, on R+ × [0, 1]3,
X (0, ·) = X0,

(1)

where ξ denotes a white noise over R × T
3, and m is a real parameter. Equation (1)

describes the natural reversible dynamics for the “static” Φ4
3 Euclidean field theory,

which is formally given by the expression
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2 J.-C. Mourrat et al.

μ ∝ exp

(
−2

∫
T3

[
1

2
|∇X |2 + 1

4
X4 − m

2
X2

]) ∏
x∈T3

dX (x). (2)

The quartic potential X4 in this energy gives the model its name (replacing X by Φ).
Mathematically, neither (1) nor (2) make sense as they stand. While this problem is
the main concern of this note, we postpone its discussion and first proceed heuris-
tically. (Alternatively, we temporarily replace the continuous space T

3 by a finite
approximation, with a suitable interpretation of the gradient.)

The potential function x �→ 1
4 x

4 − m
2 x

2 has a singleminimumat x = 0 form ≤ 0.
As m becomes positive, a pitchfork bifurcation occurs, with the appearance of two
minima at x = ±√

m, while the point x = 0 becomes a localmaximum. In the energy
between square brackets appearing in (2), the part consisting of

∫
T3

[
1

4
X4 − m

2
X2

]

favors fields X that take values close to those minima, while the part

∫
T3

|∇X |2

favors some agreement between nearby values of the field X . This description is
highly reminiscent of that of the Ising model. Indeed, these two models are believed
to have comparable phase transitions and large-scale properties. In one and two
space dimensions (whenT

3 is replaced byT
d , d ∈ {1, 2}), a precise link between the

Glauber dynamics of an Ising model with long-range interactions and the dynamic
Φ4 model was obtained [2, 10, 20], and a similar result is conjectured to hold in our
present three-dimensional setting.

Starting from the 60s, the Φ4 model was the subject of an intense research effort
from the perspective of quantum field theory. From this point of view, the construc-
tion of the so-called Euclidean Φ4 measure (2) is a first step towards building the
corresponding quantum field theory. This requires the verification of certain proper-
ties known as the Osterwalder–Schrader axioms [24, 25], amongwhich the reflection
positivity and the invariance under Euclidean isometry are the most important (we
refer to [3] for a review on reflection positivity — in particular, the Ising measure
is reflection positive, see [3, Corollary5.4]). The whole endeavour was viewed as a
test-bed for more complicated (andmore physically relevant) quantum field theories.
We stress that from this point of view, one of the directions of space becomes the time
variable in the quantum field theory. The time variable appearing in (1) is then seen as
an additional, physically fictitious variable, sometimes called the “stochastic time”
in the literature. The construction of a quantum field theory based on the invariant
measure of a random process is called “stochastic quantisation”, and was proposed
by Parisi and Wu [26]. We refer to [12, Sect. 20.1] for references and more precise
explanations.
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We now return to the problem that (1) and (2) do not actually make sense mathe-
matically. In (1), the roughness of the noise requires X to be distribution-valued, and
therefore the interpretation of the cubic power is unclear. In (2), one could interpret

exp

(
−
∫
T3

|∇X |2
) ∏

x∈T3

dX (x)

as a formal notation to denote the law of a Gaussian free field. Again, the Gaussian
free field is distribution-valued, and there is no canonical interpretation for X4 or X2.

From now on, we focus on making sense of (1). A naive attempt would consist
of regularising the noise, defining the corresponding solution, and trying to pass to
the limit. However, the progressive blow-up of the non-linearity forces the limit to
be identically zero (see [17] for a rigorous justification in the case of two space
dimensions). Thus, we need to take a step back and modify the original Eq. (1) in a
way that is faithful to the intended “physics” of the model, as sketched above.

A formal scaling argument (see e.g. [6, Sect. 1.1]) shows that the non-linearity
should become less and less relevant as we zoom in on the solution: the equation
is said to be subcritical, or super-renormalisable. The basic idea for making sense
of the equation is therefore to postulate a first-order expansion of X of the form
X = + Y , where is the stationary solution to the linear equation

(∂t − Δ + 1) = ξ. (3)

In other words, letting {Pt = et (Δ−1)}t≥0 denote the heat semigroup on T
3, we have

(t) =
∫ t

−∞
Pt−s(ξ(s)) ds. (4)

The “+1” in (3) serves to prevent the divergence of the low-frequency part of in
the long-time limit (and to allow us to talk about a stationary solution over the whole
time line R).

Making the ansatz X = + Y and formally rewriting (1) in terms of Y leads to
the equation

∂t Y = ΔY − (Y + )3 + m(Y + ). (5)

Solving this equation for Y requires us to make sense of quantities such as ( )2 or
( )3.

These are again ill-defined. We may regularise the noise, on scale 1/n, and define
the corresponding solution n . While ( n)

2 and ( n)
3 still diverge as we remove the

regularisation, the very explicit and simple structure of allows us now to identify a
constant cn such that ( n)

2 − cn and ( n)
3 − 3cn n converge to non-trivial limits as

n tends to infinity, which we denote by and respectively.
At this point, we can rewrite the Eq. (5) for Y = X − using , and . In two

space dimensions, this equation has been solved in [8]with classicalmethods,without
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Table 1 The list of relevant diagrams, together with their regularity exponent, where ε > 0 is
arbitrary

τ = = =

|τ | − 1
2 − ε −1 − ε 1

2 − ε −ε − 1
2 − ε −ε

further recourse to the probabilistic structure of the problem. Note that this approach
shares the philosophy of rough path theory (see e.g. [11] for an introduction), in
that one first constructs a few fundamental objects (here , and ) by relying
on the probabilistic structure of the problem, and then one builds the solution as a
deterministic and continuous map of the enriched datum ( , , ).

In three space dimensions, the equation one obtains for the remainder Y is still
ill-defined, and we need to proceed further in the postulated “Taylor expansion” of
the solution X . The procedure becomes more intricate, and was solved only recently
by Hairer [15] within his ground-breaking theory of regularity structures (see also
[14] for the treatment of the KPZ equation with rough paths). Catellier and Chouk
[5] then showed how to recover the results of Hairer for the Φ4

3 model, using the
alternative theory of para-controlled distributions set up by Gubinelli, Imkeller and
Perkowski [13]. We refer to [22, Sect. 1] for a presentation of the latter approach
with notation consistent with the one we use here. Yet another approach based on
Wilsonian renormalisation group analysis was given by Kupiainen in [19].

We work here in the para-controlled framework, as in [5, 13, 22]. As it turns
out, six “basis” elements, that is, non-linear objects based on the solution to the
linear equation (3) and built using the probabilistic structure, are required to define a
solution to the Φ4

3 equation. We call these processes “the diagrams”. They are listed
in Table1; their precise meaning will be explained shortly. The purpose of this note
is to review their construction.

Minor variants of these diagrams were built in [15] in the context of regularity
structures. There, a very convenient graphical notation akin to Feynman diagrams
was introduced to derive the bounds required for the construction of these diagrams
(see [27] for an elementary introduction to Feynman diagrams. An earlier version of
a graph-based method to bound stochastic terms using diagrams in the context of the
KPZ equation was developed in [14]). In the context of para-controlled distributions,
the exact same diagrams as those we consider here were also built in [5], albeit with
a possibly less transparent notation. More recently, a remarkable machinery was
developped in the context of regularity structures, which ensures the convergence of
diagrams for a large class of models under extremely general assumptions; see [16,
TheoremA.3] and [7].

This note is mostly expository: we aim to provide a gentle introduction to this
graphical notation, and tomake clear that it applies equallywell in the para-controlled
setting. We do not strive to capture the deep results in [7, 16], but rather to give a
“pedestrian” exposition of the calculations involved.
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Wenow introduce somenotation. LetS ′ denote the space of Schwartz distributions
over the torus T

3, and define

I ( f ) :
{

R → S ′

t �→ ∫ t
−∞ Pt−s( f (s)) ds,

(6)

for every f ∈ C(R,S ′) for which the integral makes sense. In other words, I ( f ) is
the “ancient” solution to the heat equation with right-hand side f , that is, the one
“started at time −∞”. We measure the regularity of distributions on T

3 via a scale
of function spaces which we denote by Cα , α ∈ R. The precise definition is recalled
below, and is a natural extension of the notion of α-Hölder regular functions.We also
recall below the definition of the resonant product = . Our goal is to identify suitable
deterministic constants cn, c′

n ∈ R and show the convergence as n tends to infinity
of the following five processes:

, n := ( n)
2 − cn,

n := I
(
( n)

3 − 3cn
)
,

=
n

:= n
= n,

=
n

:= I ( n) = n − 2c′
n,

=
n

:= n
= n − 6c′

n n.

(7)

The interested reader is referred to the discussion in [22, Sect. 1.1] to see how these
diagrams arise in the construction of solutions to (1). The stationarity in space and
time of the white noise ξ as well as the fact that I defines ancient solutions to the
inhomogeneous heat equation imply that these processes are stationary in space and
time. Here is the main result on which we will focus.

Theorem 1 ([5, 15]) Fix

cn := E
[
( n(t))

2
]

and c′
n := E [I ( n) = n(t)] . (8)

For each pair (τ, |τ |) as in Table1, let τn be defined as in (7). There exists a
stochastic process, denoted by τ and taking values in C(R, C|τ |), such that for every
p ∈ [1,+∞), we have

sup
t∈R

E
[‖τn(t) − τ(t)‖p

C|τ |
] −−−−→

n→+∞ 0. (9)

Moreover, for every p ∈ [1,+∞),

sup
t∈R

E
[‖τ(t)‖p

C|τ |
]

< +∞, (10)

and for every p ∈ [1,∞) and λ ∈ [0, 1],
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sup
s<t

E
[‖τ(t) − τ(s)‖p

C|τ |−2λ

]
|t − s|λ < +∞. (11)

Remark 1 Since the processes we consider are stationary in time, the constants in (8)
do not depend on the time t . Moreover, the suprema in (9) and (10) are superfluous.
We prefer to write them nonetheless, since the statements with the suprema are robust
to perturbations of the stationarity property.

Remark 2 As will be seen below, the constants cn and c′
n diverge at order n and log n

respectively.

Remark 3 The bound (11) immediately implies the pathwise Hölder continuity of
the symbols, by the Kolmogorov continuity test. In the construction of solutions to
(1), this strong control on the Hölder regularity of τ is only needed for the symbol
. For the remaining symbols, a weaker bound of the type

E

[
sup

t∈[0,T ]
‖τ(t)‖p

C|τ |

]

suffices. However, the proofs of (11) and (10) are relatively similar anyway, as we
hope to convince the reader below.

This note is organised as follows. In Sect. 2, we introduce Besov spaces. The
diagrams take values in these spaces. The definition of these function spaces is based
on the Littlewood-Paley decomposition. This allows us to define paraproducts along
the way, and to give relevant intuition for them. In Sect. 3, we introduce the white
noise process and discuss the property of equivalence of moments. The latter is very
convenient to reduce the bounds (10) and (11) to easy-to-check second moment
computations. In Sect. 4, we construct the diagrams and prove the fixed time bound
(10). In Sect. 5, we briefly discuss how the bound (11) for time differences follows
easily from the fixed time one. Finally, in the appendix, we give an alternative proof
of the equivalence of moments property exposed in Sect. 3.

2 Function Spaces and Paraproducts

In this section, we introduce the function spaces we will use, denoted by Cα , for
α ∈ R. When α ∈ (0, 1), they are (a separable version of) the usual Hölder spaces.
For general α, they belong to the larger class of Besov spaces, and enjoy remark-
able stability properties under multiplication. We choose to also give an informal
presentation of these properties, although we will not refer to these in our actual
construction of the diagrams. Our choice is motivated by the fact that the question
of defining products of distributions is central to making sense of the Φ4 model.
It is therefore useful to survey first what can be achieved with purely deterministic
methods (and what can be ultimately used to show well-posedness of theΦ4 model).
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Moreover, exploring this question naturally leads to the introduction of paraproducts.
In this section, the space dimension d is arbitrary. For most results, we only provide
a sketch of proof. A much more detailed treatment of the topics discussed in this
section can be found in [1, Chap. 2].

We wish to extend the notion of α-Hölder regularity of a distribution f on T
d

to exponents α < 0. Roughly speaking, this should mean that for every x ∈ T
d and

every test function ϕ ∈ C∞
c (Rd),

〈
f, ε−dϕ(ε−1(· − x))

〉
� εα uniformly in x ∈ T

d and ε → 0, (12)

where we interpret f as a periodic distribution on R
d in the duality pairing above.1

A precise definition can be built along these lines (the interested reader can find it
in [15, Definition3.7]). However, we prefer to adopt here a point of view based on
Fourier analysis, which allows for a more direct understanding of the stability of the
spaces under multiplication.

Remark 4 For positive α, the condition (12) should be replaced by

〈
f − px (·), ε−dϕ(ε−1(· − x))

〉
� εα uniformly in x ∈ T

d and ε → 0, (13)

where px is the Taylor approximation of order α� of f . For negative α, there is no
such polynomial, and this recentering is unnecessary.

For every f ∈ L1(Td) and ω ∈ Z
d , we write

F f (ω) = f̂ (ω) :=
∫
Td

f (x)e−2iπω·x dx, (14)

for the Fourier coefficient of f with frequency ω, so that

f (x) = (F−1 f̂ )(x) :=
∑
ω∈Zd

f̂ (ω)e2iπω·x ,

where F−1 denotes the inverse Fourier transform.
The definition of Besov spaces rests on a decomposition of the Fourier series of

a function along dyadic annuli, an idea due to Littlewood and Paley. More precisely,
we think of splitting f̂ into

f̂ 1B(0,1) +
+∞∑
k=0

f̂ 1B(0,2k+1)\B(0,2k ), (15)

where B(0, r) := {ω ∈ Z
d : |ω| < r}. In (15), the terms of the series associated

with large k’s measure the fast oscillations of the function; the general Besov norm

1Here and below we write A � B to mean that there exists a constant C , which is independent of
the quantities of interest, such that A ≤ CB.
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can be thought of as a weighted average of the L p norm of these summands. This
type of decomposition enjoys better analytical properties if we replace the indicator
functions by smoothened versions thereof. More precisely, we can find functions
χ̃ , χ ∈ C∞

c (Rd) both taking values in [0, 1], with supports

Suppχ̃ ⊆ B

(
0,

4

3

)
, Suppχ ⊆ B

(
0,

8

3

)
\ B

(
0,

3

4

)
,

and such that

χ̃ (ζ ) +
+∞∑
k=0

χ(ζ/2k) = 1, ∀ζ ∈ R
d . (16)

We may furthermore choose these functions to be radially symmetric. We write

χ−1 := χ̃ , χk(·) := χ(·/2k) k ≥ 0. (17)

The supports of χ̃ and χ ensure that χk and χk ′ overlap only if |k − k ′| ≤ 1 (see [1,
Proposition2.10] for more details). For every f ∈ C∞(T) and k ≥ −1, we let

δk f := F−1 (χk f̂
)
,

so that f̂ = ∑
k≥−1 χk f̂ (compare with (15)) and f = ∑

k≥−1 δk f . Let

ηk = F−1(χk), η = η0. (18)

For k ≥ 0, we have
ηk � 2dkη(2k · ), (19)

up to a small error due to the fact that our phase space Z
d is discrete (since our state

space T
d is compact).2 For every k ≥ −1, we have

δk f = ηk � f, (20)

where � denotes the convolution on the torus T
d . In agreement with (12), (19) and

(20), we define the Cα norm by

‖ f ‖Cα := sup
k≥−1

2αk‖δk f ‖L∞ . (21)

2One may estimate the error in (19) and show that it is negligible for our purpose, but the simplest
way around this technical point is probably to interpret each periodic function on T

d as a periodic
function on R

d , and then use L p(Rd ) norms and the continuous Fourier transform throughout, so
that (19) becomes exact. The continuous Fourier transform of any Schwartz distribution is well-
defined, by duality. For a periodic f ∈ L1

loc(R
d ), the Fourier transform is a sum of Dirac masses at

every ω ∈ Z
d , each carrying a mass f̂ (ω) as defined in (14).
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One can check that this quantity is finite if f ∈ C∞(Td). The space Cα is the comple-
tion of C∞(Td) with respect to this norm. This space can be realised as a subspace
of the space of Schwartz distributions.

Remark 5 We depart slightly from the convention to define Cα as the space of dis-
tributions with finite ‖ · ‖Cα norm. Our definition makes the space separable and
allows us below to define products of distributions and functions via approximation.
Moreover, one can check that if a distribution f satisfies ‖ f ‖Cα < ∞, then f ∈ Cβ

for every β < α.

The most important property of Besov spaces for our purpose is the following
multiplicative structure.

Proposition 1 Let α < 0 < β be such that α + β > 0. The multiplication ( f, g) �→
f g extends to a continuous bilinear map from Cα × Cβ to Cα .

The proof of this proposition rests on the decomposition

f g =
∑
k<l−1

δk f δl g +
∑

|k−l|≤1

δk f δl g +
∑
k>l+1

δk f δl g,

which we will write suggestively in the form

f g = f < g + f = g + f > g.

This is often called Bony’s decomposition into the paraproducts f < g, f > g =
g < f , and the resonant product f = g.

In order to prove Proposition1, it suffices to show that each of these terms extends
to a continuous bilinearmap fromCα × Cβ toCα . However, it is very important for our
more general goal of making sense of theΦ4 model to be precise about the behaviour
of each term separately. We thus simply assume that α < 0 < β and f ∈ Cα , g ∈ Cβ

to begin with (but do not yet prescribe the sign of α + β), and see whether and how
we can estimate each of the terms in Bony’s decomposition. We start with

f < g =
∑
k<l−1

δk f δl g. (22)

In view of (21), in order to see which Hölder class f < g belongs to, we need to
estimate ∥∥δ j ( f < g)

∥∥
L∞ =

∥∥∥∥∥
+∞∑
l=−1

δ j

(
l−2∑
k=−1

δk f δl g

)∥∥∥∥∥
L∞

. (23)

Recall that the Fourier transform of δk f (resp. δl g) is supported on an annulus of
both inner and outer radius of size about 2k (resp. 2l). The important observation
is that as we sum over k ≤ l − 2, the Fourier transform of δk f δl g is still supported
in an annulus of inner and outer radius both proportional to 2l . Hence, only a finite
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number of terms l � j contribute to the outer sum on the right hand side above. Now,
since

‖δk f ‖L∞ ≤ 2−αk‖ f ‖Cα , ‖δl g‖L∞ ≤ 2−βl‖g‖Cα ,

the right hand side of (23) can then be bounded by

‖
j−2∑

k=−1

δk f δ j g‖L∞ ≤
j−2∑

k=−1

2−αk−β j‖ f ‖Cα ‖g‖Cβ < C2−(α+β) j‖ f ‖Cα ‖g‖Cβ ,

where we used that α < 0, and C does not depend on f or g. This shows that

‖ f < g‖Cα+β ≤ C‖ f ‖Cα ‖g‖Cβ .

The same analysis applies for the term g < f , except that since we have β > 0, we
get

j−2∑
l=−1

2−α j−βl‖ f ‖Cα ‖g‖Cβ ≤ C2−α j‖ f ‖Cα ‖g‖Cβ ,

which implies that
‖g < f ‖Cα ≤ C‖ f ‖Cα ‖g‖Cβ .

Note that we have made no assumption on the sign of α + β so far. The term f < g
inherits essential features of the small scale behaviour of g “modulated” by the low
frequency modes of f . This is in agreement with the fact that f < g is more regular
than g < f under our hypothesis α < β.

We now turn to the resonant term f = g, which for simplicity we think of as being

+∞∑
k=−1

δk f δkg.

The crucial difference in the analysis of this term, compared with the previous com-
putations, is that the support of the Fourier transform of the summand indexed by
k, which is the convolution of the annulus of radius about 2k by itself, results in a
ball of radius 2k , as opposed to an annulus. Therefore, every summand indexed by
k ≥ l contributes the the l-th Littlewood-Paley block δl( f = g). The L∞ norm of
each summand is bounded by

2−(α+β)k‖ f ‖Cα‖g‖Cβ .

If we want this to be summable over k ≥ l, we need to assume α + β > 0. In this
case, the sum is of order 2−(α+β)l‖ f ‖Cα ‖g‖Cβ , which suggests that

‖ f = g‖Cα+β ≤ C‖ f ‖Cα ‖g‖Cβ .
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Table 2 Summary of the regularity properties of paraproducts for α < 0 < β, f ∈ Cα and g ∈ Cβ

f < g g < f f = g f g

Regularity α + β α α + β α

Needs α + β > 0 No No Yes Yes

These computations can all be made rigorous (see e.g. [1]), and are summarised in
Table2.Note that these relations are relevant in the construction ofΦ4 since there, one
needs to characterise the products between f ∈ Cα and g ∈ Cβ (though sometimes
necessarily α + β < 0, and renormalisations are then needed for the resonant term).

We point out that the regularising effect of the heat kernel can be conveniently
measured using the spaces Cα . While we will not use this proposition in itself here, it
is a useful guide to the intuition. In particular, the time singularity in (24) is integrable
as long as the difference of regularity exponents is less than 2. In other words, the
integration operator I in (6) brings a gain of 2 units of regularity.

Proposition 2 If α ≤ β ∈ R, then there exists C < ∞ such that for every t > 0, we
have

‖etΔ f ‖Cβ ≤ C t
α−β

2 ‖ f ‖Cα . (24)

Sketch of proof The Laplacian Δ is a multiplication operator in Fourier space. As
a consequence, we have δk(etΔ f ) = etΔ(δk f ), and since Δ̂(ω) = −|ω|2, roughly
speaking, we have etΔ(δk f ) � e−t22k δk f . This suggests that

‖δk(etΔ f )‖L∞ ≤ C exp
(−t22k

) ‖δk f ‖L∞ ≤ C exp
(−t22k

)
2−αk‖ f ‖Cα ,

and therefore

2βk‖δk(etΔ f )‖L∞ ≤ C
[
(22k t)

β−α

2 exp
(−22k t

)]
t

α−β

2 ‖ f ‖Cβ .

Since the term between square brackets is bounded uniformly over k and t , the
heuristic argument is complete. A rigorous proof can be derived using techniques
similar to those exposed for Lemma2 below (see also e.g. [21, Proposition3.11]).

In view of (19), we expect that for every p, p′ ∈ [1,∞] such that 1
p + 1

p′ = 1,

sup
k≥−1

2− dk
p ‖ηk‖L p′ < ∞. (25)

Indeed, the relation (19), and therefore the inequality (25), are immediate by scaling
if the torus T

d is replaced by the full space R
d (and therefore the discrete Fourier

series is replaced by the continuous Fourier transform). A rigorous proof of (25) can
be found e.g. in [20, LemmaB.1]. By (20) and Hölder’s inequality, we deduce the
following lemma.



12 J.-C. Mourrat et al.

Lemma 1 Let p ∈ [1,∞]. There exists C < ∞ such that

‖δk f ‖L∞ ≤ C2
dk
p ‖ f ‖L p (26)

for every f ∈ C∞(Td) and k ≥ −1.

If we had chosen to define the decomposition f = ∑
k≥−1 δk f from the Fourier

series decomposition displayed in (15) based on indicator functions, then we would
have δkδk f = δk f , and we could therefore replace f by δk f on the right side of (26).
With our actual definition of δk , this replacement is also possible: instead of using
that

1B(0,2k+1)\B(0,2k ) 1B(0,2k+1)\B(0,2k ) = 1B(0,2k+1)\B(0,2k ),

we choose a smooth function χ ′ ∈ C∞
c (Rd)with support in an annulus and such that

χ ′ ≡ 1 on the support of χ , so that

χ ′ χ = χ.

Setting δ′
k f := F−1(χ ′(·/2k) f̂ ), the identity above translates into

δ′
kδk f = δk f. (27)

Next, we verify that the argument leading to Lemma1 also applies if δk f is replaced
by δ′

k f on the left side of (26). Using (27), we thus obtain the following lemma.

Lemma 2 (Bernstein inequality) Let p ∈ [1,∞]. There exists C < ∞ such that

‖δk f ‖L∞ ≤ C2
dk
p ‖δk f ‖L p (28)

for every f ∈ C∞(Td) and k ≥ −1.

The following proposition uses the previous lemma to bound p-th moments of
the Hölder norm of a random distribution in terms of the p-th moments of its decom-
position in Fourier space.

Proposition 3 (Boundedness criterion) Let β < α − d
p . There exists C < ∞ such

that for every random distribution f on T
d , we have

E
[‖ f ‖p

Cβ

] ≤ C sup
k≥−1

2αkp
E
[‖δk f ‖p

L p

]
. (29)

Proof By definition of the Cβ norm and then Lemma2, we have

‖ f ‖p
Cβ = sup

k≥−1
2βkp‖δk f ‖p

L∞ ≤ C sup
k≥−1

2k(βp+d)‖δk f ‖p
L p .
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In order to take the expectation of ‖δk f ‖p
L p directly, we enlarge the supremum on

the right side above to a sum, and get

E‖ f ‖p
Cβ ≤ C

∑
k≥−1

2k(βp+d)
E‖δk f ‖p

L p = C
∑
k≥−1

2kp(β+ d
p −α)2αkp

E‖δk f ‖p
L p .

The announced estimate then follows, since α > β + d
p .

Remark 6 With our definition of the space Cβ as a completion, the fact that a distri-
bution f satisfies ‖ f ‖Cβ < ∞ does not imply that f ∈ Cβ . However, in the context
of Proposition3, when the right side of (29) is finite, we do have f ∈ Cβ with proba-
bility one. Indeed, we can always pick β ′ ∈ (β, α − d

p ), deduce that ‖ f ‖Cβ′ is finite
with probability one, and conclude by Remark 5.

3 White Noise and Nelson’s Estimate

Proposition3 gives a criterion for determiningwhether a random distribution belongs
to Cβ by looking at the p-th moment of its Paley-Littlewood blocks. However, it is
often difficult to get sharp bounds of high moments of a random distribution. On
the other hand, fortunately, the objects we encounter in the construction of Φ4

3 (and
many other Gaussian models) are all built from multiplications of finitely many
Gaussian random variables. These objects belong to a Wiener chaos of finite order,
and we can therefore leverage on the equivalence of moments property, also often
called Nelson’s estimate, to deduce high-moment estimates from second-moment
calculations. The purpose of this section is to present these arguments, and state
the implied simpler criterion for belonging to Cβ . In this section, we continue to
work in arbitrary space dimension d. We only sketch some well-known arguments
concerning iterated integrals andWiener chaos, and refer the interested reader to [18,
Chap.9] for a more detailed exposition of these topics.

We start by introducing the space-timewhite noise. Formally, the space-timewhite
noise ξ is a centred Gaussian distribution on R × T

d with covariance

Eξ(t, x) ξ(t ′, x ′) = δ(t − t ′) δd(x − x ′) , (30)

where δ(·) and δd(·) denote Dirac delta functions overR andT
d respectively. Testing

(30) against a function ϕ : R × T
d → R leads us to postulate that

E
[
ξ(ϕ)2

] = ‖ϕ‖2L2(R×Td ) . (31)

Definition 1 A space-time white noise over R × T
d is a family of centred Gaussian

random variables {ξ(ϕ), ϕ ∈ L2(R × T
d)} such that (31) holds.
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The existence of a space-time white noise follows from Kolmogorov’s extension
theorem. We prefer here to take a more constructive approach, based on Fourier
analysis.

Let (W (·, ω))ω∈Zd be a family of complex-valuedBrownianmotions overR. These
Brownian motions are independent for different values of ω except for the constraint
W (t, ω) = W (t,−ω) (so that the white noise we are building is real-valued). The
magnitude of the variance is fixed by the condition

E
[
W (t, ω)W (t,−ω′)

] =
{

|t | if ω = ω′,
0 otherwise.

We then set ξ to be the time derivative of the cylindrical Wiener process

(t, x) �→
∑
ω∈Zd

W (t, ω)e2iπω·x .

More precisely, for every ϕ ∈ L2(R × T
d), we set

ξ(ϕ) :=
∑
ω∈Zd

∫ +∞

t=−∞
ϕ̂(t, ω) dW (t, ω),

where the integral is interpreted in Itô’s sense, and the notation ϕ̂(t, ω) stands for
ϕ̂(t, ·)(ω). By Itô’s and Fourier’s isometries, this expression is well-defined and the
relation (31) is satisfied. Since ξ(ϕ) is also a centered Gaussian, this provides us with
a construction of white noise. We use the somewhat informal notation

ξ(ϕ) :=
∫
R×Td

ϕ(z) ξ(dz) ,

although ξ is almost surely not a measure. In particular, for a given ϕ ∈ L2(R × T
d),

the random variable ξ(ϕ) is only defined outside of a set of measure zero, and a priori
this set depends on the choice of ϕ.

As explained for example in [18, Chap.9] or [23, Sect. 1.1.2], we can define
iteratedWiener-Itô integrals based on ξ . For each k ≥ 1 and ϕ ∈ L2((R × T

d)k), we
denote the iterated integral of ϕ by

ξ⊗k(ϕ) =
∫

(R×Td )k
ϕ(z1, . . . , zk) ξ(dz1) · · · ξ(dzk).

Denoting by ϕ̃ the symmetrized function obtained from ϕ:

ϕ̃(z1, . . . , zk) := 1

k!
∑
σ∈Sk

ϕ(zσ(1), . . . , zσ(k)), (32)
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where Sk denotes the permutation group over {1, . . . , k}, we have

ξ⊗k(ϕ) = ξ⊗k(ϕ̃) = k!
∫

(R×Td )k
ϕ̃(z1, . . . , zk) 1{t1<···<tk } ξ(dz1) · · · ξ(dzk), (33)

where ti is the time component of zi . Moreover, we have the isometry property

E
[
ξ⊗k(ϕ)2

] = E
[
ξ⊗k(ϕ̃)2

] =
∫

(R×Td )k
ϕ̃2(z1, . . . , zk) dz1 · · · dzk, (34)

and by Jensen’s inequality,

∫
(R×Td )k

ϕ̃2(z1, . . . , zk) dz1 · · · dzk ≤
∫

(R×Td )k
ϕ2(z1, . . . , zk) dz1 · · · dzk . (35)

Assuming now for notational convenience that ϕ is a symmetric function, that is,
ϕ = ϕ̃, we may rewrite the expression (33) for the iterated integral ξ⊗k(ϕ) as a series
of finite-dimensional iterated Wiener-Itô integrals:

ξ⊗k(ϕ) = k!
∑

ω1,...,ωk∈Zd

∫
t1<···<tk

ϕ̂(t1, ω1, . . . , tk, ωk) dW (t1, ω1) · · · dW (tk, ωk),

(36)
where

ϕ̂(t1, ω1, . . . , tk, ωk) :=
∫

(Td )k
ϕ(t1, x1, . . . , tk, xk)e

−2iπ(ω1·x1+···+ωk ·xk ) dx1 · · · dxk .

See also [18, Sect. 9.6] for a definition of iterated integrals. We let

Hk := {ξ⊗k(ϕ), ϕ ∈ L2((R × T
d)k)}

denote the k-th Wiener chaos, with H0 = R. Denote by (Ω,F , P) the probability
space onwhich ξ is defined. The spacesHk are orthogonal in L2(Ω,F , P).Moreover,
although we will not use it, we recall that ifF is the σ -algebra generated byH1, then

L2(Ω,F , P) =
+∞⊕
k=0

Hk

(the interested reader may find this result in [18, Sect. 9.5]). The more important
property for our purpose is the following.

Lemma 3 For each n ∈ N, the closure in L2(Ω,F , P) of the linear span of the set

{
ξ(ϕ1) · · · ξ(ϕk), k ≤ n, ϕ1, . . . , ϕk ∈ L2(R × T

d)
}
. (37)
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coincides with

H≤n :=
n⊕

k=0

Hk . (38)

Sketch of proof Let Hn = Hn(X, T ) be theHermite polynomials, defined recursively
by {

H0 = 1,
Hn = XHn−1 − T ∂X Hn−1 (n ∈ N),

(39)

so that H1 = X , H2 = X2 − T , H3 = X3 − 3XT , etc. By a recursive application
of Itô’s formula, see [18, Theorem9.6.9], we have, for every ϕ ∈ L2(R × T

d) and
n ∈ N,

ξ⊗n(ϕ⊗n) = Hn(ξ(ϕ), ‖ϕ‖2L2(R×Td )). (40)

This relation already shows that every n-fold iterated integral is a linear combination
of elements of (37). Conversely, it also shows that every Hermite polynomial in ξ(ϕ)

of degree at most n—and therefore every polynomial in ξ(ϕ) of degree at most n—
belongs toH≤n . The full proof of Lemma3 can be derived from [18, Theorem9.5.4].

By extension, we say that a stochastic process τ : R → S ′(Td) belongs to Hn

(resp.H≤n) if for every t and smooth test function φ, we have

〈τ(t), φ〉 ∈ Hn (resp.H≤n).

If τ(t) is in fact a continuous function of the space variable, this boils down to asking
that τ(t, x) ∈ Hn (resp. H≤n) for each x ∈ T

d . By Lemma3, the approximations to
the diagrams we want to construct, see (7), all belong toH≤5. Since Wiener chaoses
are closed, this remains true of their candidate limits (see also Sect. 4 for explicit
representations).

Since δk f is linear in f for every k, the fact that f belongs to someWiener chaos
implies that δk f belongs to the Wiener chaos of the same order. Thus, in view of
Proposition3, the possibility to estimate arbitrarily high moments of elements of a
fixed Wiener chaos from their L2 moments will be very convenient.

Proposition 4 (Nelson’s estimate) For every n ≥ 1 and p ∈ [2,∞), there exists a
constant C < ∞ such that for every X ∈ H≤n,

E
[|X |p] 1

p ≤ CE
[
X2

] 1
2 .

If X ∈ Hn, then we can take C = (p − 1)
n
2 .

We now give a proof of Proposition4 based on the Burkholder-Davis-Gundy
inequality ([28, Sect. 4.4]). The appendix contains an alternative argument based on
the logarithmic Sobolev inequality.
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Lemma 4 (BDG inequality) Let p ∈ (0,∞). There exists C < ∞ such that if
(Mt )t≥0 is a continuous local martingale starting from 0, then

E

[
sup
0≤s≤t

|Ms |p
]

≤ CE

[
〈M〉

p
2
t

]
,

where 〈M〉 denotes the quadratic variation of M.

Proof (First proof of Proposition 4) We show the result by induction on n. For
n = 0, the space H0 only contains constants, so the result is obvious. We now fix
n ≥ 1. We need to verify the property for random variables of the form ξ⊗n(ϕ),
ϕ ∈ L2((R × T

d)n). By (33), we may assume that ϕ is symmetric in its variables.
Let Ft be the σ -algebra generated by

{
ξ(ϕ), Supp ϕ ⊆ (−∞, t] × T

d
}
.

The process

Mt :=
∫

(R×Td )n
ϕ(z1, . . . , zn) 1{t1<···<tn<t} ξ(dz1) · · · ξ(dzn) (t ∈ R)

is an (Ft )-martingale. This can be justified either by approximation of ϕ by elemen-
tary functions which vanish on the diagonal (see [23, (1.10)], and take the Ai there
of product form), or by appealing to the representation (36). Moreover,

〈M〉t =
∫
R×Td

(∫
(R×Td )n−1

ϕ(z1, . . . , zn) 1{t1<···<tn<t} ξ(dz1) · · · ξ(dzn−1)

)2

dzn.

By Minkowski’s triangle inequality for the exponent p
2 ≥ 1,

E

[
〈M〉

p
2
t

] 2
p

≤
∫
R×Td

E

[(∫
(R×Td )n−1

ϕ(z1, . . . , zn) 1{t1<···<tn<t} ξ(dz1) · · · ξ(dzn−1)

)p] 2
p

dzn .

By symmetrizing ϕ as in (32), the induction hypothesis and (34), we infer that

E

[
〈M〉

p
2
t

] 2
p ≤ C

∫
R×Td

∫
(R×Td )n−1

ϕ2(z1, . . . , zn) 1{t1<···<tn<t} dz1 · · · dzn−1 dzn.

The conclusion then follows from the Lemma4, used with t = +∞.

Remark 7 As hinted at in the introduction, certain Ising-type Markov processes
converge (or are expected to converge) to the Φ4 model (see [20]). The proof of
Nelson’s estimate based on the BDG inequality is sufficiently robust to allow for
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a generalization to these Markov processes. Indeed, loosely speaking, a Markov
process can be thought of as an evolution equation with a random forcing that is
white in time. In more precise words, a Markov process comes with a martingale
structure indexed by time, and the possibly surprisingly special role played by the
time variable in the proof we presented above becomes very natural in this context.
Using versions of Itô’s formula and theBDG inequality for processeswith jumps ([20,
AppendixC]), one can show that (40) still holds approximately ([20, Proposition5.3])
and prove a version of Nelson’s estimate ([20, Lemma4.1]) by following essentially
the same reasoning as above.

With Nelson’s estimate, we are now ready to provide a simple criterion to check
the main convergence result in Theorem1. Since for most of the processes defined
in (7), their limits can be characterised explicitly without referring to the limiting
procedure as n → +∞ (and in the cases when the limiting procedure is necessary, it
is also obvious what the limit should be), we only give detailed characterisations of
the limiting processes τ ’s themselves. Once all the properties of the limits are well
understood, the convergence does not pose any further problem.

Proposition 5 Let n ∈ N, and let τ : R → S ′(Td) be a random process in H≤n

which is stationary in space, in the sense that for every x ∈ T
d ,

the processes (τ (t, ·))t∈R and (τ (t, x + ·))t∈R have the same law. (41)

Let (̂τ (t, ω))ω∈Zd denote the Fourier coefficients of τ(t). If for some t ∈ R, there
exists C < ∞ and α ∈ R such that for every ω ∈ Z

d ,

E
[|̂τ(t, ω)|2] ≤ C(1 + |ω|)−d−2α, (42)

then for every β < α, we have τ(t) ∈ Cβ(T3), and moreover,

E
[‖τ(t)‖p

Cβ

]
< +∞. (43)

If, in addition to (42), there exists λ ∈ (0, 1) such that

E
[|̂τ(t, ω) − τ̂ (s, ω)|2] ≤ C |t − s|λ(1 + |ω|)−d−2α+2λ (44)

uniformly in 0 < |t − s| < 1 and ω ∈ Z
d , then for every β < α − λ, we have τ ∈

C(R, Cβ(T3)), and moreover,

sup
0<|t−s|<1

E
[‖τ(t) − τ(s)‖p

Cβ

]
|t − s| λp

2

< +∞. (45)

Proof Step 1.Wefirst show that by the stationarity assumption (41), for everyω,ω′ ∈
Z
d ,

ω + ω′ �= 0 =⇒ E
[̂
τ(s, ω)̂τ (t, ω′)

] = 0. (46)
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Indeed, we have, using a slightly informal integral-sign notation,

E
[̂
τ(s, ω)̂τ (t, ω′)

] =
∫∫

(Td )2
E[τ(s, x)τ (t, y)]e−2π i(ω·x+ω′ ·y) dx dy

=
∫∫

(Td )2
E[τ(s, x)τ (t, y)]e−2π i[(ω+ω′)·x+ω′ ·(y−x)] dx dy.

By the stationarity assumption, the expectation above is a function of (y − x) only.
Integrating in y first and then in x , we therefore obtain (46).

Step 2. We now focus on the proof of (45); the proof of (43) is only simpler.
Let τs,t := τ(t) − τ(s). We have

(δkτs,t )(x) =
∑

ω

χk(ω)̂τs,t (ω)e2π iω·x .

We implicitly assume here that the processes under consideration are real-valued,
and therefore that for every ω ∈ Z

d ,

τ̂ (t,−ω) = τ̂ (t, ω).

Since χk is an even function, we deduce that

E
[|(δkτs,t )(x)|2] =

∑
ω,ω′∈Zd

χk(ω)χk(ω
′)E

[̂
τs,t (ω)̂τs,t (ω

′)
]
e2π i(ω+ω′)·x .

Using (46) and the bound (44), we get

E
[|(δkτs,t )(x)|2] =

∑
ω∈Zd

|χk(ω)|2E [|̂τs,t (ω)|2] � |t − s|λ2−2k(α−λ).

The above bound holds uniformly in k ≥ −1, 0 < |t − s| < 1 and x ∈ T
d . Also,

since τ belongs toH≤n , Nelson’s estimate implies

E
[‖δkτs,t‖p

L p

] ≤ sup
x∈Td

E
[∣∣(δkτs,t )(x)∣∣p]

� sup
x∈Td

(
E
[|(δkτs,t )(x)|2]) p

2

� |t − s| λp
2 2−kp(α−λ).

By Proposition3, we deduce that for each β < α − λ − d
p ,

E
[‖τs,t‖p

Cβ

]
� |t − s| λp

2 ,

uniformly over all 0 < |t − s| < 1.
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4 Construction of the Diagrams

We are now ready to construct the diagrams listed in Table1, and prove the relevant
bounds appearing in Theorem1. We will focus on the bound (10) for fixed times,
and will only briefly discuss in the next section how the continuity in time follows
from there. We also omit the detailed proof of the convergence (9), since once the
bounds (10) for the limit diagrams are established, the convergence of approximations
follows in essentially the same way. Since all our processes τ belong toH≤5 and are
stationary both in space and time, we can invoke Proposition5 and reduce the proof
of (10) to showing the second moment bound (42) for each τ .

The derivation of these bounds involves the estimation of several nested integrals
and sums. We use a graphical notation to represent these operations. This has the
advantage ofmaking themanipulationswith potentially very long expressions shorter
and more transparent. Naturally, the price to pay is to get used to the notation. One
of the aims of these notes is to convince the reader that this investment is worth their
while.

The graphical notation is heavily inspired by the treatment of the stochastic terms
in [15, Sect. 10]. One difference is that there the calculations are performed in “real
space”, while we prefer to work with the spatial Fourier transform, and to keep the
time variable fixed. It turns out that despite this change, the graphs we encounter in
our approach are very similar to the ones in [15, Sect. 10] — only the interpretation
changes slightly. Another difference is that we work with resonant parts of products,
while Hairer considers increments of processes. We comment on this difference
below (see also [14, Sect. 5] for an earlier graphical approach to bounding stochastic
quantities which are represented using the spatial Fourier transform).

The presentation is separated into two parts. We first show how to represent the
various processes as iterated stochastic integrals, and then derive the bounds on these.

4.1 Iterated Integral Representation

We start by showing how all of the stochastic terms τ in Table1 can be represented
as sums of iterated stochastic integrals. As stated above, each of the terms τ is an
element of the inhomogeneous Wiener chaos H≤5, and this sum yields the explicit
decomposition into its components in the homogeneousWiener chaosesH0, . . . ,H5.
This representation as iterated integrals reduces the proof of the required moment
bounds to an application of the isometry property (34). As will be shown below, this
representation alsomakes the choice of infinite renormalisation constants transparent.

Case τ = . We take the simplest process τ = , the solution to the stochastic
heat equation (3), as the starting point of our discussion. For each t ∈ R and ω ∈ Z

3,
we can write
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(̂t, ω) =
∫ t

u=−∞
P̂t−u(ω) dW (u, ω), (47)

where (W (·, ω))ω is the family of complex valued Brownian motions introduced in
Sect. 3, and, for t ≥ 0, P̂t is the Fourier transform of the heat kernel for Pt = et (Δ−1),
that is,

P̂t (ω) = e−t (1+4π2|ω|2) = e−t〈ω〉2 , (48)

where we set
〈ω〉 :=

√
1 + 4π2|ω|2

for concision. It is convenient to extend Pt and P̂t to every time t ∈ R, by setting

for every t < 0, Pt ≡ 0 and P̂t ≡ 0, (49)

so that (47) can be rewritten as

(̂t, ω) =
∫
u∈R

P̂t−u(ω) dW (u, ω).

In future expressions of integrals against dW (u, ω), we always understand that the
variable ω is fixed, and that the variable u is the variable of integration. For instance,
we simply write

(̂t, ω) =
∫
R

P̂t−u(ω) dW (u, ω). (50)

The graphical version of (47) or (50) is

(̂t, ω) =
(t, ω)

. (51)

Here the root represents the pair (t, ω), i.e., the time and frequency at which we
seek to evaluate .̂ The leaf represents an instance of the noise dW (u, ω), and the
line connecting them is the kernel P̂t−u . The time variable u associated to the node
is integrated out.

Case τ = . We now proceed to represent the process τ = , the limit of n :=
( n)

2 − cn . We start with the product 2
n , writing

2̂
n(t, ω) =

∑
ω1+ω2=ω

|ωi |≤n

(̂t, ω1)̂ (t, ω2)

=
∑

ω1+ω2=ω
|ωi |≤n

( ∫ t

−∞
P̂t−u1(ω1) dW (u1, ω1)

)( ∫ t

−∞
P̂t−u2(ω2) dW (u2, ω2)

)
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=
∑

ω1+ω2=ω
|ωi |≤n

(
2
∫ t

−∞

[ ∫ u1

−∞
P̂t−u1(ω1)P̂t−u2(ω2) dW (u2, ω2)

]
dW (u1, ω1)

+ 1{ω1=−ω2}
∫ t

−∞
P̂t−u(ω1)P̂t−u(ω2) du

)
, (52)

where the last equality follows from Itô’s formula. The last term on the right side
vanishes for ω �= 0, because in this case the conditions ω1 + ω2 = ω and ω1 = −ω2

are incompatible. For ω = 0, the sum of these terms can be rewritten as

∑
|ω1|≤n

∫ t

−∞
|P̂t−u(ω1)|2 du =

∑
|ω1|≤n

1

2〈ω1〉2 .

This is precisely the term cn := E
[
( n(t))2

]
, which is of the order of n as n goes

to infinity, and is removed in the renormalisation procedure. Below we will show
that we can pass to the limit n → ∞ in the first term on the right side of (52). We
denote the limit by ̂(t, ω). It is instructive to translate the expressions back into
“real space”, and to check that in the notation introduced in Sect. 3, we have

̂(t, ω) =
∑

ω1+ω2=ω

2
( ∫ t

−∞

[ ∫ u1

−∞
P̂t−u1 (ω1)P̂t−u2 (ω2) dW (u2, ω2)

]
dW (u1, ω1)

)

=
∫

(R×T3)2

∫
T3

Pt−u1 (y − x1)Pt−u2 (y − x2)e
−i2πω·y dy ξ(du1, dx1)ξ(du2, dx2), (53)

where we identify the operator Pt with its kernel, which we interpret as being null
for t ≤ 0. This expression shows in particular that ̂(t, ω) is an element of the
homogeneous Wiener chaos H2 as defined in Sect. 3.

By the definition of iterated stochastic integrals, we may rewrite the identity in
(52) as

2̂
n(t, ω) =

∑
ω1+ω2=ω

|ωi |≤n

( ∫ t

−∞

∫ t

−∞
P̂t−u1(ω1)P̂t−u2(ω2) dW (u2, ω2) dW (u1, ω1)

+ 1{ω1=−ω2}
∫ t

−∞
P̂t−u(ω1)P̂t−u(ω2) du

)
,

or, with our convention (49),

2̂
n(t, ω) =

∑
ω1+ω2=ω

|ωi |≤n

( ∫
R2

P̂t−u1(ω1)P̂t−u2(ω2) dW (u2, ω2) dW (u1, ω1)

+ 1{ω1=−ω2}
∫ t

−∞
P̂t−u(ω1)P̂t−u(ω2) du

)
. (54)
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As the reader can see, this expression is already quite bulky — and much worse
is to come. This motivates to introduce a graphical notation which encodes these
expressions in amuchmore transparent way, andwhichwewill be able tomanipulate
directly. At this stage, we disregard the truncation, and perform all calculations in
the formal limit n = ∞. The expression (54) then becomes

2̂(t, ω) =
(t, ω)

+
(t, ω)

.

As before the root of the graph represents the pair (t, ω), and each of the leaves
represents one occurrence of the white noise and carries a pair (ui , ωi ) itself. The

kernel P̂t is represented by the arrow connecting the nodes evaluated at time (t − ui ),
and the arrow points towards the node whose time variable is “earlier”. Then all time
variables ui except for the one t at the node are integrated out and the ωi are summed
over, subject to ω1 + ω2 = ω. We will see below that this last rule corresponds to
Kirchhoff’s law that the “ingoing” variable ω must coincide with the sum of all
“outgoing” ωi ’s. The second graph on the right side is obtained by “contracting”
the two nodes of the first graph. In this second graph, we may associate a frequency
ω1 to the left arrow, and a frequency ω2 to the right arrow. Kirchhoff’s law for the
bottom node then imposes ω = ω1 + ω2, and for the top node, ω1 + ω2 = 0, and we
recover that this term is zero unless ω = 0. This contracted graph is removed in the
renormalisation procedure, so that

̂(t, ω) =
(t, ω)

. (55)

Case τ = . We now discuss the next term , which as announced arises as the
limit of n := I

(
( n)

3 − 3cn
)
. As above in (52) (see also (40) with n = 3) we can

use Itô’s formula to obtain an iterated integral representation for 3̂
n , which takes the

form

3̂
n(t, ω) =

∑
ω1+ω2+ω3=ω

|ωi |≤n

6
∫ t

−∞

∫ u1

−∞

∫ u2

−∞
P̂t−u1(ω1)P̂t−u2(ω2)P̂t−u3(ω3)

dW (u3, ω3) dW (u2, ω2) dW (u1, ω1)

+ 3cn̂ n(t, ω). (56)

Wehad already seen above that cn diverges as n goes to∞, whichmotivates to remove
the second term in the renormalisation procedure. The reasonwhywe choose to work
with the integrated object rather than is that (as we will see below) although the
latter can be defined as a space time distribution, it cannot be evaluated at any fixed t .
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(This is similar to temporal white noise which can also only be interpreted when
tested against a function of time and space, but never pointwise in t). In fact, this
is an instance of the well-known fact that Wick powers of order ≥ 3 over the three
dimensional Gaussian free field do not exist (since the covariance function would
not be integrable; see e.g. [9, Sect. 2.7]), and for readers familiar with this fact, it
may be surprising that Wick powers up to order 4 can be constructed as space-time
objects. Using a similar graphical notation to the one used for , we arrive at

̂
(t, ω) =

(t, ω)

.

Case τ = = . At this point we want to start to think more systematically about
the derivation of the diagrammatic expressions and their interpretation, and we illus-
trate this with the diagram = . This particular expansion follows from an iterated
application of Itô’s formula, see [23, Propositions1.1.2 and 1.1.3] and [15, Sect. 10].

For the moment we ignore the additional complexity introduced by the resonant
products = in (7), and give a graphical representation for defined as in (7) with =

replaced by the usual product. To begin with, we give the graphical representation of
this symbol without taking into account the renormalisation procedure, i.e. we work
with the random function I ( 2

n)
2
n . This random function takes values in H≤4, with

components in H4, H2 and H0. The component in the highest Wiener chaos H4 is
represented by the graph

(t, ω)

, (57)

i.e. precisely the graph we use as a symbol to represent this object. This graph can
be interpreted as random variable either in “real space” coordinates or in “Fourier
coordinates”. Both interpretations are equivalent and the former is closer in spirit
to [15, Sect. 10] and also (53) above, while the latter is closer to the spirit of the
present notes. Here we present both interpretations, starting with the “real space”
interpretation because it is slightly easier to explain. The Fourier interpretation then
follows by turning multiplication into convolution in the space coordinates: For the
“real space” interpretation we assign a space-time point to each of the vertices of this
graph (e.g. (u1, x1), . . . , (u4, x4) to the four leaves, (u5, x5) to the internal vertex,
and (t, x6) to the root), an instance of the heat kernel P evaluated at the difference
of the variables associated to the adjacent vertices and the arrow pointing towards
the “earlier” time variable to each of the arrows (e.g. Pu5−u1(x5 − x1) to the upper
right arrow), and multiply all of these kernels. Finally, the variable corresponding to
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the internal variable (u5, x5) is integrated out over space-time, the variables (ui , xi )
for the leaves are integrated against the white noise ξ and we take the spatial Fourier
transform with respect to the variable x6 at the root, yielding the expression3

∫
(R×T3)4

( ∫
T3
dx6

∫
R×T3

du5 dx5Pu5−u1(x5 − x1)Pu5−u2(x5 − x2)

× Pt−u5(x6 − x5)Pt−u3(x6 − x3)Pt−u4(x6 − x4)e
−i2πω·x6

)
ξ(du1, dx1)ξ(du2, dx2)ξ(du3, dx3)ξ(du4, dx4). (58)

Translating the previous expression and interpretation into Fourier variables can be
done as follows: each of the vertices is equipped with a time-frequency variable in
R × Z

3, say (u1, ω1), . . . , (u4, ω4) for the leaves, (u5, ω5) for the internal vertex,
and (t, ω) for the root. The formula (58) then becomes

∑
ω1,...,ω5∈Z3

ω1+ω2=ω5
ω3+ω4+ω5=ω

∫
R4

( ∫
R

du5 P̂u5−u1(ω1)P̂u5−u2(ω2)P̂t−u5(ω5)P̂t−u3(ω3)P̂t−u4(ω4)
)

dW (u1, ω1) dW (u2, ω2) dW (u3, ω3) dW (u4, ω4), (59)

that is, each arrow now corresponds to an instance of P̂ , where the time variables
stay the same as before, but the difference of the space variables is replaced by the
frequency variable corresponding to the top of the arrow. The fact that the product
turns into convolution under the Fourier transform is reflected in the “Kirchhoff rule”
that at each internal vertex, the sum of “incoming” frequency variables equals the
sum of “outgoing” frequency variables. The same rule applies at the root, with the
understanding that ω is an “ingoing” frequency.

The terms in the lower order Wiener chaosesH2 andH0 arise from Itô’s formula,
in the same spirit to our discussion of above. For H2 we get

(t, ω)

+

(t, ω)

+ 4 ×

(t, ω)

These are precisely the graphs that can be obtained by picking a pair of leaves in (57)
and “gluing” them together. The pre-factor “4” is combinatorial and corresponds to
the fact that there are four different ways of picking one vertex from the “top level”
and one from the “bottom level” of the graph, each of which giving rise to the same

3Actually, for finite n the heat kernels connecting to the leaves, i.e. Pu5−u1 , Pu5−u2 , Pt−u3 and Pt−u4
(but not Pt−u5 ) should be replaced by the regularised heat kernel (t, x) �→ ∑

|ω|≤n P̂t (ω)ei2πω·x .
Similarly, in (59) and after we will leave implicit the constraint |ω1|, . . . , |ω4| ≤ n. Here and below
we drop the regularisations for convenience.
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iterated stochastic integral. The interpretation for these graphs is the same as before.
For instance, for the first of these graphs corresponds to the expression

∑
ω1,...,ω5∈Z3

ω1+ω2=ω5
ω3+ω4+ω5=ω

ω1+ω2=0

∫
R2

( ∫
R2

du5 du1 P̂u5−u1(ω1)P̂u5−u1(ω2)P̂t−u5(ω5)P̂t−u3(ω3)P̂t−u4(ω4)
)

dW (u3, ω3) dW (u4, ω4)

= cn
∑

ω3,ω4∈Z3

ω3+ω4=ω

∫
R2

P̂t−u3(ω3)P̂t−u4(ω4) dW (u3, ω3) dW (u4, ω4)

= cn̂(t, ω), (60)

which arises from (59) by replacing the white noises dW (du1, ω1) dW (du2, ω2)

from the vertices which are “glued together” by δ0(u1 − u2)1ω1=−ω2 . In the same
way we get the identity

(t, ω)

= cn × Î ( )(t, ω). (61)

Finally, the term in the zero-th Wiener chaos (that is, the constant) is given by the
only graph that can be obtained from two contractions, namely

2 ×

(t, ω)

. (62)

We now move on to discussing the renormalisation of these terms. As the reader can
verify, working with I ( ) instead of I ( 2) 2 (i.e. performing the Wick renormali-
sation of the product 2 as above) corresponds exactly to removing the graphs in (60)
and (61). The logarithmic sub-divergence corresponding to c′

n arises in (62). Indeed,
evaluating this expression yields
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∑
ω1,...,ω5∈Z3

ω1+ω2=ω5
ω3+ω4+ω5=ω

ω1+ω3=0
ω2+ω4=0

∫
R3

du5 du1 du2 P̂u5−u1(ω1)P̂u5−u2(ω2)P̂t−u5(ω5)P̂t−u1(ω3)P̂t−u2(ω4)

= 1{ω=0}
∑

ω1,ω2,ω5∈Z3

ω1+ω2=ω5

∫
R3

du5 du1 du2 P̂u5−u1(ω1)P̂u5−u2(ω2)

× P̂t−u5(ω5)P̂t−u1(−ω1)P̂t−u2(−ω2)

= 1{ω=0}
∑

ω1,ω2,ω5∈Z3

ω1+ω2=ω5

∫
R

du5 P̂t−u5(ω5)
e−|t−u5|〈ω1〉2

2〈ω1〉2
e−|t−u5|〈ω2〉2

2〈ω2〉2

= 1{ω=0}
1

4

∑
ω1,ω2,ω5∈Z3

ω1+ω2=ω5

1

〈ω1〉2
1

〈ω2〉2
1

〈ω1〉2 + 〈ω2〉2 + 〈ω5〉2 , (63)

In the first identity above, we have used the fact that the four restrictions on the ωi

are incompatible unless ω = 0. The fact that the expression vanishes for non-zero ω

could also be deduced from the fact that (62) represents the expectation of I ( 2
n)

2
n ,

which is constant in space by stationarity. In the second identity, we havemade use of

the symmetry of P̂ inω and of the fact that
∫
R
P̂u5−u1(ω1)P̂t−u1(ω1) du1 = e−|t−u5 |〈ω1〉2

2〈ω1〉2 ,
as well as the corresponding identity for u2.

The sum in (63), with cutoffs |ωi | ≤ n, diverges logarithmically as n tends to
infinity. It is therefore necessary to remove the diagram in (62) in the renormalisation
procedure. We arrive at the expression I ( n) n − 2c′

n ,
4 which is already very close

to the definition of =
n
in (7).

It only remains to re-introduce the resonant product = in our construction, in place
of the full product.We start by briefly explainingwhy this is actually necessary, going
back to the discussion of product estimates in Sect. 2. In the solution theory of (1),
the term plays the role of a product of = I ( ) and . Now, as we have already
discussed at length, is a random function of class C1−, is a random distribution
of class C−1−, and products (more specifically the resonant part of products) are not
well defined in this regularity class. (Of course, the purpose of the present article
is to explain how to define these products as probabilistic limits of renormalised
approximations). As we have just seen, a renormalisation procedure can be used to
define the products. Yet, it will not improve the regularity of the resulting object
(predicted in Table2), i.e. the product will inherit the bad regularity C−1− from
. It is however crucial, both in Hairer’s theory of regularity structures and in the

theory of paracontrolled distributions, to obtain a bound which reflects the “good”

4In fact, the sum represented by the diagram (62) does not coincide exactly with the constant
c′
n as defined in (8) because the latter is defined as the expectation of the resonant product

E
[
I
(

n
) = n(t)

]
while the former coincides with E

[
I
(

n
)

n(t)
]
. However, as the reader

can check, the difference between these constants remains bounded as n tends to infinity.
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regularity of , i.e. we need to get a bound of regularity (−1−) + (1−) = 0−.
In Hairer’s theory, this is accomplished by working with “increments”: there the
fundamental object is

( (y) − (x)) (y),

which indeed behaves like (y − x)0− as y → x . One key observation in [13] was
that the same effect can be obtained by working with the resonant product = ,
which is of class C0−.

After this short detour, it remains to incorporate the resonant product = into the
graphical notation. For this we recall from Sect. 2 that for arbitrary f, g (e.g. ∈ C∞)
we have

f = g(x) =
∑

|k−l|≤1

δk f (x)δl g(x) =
∑

ω1,ω2∈Z3

e2iπ(ω1+ω2)·x f̂ (ω1)ĝ(ω2)
∑

|k−l|≤1

χk(ω1)χl (ω2).

For the last sum appearing in this expression, we have

∑
|k−l|≤1

χk(ω1)χl(ω2)

{
∈ [0, 1] for all ω1, ω2

= 0 if (|ω1| > 8
3 or |ω2| > 8

3 ) and
|ω1|
|ω2| /∈ [c, c−1],

(64)

where c = 9
64 . Roughly speaking, and in agreement with the intuition in (15), this

term acts as a smooth indicator function, which only selects pairs (ω1, ω2) for which
|ω1| and |ω2| are close to one another on the logarithmic scale. This intuition justifies
the slightly abusive notation

f̂ = g(ω) =
∑

ω1+ω2=ω
ω1∼ω2

f̂ (ω1)ĝ(ω2) :=
∑

ω1+ω2=ω

f̂ (ω1)ĝ(ω2)
∑

|k−l|≤1

χk(ω1)χl(ω2).

(65)

We represent these “restricted convolutions” in the graphical notation by dotted lines.
For example, when the product is replaced by = , the first graph (57) becomes

=
(t, ω)

.

The interpretation of this diagram is the same as in (59), with the only exception that
the additional restriction {ω3 + ω4 ∼ ω5} is enforced. The convention is that next to
a node , the sum of the frequency variables corresponding to the dotted arrows is
similar to the sum of frequency variables from the regular arrows. Summarising all
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of this discussion, we finally arrive at the graphical expression

=̂ (t, ω) =
=

(t, ω)

+ 4 ×
=

(t, ω)

. (66)

Remaining two diagrams. The graphical representation/decomposition of its
components in different Wiener chaoses for the remaining terms follows the same
line of reasoning, and we omit the details. For τ = = , we get

=̂ (t, ω) =
=

(t, ω)

+ 3 ×
=

(t, ω)

. (67)

We only mention that as above in the discussion for = , the Wick renormalisation

(i.e. the fact that we work with I ( ) = rather than I ( 3) = ) corresponds exactly
to removing the graphs in the second Wiener chaos which arise by contracting two
of the three leaves at the top of the graph. The logarithmic sub-divergence plays no
role for this term.

Finally, for τ = = , we have

=̂ (t, ω) =
=

(t, ω)

+ 6 ×
=

(t, ω)

+ 6 ×
(

=
(t, ω)

− c′
n ·

(t, ω)

)
.

It is worth pointing out here that for this diagram, the renormalisation with the
logarithmically diverging constant c′

n does not result in the complete removal of a
diagram, but only in its modification. In fact, when performing the renormalisation
procedure for more complicated equations, it is common that the renormalisation of
a graph results in the subtraction of divergent substructures, rather than the removal
of the whole graph. It is rather a peculiarity that in the graphs (60) and (61) the
removal of the divergent substructure amounts to removing the whole graph. See [7]
for a discussion of this point in a much more general framework.
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4.2 Bounds on Iterated Integrals

We now proceed to explain how to derive the bound (42) for the various stochastic
integrals introduced in the previous subsection. The core ingredient is the isometry
identity (34), which permits to bound the second moment of an iterated stochastic
integral by the L2 norm of the corresponding kernel.

The symbols τ = , , . As before, we first treat the symbol . For this symbol,
Eq. (47) together with the standard Itô isometry yields

E
[̂

(t, ω) (̂t ′,−ω)
] =

∫
R

P̂t−u(ω)P̂t ′−u(−ω) du = e−|t−t ′ |〈ω〉2

2〈ω〉2 , (68)

and in particular the bound (42) (for α = − 1
2 ) follows from the trivial bound

e−|t−t ′ |〈ω〉2 ≤ 1. For later use, we record the following immediate corollary of the
previous bound: for any γ ≥ 0,

∣∣E[̂ (t, ω) (̂t ′,−ω)
]∣∣ � 1

〈ω〉2
( 1

|t − t ′|〈ω〉2
)γ

, (69)

where the implicit constant depends only the choice of γ . In graphical notation, the
previous calculation with t = t ′ becomes

E
[|̂ (t, ω)|2] =

(t, −ω)

(t, ω)

� 〈ω〉−2, (70)

which can be obtained from (51) by “doubling” the graph and by contracting the
leaves to a vertex . The interpretation of the resulting graph then remains the same
as in the previous section, i.e. the time variable is integrated out. This algorithm for
producing the diagram is very natural: first, taking the square corresponds to the
doubling of the graph; and then taking the expectation results in collapsing each pair
of leaves represented by a vertex to a single vertex , for each possible pairing;
this being due to the trivial covariance structure of the instances of white noise
represented by the leaves (in other words, this being due to Itô’s isometry). In the
same “graphical” way, we obtain the formula

E
[|̂(t, ω)|2] = 2

(t, ω)

(t, −ω)

, (71)
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which should be read as

E

[
|̂(t, ω)|2

]
= 2

∑
ω1+ω2=ω

∫
R2

(
P̂t−u1 (ω1)P̂t−u1 (−ω1)P̂t−u2 (ω2)P̂t−u2 (−ω2)

)
du1 du2

= 2
∑

ω1+ω2=ω

1

2〈ω1〉2
1

2〈ω2〉2 . (72)

Of course, this expression could now be bounded directly, but we prefer a slightly
more general approach which will allow us to systematise the calculations to come.
The following lemma, which gives a bound on discrete convolutions, is essentially
contained in [15, Lemma10.14]. We formulate it in arbitrary space dimension d,
although we are only interested in the case d = 3 here.

Lemma 5 Let d ≥ 1 and α, β ∈ R satisfy

α + β > d and α, β < d. (73)

We have, uniformly over ω ∈ Z
d ,

∑
ω1,ω2∈Zd

ω1+ω2=ω

〈ω1〉−α〈ω2〉−β � 〈ω〉d−α−β . (74)

Proof We subdivide the index set A = {(ω1, ω2) ∈ (Zd)2 : ω1 + ω2 = ω} of the
summation into

A1 := {
(ω1, ω2) ∈ A : |ω1| ≥ 2|ω|}

A2 := {
(ω1, ω2) ∈ A : |ω1| ≤ 1

2
|ω|}

A3 := {
(ω1, ω2) ∈ A : |ω2| ≤ 1

2
|ω|}

A4 := A \
( 3⋃

j=1

A j

)
,

and bound the sums over the individual A j separately. For (ω1, ω2) ∈ A1, we make
use of the triangle inequality in the form |ω2| = |ω − ω1| ≥ |ω1| − |ω| ≥ 1

2 |ω1| to
get

∑
(ω1,ω2)∈A1

〈ω1〉−α〈ω2〉−β ≤
∑

(ω1,ω2)∈A1

〈ω1〉−α

(
1

2
〈ω1〉

)−β

�
∑

|ω1|≥2|ω|
〈ω1〉−α−β � 〈ω〉d−α−β,
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where we have used the first condition in (73). ForA2, we use the triangle inequality
in the form |ω2| = |ω − ω1| ≥ |ω| − |ω1| ≥ 1

2 |ω| to get

∑
(ω1,ω2)∈A2

〈ω1〉−α〈ω2〉−β ≤
(
1

2
〈ω〉

)−β ∑
|ω1|≤ 1

2 |ω|
〈ω1〉−α � 〈ω〉d−α−β,

where this time we have used the second assumption (on α) in (73). Exchanging the
role of ω1 and ω2, the same bound follows for the sum over A3. Finally, on A4 we
have |ω1|, |ω2| ≥ 1

2 |ω|, so that

∑
(ω1,ω2)∈A4

〈ω1〉−α〈ω2〉−β ≤
(
1

2
〈ω〉

)−α ∑
|ω2|≥ 1

2 |ω|

(
1

2
〈ω2〉

)−β

� 〈ω〉d−α−β,

and the statement follows.

We briefly discuss the conditions (73) on the exponents α, β. The first condition
α + β > d is necessary to obtain a bound of the type (74), because without it even
the convergence of the sum cannot be guaranteed. The second condition α, β < d
may seem more surprising. It states that a decay beyond summability for 〈ω1〉−α

or 〈ω2〉−β does not improve the behaviour of the convolution. We will see below
that this restriction corresponds exactly to the fact that a (renormalised) product of a
random function f and a random distribution g cannot have better regularity than g
itself. We will show below how the use of the resonant product = instead of the usual
product translates into a Lemma6, which can be understood as a variant of Lemma5
for which this restriction is removed.

Applying this Lemma to the right side of (72) yields

E
[|̂(t, ω)|2] � 1

〈ω〉 ,

which is the desired bound (42) with α = −1 for this symbol. This implies that this
process belongs to Cβ for every β < −1.

Wemoveon to the symbol .Wefirst discusswhy theneed for the extra integration
against the heat kernel arises. If we tried to work with , that is to say, to define
the limit of 3

n − 3cn n (see (56)), then the same calculation as (71) and (72) would
become

E

[
|̂(t, ω)|2

]
= 6 × (t, ω) (t, −ω) = 6

∑
ω1+ω2+ω3=ω

1

2〈ω1〉2
1

2〈ω2〉2
1

2〈ω3〉2
,

but then Lemma5 does not apply to this situation (applying the Lemma once for the
variables ω1 and ω2 would yields the bound �

∑
ω̃+ω3=ω〈ω̃〉−1 〈ω3〉−2, but then the
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resulting exponents α = 1 and β = 2 just fail the summability condition α + β > 3.)
We leave it for the reader to check that indeed, this sum diverges logarithmically for
every ω. However, this problem can be fixed by considering different times t �= t ′.
Then recalling (69) we get for any γ ≥ 0

E
[̂(t, ω)̂(t ′,−ω)

] = 6 × (t, ω) (t ′, −ω)

� 1

|t − t ′|γ
∑

ω1+ω2+ω3=ω

1

〈ω1〉2+2γ

1

〈ω2〉2
1

〈ω3〉2

� 1

|t − t ′|γ 〈ω〉2γ ,

which (for γ < 1) can be taken as a basis for defining as a space-time distribution.
We prefer, to integrate it once more against a heat kernel (because this is the way it
enters the solution theory for (1)), yielding an object which can be evaluated at fixed
time. More precisely, for every γ ∈ (0, 1),

E

[
|̂(t, ω)|2

]
= 6 u u′

�
∫
R2

P̂t−u(ω)P̂t−u′(ω)
1

|u − u′|γ 〈ω〉2γ du du′ � 1

〈ω〉4 , (75)

which proves that this symbol satisfies (42) for α = 1
2 .

Case τ = = . We now turn to the case τ = = . Recall that its decomposition into
components in homogeneous Wiener chaoses was given in (67). We write

=̂ (t, ω) =
=

(t, ω)

+ 3 ×
=

(t, ω)

=: =̂

(4)
(t, ω) + =̂

(2)
(t, ω). (76)

It is then clear that =̂ ∈ Hn , and as a consequence of the orthogonality of the Hn’s

in L2, we have

E

[
| =̂ (t, ω)|2

]
= E

[
| =̂

(4)
(t, ω)|2

]
+ E

[
| =̂

(2)
(t, ω)|2

]
. (77)

In our graphical notation, the first term above can be bounded by
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E

[
| =̂

(4)
(t, ω)|2

]
�

=

=

(t, −ω)

(t, ω)

. (78)

There is a slightly subtle point worth underlying here: standard Gaussian calculus
(the Wick formula) yields an explicit identity for the quantity on the left hand side of
this expression, in terms of contractions of all of the different leaves on the original

diagram representing =̂

(4)
. This formula includes additional graphs such as

=

=

(t, −ω)

(t, ω)

.

However, using (35) to bound the term on the left side of (78) greatly simplifies
the ensuing argument, as opposed to relying on the exact formula involving the
asymmetric trees. (This idea was first used in this context in [15, Sect. 10].)

Going back to bounding (78), we use (75) on the “left part” and (70) on the “right
part” of the graph to obtain the bound

E

[
| =̂

(4)
(t, ω)|2

]
�

∑
ω1+ω2=ω

ω1∼ω2

1

〈ω1〉4
1

〈ω2〉2 . (79)

Lemma5 on the decay of convolutions is not enough to bound the remaining sum.
Indeed, this is precisely a case as discussed below Lemma5, where the second con-
dition in (73) fails (here, 4 ≥ 3). Of course, the same estimate could be used by
“forgetting” some of the good decay of 〈ω1〉−4, and replacing it by 〈ω1〉−(3−), but
this would only yield a bound of order 〈ω〉−(2−) corresponding to a regularity of
index − 1

2− instead of 0−. The following lemma shows that the additional condition
ω1 ∼ ω2, which arises from our use of the resonant product = in the definition of the
diagram, resolves this problem.
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Lemma 6 Let α, β ∈ R satisfy α + β > d. We have, uniformly over ω ∈ Z
d ,

∑
ω1+ω2=ω

ω1∼ω2

〈ω1〉−α〈ω2〉−β � 〈ω〉d−α−β .

Proof Recall (65) and the definition of the “smooth cut-off” (64). For small |ω| (say,
|ω| ≤ 16

3 ) there is only a bounded number of admissible ω1, ω2 with ω1 + ω2 = ω

for which
∑

|k−l|≤1 χk(ω1)χl(ω2) �= 0. Hence, for such ω, we have

∑
ω1+ω2=ω

ω1∼ω2

〈ω1〉−α〈ω2〉−β � 1.

We can thus now assume that |ω| > 16
3 . For such ω, the conditions ω1 + ω2 = ω and

ω1 ∼ ω2 enforce that
|ω1|
|ω2| ∈ [c, c−1] for c = 9

64 , by (64). Hence, on the one hand, we
have

|ω| ≤ |ω1| + |ω2| ≤ |ω1| + c−1|ω1|,

that is, |ω1| ≥ 1
1+c−1 |ω|, and on the other hand, |ω2| ≥ c|ω1|. These considerations

allow us to write

∑
ω1+ω2=ω

ω1∼ω2

〈ω1〉−α〈ω2〉−β �
∑

|ω1|≥ 1
1+c−1 |ω|

〈ω1〉−α−β � 〈ω〉d−α−β,

as desired.

Applying this Lemma to (79) immediately yields

E

[
| =̂

(4)
(t, ω)|2

]
� 〈ω〉−3.

We now turn to the variance of =̂

(2)
, which has the expression

E

[
| =̂

(2)
(t, ω)|2

]
� = =ω −ω

ω4 −ω′
4−ω4 ω′

4
ω1 −ω1

ω2 −ω2

ω5 −ω′
5

.

For later reference, we have labelled all the edges with their frequency variables
(but dropped the time variables) in the diagram above. In addition to the identities
already implicit in this diagram, Kirchhoff’s law enforces that we have to sum over
the indices ω1, ω2, ω4, ω5, ω

′
4, ω

′
5 satisfying
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ω4 + ω5 = ω, ω′
4 + ω′

5 = ω, ω1 + ω2 = ω,

so that we ultimately have to sum over three free variables. The fact that we have a
resonant product = at the roots yields the additional constraintsω4 ∼ ω5 andω′

4 ∼ ω′
5,

but we will not rely on these additional constraints to bound this diagram. With this
notation in place, we proceed to analyse each part of this diagram separately. The
inner square corresponds to the integral

∑
ω1+ω2=ω

( ∫
R

Pu−u1(ω1)Pu′−u1(−ω1) du1
)( ∫

R

Pu−u2(ω2)Pu′−u1(−ω2) du2
)

�
∑

ω1+ω2=ω

1

〈ω1〉2
1

〈ω2〉2 � 1

〈ω〉 ,

where we have used Lemma5 in the last inequality. Note that this bound is slightly
sub-optimal, because we have not used the fact that the time variables u and u′
corresponding to the nodes at the left and right corners of the square are different.
In principle, this would yield extra factors exp(−|u − u′|〈ωi 〉) for each term, but we
simply bound these factors by 1. Similarly, we get for the left-most triangle

∑
ω4+ω5=ω

∫
Pt−u(ω5)

( ∫
R

Pt−u4(ω4)Pu−u4(−ω4) du4
)
du

�
∑

ω4+ω5=ω

∫
Pt−u(ω5)

1

〈ω4〉2 du �
∑

ω4+ω5=ω

1

〈ω4〉2
1

〈ω5〉2 � 1

〈ω〉 ,

where again we have used Lemma5. The right-most triangle in the diagram is
bounded in the same way, resulting in the final bound

E

[
| =̂

(2)
(t, ω)|2

]
� 〈ω〉−3,

as desired.

Case τ = = . For this symbol, we recall from (66) the Wiener chaos decompo-
sition

=̂ (t, ω) =
=

(t, ω)

+ 4 ×
=

(t, ω)

=: =̂

(4)
(t, ω) + =̂

(2)
(t, ω) .
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We start with =̂

(4)
. Similarly to the case for = , we have the bound

E

[
| =̂

(4)
(t, ω)|2

]
�

=

=

(t, −ω)

(t, ω)

. (80)

After all our preparation, this diagram poses no additional difficulty. First, the same
calculation as in (75) allows to bound the “inner part” of the diagram by 〈ω2〉−5,
and the integrals corresponding to the “outer parts” can be bounded by 〈ω1〉−2 and
〈ω3〉−2 immediately, yielding the bound

E

[
| =̂

(4)
(t, ω)|2

]
�

∑
ω1+ω2+ω3=ω

ω1+ω3∼ω2

1

〈ω1〉2
1

〈ω2〉5
1

〈ω3〉2 �
∑

ω̃+ω3=ω
ω̃∼ω2

1

〈ω̃〉
1

〈ω2〉5 � 1

〈ω〉3 ,

(81)

where we have used Lemma5 in the first and Lemma6 in the second inequality.

We now turn to the bound for =̂

(2)
, for which we have

E

[
| =̂

(2)
(t, ω)|2

]
�

=

=

u′

u

−ω1

ω1 ω2

ω′
2

ω3

−ω3

−ω2

−ω′
2

(t, ω)

(t, −ω)

. (82)

This graph is more complicated, and requires more careful treatment. We integrate
first the innermost time variable, with two arrows pointing to it labelled ω1 and −ω1

respectively. We bound this contribution by 〈ω1〉−2, uniformly over u and u′, as in
(70). We are more careful with the integration of the time variable with incoming
arrows labelled ω2 and −ω2, and evaluate its contribution to be

e−|t−u|〈ω2〉2

2〈ω2〉2 ,
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as in (68). We next compute the contribution of the triangle in the lower part of the
diagram by integrating over u:

∫
R

P̂t−u(ω1 + ω2)
e−|t−u|〈ω2〉2

2〈ω2〉2 du = 1

2〈ω2〉2
1

〈ω2〉2 + 〈ω1 + ω2〉2 .

A similar calculation applies to the upper part of the diagram, andwe therefore obtain
the bound

E

[
| =̂

(2)
(t, ω)|2

]

�
∑(

〈ω1〉〈ω2〉〈ω′
2〉〈ω3〉

(〈ω2〉 + 〈ω1 + ω2〉
)(〈ω′

2〉 + 〈ω′
2 − ω1〉

))−2

,

(83)

where the sum is over all (ω1, ω2, ω
′
2, ω3) satisfying

ω1 + ω3 = ω, ω1 + ω2 ∼ ω3 − ω2, −ω1 + ω′
2 ∼ −ω3 − ω′

2. (84)

The first requirement comes from the “Kirchhoff” law in the bottom node, while
the other two constraints come from the paraproduct in the bottom and upper-most
nodes.

We proceed to estimate this sum. Note first that the first two conditions in (84)
imply that

ω1 + ω2 ∼ ω − (ω1 + ω2) .

By (64), if |ω1 + ω2| > 8
3 , we deduce that

|ω1 + ω2| ≥ c (|ω| − |ω1 + ω2|) ,

where c = 9
64 , and therefore that

|ω1 + ω2| ≥ c

1 + c
|ω|.

After reducing the constant c > 0 as necessary, if follows that in every case, the first
two conditions in (84) imply that

〈ω1 + ω2〉 ≥ 2c〈ω〉. (85)

(The factor of 2 is of course a matter of convenience only.) The same argument also
shows that under the conditions in (84), we have

〈ω1 − ω′
2〉 ≥ 2c〈ω〉. (86)
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Define the sets of indices E1(ω) and E2(ω) by

E1(ω) := {
(ω1, ω2, ω

′
2, ω3) : (84) holds and (|ω1| < c|ω| or |ω3| < c|ω|)} ,

E2(ω) := {
(ω1, ω2, ω

′
2, ω3) : (84) holds and |ω1| ≥ c|ω| and |ω3| ≥ c|ω|} .

We first estimate the sum on the right side of (83) over the set E1(ω). By (85), (86)
and the constraint ω3 − ω2 ∼ ω1 + ω2, for variables in the set E1(ω), we must have

〈ω2〉 ≥ c̃ 〈ω〉 and 〈ω′
2〉 ≥ c̃ 〈ω〉,

for some c̃ > 0. Thus, using the simple bounds

〈ω2〉 + 〈ω1 + ω2〉 ≥ 〈ω2〉, 〈ω′
2〉 + 〈ω′

2 − ω1〉 ≥ 〈ω′
2〉,

and summing over ω1 and ω3 = ω − ω1 using Lemma5, we arrive at

∑
E1(ω)

· · · � 〈ω〉−1
∑

|ω2|,|ω′
2|�|ω|

(
〈ω2〉−4 · 〈ω′

2〉−4

)
� 〈ω〉−3, (87)

where the left side above stands for the sum on the right side of (83) restricted to the
index set E1(ω). As for the the index set E2(ω), we start by summing over ω2 to get

∑
ω2

〈ω2〉−2(〈ω2〉 + 〈ω1 + ω2〉
)−2 � 〈ω1〉−2

∑
|ω2|≤ |ω1|

2

〈ω2〉−2 +
∑

|ω2|≥ |ω1|
2

〈ω2〉−4 � 〈ω1〉−1,

and similarly we have

∑
ω′
2

〈ω′
2〉−2(〈ω′

2〉 + 〈ω′
2 − ω1〉

)−2 � 〈ω1〉−1.

We deduce that

∑
E2(ω)

· · · �
∑

ω1+ω3=ω

|ω1|,|ω3|≥ |ω|
16

〈ω1〉−4〈ω3〉−2 � 〈ω〉−2
∑

|ω1|≥ |ω|
16

〈ω1〉−4 � 〈ω〉−3,

with the same notational convention as in (87). Combining this with (83) and (87)

gives the desired bound for =̂

(2)
.

Case τ = = . This is the last diagram. We have the Wiener chaos decomposition
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=̂ (t, ω) =
=

+ 6 ×
=

+ 6 ×
(

=
(t, ω)

−
=

(t, 0)

·

(t, ω)

)

=: =̂

(5)
(t, ω) + =̂

(3)
(t, ω) + =̂

(1)
(t, ω),

where the last term subtracted in the parenthesis above corresponds to the renor-
malisation c′

n in (7) (in the limit as n → +∞). As we will see, neither term in the
parenthesis abovemakes sense separately: they both represent some divergent object,
but their difference converges to a well-defined limit as the Fourier mode cut-off n
goes to infinity. In addition, this limit can be characterised explicitlywithout referring

to a limiting procedure, so this justifies the notation =̂

(1)
(t, ω).

We start with =̂

(5)
. Proceeding as in (80) and (81), using Lemmas5 and 6, we

immediately have

E

[
| =̂

(5)
(t, ω)|2

]
�

=

=

(t, −ω)

(t, ω)

u

u′

�
∑

ω1+ω2+ω3=ω
ω1+ω3∼ω2

1

〈ω1〉2
1

〈ω2〉4
1

〈ω3〉2 � 1

〈ω〉2 ,

where the term 1
〈ω2〉4 comes from the previous bound for the tree .

We now turn to the component in the third Wiener chaos, whose second moment
is bounded by the graph

E

[
| =̂

(3)
(t, ω)|2

]
�

=

=

u′

u
ω1

−ω1

ω2

−ω2

ω3

ω′
3

ω4

−ω4

−ω3

−ω′
3

.

The bound for this graph is similar to the one in (82), and one can proceed essentially
in the same way to get
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E

[
| =̂

(3)
(t, ω)|2

]
� 〈ω〉−2,

which is the desired bound.
We now turn to the last term

=̂

(1)
(t, ω) = 6 ×

⎛
⎜⎜⎜⎜⎜⎜⎝

=
(t, ω)

−
=

(t, 0)

·

(t, ω)

⎞
⎟⎟⎟⎟⎟⎟⎠

.

As mentioned before, the two terms in the parenthesis are both ill-defined, but their
difference is well-defined as the limit when the regularisation parameter n tends to
infinity. To see this, we introduce a notation for the “lower square” which both of the
expressions have in common, namely

Kt−u(ω) :=
=

(t, ω)

u

=
∑

ω1∼ω2

P̂t−u(ω + ω1 + ω2)
( ∫ u

−∞
P̂t−u1 (−ω1)P̂u−u1 (ω1)du1

)

×
( ∫ u

−∞
P̂t−u2 (−ω2)P̂u−u1 (ω2)du2

)

=
∑

ω1∼ω2

e−(t−u)(〈ω1〉2+〈ω2〉2+〈ω+ω1+ω2〉2)

4〈ω1〉2〈ω2〉2 .

Note that the divergent constant c′ coincides with
∫ t
−∞ Kt−u(0) du.5 The kernel Kt−u

is clearly well defined and controlled uniformly over the regularisation for any fixed

t − u > 0. We use this notation to represent =̂

(1)
(t, ω) as

=̂

(1)
(t, ω) =

∫ t

−∞
Kt−u(ω)

(̂
(u, ω) − (̂t, ω)

)
du, (88)

so that

E

[
| =̂

(1)
(t, ω)|2

]
=
∫ t

−∞

∫ t

−∞
Kt−u(ω)Kt−u′(ω)

× E
[(̂

(u, ω) − (̂t, ω)
)(̂

(u′,−ω) − (̂t,−ω)
)]

du du′.

5This is slightly formal - here c′ should denote the limit of c′
n as n → ∞, which is infinite as

discussed before. We are implicitly assuming that a regularisation is present, although we do not
capture it in the notation.
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Now, since by (68) we have for any λ > 0

E
[|̂ (u, ω) − (̂t, ω)|2] 1

2 � (t − u)λ〈ω〉−1+2λ,

an application of the Cauchy-Schwarz inequality yields

E

[
| =̂

(1)
(t, ω)|2

]
� 〈ω〉−2+4λ

(∫ t

−∞
(t − u)λKt−u(ω)du

)2

� 〈ω〉−2,

where we have used the fact that for any (small) strictly positive λ, the integral can
be bounded uniformly over the regularisation by 〈ω〉−2λ. This latter point can be
checked as follows: for λ = 0 and without the condition ω1 ∼ ω2, we had already
calculated the integral in (63); the factor (t − u)λ makes an extra power (〈ω1〉2 +
〈ω2〉2 + 〈ω + ω1 + ω2〉2)−λ appear in the sum, which permits to invoke Lemma5
and conclude. This completes the bound for τ = = .

5 Bounds for Time Differences

We finally discuss briefly how the reasoning in Sect. 4 should be modified to estab-
lish the bound (44) on the time differences E|̂τ(t, ω) − τ̂ (s, ω)|2. We illustrate the
(simple) modification necessary for the graph τ = = . First, recall the Wiener chaos
decomposition (76) for this graph, which yields the following expression for its
time-differences:

=̂ (t, ω) − =̂ (s, ω) =
⎛
⎜⎝

=
(t, ω)

−
=

(s, ω)

⎞
⎟⎠ + 3 ×

⎛
⎜⎝

=
(t, ω)

−
=

(s, ω)

⎞
⎟⎠ .

The differences of graphs can be bounded separately. We only discuss the first dif-
ference here. We can rewrite this difference as

Pt−u − Ps−u Pt−u1=
+

=
Ps−u Pt−u1 − Ps−u1

,

where we have made explicit which kernels are associated to the lower edges in the
graph. (Amore systematic treatment would suggest the use of new graphical notation
for these!) The variance of each of these terms can then be bounded, by “glueing”
two copies of each graph together, as in (78). We then use the elementary bounds



Construction of Φ4
3 Diagrams for Pedestrians 43

∫ t

−∞
|P̂t−u(ω) − P̂s−u(ω)| du � 1

〈ω〉2
(
1 ∧ |t − s|〈ω〉2),

∫ t

−∞
(P̂t−u1(ω) − P̂s−u1(ω))2 du1 � 1

〈ω〉2
(
1 ∧ |t − s|〈ω〉2).

By interpolation, the right side can be replaced by � 〈ω〉−2+2λ|t − s|λ, for any λ ∈
[0, 1]. In other words, an extra factor |t − s|λ can be obtained by sacrificing a bit of
the decay of the integral in ω. Then all of the arguments based on convolutions can
be performed exactly as before, only with a slightly worse factor of ω at one place.
We do not go through the details here, but leave it to the interested reader to check
that this does not change the arguments in Sect. 4 in any significant way.
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Appendix

We now give a second proof of Proposition4, based on the following logarithmic
Sobolev inequality (see [4, Sect. 1.6] and [23, Sects. 1.1 and 1.5]).

Lemma 7 (log-Sobolev inequality) Letμbe aGaussianmeasure and X ∈ W 1,2(μ).
We have

E(|X |2 log |X |) ≤ E|DX |2 + 1

2
E|X |2 log(E|X |2), (89)

where D is the Malliavin derivative, and E is the expectation taken with respect to
μ.

Now, let Tt be the Ornstein-Uhlenbeck semigroup defined by

Tt X =
+∞∑
n=0

e−nt Xn, (90)

where Xn is the component of X in Hn . The Ornstein-Uhlenbeck semigroup is
closely related to the Malliavin derivative, because it determines the quadratic form
associated with the infinitesimal generator L of Tt . More precisely, for sufficiently
nice random variables X,Y , we have
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∂tE[(Tt X)Y ] = E[(LX)Y ] = −E[〈DX, DY 〉]. (91)

See [23, Sect. 1.4] for a more detailed discussion of these objects. The main use of
the logarithmic Sobolev inequality will be to show the following hypercontractivity
estimate.

Proposition 6 (Hypercontractivity) Let Tt be the Ornstein-Uhlenbeck semigroup.
We have (

E|Tt X |q) 1
q ≤ (

E|X |p) 1
p , (92)

for all p ≥ 2 and q = 1 + (p − 1)e2t .

Proof (Second proof of Proposition 4) If X ∈ Hn , then Tt X = e−nt X , and we can
see that Proposition4 is an immediate consequence of Proposition6. It then remains
to prove Proposition6. We can assume X ≥ 0 without loss of generality.

Fix p ≥ 2. Let q(t) = 1 + (p − 1)e2t , and let

F(t) = E|Tt X |q(t), G(t) = F(t)
1

q(t) .

Our aim is to show that G ′(t) ≤ 0 for all t > 0, and (92) will follow. In fact, we have

G ′(t) = G(t)

[
− q ′(t)

q2(t)
log F(t) + F ′(t)

q(t)F(t)

]
.

Since q ′(t) ≥ 0, it suffices to show that

− 1

q(t)
F(t) log F(t) + F ′(t)

q ′(t)
≤ 0. (93)

Noting that

F ′(t) = E

[
(Tt X)q(t)

(
q ′(t) log(Tt X) + q(t)

LTt X

Tt X

)]
,

we see that (93) is equivalent to

− 1

q(t)
F(t) log F(t) + E

[
(Tt X)q(t) log(Tt X)

]
+ q(t)

q ′(t)
E

[
(Tt X)q(t)−1(LTt X)

]
.

(94)

Applying the log-Sobolev inequality to the random variable (Tt X)
q(t)
2 and using the

integration by parts formula (91) which in the current context becomes



Construction of Φ4
3 Diagrams for Pedestrians 45

E〈DY, DZ〉 = −E
(
Y (LZ)

)
,

we see that (94) follows immediately.
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Two Classes of Nonlocal Evolution Equations
Related by a Shared Traveling Wave Problem

Franz Achleitner

Abstract We consider nonlocal reaction-diffusion equations and nonlocal
Korteweg-de Vries-Burgers (KdVB) equations, i.e. scalar conservation laws with
diffusive-dispersive regularization. We review the existence of traveling wave solu-
tions for these two classes of evolution equations. For classical equations the traveling
wave problem (TWP) for a local KdVB equation can be identified with the TWP for
a reaction-diffusion equation. In this article we study this relationship for these two
classes of evolution equations with nonlocal diffusion/dispersion. This connection
is especially useful, if the TW equation is not studied directly, but the existence of
a TWS is proven using one of the evolution equations instead. Finally, we present
three models from fluid dynamics and discuss the TWP via its link to associated
reaction-diffusion equations.

Keywords Nonlocal evolution equations · Traveling wave solutions
Reaction-diffusion equations · Korteweg-de Vries-Burgers equation
1 Introduction

We will consider two classes of (nonlocal) evolution equations and study the
associated traveling wave problems in parallel: On the one hand, we consider scalar
conservation laws with (nonlocal) diffusive-dispersive regularization

∂t u + ∂x f (u) = εL1[u] + δ∂xL2[u] , t > 0 , x ∈ R , (1)

for some nonlinear function f : R → R, Lévy operators L1 and L2, as well as
constants ε, δ ∈ R. The Fourier multiplier operators L1 and ∂xL2 model diffusion
and dispersion, respectively. On the other hand, we consider scalar reaction-diffusion
equations

∂t u = σL3[u] + r(u) , t > 0 , x ∈ R , (2)
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for some positive constant σ , as well as a nonlinear function r : R → R and a Lévy
operator L3 modeling reaction and diffusion, respectively.

Definition 1 A traveling wave solution (TWS) of an evolution equation–such as (1)
and (2)–is a solution u(x, t) = ū(ξ) whose profile ū depends on ξ := x − ct for
somewave speed c. Moreover, the profile ū ∈ C2(R) is assumed to approach distinct
endstates u± such that

lim
ξ→±∞ ū(ξ) = u± , lim

ξ→±∞ ū(n)(ξ) = 0 with n = 1, 2. (3)

Such a TWS is also known as a front in the literature. A TWS (ū, c) is called
monotone, if its profile ū is a monotone function.

Definition 2 The travelingwave problem (TWP) associated to an evolution equation
is to study for some distinct endstates u± the existence of a TWS (ū, c) in the sense
of Definition 1.

We want to identify classes of evolutions equations of type (1) and (2), which lead to
the sameTWP.This connection is especially useful, if the TWP is not studied directly,
but the existence of a TWS is proven using one of the evolution equations instead. A
classical example of (1) is a scalar conservation law with local diffusive-dispersive
regularization

∂t u + ∂x f (u) = ε∂2
x u + δ∂3

x u , t > 0 , x ∈ R , (4)

for some nonlinear function f : R → R and some constants ε > 0 and δ ∈ R.
Equation (4) with Burgers flux f (u) = u2 is known as Korteweg-de Vries-Burgers
(KdVB) equation; hence we refer to Eq. (4) with general f as generalized KdVB
equation and Eq. (1) as nonlocal generalized KdVB equation. A TWS (ū, c) satisfies
the traveling wave equation (TWE)

− cū′ + f ′(ū) ū′ = εū′′ + δū′′′ , ξ ∈ R , (5)

or integrating on (−∞, ξ ] and using (3),

h(ū) := f (ū) − cū − ( f (u−) − c u−) = εū′ + δū′′ , ξ ∈ R . (6)

However, the TW ansatz v(x, t) = ū(x − εt) for the scalar reaction-diffusion equa-
tion

∂t v = −h(v) + δ∂2
x v , t > 0 , x ∈ R , (7)

leads to the same TWE (6) except for a different interpretation of the parameters.
The traveling wave speeds in the TWP of (4) and (7) are c and ε, respectively. For
fixed parameters c, ε, and δ, the existence of a traveling wave profile ū satisfying (3)
and (6) reduces to the existence of a heteroclinic orbit for this ODE. This is an
example, where the existence of TWS is studied directly via the TWE.

An example, where the TWE is not studied directly, is the TWP for a nonlocal
KdVB equation (1) withL1[u] = ∂2

x u andL2[u] = φε ∗ u − u for some even non-
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negative function φ ∈ L1(R) with compact support and unit mass, where φε(·) :=
φ(·/ε)/ε with ε > 0. It has been derived as a model for phase transitions with long
range interactions close to the surface, which supports planar TWS associated to
undercompressive shocks of (B.1), see [52]. In particular, the TWP for a cubic flux
function f (u) = u3 is related to the TWP for a reaction-diffusion equation (2) with
L3[u] = L2[u]. The existence of TWS for this reaction-diffusion equation has been
proven via a homotopy of (2) to a classical reaction-diffusion model (7), see [14].

Outline. In Sect. 2 we collect background material on Lévy operators L , which
will model diffusion in our nonlocal evolution equations. Special emphasize is given
to convolution operators andRiesz–Feller operators. In Sect. 3we review the classical
results on the TWP for reaction-diffusion equations (7) and generalized Korteweg-
de Vries-Burgers equation (4). We study their relationship in detail, especially the
classification of function h(u), which will be used again in Sect. 4. In Sect. 4, first
we review the results on TWP for nonlocal reaction-diffusion equations (2) with
operators L3 of convolution type and Riesz–Feller type, respectively. Finally, we
study the example of nonlocal generalized Korteweg-de Vries-Burgers equation (1)
with L1[u] = D1/3

+ u and L2[u] = ∂2
x u modeling a shallow water flow [44], and

Fowler’s equation

∂t u + ∂xu
2 = ∂2

x u − ∂xD
1/3
+ u , t > 0 , x ∈ R , (8)

modeling dune formation [36], whereDα+ is a Caputo derivative. In the Appendix, we
collect background material on Caputo derivativesDα+ and the shock wave theory for
scalar conservation laws, which will explain the importance of the TWP for KdVB
equations.

Scalar conservation laws with fractional Laplacian are another example of equa-
tion (1) with L1[u] = −(−∂2

x )
α/2 u, 0 < α < 2, and L2[u] ≡ 0. However, its trav-

eling wave problem can not be related to a nonlocal reaction-diffusion problem like
our examples. Therefore, instead of discussing its traveling wave problem, we refer
the interested reader to the literature [7, 8, 10, 15, 23, 26, 30–33, 43] and references
therein.

Notations. We use the conventions in probability theory, and define the Fourier
transformF and its inverse F−1 for g ∈ L1(R) and x, k ∈ R as

F [g](k) :=
∫
R

e+ i kx g(x) dx ; F−1[g](x) := 1
2π

∫
R

e− i kx g(k) dk .

In the following,F andF−1 will denote also their respective extensions to L2(R).

2 Lévy Operators

A Lévy process is a stochastic process with independent and stationary increments
which is continuous in probability [12, 40, 53]. Therefore a Lévy process is charac-
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terized by its transition probabilities p(t, x), which evolve according to an evolution
equation

∂t p = L p (9)

for some operator L , also called a Lévy operator. First, we define Lévy operators
on the function spaces C0(R) := { f ∈ C(R) | lim|x |→∞ f (x) = 0} and C2

0 (R) :=
{ f, f ′, f ′′ ∈ C0(R)}.
Definition 3 The family of Lévy operators in one spatial dimension consists of
operators L defined for f ∈ C2

0 (R) as

L f (x) = 1
2 A f ′′(x) + γ f ′(x) +

∫
R

(
f (x + y) − f (x) − y f ′(x)1(−1,1)(y)

)
ν( dy)

(10)
for some constants A ≥ 0 and γ ∈ R, and a measure ν on R satisfying

ν({0}) = 0 and
∫
R

min(1, |y|2) ν( dy) < ∞ .

Remark 1 The function f (x + y) − f (x) − y f ′(x)1(−1,1)(y) is integrable with
respect to ν, because it is bounded outside of any neighborhood of 0 and

f (x + y) − f (x) − y f ′(x)1(−1,1)(y) = O(|y|2) as |y| → 0

for fixed x . The indicator function c(y) = 1(−1,1)(y) is only one possible choice to
obtain an integrable integrand. More generally, let c(y) be a bounded measurable
function from R to R satisfying c(y) = 1 + o(|y|) as |y| → 0, and c(y) = O(1/|y|)
as |y| → ∞. Then (10) is rewritten as

L f (x) = 1
2 A f

′′(x) + γc f ′(x) +
∫
R

(
f (x + y) − f (x) − y f ′(x)c(y)

)
ν( dy) ,

(11)
with γc = γ + ∫

R
y (c(y) − 1(−1,1)(y)) ν( dy) .

Alternative choices for c:

(c 0) If a Lévy measure ν satisfies
∫
|y|<1 |y| ν( dy) < ∞ then c ≡ 0 is admissible.

(c 1) If a Lévy measure ν satisfies
∫
|y|>1 |y| ν( dy) < ∞ then c ≡ 1 is admissible.

We note that A and ν are invariant no matter what function c we choose.

Examples

(a) The Lévy operators

L f =
∫
R

(
f (x + y) − f (x)

)
ν( dy) (12)
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are infinitesimal generators associated to a compound Poisson process with finite
Lévymeasure ν satisfying (c 0). The special case of ν( dy) = φ(−y) dy for some
function φ ∈ L1(R) yields

L f (x) =
∫
R

(
f (x + y) − f (x)

)
φ(−y) dy =

(
φ ∗ f −

∫
R

φ dy f

)
(x) .

(13)
(b) Riesz–Feller operators. The Riesz–Feller operators of order a and asymmetry θ

are defined as Fourier multiplier operators

F [Da
θ f ](k) = ψa

θ (k) F [ f ](k) , k ∈ R , (14)

with symbol ψa
θ (k) = −|k|a exp [

i sgn(k) θπ/2
]
such that (a, θ) ∈ Da,θ and

Da,θ := { (a, θ) ∈ R
2 | 0 < a ≤ 2 , |θ | ≤ min{a, 2 − a} } ,

see also (Fig. 1)
Special cases of Riesz–Feller operators are

• Fractional Laplacians −(−Δ)a/2 on R with Fourier symbol −|k|a for 0 <

a ≤ 2. In particular, fractional Laplacians are the only symmetric Riesz–
Feller operators with −(−Δ)a/2 = Da

0 and θ ≡ 0.
• Caputo derivatives −Dα+ with 0 < α < 1 are Riesz–Feller operators with
a = α and θ = −α, such that −Dα+ = Dα−α , see also Sect.A.

• Derivatives of Caputo derivatives ∂xDα+ with 0 < α < 1 are Riesz–Feller
operators with a = 1 + α and θ = 1 − α, such that ∂xDα+ = D1+α

1−α .

Next we consider the Cauchy problem

∂t u(x, t) = Da
θ [u(·, t)](x) , u(x, 0) = u0(x) , (15)

for (x, t) ∈ R × (0,∞) and initial datum u0.

Proposition 1 For (a, θ) ∈ Da,θ with θ 
= ±1 and 1 ≤ p < ∞, the Riesz–Feller
operator Da

θ generates a strongly continuous L p-semigroup

St : L p(R) → L p(R) , u0 �→ Stu0 = Ga
θ (·, t) ∗ u0 ,

with heat kernel Ga
θ (x, t) = F−1[exp(t ψa

θ (·))](x). In particular, Ga
θ (x, t) is the

probability measure of a Lévy strictly a-stable distribution.

The proof of this proposition for a subclass 1 < α ≤ 2 in [6, Proposition 2.2] can be
extended to cover all cases (a, θ) ∈ Da,θ with θ 
= ±1. For (a, θ) ∈ {(1, 1), (1,−1)},
the probability measure Ga

θ is a delta distribution, e.g. G1
1(x, t) = δx+t and G1−1

(x, t) = δx−t , and is called trivial [53, Definition 13.6]. However, we are interested
in non-trivial probability measures Ga

θ for

(a, θ) ∈ D�
a,θ := { (a, θ) ∈ Da,θ | |θ | < 1 } ,
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Fig. 1 The family of Fourier multipliers ψa
θ (k) = −|k|a exp [

i sgn(k)θπ/2)
]
has two parame-

ters a and θ . Some Fourier multiplier operators F [T f ](k) = ψa
θ (k) F [ f ](k) are inserted in the

parameter space (a, θ): partial derivatives and Caputo derivatives Dα+ with 0 < α < 1. The Riesz–
Feller operators Da

θ are those operators with parameters (a, θ) ∈ Da,θ . The set Da,θ is also called
Feller-Takayasu diamond and depicted as a shaded region, see also [47]

such thatDa,θ = D�
a,θ ∪ {(1, 1), (1,−1)}. Note, nonlocal Riesz–Feller Da

θ operators
are those with parameters

(a, θ) ∈ D•
a,θ := { (a, θ) ∈ Da,θ | 0 < a < 2 , |θ | < 1 },

such that D�
a,θ = D•

a,θ ∪ {(2, 0)}.
Proposition 2 ([6, Lemma 2.1]) For (a, θ) ∈ D�

a,θ the probability measure Ga
θ is

absolutely continuous with respect to the Lebesgue measure and possesses a prob-
ability density which will be denoted again by Ga

θ . For all (x, t) ∈ R × (0,∞) the
following properties hold;

(a) Ga
θ (x, t) ≥ 0. If θ 
= ±a then Ga

θ (x, t) > 0;
(b) ‖Ga

θ (·, t)‖L1(R) = 1;
(c) Ga

θ (x, t) = t−1/aGa
θ (xt

−1/a, 1);
(d) Ga

θ (·, s) ∗ Ga
θ (·, t) = Ga

θ (·, s + t) for all s, t ∈ (0,∞);
(e) Ga

θ ∈ C∞
0 (R × (0,∞)).

The Lévy measure ν of a Riesz–Feller operator Da
θ with (a, θ) ∈ D•

a,θ is absolutely
continuous with respect to Lebesgue measure and satisfies

ν( dy) =
{
c−(θ)y−1−a dy on (0,∞) ,

c+(θ)|y|−1−a dy on (−∞, 0) ,
(16)

with c±(θ) = Γ (1 + a) sin((a ± θ)π/2)/π , see [47, 54].
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To study a TWP for evolution equations involving Riesz–Feller operators, it is
necessary to extend the Riesz–Feller operators to C2

b (R). Their singular integral
representations (10) may be used to accomplish this task.

Theorem 1 ([6]) If (a, θ) ∈ D•
a,θ with a 
= 1, then for all f ∈ S (R) and x ∈ R

Da
θ f (x) =c+(θ) − c−(θ)

1 − a
f ′(x)

+ c+(θ)

∫ ∞

0

f (x + y) − f (x) − f ′(x) y1(−1,1)(y)

y1+a
dy (17)

+ c−(θ)

∫ ∞

0

f (x − y) − f (x) + f ′(x) y1(−1,1)(y)

y1+a
dy

with c±(θ) = Γ (1 + a) sin((a ± θ)π/2)/π . Alternative representations are

• If 0 < a < 1, then

Da
θ f (x) = c+(θ)

∫ ∞
0

f (x + y) − f (x)

y1+a
dy + c−(θ)

∫ ∞
0

f (x − y) − f (x)

y1+a
dy .

• If 1 < a < 2, then

Da
θ f (x) = c+(θ)

∫ ∞

0

f (x + y) − f (x) − f ′(x) y
y1+a

dy

+ c−(θ)

∫ ∞

0

f (x − y) − f (x) + f ′(x) y
y1+a

dy . (18)

These representations allow to extend Riesz–Feller operators Da
θ to C2

b (R) such
that Da

θC
2
b (R) ⊂ Cb(R). For example, one can show

Proposition 3 ([6, Proposition 2.4]) For (a, θ) ∈ Da,θ with 1 < a < 2, the integral
representation (18) of Da

θ is well-defined for functions f ∈ C2
b (R) with

sup
x∈R

|Da
θ f (x)| ≤ K ‖ f ′′‖Cb(R)

M2−a

2 − a
+ 4K ‖ f ′‖Cb(R)

M1−a

a − 1
< ∞ (19)

for some positive constants M and K = Γ (1+a)

π
| sin((a + θ)π

2 ) + sin((a − θ)π
2 )|.

Estimate (19) is a key estimate, which is used to adapt Chen’s approach [24] to the
TWP for nonlocal reaction-diffusion equations with Riesz–Feller operators [6].

3 TWP for Classical Evolution Equations

In this section we review the importance of the TWP for reaction-diffusion equations
and scalar conservation laws with higher-order regularizations, respectively.
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3.1 Reaction-Diffusion Equations

A scalar reaction-diffusion equation is a partial differential equation

∂t u = σ∂2
x u + r(u) , t > 0 , x ∈ R , (20)

for some positive constant σ > 0, as well as a nonlinear function r : R → R and
second-order derivative ∂2

x u modeling reaction and diffusion, respectively. The TWP
for given endstates u± is to study the existence of a TWS (ū, c) for (20) in the sense of
Definition 1. If the profile ū ∈ C2(R) is bounded, then it satisfies limξ→±∞ ū(n)(ξ) =
0 for n = 1, 2. A TWS (ū, c) satisfies the TWE

− cū′ = r(ū) + σ ū′′ , ξ ∈ R . (21)

Phase plane analysis. A traveling wave profile ū is a heteroclinic orbit of the
TWE (21) connecting the endstates u±. To identify necessary conditions on the
existence of TWS, TWE (21) is written as a system of first-order ODEs for u, v := u′:

d

dξ

(
u

v

)
=

(
v

(−r(u) − cv)/σ

)
=: F(u, v) , ξ ∈ R . (22)

First, an endstate (us, vs) of a heteroclinic orbit has to be a stationary state of F , i.e.
F(us, vs) = 0, which implies vs ≡ 0 and r(us) = 0. Second, (u−, 0) has to be an
unstable stationary state of (22) and (u+, 0) either a saddle or a stable node of (22).
As long as a stationary state (us, vs) is hyperbolic, i.e. the linearization of F at (us, vs)
has only eigenvalues λ with non-zero real part, the stability of (us, vs) is determined
by these eigenvalues. The linearization of F at (us, vs) is

DF(us, vs) =
(

0 1
−r ′(us)/σ −c/σ

)
. (23)

Eigenvalues λ± of the Jacobian DF(us, vs) satisfy the characteristic equation
λ2 + λc/σ + r ′(us)/σ = 0. Moreover, λ− + λ+ = −c/σ and λ−λ+ = r ′(us)/σ .
The eigenvalues λ± of the Jacobian DF(us, vs) are

λ± = − c

2σ
±

√
c2

4σ 2
− r ′(us)

σ
= −c ± √

c2 − 4σr ′(us)
2σ

. (24)

Thus r ′(us) < 0 ensures that (us, 0) is a saddle point, i.e. with one positive and one
negative eigenvalue.

Balance of potential. The potential R (of the reaction term r ) is defined as
R(u) := ∫ u

0 r(υ) dυ . The potentials of the endstates u± are called balanced if
R(u+) = R(u−) and unbalanced otherwise. A formal computation reveals a con-
nection between the sign of c and the balance of the potential R(u): Multiplying
TWE (21) with ū′, integrating on R and using (3), yields
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− c‖ū′‖2L2 =
∫ u+

u−
r(υ) dυ = R(u+) − R(u−) , (25)

since
∫
R
ū′′ū′ dξ = 0 due to (3). Thus − sgn c = sgn(R(u+) − R(u−)). In case of

a balanced potential the wave speed c is zero, hence the TWS is stationary.

Definition 4 Assume u− > u+. A function r ∈ C1(R) with r(u±) = 0 is

• monostable if r ′(u−) < 0, r ′(u+) > 0 and r(u) > 0 for u ∈ (u+, u−).
• bistable if r ′(u±) < 0 and

∃u∗ ∈ (u+, u−) : r(u)

{
< 0 for u ∈ (u+, u∗) ,

> 0 for u ∈ (u∗, u−) .

• unstable if r ′(u±) > 0.

We chose a very narrow definition compared to [56]. Moreover, in most appli-
cations of reaction-diffusion equations a quantity u models a density of a sub-
stance/population. In these situations only nonnegative states u± and functions u
are of interest.
If a TWS (ū, c) exists, then a closer inspection of the eigenvalues (24) at (u+, 0)
indicates the geometry of the profile ū for large ξ :

c2 − 4σr ′(u+)

{
≥ 0 TWS with monotone decreasing profile ū for large ξ ;
< 0 TWS with oscillating profile ū for large ξ.

Proposition 4 ([56, Sect. 2.2]) Assume σ > 0 and u− > u+.

• If r is monostable, then there exists a positive constant c∗ such that for all c ≥ c∗
there exists a monotone TWS (ū, c) of (20) in the sense of Definition 1. For c < c∗
no such monotone TWS exists (however oscillatory TWS may exist).

• If r is bistable, then there exists an (up to translations) unique monotone TWS
(ū, c) of (20) in the sense of Definition 1.

• If r is unstable, then there does not exist a monotone TWS (ū, c) of (20).

3.2 Korteweg-de Vries-Burgers Equation (KdVB)

A generalized KdVB equation is a scalar partial differential equation

∂t u + ∂x f (u) = ε∂2
x u + δ∂3

x u, x ∈ R, t > 0, (26)

for some flux function f : R → R as well as constants ε > 0 and δ ∈ R. The TWP
for given endstates u± is to study the existence of a TWS (ū, c) for (26) in the sense
of Definition 1. The importance of the TWP for KdVB equations in the shock wave
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theory of (scalar) hyperbolic conservation laws is discussed in Sect.B. A TWS (ū, c)
satisfies the TWE

− cū′ + f ′(ū) ū′ = εū′′ + δū′′′ , ξ ∈ R , (27)

or integrating on (−∞, ξ ] and using (3),

h(ū) := f (ū) − cū − ( f (u−) − c u−) = εū′ + δū′′ , ξ ∈ R . (28)

Connection with reaction-diffusion equation. A TWS u(x, t) = ū(x − ct) of a
generalized Korteweg-de Vries-Burgers equation (26) satisfies TWE (28). Thus
v(x, t) = ū(x − εt) is a TWS (ū, ε) of the reaction-diffusion equation

∂t v = −h(v) + δ∂2
x v , x ∈ R , t > 0 . (29)

Phase plane analysis. Following the analysis of TWE (21) for a reaction-diffusion
equation (20) with r(u) = −h(u) and σ = δ, necessary conditions on the parameters
can be identified. First, a TWE is rewritten as a systemof first-orderODEswith vector
field F . Then the condition on stationary states implies that endstates u± and wave
speed c have to satisfy

f (u+) − f (u−) = c(u+ − u−) . (30)

This condition is known in shock wave theory as Rankine–Hugoniot condition (B.4)
on the shock triple (u−, u+; c). The (nonlinear) stability of hyperbolic stationary
states (us, vs) of F is determined by the eigenvalues

λ± = −1

2

ε

δ
±

√
ε2 + 4δh′(us)

2|δ| (31)

of the JacobianDF(us, vs). If ε, δ > 0, then (u+, 0) is always either a saddle or stable
node, and h′(u−) = f ′(u−) − c > 0 ensures that (u−, 0) is unstable. For example,
Lax’ entropy condition (B.5), i.e. f ′(u+) < c < f ′(u−), implies the latter condition.

Convex Flux Functions

Theorem 2 Suppose f ∈ C2(R) is a strictly convex function. Let ε, δ be positive
and let (u−, u+; c) satisfy the Rankine–Hugoniot condition (B.4) and the entropy
condition (B.5), i.e. u− > u+. Then, there exists an (up to translations) unique TWS
(ū, c) of (26) in the sense of Definition 1.

Proof We consider the associated reaction-diffusion equation (29), i.e. ∂t u = r(u) +
δ∂2

x u with r(u) = −h(u). Due to (B.4) and (B.5), r(u) is monostable in the sense
of Definition 4. Moreover, function r is strictly concave, since r ′′(u) = − f ′′(u)

and f ∈ C2(R) is strictly convex. In fact, (u±, 0) are the only stationary points of
system (22), where (u−, 0) is a saddle point and (u+, 0) is a stable node. Thus,
for all wave speeds ε there exists a TWS (ū, ε) – with possibly oscillatory pro-
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file ū – of reaction-diffusion equation (29). Moreover, (ū, c) is a TWS of (26),
due to (27)–(29). �

The TWP for KdVB equations (26) with Burgers’ flux f (u) = u2 has been
investigated in [16]. The sign of δ in (26) is irrelevant, since it can be changed
by a transformation x̃ = −x and ũ(x̃, t) = −u(x, t), see also [41]. First, the results
in Theorem 2 on the existence of TWS and geometry of its profiles are proven. More
importantly, the authors investigate the convergence of profiles ū(ξ ; ε, δ) in the limits
ε → 0, δ → 0, as well as ε and δ tending to zero simultaneously. Assuming that the
ratio δ/ε2 remains bounded, they show that the TWS converge to the classical Lax
shocks for this vanishing diffusive-dispersive regularization [16].

Concave-Convex Flux Functions

Definition 5 ([45]) A function f ∈ C3(R) is called concave-convex if

u f ′′(u) > 0 ∀u 
= 0 , f ′′′(0) 
= 0 , lim
u→±∞ f ′(u) = +∞ . (32)

Here the single inflection point is shifted without loss of generality to the origin. We
consider a cubic flux function f (u) = u3 as the prototypical concave-convex flux
function with a single inflection point, see [39, 45].

Proposition 5 ([38, 41]) Suppose f (u) = u3 and ε > 0.

(a) If δ ≤ 0 then a TWS (ū, c) of (26) exists if and only if (u−, u+; c) satisfy the
Rankine–Hugoniot condition (B.4) and the entropy condition (B.5).

(b) If δ > 0 then a TWS (ū, c) of (26) exists for u− > 0 if and only if u+ ∈ S(u−)

with

S(u−) =
{

[− u−
2 , u−) if u− ≤ 2β ,

{−u− + β} ∪ [−β, u−) if u− > 2β ,
(33)

where the coefficient β is given by β =
√
2
3

ε√
δ
.

Proof Following the discussion from (26)–(29), we consider the associated reaction-
diffusion equation (29), i.e. ∂t u = r(u) + δ∂2

x u with r(u) = −h(u). From this point
of view, we need to classify the reaction term r(u) = −h(u): Whereas r(u−) = 0
by definition, r(u+) = 0 if and only if (u−, u+; c) satisfies the Rankine–Hugoniot
condition (B.4). The Rankine–Hugoniot condition implies c = u2+ + u+ u− + u2−.
Hence, the reaction term r(u) has a factorization

r(u) = −(u3 − u3− − c(u − u−)) = −(u − u−) (u − u+) (u + u+ + u−) (34)

Thus, r(u) is a cubic polynomial with three roots u1 ≤ u2 ≤ u3, such that r(u) =
−(u − u1)(u − u2)(u − u3). In case of distinct roots u1 < u2 < u3 we deduce
r ′(u1) < 0, r ′(u2) > 0 and r ′(u3) < 0. The ordering of the roots u± and u∗ =
−u− − u+ depending on u± is visualized in Fig. 2. Next, we will discuss the results
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Fig. 2 Classification of the cubic reaction function r(u) = −h(u) in (34) depending on its roots
u−, u+ and u∗ = −u− − u+ according to Definition 4

in Proposition 5(b) (for u− > 0 and δ > 0) via results on the existence of TWS for
a reaction-diffusion equation (29).

1. For u+ < u∗ < u−, function r(u) is bistable, see also Fig. 2. Due to Proposition 4,
there exists an (up to translations) unique TWS (ū, ε) with possibly negative
wave speed. Under our assumption that the wave speed ε is positive, relation (25)
yields the restriction −u+ > u−. In fact, for u− > 2β and u+ = −u− + β there
exists a TWS (ū, ε) for reaction-diffusion equation (29), see [41, Theorem 3.4].
The function r is bistable with u∗ = −u− − u+ = −β, hence f ′(u±) > c. This
violates Lax’ entropy condition (B.5) and is known in the shock wave theory as
a slow undercompressive shock [45].

2. For u∗ < u+ < u−, function r(u) is monostable, see Fig. 2. Due to Proposition 4,
there exists a critical wave speed c∗, such that monotone TWS (ū, ε) for (29)
exist for all ε ≥ c∗. However, not all endstates (u−, u+) in the subset defined
by u∗ < u+ < u− admit a TWS (ū, c), see (33) and Fig. 3b. The TWS (ū, c)
associated to non-classical shocks appear again, with reversed roles for the roots
u+ and u∗: For u− > 2β and u+ = −β, there exists a TWS (ū, ε) for reaction-
diffusion equation (29), see [41, Theorem 3.4]. These TWS form a horizontal
halfline in Fig. 3b and divides the set defined by u∗ < u+ < u− into two subsets.
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In particular, TWS exist only for endstates (u−, u+) in the subset above this
halfline.

3. Foru+ < u− < u∗, function r(u)= − h(u) satisfies r(u)< 0 for allu ∈ (u+, u−),
see also Fig. 2. Thus the necessary condition (25) can not be fulfilled for positive
c = ε, hence there exists no TWS (ū, ε) for the reaction-diffusion equation.

4. For u∗ < u− < u+, function r(u) is monostable with reversed roles of the end-
states u±, see Fig. 2. Due to Proposition 4, there exists a TWS (ū, ε) however
satisfying limξ→∓∞ ū(ξ) = u±.

If δ = 0, then equation (26) is a viscous conservation law, and its TWE (28) is a
simple ODE −εū′ = r(ū) with r(u) = −h(u). Thus a heteroclinic orbit exists only
for monostable r(u), i.e. if the unstable node u− and the stable node u+ are not
separated by any other root of r .

If δ < 0, then we rewrite TWE (28) as εū′ = h(u) + |δ|ū′′. It is associated to a
reaction-diffusion equation ∂t u = h(u) + |δ|∂2

x u via a TWS ansatz u(x, t) = ū(x −
(−ε)t); note the change of sign for the wave speed. If u+ < u∗ < u− then h(u)

is an unstable reaction function. Thus there exists no TWS (ū,−ε) according to
Proposition 4. If u∗ < u+ < u− then function h(u) = −r(u) satisfies h(u) < 0 for
all u ∈ (u+, u−), see also Fig. 2. The necessary condition (25) is still fine, since also
the sign of the wave speed changed. In contrast to the case δ > 0, there exists no
TWS connecting u− with u∗, which would indicate a bifurcation. Thus, the existence
of TWS for all pairs (u−, u+) in the subset defined by u∗ < u+ < u− can be proven.
The TWP for other pairs (u−, u+) is discussed similarly. �

4 TWP for Nonlocal Evolution Equations

4.1 Reaction-Diffusion Equations

The first example of a reaction-diffusion equation with nonlocal diffusion is the
integro-differential equation

∂t u = J ∗ u − u + r(u) , t > 0 , x ∈ R , (35)

for some even, non-negative function J with mass one, i.e. for all x ∈ R

J ∈ C(R) , J ≥ 0 , J (x) = J (−x) ,

∫
R

J (y) dy = 1 , (36)

and some function r . The operator L [u] = J ∗ u − u is a Lévy operator, see (13),
which models nonlocal diffusion. It is the infinitesimal generator of a compound
Poisson stochastic process, which is a pure jump process.

The TWP for given endstates u± is to study the existence of a TWS (ū, c) for (35)
in the sense of Definition 1. Such a TWS (ū, c) satisfies the TWE −cū′ = J ∗ ū −
ū + r(ū) for ξ ∈ R. Next, we recall some results on the TWP for (35), which will
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Fig. 3 a Classification of reaction function r in (34) depending on its roots u−, u+ and u∗ =
−u− − u+ according to Definition 4; b Endstates u± in the shaded region and on the thick line
can be connected by TWS of the cubic KdVB equation; TWS in the shaded region and on the
thick line are associated to classical and non-classical shocks of ∂t u + ∂x u3 = 0, respectively.
For a classical shock the shock triple satisfies Lax’ entropy condition f ′(u−) > c > f ′(u+); i.e.
characteristics in the Riemann problem meet at the shock. In contrast, the non-classical shocks are
of slow undercompressive type, i.e. characteristics in the Riemann problem cross the shock

depend crucially on the type of reaction function r and the tail behavior of a kernel
function J . We will present the existence of TWSwith monotone decreasing profiles
ū, which will follow from the cited literature after a suitable transformation.

Proposition 6 ((monostable [27]), (bistable [14, 24])) Suppose u− > u+ and con-
sider reaction functions r in the sense of Definition 4. Suppose J ∈ W 1,1(R) and its
continuous representative satisfies (36).

• If r is monostable and there exists λ > 0 such that
∫
R

J (y) exp(λy) dy < ∞
then there exists a positive constant c∗ such that for all c ≥ c∗ there exists a
monotone TWS (ū, c) of (35). For c < c∗ no such monotone TWS exists.

• If r is bistable and
∫
R

|y|J (y) dy < ∞, then there exists an (up to translations)
unique monotone TWS (ū, c) of (35).

For monostable reaction functions, the tail behavior of kernel function J is very
important. There exist kernel functions J , such that TWS exist only for bistable –
but not for monostable – reaction functions r , see [58]. The prime example are kernel
functions J which decay more slowly than any exponentially decaying function as
|x | → ∞ in the sense that J (x) exp(η|x |) → ∞ as |x | → ∞ for all η > 0.

For reaction-diffusion equations of bistable type, Chen established a unified
approach [24] to prove the existence, uniqueness and asymptotic stability with expo-
nential decay of traveling wave solutions. The results are established for a subclass
of nonlinear nonlocal evolution equations
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∂t u(x, t) = A [u(·, t)](x) for (x, t) ∈ R × (0, T ] ,

where the nonlinear operator A is assumed to

(a) be independent of t ;
(b) generate a L∞ semigroup;
(c) be translational invariant, i.e. A satisfies for all u ∈ domA the identity

A [u(· + h)](x) = A [u(·)](x + h) ∀x , h ∈ R .

Consequently, there exists a function r : R → R which is defined by A [υ1] =
r(υ)1 for υ ∈ R and the constant function 1 : R → R, x �→ 1. This function r
is assumed to be bistable in the sense of Definition 4;

(d) satisfy a comparison principle: If ∂t u ≥ A [u], ∂t v ≤ A [v] and u(·, 0) � v(·, 0),
then u(·, t) > v(·, t) for all t > 0.

Chen’s approach relies on the comparison principle and the construction of sub-
and supersolutions for any given traveling wave solution. Importantly, the method
does not depend on the balance of the potential. More quantitative versions of the
assumptions on A are needed in the proofs. Finally integro-differential evolution
equations

∂t u = ε∂2
x u + G(u, J1 ∗ S1(u), . . . , Jn ∗ Sn(u)) (37)

are considered for some diffusion constant ε ≥ 0, smooth functions G and Sk , and
kernel functions Jk ∈ C1(R) ∩ W 1,1(R) satisfying (36) where k = 1, . . . , n. Addi-
tional assumptions on the model parameters guarantee that (37) can be
interpreted as a reaction-diffusion equation with bistable reaction function including
Eqs. (20) and (35) as special cases.

Another example of reaction-diffusion equations with nonlocal diffusion are the
integro-differential equations

∂t u = Da
θ u + r(u) , t > 0 , x ∈ R , (38)

for a (particle) density u = u(x, t), some function r = r(u), and a Riesz–Feller
operator Da

θ with (a, θ) ∈ Da,θ . The nonlocal Riesz–Feller operators are models for
superdiffusion,where from a probabilistic view point a cloud of particle is assumed to
spread faster than by following Brownian motion. Integro-differential equation (38)
can be derived as amacroscopic equation for a particle density in the limit ofmodified
Continuous Time RandomWalk (CTRW), see [48]. In the applied sciences, Eq. (38)
has found many applications, see [54, 57] for extensive reviews on modeling, formal
analysis and numerical simulations.

The TWP for given endstates u± is to study the existence of a TWS (ū, c) for (38)
in the sense of Definition 1. Such a TWS (ū, c) satisfies the TWE

− cū′ = Da
θ ū + r(ū) , ξ ∈ R . (39)
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First we collect mathematical rigorous results about the TWP associated to (38) in
case of the fractional Laplacian Da

0 = −(−Δ)a/2 for a ∈ (0, 2), i.e. a Riesz–Feller
operator Da

θ with θ = 0.

Proposition 7 ((monostable [17, 18, 34]), (bistable [19–21, 25, 37, 50])) Suppose
u− > u+. Consider the TWP for reaction-diffusion equation (38) with functions r in
the sense of Definition 4 and fractional Laplacian Da

0 , i.e. symmetric Riesz–Feller
operators Da

θ with 0 < a < 2 and θ = 0.

• If r is monostable then there does not exist any TWS (ū, c) of (38).
• If r is bistable then there exists an (up to translations) unique monotone TWS (ū, c)
of (38).

For monostable reaction functions, Cabré and Roquejoffre prove that a front moves
exponentially in time [17, 18]. They note that the genuine algebraic decay of the
heat kernels Ga

0 associated to fractional Laplacians is essential to prove the result,
which implies that no TWS with constant wave speed can exist. Engler [34] con-
sidered the TWP for (38) for a different class of monostable reaction functions
r and non-extremal Riesz–Feller operators Da

θ with (a, θ) ∈ D+
a,θ and D+

a,θ :=
{ (a, θ) ∈ Da,θ | |θ | < min{a, 2 − a} }. Again the associated heat kernels Ga

θ (x, t)
with (a, θ) ∈ D+

a,θ decay algebraically in the limits x → ±∞, see [47].
To our knowledge, we established the first result [6] on existence, uniqueness

(up to translations) and stability of traveling wave solutions of (38) with Riesz–
Feller operators Da

θ for (a, θ) ∈ Da,θ with 1 < a < 2 and bistable functions r . We
present our results for monotone decreasing profiles, which can be inferred from our
original result after a suitable transformation.

Theorem 3 ([6]) Suppose u− > u+, (a, θ) ∈ Da,θ with 1 < a < 2, and r ∈ C∞(R)

is a bistable reaction function. Then there exists an (up to translations) unique
monotone decreasing TWS (ū, c) of (38) in the sense of Definition 1.

The technical details of the proof are contained in [6], whereas in [5] we give a
concise overview of the proof strategy and visualize the results also numerically. In
a forthcoming article [4], we extend the results to all non-trivial Riesz–Feller opera-
tors Da

θ with (a, θ) ∈ D�
a,θ . The smoothness assumption on r is convenient, but not

essential. To prove Theorem 3, we follow – up to some modifications – the approach
of Chen [24]. It relies on a strict comparison principle and the construction of sub-
and supersolutions for any given TWS. His quantitative assumptions on operatorA
are too strict, such that his results are not directly applicable. A modification allows
to cover the TWP for (38) for all Riesz–Feller operators Da

θ with 1 < a < 2 also for
non-zero θ , and all bistable functions r regardless of the balance of the potential.

Next, we quickly review different methods to study the TWP of reaction-diffusion
equation (38) with bistable function r and fractional Laplacian. In case of a classical
reaction-diffusion equation (20), the existence of a TWS can be studied via phase-
plane analysis [13, 35]. This method has no obvious generalization to our TWP
for (38), since its traveling wave equation (39) is an integro-differential equation.
The variational approach has been focused – so far – on symmetric diffusion oper-
ators such as fractional Laplacians and on balanced potentials, hence covering only
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stationary traveling waves [50]. Independently, the same results are achieved in [19–
21] by relating the stationary TWE (39)θ=0,c=0 via [22] to a boundary value problem
for a nonlinear partial differential equation. The homotopy to a simpler TWPhas been
used to prove the existence of TWS in case of (35), and (38)θ=0 with unbalanced
potential [37].

Chmaj [25] also considers the TWP for (38)θ=0 with general bistable func-
tions r . He approximates a given fractional Laplacian by a family of operators
Jε ∗ u − (

∫
Jε)u such that limε→0 Jε ∗ u − (

∫
Jε)u = Da

0u in an appropriate sense.
This allows him to obtain a TWS of (38)θ=0 with general bistable function r as the
limit of the TWS uε of (35) associated to (Jε)ε≥0. It might be possible to modify
Chmaj’s approach to study reaction-diffusion equation (38) with asymmetric Riesz–
Feller operators. This would give an alternative existence proof for TWS in Theo-
rem 3. However, Chen’s approach allows to establish uniqueness (up to translations)
and stability of TWS as well.

4.2 Nonlocal Korteweg-de Vries-Burgers Equation

First we consider the integro-differential equation in multi-dimensions d ≥ 1

∂t u + ∂x f (u) = εΔxu + γ ε2
d∑
j=1

(
φε ∗ ∂x j u − ∂x j u

)
, x ∈ R

d , t > 0 , (40)

for parameters ε > 0, γ ∈ R, a smooth even non-negative function φ with com-
pact support and unit mass, i.e.

∫
Rd φ(x) dx = 1, and the rescaled kernel func-

tion φε(x) = φ(x/ε)/εd . It has been derived as a model for phase transitions with
long range interactions close to the surface, which supports planar TWS associated
to undercompressive shocks of (B.1), see [52]. A planar TWS (ū, c) is a solution
u(x, t) = ū(x − cte) for somefixed vector e ∈ R

d , such that the profile is transported
in direction e. The existence of planar TWS is proven by reducing the problem to
a one-dimensional TWP for (40)d=1, identifying the associated reaction-diffusion
equation (35) and using results in Proposition 6. For cubic flux function u3, the exis-
tence of planar TWS associated to undercompressive shocks of (B.1) is established.
Moreover, the well-posedness of its Cauchy problem and the convergence of solu-
tions uε as ε ↘ 0 have been studied [52].

Another example is the fractal Korteweg-de Vries-Burgers equation

∂t u + ∂x f (u) = ε∂xD
α
+u + δ∂3

x u, x ∈ R, t > 0, (41)

for some ε > 0 and δ ∈ R.
Equation (41) with α = 1/3 has been derived as a model for shallow water flows,

by performing formal asymptotic expansions associated to the triple-deck (boundary
layer) theory in fluid mechanics, e.g. see [44, 55]. In particular, the situations of
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one-layer and two-layer shallow water flows have been considered, which yield a
quadratic (one layer) and cubic flux function (two layer), respectively. In the mono-
graph [49], similar models are considered and the well-posedness of the initial value
problem and possible wave-breaking are studied.

The TWP for given endstates u± is to study the existence of a TWS (ū, c) for (41)
in the sense of Definition 1. Such a TWS (ū, c) satisfies the TWE

h(ū) := f (ū) − f (u−) − c(ū − u−) = εDα
+ū + δū′′ . (42)

We obtain a necessary condition for the existence of TWS – see also (25) – by
multiplying the TWE with ū′ and integrating on R,

∫ u+

u−
h(u) du = ε

∫ ∞

−∞
ū′ Dα

+ū(ξ) dξ ≥ 0 , (43)

where the last inequality follows from (A.1).
Connection with reaction-diffusion equation. If a TWS (ū, c) for (41) exists, then

u(x, t) = ū(x) is a stationary TWS (ū, 0) of the evolution equation

∂t u = −εDα
+u − δ∂2

x u + h(u), x ∈ R, t > 0. (44)

To interpretEq. (44) as a reaction-diffusion equation,weneed to verify that−εDα+u −
δ∂2

x u is a diffusionoperator, e.g. that−εDα+u − δ∂2
x u generates a positivity preserving

semigroup.

Lemma 1 Suppose 0 < α < 1 and γ1, γ2 ∈ R. The operator γ1Dα+u + γ2∂
2
x u is a

Lévy operator if and only if γ1 ≤ 0 and γ2 ≥ 0. Moreover, the associated heat kernel
is strictly positive if and only if γ2 > 0.

Proof For α ∈ (0, 1), the operator −Dα+ is a Riesz–Feller operator Dα−α and gen-
erates a positivity preserving convolution semigroup with a Lévy stable probability
distribution Gα−α as its kernel. The probability distribution is absolutely continuous
with respect to Lebesgue measure and its density has support on a half-line [47].
For example the kernel associated to−D1/2 is the Lévy–Smirnov distribution. Thus,
for γ1 ≤ 0 and γ2 ≥ 0, the operator γ1Dα+u + γ2∂

2
x u is a Lévy operator, because it is

a linear combination of Lévy operators. Using the notation for Fourier symbols of
Riesz–Feller operators, the partial Fourier transform of equation

∂t u = −|γ1|Dα[u] + γ2∂
2
x u

is given by ∂tF [u](k) = (|γ1|ψα−α(k) − γ2k2)F [u](k). Therefore, the operator gen-
erates a convolution semigroup with heat kernel

F−1[exp{(|γ1|ψα
−α(k) − γ2k

2) t}](x) = Gα
−α(·, |γ1|t) ∗ G2

0(·, γ2t) (x) ,
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which is the convolution of two probability densities. The kernel is positive on R

since probability densities are non-negative on R and the normal distribution G2
0 is

positive on R for positive γ2t .
The operator Dα+ for α ∈ (0, 1) is not a Riesz–Feller operator, see Fig. 1, and it

generates a semigroup which is not positivity preserving. Therefore, this operator
and any linear combination with it for γ1 > 0 is not a Lévy operator. �

Convex Flux Functions

Proposition 8 Consider (41) with 0 < α < 1, δ ∈ R and strictly convex flux func-
tion f ∈ C3(R). For a shock triple (u−, u+; c) satisfying the Rankine–Hugoniot
condition (B.4), a non-constant TWS (ū, c) can exist if and only if Lax’ entropy
condition (B.5) is fulfilled, i.e. u− > u+.

Proof The Rankine–Hugoniot condition (B.4) ensures that h(u) in (42) has exactly
two roots u±. If Lax’ entropy condition (B.5) is fulfilled, then u− > u+ and −h(u)

is monostable in the sense of Definition 4. Thus, the necessary condition (43) is
satisfied. If u− = u+ then (43) implies that ū is a constant function satisfying ū ≡ u±.
If u− < u+ then−h(u) is monostable in the sense of Definition 4 with reversed roles
of u±. Thus, the necessary condition (43) is not satisfied. �

Next, we recall some existence result which have been obtained by directly study-
ing the TWE. In an Addendum [28], we removed an initial assumption on the solv-
ability of the linearized TWE.

Theorem 4 ([3]) Consider (41) with δ = 0 and convex flux function f (u). For a
shock triple (u−, u+; c) satisfying (B.4) and (B.5), there exists a monotone TWS of
(41) in the sense of Definition 1, whose profile ū ∈ C1

b(R) is unique (up to transla-
tions) among all functions u ∈ u− + H 2(−∞, 0) ∩ C1

b(R).

This positive existence result is consistent with the negative existence result in Propo-
sition 7 and Engler [34] for (38) with non-extremal Riesz–Feller operators Da

θ for
(a, θ) ∈ D+

a,θ . The reason is that −Dα+ for 0 < α < 1 is the generator of a convo-
lution semigroup with a one-sided strictly stable probability density function as its
heat kernel; in contrast to heat kernels with genuine algebraic decay [17, 18, 34].

Theorem 5 ([2]) Consider (41) with flux function f (u) = u2/2. For a shock triple
(u−, u+; c) satisfying (B.4) and (B.5), there exists a TWS of (41) in the sense of
Definition 1, whose profile ū is unique (up to translations) among all functions
u ∈ u− + H 4(−∞, 0) ∩ C3

b(R).

If dispersion dominates diffusion then the profile of a TWS (ū, c) will be oscillatory
in the limit ξ → ∞. For a classical KdVB equation this geometry of profiles depends
on the ratio ε2/δ and the threshold can be determined explicitly.
Concave-convex flux functions. We consider a cubic flux function f (u) = u3 as
the prototypical concave-convex flux function. Again the necessary condition (43)
and the classification of function h(u) = −r(u) in Fig. 2 can be used to identify
non-admissible shock triples (u−, u+; c) for the TWP of (41).



66 F. Achleitner

We conjecture that a statement analogous to Proposition 5 holds true. Of special
interest is again the occurrence of TWS (ū, c) associated to non-classical shocks,
which are only expected in case of (41) with ε > 0 and δ > 0.

Proposition 9 Suppose f (u) = u3 and ε > 0.

1. If δ ≤ 0 then a TWS (ū, c) of (41) exists if and only if (u−, u+; c) satisfy the
Rankine–Hugoniot condition (B.4) and the entropy condition (B.5).

2. Conjecture: If δ > 0 then a TWS (ū, c) of (41) exists for u− > 0 if and only if
u+ ∈ S(u−) for some set S(u−) similar to (33).

Proof (Sketch of proof) If δ = 0, then Eq. (41) is a viscous conservation law, and
its TWE (42) is a fractional differential equation εDα+ū = h(ū). Thus a heteroclinic
orbit exists only for monostable −h(u), i.e. if the unstable node u− and the stable
node u+ are not separated by any other root of h. This follows from Theorem 4 and
its proof in [3, 28].

If δ < 0, then the TWE (42) is associated to a reaction-diffusion equation (44) via
a stationary TWS ansatz u(x, t) = ū(x). First we note that a stronger version of the
necessary condition (43) is available

∫ ξ

−∞
h(ū)ū′(y) dy = ε

∫ ξ

−∞
ū′ Dα

+ū(y) dy ≥ 0 , ∀ξ ∈ R , (45)

see [2]. If u+ < u∗ < u− then h(u) is an unstable reaction function, see Fig. 2. Thus
there exists no TWS in the sense of Definition 1 satisfying the necessary condi-
tion (45). If u∗ < u+ < u− then function −h(u) is monostable in the sense of Def-
inition 4 and the necessary condition (43) can be satisfied. The existence of a TWS
(ū, c) can be proven by following the analysis in [2, 28]. The TWP for other pairs
(u−, u+) is discussed similarly.

If δ > 0 then the occurrence of TWS (ū, c) associated to non-classical shocks
is possible. Unlike in our previous examples, the associated evolution Eq. (44) is
not a reaction-diffusion equation, since −εDα+ū − δū′′ is not a Lévy operator. Espe-
cially, the results on existence of TWS for reaction-diffusion equations with bistable
reaction function can not be used to prove the existence of TWS (ū, c) associated to
undercompressive shocks. Instead, we investigate the TWP directly [1], extending
the analysis in [2, 28] for Burgers’ flux to the cubic flux function f (u) = u3. �

4.3 Fowler’s Equation

Fowler’s equation (8) for dune formation is a special case of the evolution equation

∂t u + ∂x f (u) = δ∂2
x u − ε∂xD

α
+u , t > 0 , x ∈ R , (46)
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with 0 < α < 1, positive constant ε, δ > 0 and flux function f . Here the fractional
derivative appears with the negative sign, but this instability is regularized by the
second order derivative. The initial value problem for (8) is well-posed in L2 [9].
However, it does not support a maximum principle, which is intuitive in the context
of the application due to underlying erosions [9]. The existence of TWS of (8) –
without assumptions (3) on the far-field behavior – has been proven [11].

For given endstates u±, the TWP for (46) is to study the existence of a TWS (ū, c)
for (46) in the sense of Definition 1. Such a TWS (ū, c) satisfies the TWE

h(ū) := f (ū) − f (u−) − c(ū − u−) = δū′ − εDα
+ū , ξ ∈ R . (47)

For δ = 0, the TWE reduces to a fractional differential equation εDα+ū = −h(ū),
which has been analyzed in [3, 28] for monostable functions −h(u).

Equation (47) is also the TWE for a TWS (ū, δ) of an evolution equation

∂t u = −εDα
+u − h(u), x ∈ R, t > 0. (48)

For ε > 0, the operator is −εDα+ū is a Riesz–Feller operator εDα−α whose heat
kernel Gα−α has only support on a halfline. For a shock triple (u−, u+; c) satisfy-
ing the Rankine–Hugoniot condition (B.4), at least h(u±) = 0 holds. Under these
assumptions, Eq. (48) is a reaction-diffusion equation with a Riesz–Feller operator
modeling diffusion.

The abstract method in [11] does not provide any information on the far-field
behavior. Thus, assume the existence of a TWS (ū, c) in the sense of Definition 1,
for some shock triple (u−, u+; c) satisfying the Rankine–Hugoniot condition (B.4).
Again, a necessary condition is obtained by multiplying TWE (47) with ū′ and
integrating on R; hence,

∫ u+

u−
h(u) du =

∫
R

(ū′)2 dξ −
∫
R

ū′Dα
+ū dξ . (49)

The sign of the right hand side is not pre-determined since each integral is non-
negative, see also (A.1).

For a cubic flux function f (u) = u3 and a shock triple (u−, u+; c) satisfying the
Rankine–Hugoniot condition (B.4), we deduce a bistable reaction function r(u) =
−h(u) as long as u+ < −u+ − u− < u− see Fig. 2. However, since the heat kernel
has only support on a halfline, we can not obtain a strict comparison principle as
needed in Chen’s approach [4, 6, 24].

Acknowledgements The author was partially supported by Austrian Science Fund (FWF) under
grant P28661 and the FWF-funded SFB #F65.
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Appendix A: Caputo Fractional Derivative on RRR

For α > 0, the (Gerasimov–)Caputo derivatives are defined as, see [42, 54],

(Dα
+ f )(x) =

{
f (n)(x) if α = n ∈ N0 ,

1
Γ (n−α)

∫ x
−∞

f (n)(y)
(x−y)α−n+1 dy if n − 1 < α < n for some n ∈ N0 .

(Dα
− f )(x) =

{
f (n)(x) if α = n ∈ N0 ,
(−1)n

Γ (n−α)

∫ ∞
x

f (n)(y)
(y−x)α−n+1 dy if n − 1 < α < n for some n ∈ N0 .

Properties:

• For α > 0 and λ > 0

(Dα
+ exp(λ·))(x) = λα exp(λx) , (Dα

− exp(−λ·))(x) = λα exp(−λx)

• For α > 0 and f ∈ S (R), a Caputo derivative is a Fourier multiplier operator
with (FDα+ f )(k) = (i k)α(F f )(k) where (i k)α = exp(απ i sgn(k)/2).

• If ū is the profile of a TWS (ū, c) in the sense of Definition 1, then
∫ ∞

−∞
ū′(y)Dα

+ū(y) dy = 1
2

∫
R

ū′(x)
∫
R

ū′(y)
|x − y|α dy dx ≥ 0 , (A.1)

where the last inequality follows from [46, Theorem 9.8].

Appendix B: Shock Wave Theory for Scalar Conservation
Laws

A standard reference on the theory of conservation laws is [29], whereas [45] covers
the special topic of non-classical shock solutions. A scalar conservation law is a
partial differential equation

∂t u + ∂x f (u) = 0 , t > 0 , x ∈ R , (B.1)

for someflux function f : R → R. For nonlinear functions f , it iswell known that the
initial value problem (IVP) for (B.1) with smooth initial data may not have a classical
solution for all time t > 0 (due to shock formation). However, weak solutions may
not be unique. TheRiemann problems are a subclass of IVPs for (B.1), and especially
important in some numerical algorithms: For given u−, u+ ∈ R, find a weak solution
u(x, t) for the initial value problem of (B.1) with initial condition
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u(x, 0) =
{
u− , x < 0 ,

u+ , x > 0 .
(B.2)

Weak solutions of a Riemann problem that are discontinuous for t > 0 may not be
unique.

Example 1 A shock wave is a discontinuous solution of the Riemann problem,

u(x, t) =
{
u− , x < ct ,

u+ , x > ct ,
(B.3)

if the shock triple (u−, u+; c) satisfies the Rankine–Hugoniot condition

f (u+) − f (u−) = c(u+ − u−) . (B.4)

TheRankine–Hugoniot condition (B.4) is a necessary condition that u± are stationary
states of an associated TWE (28), see (30).

Shock Admissibility

Classical approaches to select a unique weak solution of the Riemann problem are

(a) Lax’ entropy condition:
f ′(u+) < c < f ′(u−) . (B.5)

It ensures that in the method of characteristics all characteristics enter the
shock/discontinuity of a shock solution (B.3). For convex flux function f , con-
dition (B.5) reduces to u− > u+. Shocks satisfying (B.5) are also called Lax or
classical shocks. For non-convex flux functions f , also non-classical shocks can
arise in experiments, called slow undercompressive shocks if f ′(u±) > c, and
fast undercompressive shocks if f ′(u±) < c.

(b) Oleinik’s entropy condition.

f (w) − f (u−)

w − u−
≥ f (u+) − f (u−)

u+ − u−
for allw between u− and u+. (B.6)

(c) Entropy solutions satisfying integral inequalities based on entropy-entropy flux
pairs, such as Kruzkov’s family of entropy-entropy flux pairs.

(d) Vanishing viscosity. In the classical vanishing viscosity approach, instead of (B.1)
one considers for ε > 0 equation

∂t u + ∂x f (u) = ε∂2
x u , t > 0 , x ∈ R , (B.7)
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where ε∂2
x u models diffusive effects such as friction. Equation (B.7) is a par-

abolic equation, hence the Cauchy problem has global smooth solutions uε for
positive times, especially for Riemann data (B.2). An admissible weak solution
of the Riemann problem is identified by studying the limit of uε as ε ↘ 0.
In other applications, different higher order effects may be important.
For example, a nonlocal generalized KdVB equation (1) can be interpreted as
a scalar conservation law (B.1) with higher-order effects R[u] := εL1[u] +
δ∂xL2[u].
Already for convex functions f , the convergence of solutions of the regular-
ized equations (e.g. (1)) to solutions of (B.1) reveals a diverse solution struc-
ture. The solutions of viscous conservation laws (B.7) converge for ε ↘ 0 to
Kruzkov entropy solutions of (B.1). In contrast, in case of KdVB equation (4)
with f (u) = u2 the limit ε, δ → 0 depends on the relative strength of diffusion
and dispersion:

• Weak dispersion: δ = O(ε2) for ε → 0 e.g. δ = βε2 for some β > 0.
TWS converge strongly to entropy solution of Burgers equation.

• Moderate dispersion: δ = o(ε) for ε → 0 includes weak dispersion.
TWS converge strongly to entropy solution of Burgers equation, see [51].

• Strong dispersion: weak limit of TWS for ε, δ → 0 may not be a weak
solution of Burgers equation.

For non-convex flux functions f , a TWS may converge to a weak solution
of (B.1) which is not an Kruzkov entropy solution, but a non-classical shock.

A simplistic shock admissibility criterion based on the vanishing viscosity
approach is the existence of TWS for a given shock triple:

Definition 6 (compare with [41]) A solution u of the Riemann problem is called
admissible (with respect to a fixed regularizationR), if there exists a TWS (ū, c) in
the sense of Definition 1 of the regularized equation (e.g. (1)) for every shock wave
with shock triple (u−, u+; c) in the solution u.
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On a Vlasov–Poisson Plasma with Infinite
Charge and Velocities

Silvia Caprino

Abstract In this article I will overview some recent results on the Vlasov and the
Vlasov–Poisson equations, for a given initial particle distribution which is not L1 in
space and has infinite support in the velocities.

Keywords Vlasov–Poisson equation · Magnetically confined plasma

1 Introduction

We consider a one-species, positively charged plasma whose time evolution is ruled
by the following Vlasov equations

⎧
⎪⎪⎪⎪⎪⎨

⎪⎪⎪⎪⎪⎩

∂t f (x, v, t) + v · ∇x f (x, v, t) + (E(x, t) + F(x, v)) · ∇v f (x, v, t) = 0

E(x, t) =
∫

x − y

|x − y|3 ρ(y, t) dy

ρ(x, t) =
∫

f (x, v, t) dv

f (x, v, 0) = f0(x, v)

(1)

where f (x, v, t) represents the plasma density, that is the distribution of charged par-
ticles at the point of the phase space (x, v) ∈ R

3 × R
3 at time t , ρ(x, t) is the charge

in x at time t , E is the self-induced electric field and F is an external force acting on
the system. Notice that for F = 0 we get the usual Vlasov–Poisson equation.
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Equation (1) is a conservation equation for the density f along the characteristics
of the system, that is the solutions to the following problem:

⎧
⎨

⎩

Ẋ(t) = V (t)
V̇ (t) = E(X (t), t) + F((X (t), V (t))
(X (0), V (0)) = (x, v),

(2)

where (X (t), V (t)) = (X (x, v, t), V (x, v, t)) denote position and velocity of a par-
ticle starting at time t = 0 from (x, v) and the particles are initially distributed by
f0(x, v).
Since f is time-invariant along this motion, it is:

‖ f (t)‖L∞ = ‖ f0‖L∞ = C. (3)

As it is well known, solutions of (2) produceweak solutions of Eq. (1), which become
classical solutions whenever f (x, v, 0) is assumed smooth.

The above equations have been widely studied in the case F = 0 and f0 ∈ L1,

and the problem of the existence and uniqueness of its solutions is completely solved,
as it can be seen in many papers (we quote [7–9] and a nice review of many such
results in [6] for all). The subsequent problem of a spatial density not belonging
to L1 has been investigated since many years by many authors, but here we only
quote papers [1–3], which will be discussed in our exposition. All the results in these
papers have been obtained in the hypothesis that the density has compact support in
the velocities, which actually seems somewhat unphysical. For this reason, in very
recent times the same authors have faced also the problemof a plasmawhose particles
may have infinite velocities, even if “with low probability”, that is having the density
a sufficiently strong decay in the velocities. This has been done in papers [4, 5], and
our aim here is to briefly describe the problems and the results in both situations,
of infinite charge and of infinite velocities. This will be done in subsequent Sects. 2
and3 in which we will illustrate the results in papers [2–5] respectively. In the spirit
of a review, we will only sketch the proofs of the results, which can be found in
extensive form in the papers.

2 The Case with Infinite Charge

In [2] and in [3] we have considered an infinitely extended plasma, confined in a
cylinder by an external magnetic field (F �= 0) and in the whole space respectively
(F = 0). In both cases the density is assumed to have compact support in the veloci-
ties, while the spatial density is not supposed to be in L1. In this case it is of primary
relevance to achieve a good position of the equations, since the electric field could
be infinite even at time t = 0. To avoid this problem, we have assumed that the spa-
tial density, even if not integrable, is slightly decaying at infinity. Another problem
coming from the infinite charge of the plasma is that the total energy of the system,
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usually employed to get estimates on the spatial density, is infinite. We bypass this
difficulty by introducing the local energy, which is defined as follows.

For μ ∈ R and R > 0 we introduce the function,

ϕμ,R(x) = ϕ

( |x − μ|
R

)

(4)

with ϕ a smooth function such that:

ϕ(r) = 1 if r ∈ [0, 1] (5)

ϕ(r) = 0 if r ∈ [2,+∞) (6)

− 2 ≤ ϕ′(r) ≤ 0. (7)

Then the local energy is defined as

W (μ, R, t) = 1

2

∫

dx ϕμ,R(x)
∫

dv |v|2 f (x, v, t)

+ 1

2

∫

dx ϕμ,R(x)ρ(x, t)
∫

dy
ρ(y, t)

|x − y| . (8)

Notice that the function W can be seen as a sort of energy of a bounded region,
which however takes into account the whole interaction with the rest of the particles.
We will make assumptions on f0 such that it will be finite at time t = 0, and this
will enable us to prove, in both papers, the existence and uniqueness of the solution
globally in time, for initial data which are not L1 in space.

2.1 A Magnetically Confined Plasma

In [2] the equation we consider is (2), in which we have chosen the external force F
to be a magnetic Lorentz force, confining the plasma in an infinite cylinder, that is,
if x = (x1, x2, x3) then

F(x, v) = v ∧ B(x) (9)

with
B = (

h(x22 + x23 ), 0, 0
)
. (10)

The function h is defined in the cylinder

D =
{

x ∈ R
3 : −∞ < x1 < +∞, 0 ≤

√

x22 + x23 < L

}

(11)



76 S. Caprino

and it is assumed to be non negative, smooth in D and diverging together with its

primitive as
√

x22 + x23 → L .
We consider a cylinder D0 ⊂ D

D0 =
{

x ∈ R
3 : −∞ < x1 < +∞, 0 ≤

√

x22 + x23 ≤ L0

}

(12)

for some L0 < L and define the set

S0 =
{
(x, v) : x ∈ D0, |v| ≤ V0

}
(13)

with V0 a positive constant. Moreover, for any α > 0 we define the following family
of states:

F α =
{
ρ : D0 → R

+ such that Mi ≤ C |i |−α
}

(14)

with C a positive constant, i ∈ Z/{0} and

Mi =
∫

i≤x1≤i+1
ρ(x) dx . (15)

In the following we set

ρ0(x) =
∫

f0(x, v) dv.

Notice that, if we restrict the domain of ρ0(x) in D0, then the magnetic field at time
t = 0 is bounded.

Now we have all the ingredients to state the main result in [2].

Theorem 1 Let us fix an arbitrary positive time T . Let f0 ∈ L∞ be supported on the
set S0 defined in (13) and ρ0 ∈ F α with α > 0 arbitrary. Then there exists a solution
to system (2) in [0, T ] and continuous functions V (t) and L(t) from [0, T ] → R

+,

satisfyingV (0) = V0, L(0) = L0 and0 ≤ supt∈[0,T ] L(t) < L such that, for all times
t ∈ [0, T ], f (t) is supported on the set:

St = {(x, v) : x ∈ Dt , |v| ≤ V (t)} (16)

with

Dt =
{

x ∈ R
3 : −∞ < x1 < +∞, 0 ≤

√

x22 + x23 ≤ L(t)

}

(17)

and moreover ρ(t) ∈ F α
t where

F α
t =

{
ρ : Dt → R

+ such that Mi ≤ C |i |−α
}
. (18)
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This solution is unique in the class of the characteristics distributed with f (t) ∈
L∞, supported on St and belonging toF α

t ∀t ∈ [0, T ].
Remark 1 The assumption for ρ0 to belong to the class (14) makes the electric field
E finite at time t = 0. It can be satisfied in case that the spatial density, even being
not integrable, has a suitable decay at infinity, but also whenever ρ0(x) is constant,
or has an oscillatory character, provided it has suitable support properties. Hence
this hypothesis allows for spatial densities which possibly do not belong to any L p

space.

The theorem is proved by considering a cut-off system, obtained by putting in
Eq. (1) the initial condition

f N0 (x, v) = f0(x, v)χDN
0
(x), (19)

being χA the characteristic function of the set A and

DN
0 = D0 ∩ {x ∈ R

3 : |x1| ≤ N }.

Let us set
(
XN (x, v, t), V N (x, v, t)

)
to indicate the time evolved characteristics of

system (2) with initial distribution f N0 . Then existence and uniqueness of solutions
to (2), together with property (18) are ensured, being the spatial support of f N0
compact. Moreover one can see that, provided we have a bound on the velocities,
then the confinement in the cylinder comes automatically. The following argument
proves this fact. For simplicity we omit the index N , which would indicate that we
are considering the time evolution of the cut-off system.

We put l(t) =
√

X2
2(t) + X2

3 . Writing by components Eq. (2) with initial datum
(44), after elementary calculation we get:

(V2X2 + V3X3)h(l2) = V̇2X3 − V̇3X2 + X2E3 − X3E2.

Denoting by H a primitive of h and integrating in time we obtain,

1

2

∫ t

0

d

ds
H(l2(s))ds

= 1

2

[
H(l2(t)) − H(l2(0))

]

=
∫ t

0
ds

[
V̇2(s)X3(s) − V̇3(s)X2(s) + X2(s)E3(s) − X3(s)E2(s)

]
. (20)

H(l2(0)) is bounded by the hypotheses on f N0 , while the assumptions on h imply
that H(l2(t)) → ∞ as l → L . Hence, the left hand side in Eq. (20) goes to infinity
as l → L . On the other hand, by integrating by parts the right hand side we have,
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∫ t

0
ds

[
V̇2(s)X3(s) − V̇3(s)X2(s) + X2(s)E3(s) − X3(s)E2(s)

]

= [V2(s)X3(s) − V3(s)X2(s)]
t
0

+
∫ t

0
[X2(s)E3(X (s), s) − X3(s)E2(X (s), s)] ds. (21)

If one has a bound on the velocities over the time interval [0, T ], it can be proven
that also the field E is bounded, so that by (21) the latter term in (20) is bounded.
Hence, not to get an absurd, the plasma does remain confined in a cylinder properly
contained in D, as stated before.

The previous argument shows that the main effort has to be done to find a bound
on the particle velocities, which is independent of the cut-off N . To this aim an
important role is played by the local energy. Putting WN for the function defined in
(8) relative to the evolution of the cut-off system, and setting

QN (R, t) = max

{

1, sup
μ∈R

WN (μ, R, t)

}

(22)

V N (t) = sup
s∈[0,t]

sup
(x,v)∈D×R3

|V N (x, v, s)| (23)

and

RN (t) = 1 +
∫ t

0
V N (s)ds (24)

we can state the following result:

Proposition 1 There exists a constant C independent of N such that

QN (RN (t), t) ≤ CQN (RN (t), 0).

Since the assumptions on f N0 ensure that the function QN is finite at time t = 0, the
above proposition shows that it remains finite at later times, and enables us to get
estimates on the spatial density ρ(x, t) and consequently on the electric field E(x, t).
This is sufficient to prove the theorem.

2.2 The Vlasov–Poisson Plasma in R
3

In this case we consider a plasma in the whole of R3 and its time evolution given
by the Vlasov–Poisson equation, that is Eq. (1) in which F = 0. In analogy with the
preceding case, we define W as in (8) and we set
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Q(R, t) = max

{

1, sup
μ∈R

W (μ, R, t)

}

. (25)

As before, for any α > 0 we define the following family of states:

F α(C) =
{
ρ : R3 → R

+ such that Mi ≤ C |i |−α
}

(26)

with C a positive constant, i ∈ Z
3/{0} and

Mi =
∫

|i−x |≤1
ρ(x) dx . (27)

Theorem 2 Let us fix an arbitrary positive time T . Let f0 ∈ L∞ be supported on
the set

S0 =
{
(x, v) : x ∈ R

3, |v| ≤ V0

}
(28)

with V0 a positive constant. Moreover assume that ρ0 ∈ F 1+ε(C0), with ε arbitrary
and positive, and that for any R > 1

Q(R, 0) ≤ CRβ, β <
7

5
(29)

with C a positive constant. Then there exists a solution to system (2) in [0, T ].
Moreover this solution is unique among those distributed according to f (t) ∈ L∞,

which enjoys the following properties: it is supported at any time t ∈ [0, T ] on the
set

St =
{
(x, v) : x ∈ R

3, |v| ≤ V (t)
}
,

ρ(t) ∈ F 1+ε(C(t)) with ε arbitrary and positive, being V (t) and C(t) positive
continuous functions on [0, T ] such that V (0) = V0 and C(0) = C0 and finally, for
any R > 1

Q(R, t) ≤ CRβ β <
7

5
(30)

with C a positive constant.

3 The Case with Infinite Charge and Velocities

In this section we illustrate some results obtained removing, in the two preceding
systems, the assumption for the density to be compactly supported in the velocities.
More precisely, we consider a plasma having infinite charge and velocities, and we
assume that its density is slowly decaying in space (not integrably) and Gaussian
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in the velocities. As in the previous cases, these hypotheses allow to well pose the
problem, and make the local energy bounded at time t = 0. Because of this new
setup, we will look for bounds on the velocity of any single particle, for a fixed
initial (x, v), over an arbitrary time interval [0, T ].

3.1 A Magnetically Confined Plasma

In [4] we have considered the same model as in [2]. In order to have the confinement
of the plasma we have to assume that the magnetic field is sufficiently strongly
diverging on the walls of the cylinder. More precisely, we define as before

F(x, v) = v ∧ B(x)

B = (
h(x22 + x23 ), 0, 0

)
. (31)

but we ask for the function h to satisfy

h(r2) = 1

(L2 − r2)θ
with θ > 2 (32)

where r =
√

x22 + x23 .As before we consider a plasma initially confined in a cylinder
D0 ⊂ D, in order to have a finite magnetic field at time t = 0, and we introduce the
family of states (14). We prove the following result:

Theorem 3 Let us fix an arbitrary positive time T. Assume that the field B satisfies
(31). Let f0(x, v) be supported on D0 × R

3 and satisfy the two following hypotheses:

0 ≤ f0(x, v) ≤ C0e
−λ|v|2 (33)

ρ0(x) ∈ F α α >
5

9
(34)

for some positive constants C0 and λ.

Then there exists a solution to system (2) in [0, T ] such that, for any (x, v) ∈ D0 × R
3,

sup0≤t≤T

√
X2(t)2 + X3(t)2 < L . Moreover

0 ≤ f (x, v, t) ≤ Ce−λ̄|v|2 (35)

for some positive constants C and λ̄ and, for any i ∈ Z/{0},
∫

i≤x1≤i+1
ρ(x, t) dx ≤ C

log(1 + |i |)
|i |α . (36)

This solution is unique in the class of those satisfying (35) and (36).
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3.2 The Vlasov–Poisson Plasma in R
3

In [5] we prove the following two theorems.

Theorem 4 Let us fix an arbitrary positive time T. Let f0 satisfy the following
hypotheses:

0 ≤ f0(x, v) ≤ C0e
−λ|v|2g(|x |) (37)

where is g a bounded, continuous function satisfying, for any i ∈ Z
3/{0},

∫

|i−x |≤1
g(|x |) dx ≤ C

1

|i |2+ε
∀ ε > 1/15 (38)

being λ,C0 and C positive constants. Then there exists a solution to Eq. (2) on [0, T ]
and positive constants C and λ̄ such that

0 ≤ f (x, v, t) ≤ Ce−λ̄|v|2 (39)

and for any i ∈ Z
3/{0}

∫

|i−x |≤1
ρ(x, t) dx ≤ C

log
3
2 (1 + |i |)
|i |2+ε

. (40)

This solution is unique in the class of those satisfying (39) and (40).

Remark 2 Making the more strict assumption on the spatial density to be point-wise
decreasing for large |x | in place of hypothesis (38), allows us to improve the thesis
of Theorem 4. Indeed, we are able to show that at any time t ∈ [0, T ] ρ(t) keeps the
same decreasing property, which is the object of the next theorem.

Theorem 5 Let us fix an arbitrary positive time T. Let f0 satisfy the following
hypotheses:

0 ≤ f0(x, v) ≤ C0e
−λ|v|2g(|x |) (41)

where is g a bounded, continuous, not increasing function such that, for |x | ≥ 1

g(|x |) ≤ C
1

|x |2+ε
∀ ε > 1/15 (42)

being λ,C0 and C positive constants. Then there exists a solution to Eq. (2) on [0, T ]
and positive constants C and λ̄ such that

0 ≤ f (x, v, t) ≤ Ce−λ̄|v|2g(|x |). (43)

This solution is unique in the class of those satisfying (43).
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3.3 Proof of Theorem 5

We want to briefly sketch the proof of this theorem, as a paradigm of the kind of
proofs of Theorems 3 and 4.

We introduce a cut-off system, obtained by putting in Eq. (1) the initial condition

f N0 (x, v) = f0(x, v)χ{|v| ≤ N }. (44)

We consider Eq. (2) for the characteristics, with initial distribution f N0 , and set
(XN (t), V N (t)) for position and velocity in this dynamics of a point particle which
is in (x, v) at time t = 0. The solutions for such system are known to exist by the
preceding results in Sect. 2, being the velocity support of the density compact. From
now on all the functions relative to this dynamics will be indexed by N .

The main job is to get a fine bound on the electric field. Recalling the definition

V N (t) = sup
s∈[0,t]

sup
(x,v)∈R3×R3

|V N (x, v, s)|

by means of the local energy we can prove the following estimate:

Proposition 2 There exists a positive constant C such that, for any t ∈ [0, T ] :
∫ t

0
|EN (x, s)|ds ≤ C

[
V N (t)

]α 5 − ε

9
< α <

2

3

being ε the one in (38).

The proof of this proposition is quite lengthy and involved, and is devoted to find
the exponent α, which is suited for our purposes. A consequence of this result is the
following

Corollary 1
V N (T ) ≤ CN (45)

ρN (x, t) ≤ CN 3α (46)

QN (RN (t), t) ≤ CN 1−ε. (47)

At this point we consider the time evolved of the point (x, v) in the phase space, in
the N -th and in the (N + 1)-th dynamics, that is we consider

(
XN (t), V N (t)

)
and

(
XN+1(t), V N+1(t)

)
, the solutions to Eq. (2) with initial condition f N0 and f N+1

0
respectively given by (44). We set
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δN (t) = sup
(x,v)∈R3×B(0,N )

|XN (t) − XN+1(t)|

where B(0, N ) = {v : |v| ≤ N }, and we prove the following result:

Proposition 3 For any t ∈ [0, T ] it holds

δN (x, v, t) ≤ C
∫ t

0
dt1

∫ t1

o
dt2

[
N 3αδN (t2)

(∣
∣log δN (t2)

∣
∣ + 1

) + e− λ
2 N

2
]
. (48)

We do not give its proof, but the above result enables us to prove what follows. Put

ηN (t) = sup
(x,v)∈R3×B(0,N )

|V N (t) − V N+1(t)|

and
σ N (t) = max{δN (t), ηN (t)}.

Hence we have

Proposition 4 There exists a positive constant C such that

sup
t∈[0,T ]

σ N (t) ≤ C−CN . (49)

This result is obviously conclusive for the proof of Theorem 5.
We prove the proposition for the quantity δN (t), being the proof for ηN (t) similar

and easier.
Notice that estimate (48) is not linear in δN (t), while we would like to iterate it

in time. However, it is easily seen that if r ∈ (0, 1), for any a ∈ (0, 1) the following
inequality holds by convexity:

r(| log r | + 1) ≤ r | log a| + a.

Hence, for δN (t) < 1, Proposition 3 gives us, for any a < 1,

δN (x, v, t) ≤ C
∫ t

0
dt1

∫ t1

0
dt2

[
N 3α

(
δN (t2)| log a| + a

) + e− λ
2 N

2
]
. (50)

On the other side, in case δN (t) ≥ 1, it easily seen that estimate (48) would be linear,
that is

δN (t) ≤ C
∫ t

0
dt1

∫ t1

0
dt2

[
N 3αδN (t2) + e− λ

2 N
2
]
. (51)
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Hence, in case δN (t) < 1, choosing a = e− λ
2 N

2
in (50), we get

δN (t) ≤ C
∫ t

0
dt1

∫ t1

0
dt2

[
N 3α+2δN (t2) + e− λ

4 N
2
]
. (52)

Now we are in condition to iterate inequality (48), by inserting in the integral the
same estimate for δN (t2). We make k iterations up to time tk and at the last step we
use the estimate supt∈[0,T ] δN (t) ≤ CN , which comes from (45). Notice that at any
step we get a double factorial at the denominator, due to the double time integration,
obtaining

δN (t) ≤ CNe− λ
4 N

2
k−1∑

i=1

Ci N (3α+2)i T 2i

(2i)! + CkN (3α+2)kT 2k

(2k)! (53)

where C stands as ever for a positive constant. The latter term is exponentially
vanishing as N → ∞, provided k > N (3α+2). For the former term we have

k−1∑

i=1

Ci N (3α+2)i T 2i

(2i)! ≤ e
√
CT N( 3

2 α+1)
. (54)

Hence
δN (t) ≤ CNe− λ

4 N
2
e
√
CT N( 3

2 α+1) + C−N . (55)

Since in Proposition 2 we have found the “right” exponent, that is 3
2α + 1 < 2, we

have
δN (t) ≤ C−CN . (56)
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A Note on Local Well-Posedness
of Generalized KdV Type Equations
with Dissipative Perturbations

Xavier Carvajal and Mahendra Panthee

Abstract In this note we report some local well-posedness results for the Cauchy
problems associated to generalized KdV (gKdV) type equations with dissipative per-
turbation for given data in the low regularity L2-based Sobolev spaces. The method
of proof is based on the contractionmapping principle employed in some appropriate
time weighted spaces.

Keywords Initial value problem · Well-posedness
Dispersive-dissipative models · Kdv equation

1 Introduction

In this brief note we are interested in reporting well-posedness results for the Cauchy
problems associated to generalized Korteweg-de Vries (gKdV) type equations with
dissipative perturbations, viz.,

vt + vxxx + ηLv + (vk+1)x = 0, x ∈ R, t ≥ 0, k ∈ N, (1)
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and

ut + uxxx + ηLu + (ux )
k+1 = 0, x ∈ R, t ≥ 0, k ∈ N, (2)

u(x, 0) = u0(x),

where η > 0 is a constant; u = u(x, t), v = v(x, t) are real valued functions and the
linear operator L is defined via the Fourier transform by ̂L f (ξ) = −Φ(ξ) ̂f (ξ). For
p ∈ R

+, the Fourier symbol Φ(ξ) ∈ R is measurable and has the form

Φ(ξ) = −|ξ |p + Φ1(ξ), (3)

where |Φ1(ξ)| ≤ C(1 + |ξ |q) with 0 ≤ q < p.
The models under consideration are posed for t ≥ 0. In order to deal with some

estimates involving semi-group, we extend these models for all t ∈ R. For this, we
define

η(t) ≡ η sgn(t) =
{

η if t ≥ 0,
−η if t < 0.

(4)

and write (1) and (2) respectively in the form

vt + vxxx + η(t)Lv + (vk+1)x = 0, x, t ∈ R, (5)

v(0) = v0,

and

ut + uxxx + η(t)Lu + (ux )
k+1 = 0, x, t ∈ R, (6)

u(x, 0) = u0(x).

This sort of extension to consider the models posed for all t ∈ R has already been
appeared in earlier works [2, 3]. In what follows we will study the well-posedness
issues for the Caucy problems (5) and (6) for given data in the low regularity Sobolev
spaces Hs(R). We start by introducing two spaces that are suitable to handle the
models in question.

Let k ∈ N, |t | ≤ T ≤ 1, p > 3
2k + 1 and γk := 3k+2

2(k+1) . To deal with the Cauchy
problem (5), we define, for s ≥ 0,

‖ f ‖Xs
T

:= sup
t∈[−T,T ]

{

‖ f (t)‖Hs (R) (7)

+|t | γk
p

(

‖ f (t)‖L2(k+1) + ‖∂x f (t)‖L2(k+1) + ‖Ds
x∂x f (t)‖L2(k+1)

)}

,

for −1 < s < 0,

‖ f ‖Xs
T

:= sup
t∈[−T,T ]

{

‖ f (t)‖Hs (R) + |t | γk
p

(

‖ f (t)‖L2(k+1) + ‖Ds
x∂x f (t)‖L2(k+1)

)}

, (8)
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and introduce the Banach space

Xs
T := {

f ∈ C([−T, T ]; Hs(R)) : ‖ f ‖Xs
T

< ∞}

, (9)

where Hs(R) is the usual L2-based Sobolev space of order s.
Similarly, to work on the Cauchy problem (6), we define, for s ∈ R,

‖ f ‖Ys
T

:= sup
t∈[−T,T ]

{

‖ f (t)‖Hs + |t | γk
p

(

‖∂x f (t)‖L2(k+1) + ‖Ds
x∂x f (t)‖L2(k+1)

)}

,

(10)
and introduce, accordingly, the Banach space

Ys
T := {

f ∈ C([−T, T ]; Hs(R)) : ‖ f ‖Ys
T

< ∞}

. (11)

Motivation behind the definition of these sort of spaces is the work of Dix [5]
where the author uses space with time weight to prove sharp well-posedness result
for the Cauchy problem associated to the Burgers’ equation in Hs(R), s > − 1

2 by
showing that uniqueness fails for data Sobolev regularity less than − 1

2 . In our recent
work [4], similar spaces are used to get sharp local well-posedness results for KdV
type equations. We notice that the space used in [4] needs restriction of the Sobolev
regularity of the initial data not only frombelowbut also fromabove. To overcome the
restriction of Sobolev regularity from above, we used extra norms in the definitions
ofXs

T and Ys
T above. Although we could remove the regularity restriction from above

with the introduction of extra norms, we could not lower the regularity requirement
of the initial data as much as we desired. This question will be addressed elsewhere.

Now, we state the main results of this work.

Theorem 1 Let η > 0 be fixed, k > 0 and Φ(ξ) be as given by (3) with p > 3
2k + 1

as the order of the leading term. Then the Cauchy problem (5) is locally well-posed
for any data v0 ∈ Hs(R), whenever s ≥ −1. Moreover, the map v0 �→ v is smooth
from Hs(R) to C([−T, T ]; Hs(R)) ∩ Xs

T and v ∈ C([−T, T ]\{0}; H∞(R)).

Theorem 2 Let η > 0 be fixed, k > 0 and Φ(ξ) be as given by (3) with p > 3
2k + 1

as the order of the leading term. Then the Cauchy problem (6) is locally well-posed
for any data u0 ∈ Hs(R), whenever s ≥ 0. Moreover, the map u0 �→ u is smooth
from Hs(R) to C([−T, T ]; Hs(R)) ∩ Ys

T and u ∈ C([−T, T ]\{0}; H∞(R)).

Remark 1 The results in Theorems 1 and 2 improve the known well-posedness
results for the Cauchy problems (5) and (6) proved in [2, 3]. However, in view
of our recent work [4], we believe that there is still room to get better results than
the ones presented here. Due to the presence of higher order nonlinearity, the time
weighted spaces introduced in [4] are not good enough in this case. So, one expects
to introduce some new sort of spaces to cater higher order nonlinearity. Currently,
we are working in this direction.

In earlier works [2] (see also [3]) we proved that the IVPs (5) and (6) (with
k = 1) for given data in Hs(R) are locally well-posed whenever s > − 3

4 and s > 1
4
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respectively. The IVPs (5) and (6) with k = 2, 3, 4 were also considered in [3] to get
local well-posedness results respectively for s > 1

4 ,− 1
6 , 0 and s > 5

4 ,
5
6 , 1. To obtain

these results we followed the techniques developed byBourgain [1] andKenig, Ponce
and Vega [7] (see also [8]). The main ingredients in the proof are estimates of the
integral equation associated to an extended IVP that is defined for all t ∈ R. The
principal tool in [2, 3] is the usual Bourgain space associated to the KdV equation
instead of that associated to the linear part of the IVPs (5) and (6).

A detailed explanation about the particular examples that belong to the class
considered in (5) and (6) and the known well-posedness results about them are
presented in our earlier works [2, 4].

This paper is organized as follows: In Sect. 2, we prove some linear and nonlinear
estimates. Section3 is dedicated to prove the main results.

2 Basic Estimates

In this section we derive some linear and nonlinear estimates that will be used to
prove the main results of this work. Consider the Cauchy problem associated to the
linear parts of (5) and (6),

wt + wxxx + η(t)Lw = 0, x, t ∈ R, (12)

w(0) = w0.

The solution to (12) is given by w(x, t) = V (t)w0(x) where the semi-group V (t) is
defined as

V̂ (t)w0(ξ) = eitξ
3+η|t |Φ(ξ)ŵ0(ξ). (13)

In what follows, we prove some estimates satisfied by the semi-group defined in (13).
Without loss of generality, we suppose η = 1 from here onwards. We start with the
following lemmas.

Lemma 1 (Hausdorff-Young) Let p1 ≥ 2 and 1
p1

+ 1
q1

= 1. Then

‖ f ‖L p1 ≤ C‖ ̂f ‖Lq1 . (14)

Lemma 2 There exists a sufficiently large number M > 0 such that the following
estimates

Φ(ξ) = −|ξ |p + Φ1(ξ) < −1, (15)

|Φ1(ξ)|
|ξ |p ≤ 1

2
, (16)

and

|Φ(ξ)| ≥ |ξ |p
2

, (17)

hold true for all |ξ | ≥ M.



A Note on Local Well-Posedness of Generalized KdV … 89

Proof Note that,

lim|ξ |→∞
Φ1(ξ) + 1

|ξ |p = 0 and lim|ξ |→∞
|Φ1(ξ)|

|ξ |p = 0. (18)

The estimates (15) and (16) follow respectively from the first and the second relation
in (18).

For |ξ | ≥ M , using (15) and (16), one has that

|Φ(ξ)| = |ξ |p − Φ1(ξ) ≥ |ξ |p
2

, (19)

which proves (17). �

Lemma 3 Let |t | ≤ T and Φ(ξ) be as defined in (3). Then Φ(ξ) is bounded from
above and

‖e|t |Φ(ξ)‖L∞ ≤ eTCM . (20)

Proof Using (15) in Lemma 2, we see that there is M > 1 large enough such that
Φ(ξ) < −1. Therefore,

e|t |Φ(ξ) ≤ e−|t | ≤ 1, ∀ |ξ | ≥ M. (21)

For |ξ | < M , it is easy to show that Φ(ξ) < CM , and consequently

e|t |Φ(ξ) ≤ eTCM ∀ |ξ | < M. (22)

Combining (21) and (22) we conclude the proof. �

Lemma 4 Let v0 ∈ Hs(R) and V (t) be defined as in (13), then

V (·)v0 ∈ C(R; Hs(R)) ∩ C(R\{0}; H∞(R)).

Proof It is enough to show that V (t)v0 ∈ Hs ′
(R) whenever s ′ > s. We have,

‖V (t)v0‖Hs′ = ‖〈ξ 〉s ′
eitξ

3+|t |Φ(ξ)v̂0(ξ)‖L2

= ‖〈ξ 〉s v̂0(ξ)〈ξ 〉s ′−se|t |Φ(ξ)‖L2 (23)

≤ ‖〈ξ 〉s ′−se|t |Φ(ξ)‖L∞‖v0‖Hs ,

where we have used the notation 〈x〉 := 1 + |x |.
Let M � 1 be as in Lemma 2, then one gets
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‖〈ξ 〉s ′−se|t |Φ(ξ)‖L∞ ≤ ‖〈ξ 〉s ′−se|t |Φ(ξ)‖L∞(|ξ |≤M) + ‖〈ξ 〉s ′−se|t |Φ(ξ)‖L∞(|ξ |>M)

≤ CM + ‖e− |ξ |p
2 |t |〈ξ 〉s ′−s‖L∞ < ∞, t ∈ R\{0}. (24)

One can use the dominated convergence theorem to prove continuity. �

Lemma 5 Let s > −1 − k
2(k+1) , |t | ≤ T ≤ 1 and p > 0, then we have

|t | γk
p ‖∂x Ds

xV (t)w0‖L2(k+1) ≤ C‖w0‖Hs (25)

and
|t | γk

p ‖V (t)w0‖L2(k+1) ≤ C‖w0‖H−1 . (26)

Proof By Hausdorff-Young and Hölder inequalities, we obtain

‖∂x Ds
xV (t)w0‖L2(k+1) ≤ C‖e|t |Φ(ξ)ξ |ξ |sŵ0‖

L
2(k+1)
2k+1

(27)

≤ C
∥

∥

∥e|t |Φ(ξ) ξ |ξ |s
〈ξ 〉s

∥

∥

∥

L
2(k+1)

k
‖〈ξ 〉s ŵ0‖L2 .

Let M as in Lemma 2, then we have

∥

∥

∥

ξ |ξ |s
〈ξ 〉s e

|t |Φ(ξ)
∥

∥

∥

L
2(k+1)

k
≤

∥

∥

∥

ξ |ξ |s
〈ξ 〉s e

|t |Φ(ξ)χ{|ξ |≤M}
∥

∥

∥

L
2(k+1)

k

+
∥

∥

∥

ξ |ξ |s
〈ξ 〉s e

|t |Φ(ξ)χ{|ξ |>M}
∥

∥

∥

L
2(k+1)

k
(28)

≤ CM +
(∫

R

|ξ | 2(k+1)
k e−|t |( k+1

k )|ξ |p dξ

) k
2(k+1)

.

Using a change of variable |t |−1/pξ := x , we get

∥

∥

∥

ξ |ξ |s
〈ξ 〉s e

|t |Φ(ξ)
∥

∥

∥

L
2(k+1)

k
≤ CM + 1

|t | γk
p

(∫

R

|x | 2(k+1)
k e−( k+1

k )|x |p dx
) k

2(k+1)

. (29)

Since the integral in (29) is finite, inserting (29) in (27) and multiplying by |t | γk
p

we get the required estimate (25).
With a similar argument as above (considering s = 0 in (25), one can obtain

|t | γk
p ‖DxV (t)w0‖L2(k+1) ≤ C‖w0‖L2 . (30)

Analogously, we can prove

|t | γk
p ‖V (t)w0‖L2(k+1) ≤ C‖w0‖L2 . (31)
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Now, using (30) and (31), we obtain

|t | γk
p ‖(1 + Dx )V (t)w0‖ ≤ C‖w0‖L2 . (32)

This final estimate (32) is equivalent to (26) and this completes the proof. �

Corollary 1 Let s > −1 − k
2(k+1) , |τ | ≤ T , |t | ≤ T ≤ 1 and p > 0, then we have

|t − τ | γk
p ‖∂x Ds

xV (t − τ) f (t, ·)‖L2(k+1) ≤ C‖ f (t, ·)‖Hs (33)

and
|t − τ | γk

p ‖V (t − τ) f (t, ·)‖L2(k+1) ≤ C‖ f (t, ·)‖H−1 . (34)

Lemma 6 Let V (t) be as defined in (13), |t | ≤ T ≤ 1 and p > 3
2k + 1 then for all

s ≥ −1, we have
‖V (t)w0‖Xs

T
≤ C‖w0‖Hs (35)

and for all s ≥ 0, we have

‖V (t)w0‖Ys
T

≤ C‖w0‖Hs . (36)

Proof We provide a detailed proof for (35), the proof of (36) follows similarly. We
start with the first component of Xs

T -norm. First, note that

‖V (t)w0‖Hs = ‖〈ξ 〉se|t |Φ(ξ)ŵ0(ξ)‖L2 ≤ ‖e|t |Φ(ξ)‖L∞‖w0‖Hs . (37)

From (20) and (37), we can conclude

‖V (t)w0‖Hs ≤ eTCM‖w0‖Hs . (38)

For the next components of the Xs
T -norm, we use (25) and (26) from Lemma 5 to

get, for s ≥ −1

|t | γk
p ‖Ds

x∂x V (t)w0‖L2(k+1) + |t | γk
p ‖V (t)w0‖L2(k+1) ≤ C‖w0‖Hs . (39)

Combining (38) and (39) we get the required estimate (35). �

Lemma 7 Let V (t) be as defined in (13), |t | ≤ T ≤ 1 and p > 3
2k + 1, then the

following estimates hold true.

∥

∥

∥

∫ t

0
V (t − τ)∂x (v

k+1)(τ )dτ

∥

∥

∥

Xs
T

≤ T ωk‖v‖k+1
Xs

T
, ∀ s ≥ −1, (40)
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and
∥

∥

∥

∫ t

0
V (t − τ)(∂xu)k+1(τ )dτ

∥

∥

∥

Ys
T

≤ T ωk‖u‖k+1
Ys

T
∀ s ≥ 0, (41)

where ωk = 2p−3k−2
2p > 0.

Proof We start by proving (40). First consider the case when s ≥ 0. Using the defi-
nition of Xs

T –norm and Lemma 5 for s ≥ 0 (see (7)), we get, for the first component

sup
t∈[−T,T ]

∥

∥

∥

∫ t

0
V (t − τ)∂x (v

k+1)(τ )dτ

∥

∥

∥

Hs
T

≤ sup
t∈[−T,T ]

∫ |t |

0
‖∂x (vk+1)(τ )‖Hs dτ.

(42)
To estimate the other components ofXs

T –norm,we useMinkowski’s integral inequal-
ity and Corollary 1. For the sake of brevity and clarity, we give details for the fourth
component only, because others follow similarly.

|t | γk
p

∥

∥

∥Ds
x∂x

∫ t

0
V (t − τ)∂x (v

k+1)(τ )dτ

∥

∥

∥

L2(k+1)

= |t | γk
p

∥

∥

∥

∫ t

0
Ds

x∂x V (t − τ)∂x (v
k+1)(τ )dτ

∥

∥

∥

L2(k+1)
(43)

≤ C |t | γk
p

∫ |t |

0

∥

∥

∥Ds
x∂x V (t − τ)∂x (v

k+1)(τ )

∥

∥

∥

L2(k+1)
dτ

≤ C |t | γk
p

∫ |t |

0

1

|t − τ | γk
p

‖∂x (vk+1)(τ )‖Hs dτ.

Combining (42), (43) and similar estimates for the other components of the Xs
T –

norm, we obtain

∥

∥

∥

∫ t

0
V (t − τ)∂x (v

k+1)(τ )dτ

∥

∥

∥

Xs
T

≤ sup
t∈[−T,T ]

∫ |t |

0

(‖∂x (vk+1)‖L2 + ‖Ds
x∂x (v

k+1)‖L2

)

dτ (44)

+C sup
t∈[−T,T ]

|t | γk
p

∫ |t |

0

1

|t − τ | γk
p

(‖∂x (vk+1)‖L2 + ‖Ds
x∂x (v

k+1)‖L2

)

dτ

≤ C sup
t∈[−T,T ]

|t | γk
p

∫ |t |

0

1

|t − τ | γk
p

(

‖∂x (vk+1)‖L2 + ‖Ds̃
x (v

k+1)‖L2dτ
)

=: I1 + I2,

where we used s̃ = 1 + s and the estimate

1 = |t − τ |
|t − τ | ≤ |t | + |τ |

|t − τ | ≤ 2|t |
|t − τ | , 0 ≤ τ < |t |.
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In what follows, we will obtain an estimate for I2. Now, using fractional chain
rule (see Tao [9] (A.15) p. 338), for s̃ ≥ 0, we have

I2 ≤ C sup
t∈[−T,T ]

|t | γk
p

∫ |t |

0

1

|t − τ | γk
p

‖vk‖
L

2(k+1)
k

‖Ds̃
xv‖L2(k+1)dτ

≤ C ‖v‖k+1
Xs

T
sup

t∈[−T,T ]
|t | γk

p

∫ |t |

0

1

|t − τ | γk
p

1

τ
kγk
p

1

τ
γk
p

dτ (45)

≤ C ‖v‖k+1
Xs

T
sup

t∈[−T,T ]
|t | γk

p

∫ |t |

0

1

|t − τ | γk
p

1

τ
3k+2
2p

dτ

≤ Cp,k ‖v‖k+1
Xs

T
T ωk .

The estimate for I1 will follow from the one of I2 by considering s = 0. In fact,

I1 ≤ C sup
t∈[−T,T ]

|t | γk
p

∫ t

0

1

|t − τ | γk
p

‖vk‖
L

2(k+1)
k

‖∂xv‖L2(k+1)dτ

≤ C ‖v‖k+1
Xs

T
sup

t∈[−T,T ]
|t | γk

p

∫ t

0

1

|t − τ | γk
p

1

τ
3k+2
2p

dτ (46)

≤ Cp,k ‖v‖k+1
Xs

T
T ωk .

Inserting estimates (45) and (46) in (44) we obtain the required estimate (40) in
the case s ≥ 0.

Next we consider the case −1 ≤ s < 0. Using a similar argument as above, one
gets

∥

∥

∥

∫ t

0
V (t − τ) ∂x (v

k+1)(τ )dτ

∥

∥

∥

Xs
T

≤ C sup
t∈[−T,T ]

|t | γk
p

∫ |t |

0

1

|t − τ | γk
p

‖∂x (vk+1)‖Hs dτ

≤ C sup
t∈[−T,T ]

|t | γk
p

∫ |t |

0

1

|t − τ | γk
p

‖Ds
x∂x (v

k+1)‖L2dτ (47)

≤ C sup
t∈[−T,T ]

|t | γk
p

∫ |t |

0

1

|t − τ | γk
p

‖Ds̃
x (v

k+1)‖L2dτ

≤ Cp,k ‖v‖k+1
Xs

T
T ωk ,

where s̃ = 1 + s ≥ 0, for s ≥ −1.
Now, we move to prove the estimate (41). By using (36) from Lemma 6 and

fractional chain rule as in (45), for s ≥ 0, we get
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∥

∥

∥

∫ t

0
V (t − τ)(∂x u)k+1(τ )dτ

∥

∥

∥

Ys
T

≤ C sup
t∈[−T,T ]

|t |
γk
p

∫ |t |

0

1

|t − τ |
γk
p

(

‖(ux )k+1‖L2 + ‖Ds
x (ux )

k+1‖L2

)

dτ (48)

≤ C sup
t∈[−T,T ]

|t |
γk
p

∫ |t |

0

1

|t − τ |
γk
p

(

‖ux‖k+1
L2(k+1) + ‖(ux )k‖

L
2(k+1)

k
‖Ds

x (ux )‖L2(k+1)

)

dτ

≤ C‖u‖k+1
Ys
T

sup
t∈[−T,T ]

|t |
γk
p

∫ |t |

0

1

|t − τ |
γk
p

[

1

τ
(k+1)γk

p

+ 1

τ
kγk
p

1

τ
γk
p

]

dτ

≤ C‖u‖k+1
Ys
T

sup
t∈[−T,T ]

|t |
γk
p

∫ |t |

0

1

|t − τ |
γk
p

1

τ
3k+2
2p

dτ

≤ Cp,k ‖u‖k+1
Ys
T
T ωk ,

as required. In the last inequality of (48) the condition p > 3
2k + 1 has been used.

�
Now, we move to prove some more estimates that are useful in our analysis.

Lemma 8 Let θ ≥ 0, p > 0 and τ ∈ [−1, 1]\{0}. Then we have

‖〈ξ 〉θe|τ |Φ(ξ)‖L∞
ξ

� 1

|τ | θ
p

. (49)

Proof Considering M large as in Lemma 2, one can obtain

‖〈ξ 〉θe|τ |Φ(ξ)‖L∞ ≤ ‖〈ξ 〉θe|τ |Φ(ξ)‖L∞(|ξ |≤M) + ‖〈ξ 〉θe|τ |Φ(ξ)‖L∞(|ξ |>M) =: A1 + A2.

(50)
For τ ∈ [−1, 1]\{0} and θ

p ≥ 0, we have

A1 ≤ CMe
|τ |CM � 1

|τ | θ
p

. (51)

In what follows, we obtain and estimate for the high frequency part A2. From (17)
we have

A2 � ‖ | |τ | 1
p ξ |θe−||τ | 1p ξ |p‖L∞(|ξ |>M)

|τ | θ
p

� 1

|τ | θ
p

, (52)

where in the last inequality x
θ
p e−x ≤ Cθ,p, if x ≥ 0 has been used. The proof of the

lemma follows inserting (51) and (52) in (50). �
Proposition 1 Let s > −1, p > 3k

2 + 1, k ∈ N. There exists μ := μ(s, p, k) > 0
such that if

‖ f ‖Zs
T

:= sup
t∈[−T,T ]\{0}

{

‖ f (t)‖Hs + |t | γk
p ‖ f (t)‖L2(k+1)

}

< ∞, (53)
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then the application

t �→ L( f )(t) :=
∫ t

0
V (t − t ′)∂x ( f k+1)(t ′)dt ′, 0 < |t | ≤ T ≤ 1, (54)

is continuous from [−T, T ]\{0} to Hs+μ.

Proof We prove this proposition considering 0 < t ≤ T ≤ 1. The case−1 ≤ −T ≤
t < 0 follows similarly. First we show that L( f )(t) ∈ Hs+μ(R) ∀ f ∈ Zs

T . We do
this considering two different cases.
Case I, −1 ≤ s < p − 1: Let 0 < t ≤ T ≤ 1 and f ∈ Zs

T . In this case, we have

‖L( f )(t)‖Hs+μ =
∥

∥

∥〈ξ 〉s+μ

∫ t

0

(

ei(t−t ′)ξ 3+|t−t ′|Φ(ξ)
)

iξ f̂ k+1(ξ, t ′)dt ′
∥

∥

∥

L2

≤
∫ t

0
‖〈ξ 〉s+μ ξ e|t−t ′|Φ(ξ)‖L∞‖ f̂ k+1(·, t ′)‖L2dt ′ (55)

≤
∫ t

0
‖〈ξ 〉s+μ+1e|t−t ′ |Φ(ξ)‖L∞‖ f (·, t ′)‖k+1

L2(k+1)dt
′

� ‖ f ‖k+1
Zs

T

∫ t

0

1

|t − t ′| 1+s+μ

p

1

|t ′| 3k+2
2p

dt ′ < ∞,

where 0 < μ < p − 1 − s, the definition of Zs
T -norm, Minkowski’s inequality and

inequality (49) from Lemma 8 are used. Note that, the condition s ≥ −1 guarantees
s + μ + 1 ≥ 0 to use (49).
Case II, s ≥ p − 1: Similarly as above, using the fact that, in this case Hs is an
algebra, we obtain

‖L( f )(t)‖Hs+μ =
∥

∥

∥〈ξ 〉s+μ

∫ t

0

(

ei(t−t ′)ξ 3+|t−t ′|Φ(ξ)
)

iξ f̂ k+1(ξ, t ′)dt ′
∥

∥

∥

L2

≤
∫ t

0
‖〈ξ 〉μ ξ e|t−t ′ |Φ(ξ)

(

J s( f k+1)(·, t ′))∧
(ξ)‖L2dt ′ (56)

≤
∫ t

0
‖〈ξ 〉μξ

(

e|t−t ′ |Φ(ξ)
)

‖L∞‖J s( f k+1)(·, t ′)‖L2dt ′

≤
∫ t

0
‖〈ξ 〉μ+1

(

e|t−t ′|Φ(ξ)
)

‖L∞‖ f (·, t ′)‖k+1
Hs dt ′

� ‖ f ‖k+1
Zs

T

∫ t

0

1

|t − t ′| 1+μ

p

dt ′ < ∞.

The last estimate in (56) follows by choosing 0 < μ < p − 1.
To prove the continuity part, let t0 ∈ (0, T ] fixed, and let f ∈ Zs

T . We will prove
that
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lim
t→t0

‖L( f )(t) − L( f )(t0)‖Hs+μ = 0. (57)

We divide the proof in two different cases.
Case a, 0 < t ≤ t0: In this case, using (54) and the additive property of the integral,
we obtain

‖L( f )(t) − L( f )(t0)‖Hs+μ =
=

∥

∥

∥

∫ t0

0
V (t0 − t ′)∂x ( f k+1)(t ′)dτ −

∫ t

0
V (t − t ′)∂x ( f k+1)(t ′)dt ′

∥

∥

∥

Hs+μ

≤
∥

∥

∥

∫ t

0

(

V (t0 − t ′) − V (t − t ′)
)

∂x ( f
k+1)(t ′)dt ′

∥

∥

∥

Hs+μ
(58)

+
∥

∥

∥

∫ t0

t
V (t0 − t ′)∂x ( f k+1)(t ′)dt ′

∥

∥

∥

Hs+μ

=: I1(t, t0) + I2(t, t0).

We write

I1(t, t0) =
∥

∥

∥〈ξ〉s+μ

∫ t

0

(

ei(t0−t ′)ξ3+(t0−t ′)Φ(ξ) − ei(t−t ′)ξ3+(t−t ′)Φ(ξ)
)

iξ ̂f k+1(ξ, t ′)dt ′
∥

∥

∥

L2
,

(59)
and note that

(ei(t0−t ′)ξ 3+(t0−t ′)Φ(ξ) − ei(t−t ′)ξ 3+(t−t ′)Φ(ξ)) =
∫ t0

t
(iξ 3 + Φ(ξ))ei(τ−t ′)ξ 3+(τ−t ′)Φ(ξ)dτ.

We analyse I1, considering two different cases.
Case a.1, −1 ≤ s < min{2(p − 2), p − 1}: In this case, we have

I1(t, t0) =
∥

∥

∥

∫ t

0

∫ t0

t
〈ξ 〉s+μ(iξ 3 + Φ(ξ))ei(τ−t ′)ξ 3+(τ−t ′)Φ(ξ)ξ f̂ k+1(ξ, t ′)dτdt ′

∥

∥

∥

L2

≤
∥

∥

∥

∫ t

0

∫ t0

t
〈ξ 〉s+μ+1|iξ 3 + Φ(ξ)|e(τ−t ′)Φ(ξ)| f̂ k+1(ξ, t ′)|dτdt ′

∥

∥

∥

L2

≤
∫ t

0

∫ t0

t
‖〈ξ 〉s+μ+1|iξ 3 + Φ(ξ)|e(τ−t ′)Φ(ξ) f̂ k+1(ξ, t ′)‖L2dτdt ′ (60)

�
∫ t

0

∫ t0

t
‖〈ξ 〉s+μ+r e(τ−t ′)Φ(ξ) f̂ k+1(ξ, t ′)‖L2dτdt ′

� ‖ f ‖k+1
Zs

T

∫ t

0

∫ t0

t

1

|τ − t ′| μ+s+r
p

1

|t ′| 3k+2
2p

dτdt ′

=: ‖ f ‖k+1
Zs

T
J,

where r = max{3, p} + 1. In the domain of integration one has 0 ≤ t ′ ≤ t ≤ τ ≤ t0,
and consequently |τ − t ′| = (τ − t ′) ≥ t − t ′ = |t − t ′|. Therefore, we can estimate
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J as follows

J =
∫ t

0

1

|t ′| 3k+2
2p

∫ t0

t

1

|τ − t ′| μ+s+r
p

dτdt ′ (61)

∼
∫ t

0

1

|t ′| 3k+2
2p

(

1

(t0 − t ′)αμ
− 1

(t − t ′)αμ

)

dt ′,

where

αμ = αμ(s, p) =
{

μ+s+1
p , if p ≥ 3 and 0 < μ < p − 1 − s,

μ+s+4−p
p , if p ≤ 3 and 0 < μ < 2(p − 2) − s.

(62)

Note that, for the choices of p, s and μ, we have αμ < 1.
Now, making change of variables t ′ = t0x and t ′ = t x respectively in the first and

second integrals in (61) and taking in account that αμ < 1, we obtain

J ∼ t
1−αμ− 3k+2

2p
0

∫ t/t0

0

1

|x | 3k+2
2p

1

(1 − x)αμ
dx − t1−αμ− 3k+2

2p

∫ 1

0

1

|x | 3k+2
2p

1

(1 − x)αμ
dx → 0,

(63)
whenever t → t0.
Case a.2, s ≥ min{2(p − 2), p − 1}: In this case, with a similar argument as above,
and the fact that Hs is an algebra, one can get

I1(t, t0) � ‖ f ‖k+1
Zs

T

∫ t

0

∫ t0

t

1

|τ − t ′| μ+r
p

dτdt ′ := ‖ f ‖k+1
Zs

T
J̃ . (64)

Similarly to J in (61), we get

J̃ ∼
∫ t

0

(

1

(t0 − t ′)αμ
− 1

(t − t ′)αμ

)

dt ′, (65)

where

αμ = αμ(s, p) =
{

μ+1
p , if p ≥ 3 and 0 < μ < p − 1,

μ+4−p
p , if p ≤ 3 and 0 < μ < 2(p − 2).

(66)

In this case too, for the choices of p, s and μ, we have that αμ < 1.
As in (63), making change of variables and the fact that αμ < 1, we obtain

J̃ ∼ t
1−αμ

0

∫ t/t0

0

1

(1 − x)αμ
dx − t1−αμ

∫ 1

0

1

(1 − x)αμ
dx → 0, (67)

whenever t → t0.
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Therefore, in the light of (63) and (67), we get

I1(t, t0) → 0, if t → t0. (68)

Analogously, since

∫ t0

0
‖V (t − t ′)∂x ( f k+1)(t ′)dt ′‖Hs+μ < ∞

we get
I2(t, t0) → 0, if t → t0. (69)

Hence, using (68) and (69) in (58), we conclude the proof of the proposition in
this case.
Case b, 0 < t0 < t: In this case too, using (54) and the additive property of the
integral, we obtain

‖L( f )(t) − L( f )(t0)‖Hs+μ =
=

∥

∥

∥

∫ t0

0
V (t0 − t ′)∂x ( f k+1)(t ′)dτ −

∫ t

0
V (t − t ′)∂x ( f k+1)(t ′)dt ′

∥

∥

∥

Hs+μ

≤
∥

∥

∥

∫ t0

0

(

V (t0 − t ′) − V (t − t ′)
)

∂x ( f
k+1)(t ′)dt ′

∥

∥

∥

Hs+μ
(70)

+
∥

∥

∥

∫ t

t0

V (t − t ′)∂x ( f k+1)(t ′)dt ′
∥

∥

∥

Hs+μ

=: I1(t, t0) + I2(t, t0).

The rest follows analogously as in Case a, and this completes the proof of the
proposition. �

Proposition 2 Let s ≥ 0, p > 3k
2 + 1. There exists μ := μ(s, p, k) > 0 such that if

‖ f ‖Z̃s
T

:= sup
t∈[−T,T ]\{0}

{

‖ f (t)‖Hs + |t | γk
p ‖∂x f (t)‖L2(k+1)

}

< ∞, (71)

then the application

t �→ L̃( f )(t) :=
∫ t

0
V (t − t ′)( fx )k+1(t ′)dt ′, 0 < |t | ≤ T ≤ 1, (72)

is continuous from [−T, T ]\{0} to Hs+μ.

Proof The proof follows by using (49) and a similar procedure applied in the proof
of Proposition 2.9. �
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3 Proof of the Main Results

Having the linear and nonlinear estimates at hand from the previous section, now we
provide proof of the main results of this work.

Proof (Proof of Theorem 1) Consider the Cauchy problem (5) in its equivalent inte-
gral form

v(t) = V (t)v0 −
∫ t

0
V (t − τ)∂x (v

k+1)(τ )dτ, (73)

where V (t) is the semi-group associated with the linear part given by (13).
Let us define an application

Ψ (v)(t) = V (t)u0 −
∫ t

0
V (t − τ)∂x (v

k+1)(τ )dτ. (74)

For s ≥ −1, r > 0 and 0 < T ≤ 1, let

BT
r = { f ∈ Xs

T ; ‖ f ‖Xs
T

≤ r},

be a ball inXs
T with center at origin and radius r . We will show that there exists r > 0

and 0 < T ≤ 1 such that the application Ψ maps BT
r into BT

r and is a contraction.
For this, let v ∈ BT

r . Using the estimates (35) and (40), one can obtain

‖Ψ (v)‖Xs
T

≤ C‖v0‖Hs + Cp,kT
ωk‖v‖k+1

Xs
T

, (75)

where ωk = 2p−3k−2
2p > 0.

For v ∈ BT
r let us choose r = 4c‖v0‖Hs in such a way that cT ωk r k = 1/4. For this

choice, one can easily obtain

‖Ψ (v)‖Xs
T

≤ r

4
+ cT ωk r k+1 ≤ r

2
. (76)

From (76) we conclude that Ψ maps BT
r into itself. A similar argument proves

that Ψ is a contraction. Hence Ψ has a fixed point v which is a solution of the
Cauchy problem (5) such that v ∈ C([0, T ], Hs(R)). The rest of the proof follows
from standard argument, see for example [6].

The regularity part follows using Lemma 4 and Proposition 1 as in [3]. �

Proof (Proof of Theorem 2) Proof of this theorem is very similar to that of Theorem1.
In this case, we use the estimate (36) fromLemma 6 and estimate (41) fromLemma 7
to perform the contraction mapping argument. �
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A Kinetic Approach to Steady Detonation
Waves and Their Linear Stability

Filipe Carvalho

Abstract Detonation waves have a relevant role in many engineering processes,
namely those related to propulsion.Most studies, regarding the stability of detonation
waves, have been carried out by computer simulations, notwithstanding their multi-
scale nature and unstable behaviour makes it difficult to achieve accurate results. In
this paper we propose a kinetic approach to this problem, explain the constraints and
the difficulties that this choice entails as well as its advantages. Numerical methods
are needed to obtain the solutions of the stability. The ones in use imply that a regular
computer takes a long period of time to provide the solutions. In this paper, taking
into account the developments proposed by others, we present a numerical procedure
that helps to overcome the difficulties of the current methods and allows us to answer
some questions related to the stability problem.

Keywords Kinetic theory · Boltzmann equation · Chemical reactions
Steady detonation waves · Hydrodynamic stability

1 Introduction

In kinetic theory of gases the description of a gas system evolution is obtained using
distribution functions in the mesoscopic level. These distributions are defined in the
phase space composed by the position x , and the velocity c for a given time t in
such a way that f (x, c, t) represents the number of particles that, at time t , are in the
volume element dxdc around position x and velocity c.

The basic assumption of kinetic theorymodelling is that the number of particles of
a gas is so large that it can be treated as a continuum. If we consider that particles obey
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classical laws ofmechanics andwe neglectmacroscopic forces acting on the particles
and interactions between them, according to Newton’s Principle, each particle travels
at constant velocity along a straight line, therefore, f (x, c, t) = f (x − ct, c, 0) for
any time t . In these conditions, f is a weak solution of the free transport equation

∂ f

∂t
+

3∑

i=1

ci
∂

∂xi
f = 0. (1)

In 1872, see Ref. [1] Ludwig Boltzmann derived an equation, the so called Boltz-
mann Equation, that is used to describe the evolution of a gas, considering that par-
ticles interact. This derivation was based on some physical assumptions (for more
details see for instance [1] or [2]):

(a) the collision time is much smaller in comparison with the free travelling time of
a particle;

(b) collisions between more than two particles may be neglected;
(c) collisions are micro-reversible;
(d) the velocities of two particles that are about to collide are uncorrelated;
(e) there are some physical quantities that do not change during a collision, such as

mass, linear momentum and kinetic energy.

The Boltzmann Equation is an integro-differential equation that, considering a
single gas speciewithoutmacroscopic forces acting on the particles, has the following
expression [3]:

∂ f

∂t
+

3∑

i=1

ci
∂

∂xi
f = Q( f, f ), (2)

where Q( f, f ) is the integral collisional operator. An extension of the Boltzmann
equation to chemical reactive gases, will be presented with more detail in the next
section.

The Boltzmann Equation was then extended to many different situations, such
as gases with macroscopic forces acting on the particles, gases with more than one
constituent, gases with more than one constituent where particles may interact not
only in elastic collisions but also in reactive collisions, polyatomic gases, relativistic
systems, among others.

The equilibrium solution is the only exact solution of the Boltzmann Equation,
that is currently known. The wide range of applications of this equation and the diffi-
culties of finding its solutions led many researchers to develop simplified variants of
the Boltzmann equation which allowed them to find solutions, while still retaining
its main features. The BGK model [4], the Kac model [5] and the discrete-velocity
models [6] are some of the examples. Others, such as Grad, Chapman and Enskog,
developed different methods to obtain approximate solutions of the full Boltzmann
Equation.
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In this work we will address the problem of the detonation wave propagation, that
will be presented in Sect. 3 and its stability analysis that will be presented in Sect. 4.
The kinetic approach to this problem, using the Boltzmann equation to describe the
evolution of the gas system, allows a discussion around the microscopic features of
the gas, such as the molecular potential, the reaction heat of the considered chemical
reaction and the activation energy needed for the reaction to occur. It also allows the
study on their influence in differentmacroscopic regimes, such as different detonation
velocities and different initial concentrations of the gas constituents.

In what follows, we will present some of our work on this subject and make
reference to a few other works that were important in the development of the current
state of art. The paper is organized as follows. The kinetic description of the gas
system is presented in Sect. 2. In Sects. 3 and 4 we present the detonation wave
problem and the stability analysis modelling. Finally, in Sect. 5 we discuss some
numerical techniques that were used to obtain solutions for the stability analysis and
present recent developments on the study of stability.

2 Kinetic Framework and Macroscopic Equations

In this section we present the main microscopic features of the gas system and
synthetically explain how to go from the microscopic description to the macroscopic
equations that describe the gas evolution.

2.1 Microscopic Modelling

We consider a binary gaseousmixture whose constituents, A and B, have equal mole-
cular mass m and binding energies EA and EB . Vibrational and rotational molecular
degrees of freedom are not taken into account. The gas particles can undergo binary
elastic collisions as well as collisions with chemical reaction according to the single
reversible symmetric law

A + A � B + B. (3)

At the mesoscopic scale, the thermodynamical behaviour of the mixture is modelled
by the following system of Boltzmann equations for the constituent distribution
functions fα(x, cα, t), with x, cα ∈ R

3 and t ∈ R
+,

∂ fα
∂t

+ cα∇x fα = Q( fα, fα), α = A, B, (4)

where Q( fα, fα) = QE
α + QR

α , and

QE
α =

B∑

β=A

∫ (
f ′
α f ′

β − fα fβ
)
d2

(
gβα · kβα

)
dkβαdcβ, (5)
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QR
α =

∫ [
fβ f ′

β − fα f ′
α

]
σ �

α
2
(gα · kα) dkαdc′

α. (6)

Above, in Eq. (5), the primes denote post collisional distribution functions, d the
elastic particle diameter, gβα the relative velocity between the α and β particles, kβα

the unit collision vector and dkβα the element of solid angle for elastic collisions and
in Eq. (6), the primes are used to distinguish two identical particles that participate in
the reactive collision, kα is the unit collision vector, gα the relative velocity between
two identical particles of constituent α, with (α, β) ∈ {(A, B), (B, A)}, dkα the
element of solid angle for reactive collisions, and the term σ �

α
2 is the differential

reactive cross section.
The collisional operator Q( fα, fα), was used by Boltzmann to introduce the

influence of the encounters between particles in the description of the evolution of
the gas system. In the considered kinetic framework, this operator must consider
elastic and reactive collisions, therefore, it is split into two operators: the elastic
operator QE

α and the reactive operator QR
α . As we can see in Eq. (5), in the elastic

operator all collisions are considered, even those between two constituents A or two
constituents B that end up being reactive and thus considered in the reactive operator.
This double counting shouldn’t create any major problem in situations where the
number of elastic encounters is much larger than the number of reactive encounters.
Although this is what happens more frequently, some recent works introduced a
correction term to avoid this problem, see for instance [7].

In what follows, the reactive cross section σ�
α
2 is defined as

σ �
α
2 =

{
0 for γα < ε�

α

d2 for γα > ε�
α

α = A, B, (7)

where the relative translational energy γα = mg2α
4kT and the activation energies ε�

α are
written in units of kT , with k being the Boltzmann constant and T the temperature of
the mixture. There are many works on reacting gases that choose different collision
potential. For more details on the implications of these choices see for instance [3].

2.2 Hydrodynamical Limit

Macroscopic state variables may be defined as mean values of microscopic quan-
tities. For instance, the number densities nα of the constituents, the mean velocity
components vi and temperature T of the mixture, may be defined by

nα =
∫

fαdcα, vi = 1

n

B∑

α=A

∫
cα
i fαdcα, T = m

3kn

B∑

α=A

∫
(cα − v)2 fαdcα,

(8)
respectively.
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Aswas explained before, there are some physical microscopic quantities that must
be preserved during a collision and a proper microscopic model must respect those
physical characteristics. It is possible to prove that the model that is used in this paper
has the desired properties. Therefore, if fα is a solution of the Boltzmann equation,
and	α ∈ {

1,mα,mαcα
1 ,mαcα

2 ,mαcα
3 ,

1
2mαc2α + Eα

}
then, multiplying both sides of

the Boltzmann equation (2.1) by the proper 	α and integrating over cα leads to the
following macroscopic equations

∂nα

∂t
+

3∑

i=1

∂nα

∂xi

(
nαvi + nαu

α
i
) = τα, (9)

∂

∂t
(ρvi ) +

3∑

j=1

∂

∂xi

(
pi j + ρvi v j

) = 0, (10)

∂

∂t

(
3

2
nkT +

B∑

α=A

nαEα + 1

2
ρv2

)
+

3∑

i=1

∂

∂xi

{
qi +

3∑

j=1

pi j v j

+
(3
2
nkT +

B∑

α=A

nαEα + 1

2
ρv2

)
vi

}
= 0. (11)

Above, uα
i and τα are the diffusion velocity components and the reaction rate of the

constituent α, and ρ, pi j , qi are the mass density, pressure tensor and heat flux of the
gas system.

These six Eqs. (9)–(11) do not form a closed system and we must pass to the
hydrodynamic limit to close it. Here we adopt the solution obtained in [8] using the
asymptotic method of Chapman-Enskog and a second order Sonine expansion of the
distribution functions. This approximate solution was used to describe the complete
reactive process, starting from its early stage and going towards the equilibrium final
state. Depending on the chemical regimes that we want to model, we may consider
other regimes or even other approximation methods. In paper [9], for example, the
author derived a different hydrodynamical limit where elastic encounters are the
dominant interactions between particles. The subject of deriving hydrodynamical
limits from microscopic descriptions is a research area for itself, see for instance
[10, 11]. Although interesting, this subject will not be addressed here.

With the distribution function obtained in [8] we may evaluate some macroscopic
quantities of Eqs. (9)–(11) such as the reaction rate τα , constituent diffusion velocities
uα
i , mixture pressure tensor pi j and heat flux qi . The resulting equations, in the one

dimensional form, may be rearranged in the following way:

∂nA

∂t
+ ∂

∂x
(nAv) = τA , (12)

∂

∂t
(nA + nB) + ∂

∂x

[
(nA + nB)v

]
= 0, (13)
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∂v

∂t
+ 1

ρ

∂p

∂x
+ v

∂v

∂x
= 0, (14)

∂p

∂t
+ v

∂p

∂x
+ 5

3
p

∂v

∂x
+ 2

3

B∑

α=A

Eατα = 0, (15)

where v represents now the x-component of the gas system velocity. This choice
was motivated by the fact that these equations’ aim is to study the one dimensional
detonation wave. This subject is the main topic of the next section.

3 One Dimensional Steady Detonation

The one dimensional detonation wave model is based on the assumption that ahead
of a shock there is a gas system in a meta stable equilibrium. This means that in
this location, chemical reactions between particles may be neglected but, if a trigger
appears, such as a shock wave with a large velocity, then a chemical reaction occurs
until the gas system reaches total, elastic and chemical, equilibrium. This phenom-
enon may be described by the simple ZND (Zel’dovich, John Von Neumann and
Werner Döring) model in the case of a detonation wave with velocity greater then
the CJ (Chapman-Jouguet) velocity. For more detail see for instance [12, 13].

Many researchers developed studies concerning the detonation wave problem. In
paper [14] the authors did so by exploring the reaction zone thickness for different
wave velocities and different activation energies. In [15] the influence of the chemical
reaction velocity in the detonation wave profiles was studied.

In paper [16], in collaboration with Ana Jacinta Soares, we studied the influence
of the reaction heat on the detonation wave profiles and its relation with the activation
energy of the chemical reaction. We considered the gas system described before with
the chemical reaction defined in Eq. (3) and with the governing Eqs. (12)–(15). Then,
transforming these equations’ frame to the shock front we obtained the steady state
equations:

d

dx

[
(v − D) nA

]
= DτA, (16)

d

dx

[
(v − D) (nA + nB)

]
= 0, (17)

d

dx

[
(v − D) ρv + nkT

]
= 0, (18)

d

dx

[
(v − D)

(
3

2
nkT + ρv2

2
+ EAnA + EBnB

)
+ nkT v

]
= 0. (19)

These equations with the Rankine-Hugoniot conditions
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(v − D) nA = −DnA0, (20)

(v − D) nB = −DnB0, (21)

(v − D) ρv + nkT = n0kT0, (22)

(v − D)

(
3

2
nkT + ρv2

2
+ EAnA + EBnB

)
+ nkT v =

= −D

(
3

2
n0kT0 + EAnA0 + EBnB0

)
, (23)

constitute a closed equation system that is used to obtain the steady state detonation
wave solution for a given set of parameters such as the initial values for the macro-
scopic variables noted with the subscript 0 and the detonation wave velocity D.

With this system it was possible to observe, for the input parameters, that for
an exothermic reaction the steady detonation solution is a rarefaction wave, which
means that the pressure decreases along the reaction zone, and for an endothermic
reaction the steady detonation solution is a compression wave, which means that the
pressure increases along the reaction zone. In addition, it was also possible to observe,
among other expected and essential physical features, that the temperature increases
for an exothermic chemical reaction and decreases for an endothermic reaction and
that the extent of the reaction zone decreases when the reaction heat increases.

These are examples of works where the authors started from a kinetic description
of the gas to analyse, using an appropriate hydrodynamic limit, the behaviour of the
detonation wave for different values of hider microscopic, such as the reaction heat
and activation energy, or macroscopic variables, such as initial concentrations and
wave velocity. Provided we have experimental data, we may determine approxima-
tions for unknown parameters, such as transport coefficients of diffusion, viscosity
and thermal conductivity and use the resulting Euler equations or Navier-Stokes
equations to describe the spatio-temporal evolution of the gas system. However, for
a number of reasons, we do not have experimental data for all cases. Hence, a kinetic
theoretical approach constitutes an important step in the understanding of a phenom-
enon andmay be used to predict the result of an experiment, regarding specific values
of the variables in consideration [17].

4 Linear Stability Analysis

In this section we will discuss the linear stability of the detonation wave solution
obtainedwith the ZNDmodel, which is an idealisedmodel of the detonation problem.
Moreover, linear stability analysis only allows us to evaluate the response of the
detonationwave solution to small disturbances.Although this is a simplified problem,
it reflects some of the important features of more realistic models and simultaneously
allows an accurate mathematical approach.
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As far as we know, the study of more complex and complete situations, such
as multidimensional flows, is nearly non-existent. Furthermore, the difficulties of
this approach already constitute an interesting mathematical challenge and, although
some recent contributions and approaches to this problem have been made, there is
still much to be done, namely in the efficiency of the numerical methods that are
used to search for solutions.

The modern theory of detonation stability started with Erpenbeck, in 1962 [18,
19] and it is still the basis for the current stability work. Erpenbeck described the
stability problem as an initial-value problem considering a small perturbation from
the steady state. Along with other mathematical results, Erpenbeck used the Nyquist
winding theorem to develop a numerical procedure that, for a given set of parameters,
would determine the number of zeros of an analytic function in the complex plan.
The zeros of this function corresponded to unstable solutions of the stability problem.

In 1990Lee and Stewart [20] introduced a normal-mode approach and a numerical
shooting method to develop a simpler and more efficient search for unstable solu-
tions. After Erpenbeck’s work, others, besides Lee and Stewart, contributed to the
development of the stability analysis, namely [12, 13, 18, 21–23]. For more details
on the state of detonation stability see [24].

In the next section, we present in more detail the procedure used to develop a
linear stability analysis, using the normal-mode approach proposed in [20].

4.1 Stability Macroscopic Equations

It is well known from theoretical studies, as well as from experimental investigations,
that steady solutions may degenerate into an oscillatory solution in the long-time
limit. The first required test of the steady solutions should be the evaluation of its
response to small rear boundary perturbations. To do that, we introduce a perturbation
that induces a deviation on the shockwave position, giving rise to small perturbations
on the state variables that propagate into the reaction zone. The evolution of the state
variables perturbations over time determines the stability of the steady detonation
solution. In fact, when some perturbation grows over time, the steady solution is said
to be hydrodynamically unstable and if all perturbations decay in time, the steady
solution is stable.

The linear stability problem is formulated as an initial-boundary value problem
in terms of the stability differential equations, with initial conditions at the Von
Neumann state and an additional closure boundary condition at the final state.

The equations for the study of the linear stability are obtained from the steady state
equations attached to the shock front (16)–(19) and the initial Rankine–Hugoniot
conditions (20)–(23). The shock front of a steady detonation wave with constant
velocity D is placed in x − Dt and if we introduce a perturbation on the shock front
that depends on time we may write

x = x� − ψ(t), with ψ(t) = Dt + ψ̃(t), (24)
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where x� is the laboratory frame coordinate, ψ̃(t) the displacement of the shockwave
from the unperturbed position due to a small perturbation, and ψ(t) the location of
the perturbed wave. In the new shock attached coordinate system, the instantaneous
position of the perturbed shock wave is x = 0 and its velocity is D(t) = D + ψ̃ ′(t).
Furthermore, a normal mode expansion with exponential time dependent perturba-
tions is assumed for the steady state variables,

z(x, t) = z∗(x) + eat z(x), ψ(t) = ψ eat , a, ψ ∈ C, (25)

where z=[nA nB v p]T is the state vector, z∗(x) indicates the one-dimensional steady
solution, z(x) is the vector of complex eigenfunctions representing the unknown
spatially disturbances, ψ is a complex disturbance amplitude parameter and a is the
complex eigenvalue, with Re a and Im a being the disturbance growth rate and fre-
quency, respectively. The transformed governing equations in the perturbed shock
frame are then linearized about the steady solution z∗(x), by means of the expansions
(25). Performing a further normalization of the state variables, with respect to the
complex amplitude parameter ψ , namely w = z/ψ , one obtains the evolution equa-
tions in the wave coordinate x , for the complex disturbances. Rewriting z instead of
w, the resulting equations, for x ∈ ]xF , 0[, are

Danα + (
v∗ − D

) dnα

dx
+ n∗

α

dx
(v − Da) + dv∗

dx
nα + n∗

α

dv

dx
= τα, α = A, B, (26)

ρ∗Dav + d p

dx
+ ρ∗ dv∗

dx
(v − Da) + (

v∗ − D
) dv∗
dx

ρ + ρ∗ (
v∗ − D

) dv

dx
= 0, (27)

Dap + 5

3

(
p∗ dv

dx
+ p

dv∗
dx

)
+ (

v∗ − D
) d p
dx

+ (v − Da)
dp∗
dx

= Q∗
RDτ A

3
, (28)

with τα being the linearized reaction rates, explicitly presented in [16].

The initial conditions to be added to the stability Eqs. (26)–(28) are obtained by
introducing the same expansion (25) and linearization about the steady solution as
before, followed by a normalization with respect toψ . Hence, the resulting equations
are:

nα(0) =
(
n∗

α − nα0
)
a − n∗

αv(0)

v∗ − D
, α = A, B, (29)

v(0) = 3ρ0v∗2 + 3
2 (p∗ − p0) − 3

2Dρ0v∗ + 2EAn0 + Q∗
RnB0

−ρ∗ (v∗ − D)2 + 5
2 p

∗ a , (30)

p(0) = −ρ0av
∗ − (

v∗ − D
)
ρ∗v(0) . (31)

Equations (26)–(28) constitute the stability equations for the present modelling,
giving the spatial evolution of the complex perturbations z(x) in the reaction
zone, from the perturbed shock position x=0, with initial conditions given by
Eqs. (29)–(31), to the equilibrium final state x= xF .
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They form a system of eight first-order homogeneous linear ordinary differential
equations with spatially varying coefficients, and eight initial conditions, for the
real and imaginary parts of the complex perturbations and of the eigenvalue a. This
system, which henceforward will be called stability system, is not closed and more
information is needed to close it.

4.2 Radiation Condition

The radiation condition is called, in literature, the closure condition since it is used to
close the stability equations system obtained in the previous subsection. This condi-
tion was adopted in many previous works on detonation stability as, for example, in
papers [20, 24–28] and it is needed for physical purposes. This is a system of eight
equations and ten variables therefore it is possible to consider two of those variables,
for instance the real and the imaginary part of the eigenvalue a, as parameters and
solve the system for the remaining eight variables. By doing so, we would obtain a
solution for the stability system. However, this may not be a solution for the stabil-
ity problem. In fact, the probability that the solution obtained in this manner could
represent a solution for the stability problem is very low.

There are, in the above cited papers, some interesting explanations for the need to
include this additional condition in order to obtain a physical solution to the problem.
One argues that the detonation wave solution results exclusively from the interplay
between the leading shock and the reaction zone and can not be affected by further
disturbances traveling towards the shock from a great distance from the reaction
zone. Regarding the adopted model, it has the expression:

v(xF ) + a = −1

γρ∗
eqc

∗
eq

p(xF ), (32)

where γ is the ratio of specific heats, c∗
eq and ρ∗

eq the isentropic sound speed and gas
density at the equilibrium final state, for x = xF .

A solution of the linear stability problem of the steady detonation in terms of the
complex disturbances z(x) and eigenvalue a must be obtained using the ordinary
differential equations (26)–(28) for x ∈ ]xF , 0[, with initial conditions (29)–(31) at
x = 0 and closure condition (32) at x = xF . This problem was addressed in [16] as
described in the next subsections.

4.3 Numerical Method

The stability problem is addressed numerically, with an iterative shooting technique
based on the numerical method proposed by Lee and Stewart in paper [20], with
the aim of obtaining the stability spectrum for the eigenfunction perturbations z and



A Kinetic Approach to Steady Detonation Waves and Their Linear Stability 111

eigenvalue perturbation parameter a, in terms of the parameters characterizing the
steady solution. We choose a trial value of a in a fixed bounded domain R of the
complex plane and then integrate Eqs. (26)–(28) in the reaction zone ]xF , 0[ with
initial conditions (29)–(31) at x = 0, using a fourth order Runge–Kutta routine.
The solution z(x), x ∈ [xF , 0], obtained for the considered trial value of a is then
evaluated for x = xF to check if the boundary condition (32) is verified.

As was mentioned before, for a given steady detonation solution, an arbitrary
value of a does not satisfy the closure condition (32) and thus the outcome is not a
solution of the stability problem. To overcome this mishap, we may use the residual
function H (a), defined from the closure condition (32) by the expression

H (a) = v(xF ) + a + 1

γρ∗
eqc

∗
eq

p(xF ) , a ∈ C. (33)

Notice that the radiation condition is verified if and only if H (a) = 0, therefore to
search for solutions considering the eigenvalue a to be in a limited region R of the
complex plan, we may choose a large number of trial values a in that region and
search for the zeros of H . Although it looks like a simple task, the search for the
zeros ofH is a very time consumer task. There are some straightforward procedures
introduced by Lee and Stewart in paper [20] but they require a huge number of trial
values in a region of the complex plan, which implies that a regular computer needs
a long period of time to do the calculations.

In paper [16] we introduced a numerical procedure to reduce the number of trial
values that are needed to search for the zeros of H . This procedure recovered the
Erpenbeck’s ideaof counting thenumber of zeros of a function in afixeddomainof the
complexplan and combined itwith the shootingmethodproposedbyLee andStewart.
We believe that it is important to develop new and more efficient methods to search
for zeros of the residual function, in order to help researchers in the development of
a complete stability analysis on the detonation wave propagation. For more realistic
cases, the calculations are even longer and those resources are all the more necessary.

In what follows, we present the numerical method that we used to count the
number of zeros in a limited region of the complex plan.

Numerical Procedure

First we have to decide the regionR, of the complex plan, where we want to search
for eigenvalues. With the expansion about the steady state defined in Eq. (25), we
know that a stability solution is unstable if and only if Rea > 0. We also know that it
takes only one unstable solution to classify a steady detonation solution as unstable
and that the existence of stable solutions bring no information about the stability of
the steady detonation solution. Therefore, we must search for solutions in the right
half of the complex plan. On the other hand, since these modes occur in conjugate
pairs, it is enough to choose a domain R in the upper-right quarter of the complex
plan.

The argument principle states that the difference between the number Z of zeros
and P of poles of the function H within the region R, provided that there are no
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zeros in its contour, is given by

Z − P = 1

2π i

∫

ζ

H ′(u)

H (u)
du, (34)

or equivalently by

Z − P = 1

2π i

∫ �

k

H ′(ζ(t))

H (ζ(t))
‖ ζ ′(t) ‖ dt, (35)

where ζ : [k, �] → C is a path smooth by parts, describing the contour of R in the
positive sense. We may consider that H does not have any poles, since we expect
that the disturbancies do not blow in a finite time consistent with a linear analysis of
the stability. Therefore we have P = 0 and the expression (35) gives the number of
zeros of H inside the region R,

Z = 1

2π i

∫ �

k

H ′(ζ(t))

H (ζ(t))
‖ ζ ′(t) ‖ dt. (36)

The mean value theorem states that the integral in expression (36) is equal to the
integral ∫ �

k

H ′(ζ(t))

H (ζ(t))
‖ ζ ′(t) ‖ dt = μ(� − k), (37)

where μ represents the mean value in the interval [k, �] of the function h defined by

h(t) = H ′(ζ(t))

H (ζ(t))
‖ ζ ′(t) ‖, t ∈ [k, �] . (38)

Hence, to count the number of zeros in the region R, all we need to compute is
the value of μ.

It is well known that if n is large enough, then the mean value of the sample
S, μS , can be treated as a statistical variable following a normal distribution with
mean value μ and standard deviation σS/

√
n, where σS is the standard deviation of

S. Therefore, the mean value μ of the function h can be inferred in a confidence
interval by the mean value μS of the sample S. In this situation we considered

S = {
h(t j ) : i = 1, 2, . . . , n

}
, (39)

with t j ∈ [k, �]. To obtain the value of each h(t j ), since we know path ζ , we directly
obtain the values for ζ ′(t j ) and ζ(t j ) and this last one is a point in the complex plan
that might be used as a trial value to the eigenvalue a j and thus solving the stability
equation system,weobtain the valueofH (ζ(t j )). ThevalueofH ′(ζ(t j )) is obtained
choosing a suitable point close enough to ζ(t j ), say b j , with Re b j = Re a j + 10−6

and Im a j = Im b j , as follows
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H ′(a j ) ≈ H (b j ) − H (a j )

b j − a j
, i = 1, 2, . . . , n. (40)

Consequently, the number of zeros of the residual functionH inside the domain
R is estimated as follows

� − k

2π i

(
μS − 2.58

σS√
n

)
< Z <

� − k

2π i

(
μS + 2.58

σS√
n

)
, (41)

where the number 2.58 is used to assure the 99% confidence of the interval.

5 Discussion

The numerical procedure presented in the previous section requires a much smaller
number of trial values than those needed to compute the methods presented by Lee
and Stewart and is sufficient to determine if, given a specific set of parameters,
a steady detonation is stable or not. This is precisely the information we have to
have if we want to determine the stability boundary in some parameter plan such
as the plan defined by the reaction heat and forward activation energy. On the other
hand, if we want to determine the value of the eigenvalues, we need to proceed with
the computation, considering subregions of R and using the numerical procedure
considered above or applying the methods proposed by Lee and Stewart or even a
combination of both.

We consider that it is important to improve this method or to create new ones
to obtain solutions of the stability problem in order to increase the knowledge on
the linear stability problem of the one-dimensional detonation wave as well as to
approach more realistic models.

In paper [16] we were able to determine the region of the parameter plan of the
reaction heat and forward activation energy that corresponds, giving a specific set
of parameters, to unstable solution. Moreover, we tracked the fundamental eigen-
value along different values of the reaction heat. These are two examples of the nice
perspectives that we might have on the macroscopic behaviour of a physical phe-
nomenon such as a detonation wave, starting from the microscopic features of the
system constituents and their relations.

Stability analysis is a major issue in the study of detonation waves which, in
turn, are used to model many relevant engineering processes. As was said before,
the model used in this paper is rather simplistic but still faces interesting challenges.
We are already working on the development of a bidimensional stability analysis
starting from a kinetic level and we expect to obtain new and interesting results on
this subject.
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De Giorgi Techniques Applied to the Hölder
Regularity of Solutions to Hamilton–Jacobi
Equations

Chi Hin Chan and Alexis Vasseur

Abstract This article is dedicated to the proof of Cα regularization effects of
Hamilton–Jacobi equations. The proof is based on the De Giorgi method. The regu-
larization is independent on the regularity of the Hamilton.

Keywords Hamilton–Jacobi equation · Hölder regularity · De Giorgi method

1 Introduction

This article is dedicated to the proof ofCα regularization effects of Hamilton–Jacobi
equations of the form:

∂t u + H(t, x,∇u) = 0, t ∈ (0, T ), x ∈ R
N , (1)

with T > 0, N ∈ Z
+, and where the Hamiltonian verifies a uniform, in x and t ,

coercivity property of the form:

1

�
|P|p − � ≤ H(t, x, P) ≤ �|P|p + �, (2)
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for a p ∈ (1,∞) and � ≥ 1. More precisely, we consider solutions which verify

∂t u + �|∇u|p ≥ −�, in the sense of viscosity solution, (3)

∂t u + 1

�
|∇u|p ≤ �, in the sense of distribution. (4)

The main theorem, which is the focus of this article, is the following.

Theorem 1 Let N ∈ Z
+, p ∈ (1,∞), T > 0 and R > 0 to be given. Let u ∈

L p(0, T ;W 1,p(B(R))) to be a bounded solution on (0, T ) × B(R) to (3) (4). Then,
it follows that, for each τ ∈ (0, T ) and r ∈ (0, R), we have u ∈ Cα([τ , T ) × B(r)),
where α ∈ (0, 1), and ‖u‖Cα([τ ,T )×B(r)) depend only on N, T , τ , R, r , �, p and
‖u‖L∞((0,T )×B(R)).

The result of the paper is not new. However the method of proof, based on the
De Giorgi method [6] to study the regularity of elliptic equations with rough coeffi-
cients, is pretty unusual for the study of viscosity solutions.

Our proof is inspired by previous applications of the DeGiorgi method to integral-
differential parabolic equations [1, 2].

The first Hölder regularity result of this kind was obtained by Schwab, in [8],
in the case of a convex Hamiltonian. The result was a key ingredient to perform
the stochastic homogenization of Hamilton–Jacobi equations in Stationary Ergodic
Spatio-Temporal media. This result inspired several generalizations. The non-convex
case is technically more challenging. The first proofs, relying on stochastic methods,
were obtained by Cardaliaguet [4], and Cannarsa, Cardaliaguet [3]. Cardaliaguet and
Silvestre provided a simpler proof in [5]. Their proof is based on the construction
of sub-solutions and supersolutions combined with improvement of oscillation tech-
niques. It includes applications to some degenerated parabolic equations (and also
includes our case).

Hamilton–Jacobi equations have solutions with breakdown of the C1-regularity
in finite time, due to the formation of so-called caustics. It is quite remarkable that a
typical Hamilton–Jacobi equation has some regularization effect on its solutions at
a lower level Cα, for some α ∈ (0, 1).

Our proof uses the coercivity of the Hamilton–Jacobi equation to induce a
parabolic-like regularization effect. It is based on De Giorgi techniques which pro-
vide Cα-regularization for elliptic equations with rough coefficients. It involves
the decrease of the oscillation of the solution from scale to scale. While obtain-
ing improved oscillation of the solution from above, we only use that the solution
verifies (1) in the sense of distributions (the “viscosity solution” structure, based
on the comparison principle, is not used). When we need to shrink the oscillation
of the solution by below, the regularization effect is obtained backward in time. In
the backward in time regularization process, the “viscosity structure” of the solution
is still irrelevant. However, to be consistent with the regularization by above, the
backward in time regularization needs to be pushed back in positive time. This is the
only part of the proof which needs the comparison principle.
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Note that our definition of solution is unusual. The relation between this kind of
solutions and the notion of viscosity solutions is not clear, and should be investigated.

Note that u + �t verifies

∂tv + �|∇v|p ≥ 0. (5)

This inequality is slightly better in the rescaling process. So, without loss of gener-
ality, we will assume that

1

�
|P|p − � ≤ H(P) ≤ �|P|p, (6)

instead of (2).

Remark It would help a lot to have, at every scale,

∂tv + �|∇v|p ≥ �.

But this inequality will not be preserved via the scaling.

The rest of the paper is structured as follows. In Sect. 2, we derive the first lemma
of De Giorgi. In Sect. 3, we prove the second lemma of De Giorgi. In Sect. 4 we
show how the oscillation can be reduced locally. The precise scaling leading to the
Cα regularity is provided in Sect. 5.

2 The First De-Girogi’s Lemma

In this paper, by saying that u : [0, 2] × B(1) → R is a weak solution to (4), we actu-
ally mean that u ∈ L p(0, 2;W 1,p(B(1))) and that the following differential inequal-
ity holds for any nonnegative test function φ ∈ C∞

c ((0, 2) × B(1)).

∫
[0,2]×B(1)

(
− u · ∂tφ + 1

�
|∇u|p · φ

)
≤ �

∫
[0,2]×B(1)

φ.

The goal of this section is to establish the following De-Giorgi’s lemma.

Lemma 2 There exists an absolute constant δ = δ(N ,�, p) > 0 such that, for any
function u ∈ L p(0, 2;W 1,p(B(1))) which is a weak solution to (4) on [0, 2] × B(1),
we have the following implication:

If it happens that ∫
[0,2]×B(1)

u+ ≤ δ,

then it follows that
u ≤ 1 on [1, 2] × B(1).

Here, B(r) stands for the open ball centered at the origin O with radius r in R
N .



120 C.H. Chan and A. Vasseur

Proof Let u : [0, 2] × B(1) → R to be aweak solution to (4) on [0, 2] × B(1)which
satisfies all the hypothesis in Lemma 2. First, we work with a sequence of truncated
functions vk on [0, 2] × B(1) which is defined as follows.

vk = (
u − (1 − 1

2k
)
)
+.

Next, we multiply (4) by χ{vk>0} to yield the following relation

∂tvk + 1

�
|∇vk |p ≤ �χ{vk>0}, (7)

which holds in the distributional sense on [0, 2] × B(1), for each integer k ≥ 1. Note
that this can be obtained rigorously thanks to the fact that v ∈ L p(0, 2;W 1,p(B(1))).
First we obtained an in equation forφ(v), with y → φ(y) a nonnegative regular func-
tion. Then we pass to the limit for an approximation of the function y → (y − C)+.

Inequality (7) is the ground on which we will build up a nonlinear recurrence
relation for the following sequence of truncated energies.

Uk = sup
t∈[Tk ,2]

∫
B(1)

vk(t, ·) +
∫ 2

Tk

∫
B(1)

|∇vk(t, y)|pdydt,

where Tk = 1 − 1
2k , for each k ∈ Z

+. Next, take any two real numbers σ, t which
satisfy the following constraint.

Tk−1 ≤ σ ≤ Tk ≤ t ≤ 2.

By taking the spatial-integral over B(1) and then the time-integral over the interval
[σ, t] for each term in (7), we yield

∫
B(1)

vk(t, ·) + 1

�

∫ t

σ

∫
B(1)

|∇vk |p(τ , ·)dτ ≤
∫
B(1)

vk(σ, ·) + �

∫ t

σ

∫
B(1)

χ{vk>0}

(8)
Next, by taking the time average over σ ∈ [Tk−1, Tk] for each term in the above
inequality, we easily yield

∫
B(1)

vk(t, ·) + 1

�

∫ t

Tk

∫
B(1)

|∇vk |p(τ , ·)dτ

≤2k
∫ Tk

Tk−1

∫
B(1)

vk(σ, ·) + �

∫ t

Tk−1

∫
B(1)

χ{vk>0},

from which it follows, through taking the sup over t ∈ [Tk, 2], that the following
relation holds.
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sup
t∈[Tk ,2]

∫
B(1)

vk(t, ·) + 1

�

∫ 2

Tk

∫
B(1)

|∇vk |p ≤
∫

[Tk−1,2]×B(1)

(
2kvk + �χ{vk>0}

)
.

The above inequality immediately gives

Uk ≤ (
2k� + �2){ ∫

[Tk−1,2]×B(1)
vk +

∫
[Tk−1,2]×B(1)

χ{vk>0}
}
. (9)

Now, we choose an exponent r ∈ (1,∞) such that r and p satisfy exactly one of
the following two possible constraints.

• Constraint I 1 < p < N , and p ≤ r ≤ Np
N−p .• Constraint II r ≥ p ≥ N .

Then, it follows thatvk must satisfy the followingverywell-knownSobolev’s inequal-
ity (See for instance Lemma II.3.2 of Sect. 2.3 on p. 52 and Exercise II.3.12 on p. 59
in Sect. 2.3 of [7] ).

∥∥vk(t)
∥∥
Lr (B(1)) ≤ CN ,p,r

∥∥vk(t)
∥∥1−λ

L p(B(1)) · ∥∥vk(t)
∥∥λ

W 1,p(B(1))

≤ CN ,p,r

{
(1 − λ)

∥∥vk(t)
∥∥
L p(B(1)) + λ

∥∥vk(t)
∥∥
W 1,p(B(1))

}

= CN ,p,r

{∥∥vk(t)
∥∥
L p(B(1)) + λ

∥∥∇vk(t)
∥∥
L p(B(1))

}
, (10)

where λ = N ( 1
p − 1

r ). Recall that we have the following very standard apriori esti-
mate.

∥∥vk(t)
∥∥
L p(B(1)) ≤ CN ,p

{∥∥∇vk(t)
∥∥
L p(B(1)) +

∫
B(1)

vk(t)
}
. (11)

So, it follows from (10) and (11) that the following apriori estimate holds.

∥∥vk(t)
∥∥
Lr (B(1)) ≤ CN ,p,r

{∥∥∇vk(t)
∥∥
L p(B(1)) +

∫
B(1)

vk(t)
}
,

from which it follows that vk satisfies the following estimate.

∫ 2

Tk

∥∥vk(t)
∥∥p

Lr (B(1))dt

≤CN ,p,r ·
∫ 2

Tk

{∥∥∇vk(t)
∥∥p

L p(B(1)) +
( ∫

B(1)
vk(t)

)p}
dt (12)

≤CN ,p,r
{
Uk +U p

k

}
.

However, by means of interpolation, we yield the following estimate for vk .
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∥∥vk
∥∥
Ls ([Tk ,2]×B(1)) ≤ ∥∥vk

∥∥1−θ

L∞(Tk ,2;L1(B(1))) · ∥∥vk
∥∥θ

L p(Tk ,2;Lr (B(1))), (13)

where the exponent s and the parameter θ ∈ [0, 1] are given by

s = 1 + p − p

r
,

θ = pr

r + pr − p
. (14)

So, by combining (12) and (13), we yield the following estimate.

∥∥vk
∥∥s

Ls ([Tk ,2]×B(1)) ≤ ∥∥vk
∥∥s−p

L∞(Tk ,2;L1(B(1))) · ∥∥vk
∥∥p

L p(Tk ,2;Lr (B(1)))

≤ Us−p
k · CN ,p,r ·

{
Uk +U p

k

}
(15)

= CN ,p,r

{
U

2− p
r

k +U
1+p− p

r
k

}
.

Now, by applying estimate (15), we can do the raising up of the index as follows.

∫
[Tk−1,2]×B(1)

(
χ{vk>0} + vk

)

≤
∫

[Tk−1,2]×B(1)

(
χ{vk−1>

1
2k

} + vk−1 · χ{vk−1>
1
2k

}
)

≤
(
2sk + 2(s−1)k

) ∫
[Tk−1,2]×B(1)

vs
k−1

≤(2s)k · CN ,p,r

{
U

2− p
r

k−1 +U
1+p(1− 1

r )

k−1

}
. (16)

So, by combining (9) with (16), we yield the following estimate for vk , with r and
p satisfy either Constraint I or Constraint II and s to be specified in (14).

Uk ≤ {
2k� + �2

} · 2sk · CN ,p,r

{
U

2− p
r

k−1 +U
1+p(1− 1

r )

k−1

}
. (17)

In the case of 1 < p < N , we simply take r = Np
N−p . Then, estimate (17) reduces

down to the following simple estimate.

Uk ≤
(
D(N , p,�)

)k{
U

1+ p
N

k−1 +U
p(1+ 1

N )

k−1

}
, (18)

where D(N , p,�) is some absolute constant depending only on N , p,�.
In the case of p ≥ N , we simply take r = 2p. Then, (17) reduces down to the

following one.
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Uk ≤
(
D(N , p,�)

)k ·
{
U

3
2
k−1 +U

p+ 1
2

k−1

}
. (19)

Now, for some technical purpose, we now need to verify the following relation
for all k ≥ 1.

Uk ≤ 2�
∫

[0,2]×B(1)
vk + �2

∫
[0,2]×B(1)

χ{vk>0} (20)

In order to verify (20) for each k ≥ 1, we first recall that relation (8) holds for all
variables σ, t which satisfy the constraint 0 ≤ σ ≤ Tk ≤ t ≤ 2. Thanks to the fact
that Tk ≥ 1

2 holds for any k ≥ 1, by taking the average over σ ∈ [0, Tk] on each term
of (8), we easily yield the following estimate

∫
B(1)

vk(t, ·) + 1

�

∫ t

Tk

∫
B(1)

|∇vk |p ≤ 2
∫

[0,2]×B(1)
vk + �

∫ t

0

∫
B(1)

χ{vk>0},

which holds for t ∈ [Tk, 2]. So, by simply taking sup over t ∈ [Tk, 2] of each term
which appears in the above estimate, we immediately obtain (20) for each k ≥ 1, as
desired. Since it is obvious that the following estimate is valid for each k ≥ 1

∫
[0,2]×B(1)

χ{vk>0} ≤ 2
∫

[0,2]×B(1)
u+,

it follows directly from (20) that we have the following estimate for each k ≥ 1

Uk ≤ 2
(
� + �2

) ∫
[0,2]×B(1)

u+. (21)

(21) immediately leads to the following assertion

• If it happens that
∫
[0,2]×B(1) u+ < 1

2�(1+�)
, then it follows that Uk < 1 holds for

all k ≥ 1.

Due to the above assertion, we can now say that as long as u satisfies
∫
[0,2]×B(1) u+ <

1
2�(1+�)

, it follows from either (18) or (19) that the following nonlinear recurrence
relation holds for each k ≥ 1.

Uk ≤
(
D(N , p,�)

)k
Uβ

k−1, (22)

where β = 1 + p
N for the case of 1 < p < N , and that β = 3

2 for the case of p ≥ N .
In light of (22), it is time to recall the following well-known assertion of the

De-Giorig’s method.

• Assertion I Let D(N , p,�) > 0 and β > 1 to be the two absolute constants
which appear in (22). Then, there exists some ε0 ∈ (0, 1), which depends only on
D(N , p,�) > 0 and β > 1, such that for any sequence {ak}∞k=1 of nonnegative
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numbers for which a1 ≤ ε0 holds and for which the relation ak ≤ D(N , p,λ)aβ
k−1

holds for all k ≥ 1, it follows that limk→∞ ak = 0.

In accordance with the above assertion, we now take

δ = ε0

2�(1 + �)
.

Then, whenever u : [0, 2] × B(1) → R is a solution to (4) which satisfies
∫
[0,2]×B(1)

u+ < δ, the associated sequenceUk of truncated energies must satisfy bothU1 < ε0
and (22) for each k ≥ 1, and hence it follows from Assertion I that limk→∞ Uk = 0.
This immediately lead to the following conclusion:

• If u : [0, 2] × B(1) → R is a solution to (4) which satisfies
∫
[0,2]×B(1) u+ < δ, it

follows that u+ ≤ 1 holds on [1, 2] × B(1).

In other words, the proof of Lemma 2 is now completed.

3 The Second De-Giorgi’s Lemma

We want to show now the following lemma.

Lemma 3 Let N ∈ Z
+, and p ∈ (1,∞) to be given. Then there exists some absolute

constant α = α(N ,�, p) > 0, such that, for any function u ∈ L p(−2, 2;W 1,p

(B(1))) which is a weak solution (in the sense of distribution) to

∂t u + 1

�
|∇u|p ≤ �, on [−2, 2] × B(1),

we have the following implication:
If it happens that u ≤ 2 holds on [−2, 2] × B(1), and that u satisfies the following
two properties

∣∣{(t, x) ∈ [−2, 2] × B(1) : u(t, x) ≤ 0}∣∣ ≥ |[−2, 2] × B(1)|
2

, (23)∣∣{(t, x) ∈ [−2, 2] × B(1) : 0 < u(t, x) < 1}∣∣ ≤ α, (24)

then it follows that ∫
[0,2]×B(1)

[u − 1]+ <
δ

2
,

where δ = δ(N ,λ, p) > 0 is the absolute constant whose existence is asserted in
Lemma 2.
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Proof We divide the proof in several parts.
Step 1. For any u verifying (23), we have the following relation for any s, t ∈ [−2, 2]
with s < t .

∫
B(1)

u+(t, x) dx ≤
∫
B(1)

u+(s, x) dx − 1

�

∫ t

s

∫
B(1)

|∇u+|p dx ds + (t − s)�|B(1)|.

By taking t = 2, s = −2 in the above estimate, we obtain the following estimate.

∫
[−2,2]×B(1)

|∇u+|p dx ds ≤ C(�). (25)

Note that the following estimate holds

∂t u+ ≤ �.

So obviously, we have
‖(∂t u+)+‖M ≤ �|B(1)|,

where ‖ · ‖M stands for norm of measures in [−2, 2] × B(1). But

∫
[−2,2]×B(1)

|(∂t u+)−| dx dt

≤ −
∫

[−2,2]×B(1)
∂t u+ dx dt +

∫
[−2,2]×B(1)

(∂t u+)+ dx dt (26)

≤4|B(1)| + 4�|B(1)|.

Hence
‖∂t u‖M ≤ C(�). (27)

Step 2. Assume that Lemma 3 is wrong. Then there exists a sequence of functions
{uk}∞k=1 on [−2, 2] × B(1), with each uk verifies (25), (27) and the following three
estimates.

∫
[0,2]×B(1)

[uk − 1]+ ≥ δ

2
,

∣∣{(t, x) ∈ [−2, 2] × B(1) : uk(t, x) ≤ 0}∣∣ ≥ |[−2, 2] × B(1)|
2

, (28)

∣∣{(t, x) ∈ [−2, 2] × B(1) : 0 < uk(t, x) < 1}∣∣ ≤ 1

k
.

From Step 1, there exists a subsequence {ukn }∞n=1 such that ukn converges to ū
in L1([−2, 2] × B(1)), where the limiting function ū still verifies the following
properties.
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ū ≤ 2 in [−2, 2] × B(1),∫
B(1)

ū+(t, x) dx ≤
∫
B(1)

ū+(s, x) dx + (t − s)�|B(1)|, −2 ≤ s ≤ t ≤ 2,

∫
[−2,2]×B(1)

|∇ū+|p dx ds ≤ C(�),

∫
[0,2]×B(1)

[ū − 1]+ ≥ δ

2
.

Observe that, the following estimate holds for any ε > 0,

∣∣{|ukn − ū| ≥ ε}∣∣ ≤ 1

ε

∫
[−2,2]×B(1)

|ukn − ū|,

So, it follows that for each fixed ε > 0, the term which appears in the left hand side
of the above estimate converges to 0 when kn goes to infinity. Now we have the
following obvious estimate.

∣∣{ū ≤ ε}∣∣ ≥ ∣∣{ukn ≤ 0}∣∣ − ∣∣{|ukn − ū| ≥ ε}∣∣
≥

∣∣[−2, 2] × B(1)
∣∣

2
− ∣∣{|ukn − ū| ≥ ε}∣∣. (29)

Through passing into the limit on the above estimate as kn goes to infinity, we get

∣∣{ū ≤ ε}∣∣ ≥
∣∣[−2, 2] × B(1)

∣∣
2

,

which is true for any ε > 0. So, by passing to the limit on the above estimate by
letting ε → 0+, it follows that we have

∣∣{ū ≤ 0}∣∣ ≥
∣∣[−2, 2] × B(1)

∣∣
2

.

In the same way, we have,

∣∣{ε ≤ ū ≤ 1 − ε}∣∣ ≤ ∣∣{0 < ukn < 1}∣∣ + ∣∣{|ukn − ū| ≥ ε}∣∣
≤ 1

kn
+ 1

ε

∫
[−2,2]×B(1)

|ukn − ū|.

By passing to the limit on the above estimate as kn → ∞, we can deduce that the
following relation holds for every ε > 0

∣∣{ε ≤ ū ≤ 1 − ε}∣∣ = 0,
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from which it follows, through taking ε → 0+, that the following relation holds.

∣∣{(t, x) ∈ [−2, 2] × B(1) : 0 < ū(t, x) < 1}∣∣ = 0. (30)

Step 3. Now, we observe that, for almost every t ∈ [−2, 2],
∫
B(1)

|∇ū|p(t, x) dx

is finite. Also, (30) tells us that the following relation holds for almost every t ∈
[−2, 2] ∣∣{0 < ū(t, ·) < 1} ∩ B(1)

∣∣ = 0,

So, by an application of the isoperimetric lemma of De Girogi (with fixed time t), it
follows that, for almost every t ∈ [−2, 2], we have either

ū(t, ·) ≤ 0 in B(1),

or ū(t, ·) ≥ 1 in B(1).

Especially, for almost every t ∈ [−2, 2], we have either
∫
B(1)

ū+(t, x) dx = 0

or ∫
B(1)

ū+(t, x) dx ≥ |B(1)|.

Step 4. Since

|{ū ≤ 0}| ≥
∣∣[−2, 2] × B(1)

∣∣
2

,

there exists s ∈ [−2, 0] for which the following relation holds

∫
B(1)

ū+(s, x) dx = 0.

Consider s0 ∈ [s, 2] to be the supremum of all such time s̄ ∈ [s, 2] which satisfies
the following property

∫
B(1)

ū+(τ , ·) dx = 0 for τ ∈ [s, s̄).

If it happens that s0 < 2, then for t ∈ (s0, s0 + 1
2� ] ∩ [−2, 2], we have
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∫
B(1)

ū+(t, x) dx ≤ �|B(1)|(t − s0) ≤ |B(1)|
2

.

But then the above estimate will lead to the following relation

∫
B(1)

ū+(t, x) dx = 0,

which holds for all t ∈ (s0, s0 + 1
2� ] ∩ [−2, 2]. This directly contradicts the defini-

tion of s0. This means that we have no choice but to admit that s0 must be 2. However,
s0 = 2 would mean that ū ≤ 0 holds on [s, 2] × B(1), which however directly con-
tradicts the fact that we should have

∫
[0,2]×B(1)

[ū − 1]+ ≥ δ

2
.

This ends the proof.

4 Improved Oscillations from Above and Below

Let δ = δ(N ,�, p) > 0, and α = α(N ,�, p) > 0 to be the two absolute constants
which are specified in Lemmas 2 and 3 respectively. Now, we consider the integer
K0 ∈ Z

+ which is defined as follows.

K0 =
[∣∣[−2, 2] × B(1)

∣∣
α

]
+ 1, (31)

where the symbol [x] means the largest integer which is less than or equal to x . It is
obvious that K0 is an absolute constant which depends only on N , �, and p, since
both δ and α do. Now, we consider the following two differential inequalities.

∂t u + 2(K0+1)(p−1)

�

∣∣∇u
∣∣p ≤ �

2K0+1
. (32)

∂t u + 2(K0+1)(p−1)�
∣∣∇u

∣∣p ≥ 0. (33)

Now, by applying Lemma 3, and then Lemma 2 successively, we can now obtain
the following proposition.

Proposition 1 (Improved oscillation from above) There exists some absolute con-
stant λ = λ(N ,�, p) ∈ (0, 1), such that for any weak solution u ∈ L p(−2, 2;W 1,p

(B(1))) to (32) on [−2, 2] × B(1), we have the following implication.
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If it happens that u ≤ 2 holds on [−2, 2] × B(1) and that u satisfies the following
property ∣∣{u(t, x) ≤ 0} ∩ ([−2, 2] × B(1))

∣∣ ≥
∣∣[−2, 2] × B(1)

∣∣
2

,

then it follows that
u ≤ 2 − λ on [1, 2] × B(1).

Proof Let u : [−2, 2] × B(1) → R to be a weak solution to (32) which satisfies
all the hypothesis of Proposition 1. For each integer k ∈ Z

+ which satisfies 1 ≤ k ≤
K0 + 1, we consider the function uk : [−2, 2] × B(1) → Rwhich is defined through
the following relation in an inductive manner.

uk = 2(uk−1 − 1),

where the function u0 is just defined to be u itself (i.e. u0 = u). Then, inductively, it
is easy to see that the following identity holds for each k ∈ {1, 2, . . . K0 + 1}.

uk = 2k
{
u − 2(1 − 1

2k
)
}
.

By construction, it is obvious that, for each 1 ≤ k ≤ K0 + 1 the relation uk ≤ 2
holds on [−2, 2] × B(1). Observe that the following relation holds for each k ∈
{1, 2, . . . , K0}.

∣∣{(t, x) ∈ [−2, 2] × B(1) : uk(t, x) ≤ 0}∣∣
≥∣∣{(t, x) ∈ [−2, 2] × B(1) : u(t, x) ≤ 0}∣∣ (34)

≥
∣∣[−2, 2] × B(1)

∣∣
2

.

Inductively, it is apparent that each uk is a weak solution to the following differential
inequality on [−2, 2] × B(1)

∂t uk + 2(p−1)(K0+1−k)

�

∣∣∇uk
∣∣p ≤ �

2K0+1−k
. (35)

Next, we note that it is impossible to have the following relation to be valid for all
k ∈ {1, 2, . . . , K0}

∣∣{(t, x) ∈ [−2, 2] × B(1) : 0 < uk(t, x) < 1}∣∣ > α,

since if otherwise, the validity of the above relation for all 1 ≤ k ≤ K0 would lead
to
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∣∣{(t, x) ∈ [−2, 2] × B(1) : uK0(t, x) ≤ 0}∣∣ >

∣∣[−2, 2] × B(1)
∣∣

2
+ K0α

>
3

2

∣∣[−2, 2] × B(1)
∣∣,

which is absurd. This indicates that there must be some positive integer j0 which
satisfies 1 ≤ j0 ≤ K0 for which the following relation holds.

∣∣{(t, x) ∈ [−2, 2] × B(1) : 0 < u j0(t, x) < 1}∣∣ ≤ α. (36)

Since K0 − j0 ≥ 0, it follows that u j0 is also aweak solution to (4) on [−2, 2] × B(1).
As a result, (34) and (36) together enable us to apply Lemma 3 directly to u j0 in order
to deduce that the following property holds.

∫
[0,2]×B(1)

(u j0+1)+ = 2
∫

[0,2]×B(1)

(
u j0 − 1

)
+ ≤ δ. (37)

Since u j0+1 satisfies (4), (37) enables us to apply Lemma 2 directly to u j0+1 to deduce
that

u j0+1 ≤ 1 on [1, 2] × B(1),

which gives

u ≤ 2 − 1

2 j0+1
≤ 2 − 1

2K0+1
on [1, 2] × B(1).

So, by taking λ = 1
2K0+1 , the proof of Proposition 1 is complete.

Now we want to show the following proposition.

Proposition 2 (Improved oscillation from below) There exists an absolute constant
λ̃ = λ̃(N ,�, p) ∈ (0, 1) such that for any function u ∈ L p(−2, 2;W 1,p(B(1)))
which is a weak solution to (32) on [−2, 2] × B(1), and which simultaneously is
a viscosity solution to (33) on [−2, 2] × B(1), we have the following implication:
If u satisfies the following properties

u ≥ −2 on [−2, 2] × B(1). (38)

∣∣{u(t, x) ≥ 0} ∩ ([−2, 2] × B(1))
∣∣ ≥

∣∣[−2, 2] × B(1)
∣∣

2
, (39)

then it follows that

u ≥ −2 + λ̃ on [1, 2] × B(
1

2
).

Proof Let u : [−2, 2] × B(1) → R to be a viscosity solution to (33) on [−2, 2] ×
B(1) which is also a weak solution to (32) on [−2, 2] × B(1) and which satisfies
conditions (38) and (39).
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The function v : [−2, 2] × B(1) → R defined by

v(t, x) = −u(−t, x)

is not a viscosity solution to (33) anymore, but it still verifies (32) in the sense of
distribution. Condition (39) is equivalent to

∣∣{v(t, x) ≤ 0} ∩ ([−2, 2] × B(1))
∣∣ ≥

∣∣[−2, 2] × B(1)
∣∣

2
. (40)

Also, condition (38) gives that v ≤ 2 holds on [−2, 2] × B(1). Hence,we can directly
apply Proposition 1 to deduce that,

v ≤ 2 − λ on [1, 2] × B(1),

which is equivalent to,

u ≥ −2 + λ on [−2,−1] × B(1).

Here, λ ∈ (0, 1) is the absolute constant which is specified in Proposition 1. With
respect to some positive number λ1 ∈ (0,λ)which will be determined later, consider
the function ψ : [−2, 2] × R

N → R which is defined as follows.

ψ(t, x) = inf

(
−2 + λ1;−2 − λ1

8
(t + 2) +

(
λ1

8� · 2(p−1)(K0+1)

)1/p (
1 − |x |)

)
.

The function ψ is a viscosity solution to

∂tψ + 2(K0+1)(p−1)�|∇ψ|p = 0, on [−2, 2] × R
N .

Then, it follows that the relation ψ(−2, ·) ≤ u(−2, ·) holds on B(1). It is equally
obvious that the following relation also holds for all (t, x) ∈ [−2, 2] × ∂B(1).

ψ(t, x) = −2 − λ1

8
(t + 2) ≤ −2.

This tells us that the relation ψ ≤ u holds point-wisely on the parabolic bound-
ary {−2} × B(1) ∪ [−2, 2] × ∂B(1) of the cube [−2, 2] × B(1). This allows us to
employ basic comparison principle in the theory of Hamilton–Jacobi equations to
deduce that the following relation holds for all (t, x) ∈ [−2, 2] × B(1).

u(t, x) ≥ ψ(t, x),
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from which it follows that the following relation holds

u ≥ inf

(
− 2 + λ1; −2 − λ1

2
+ 1

2

(
λ1

8� · 2(p−1)(K0+1)

)1/p )
on [1, 2] × B

(
1

2

)
.

In the case of p ∈ (1,∞), since

lim
λ1→0+

{(
λ1

8� · 2(p−1)(K0+1)

)1/p

· 1

λ1

}
= +∞,

it follows thatwemay chooseλ1 ∈ (0,λ) to be sufficiently small so that the following
relation holds

2λ1 <

(
λ1

8� · 2(p−1)(K0+1)

)1/p

. (41)

With respect to such a λ1 ∈ (0,λ) satisfying (41), we deduce that the following
improved oscillation holds, provided u satisfies (38) and (39).

u ≥ inf

(
− 2 + λ1;−2 + λ1

2

)
= −2 + λ1

2
on [1, 2] × B

(
1

2

)
.

So, by taking λ̃ = λ1
2 , the proof of proposition 2 is now completed.

5 Final Rescaling

Indeed, by means of a simple re-scaling argument, it is easy to see that Theorem 1
will follow from the following proposition, which we are going to prove in this final
section.

Proposition 3 There exists absolute constants ε1 ∈ (0, 1), λ̃ ∈ (0, 1) and α1 ∈
(1, p), depending only on N , p,�, such that for any function u : L p(−4, 0;W 1,p

(B(1)))which is a weak solution to (4) on [−4, 0] × B(1), and which simultaneously
is a viscosity solution to (5) on [−4, 0] × B(1), we have the following implication:
If it happens that |u| ≤ 2 holds on [−4, 0] × B(1), then it follows that u satisfies the
following relation for all m ∈ Z

+.

oscQm u ≤ 4

(
4 − λ̃

4

)m

,

where Qm = [−εmα1
1 , 0] × B(

εm1
2 ).

Proof The proof of Proposition 3 will be carried out through several steps as follows.
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Step 1: Initial Re-scaling

Let u : [−4, 0] × B(1) → R to be a function which is a weak solution to (4) on
[−4, 0] × B(1), and which simultaneously is a viscosity solution to (5) on [−4, 0] ×
B(1). We will assume, without the loss of generality, that |u| ≤ 2 holds on [−4, 0] ×
B(1). In order to use either improved oscillation from above or below by means of
Propositions 1 or 2, we need to re-scale our function u so that the re-scaled function
will satisfies (32) in the weak sense and (33) in the viscosity sense. Moreover, with
respect to some parameters ε ∈ (0, 1), and α ∈ [1, p) which will be determined
later, we consider the function u1 : [−4

εα , 0] × B( 1
ε
) → R defined as follows (This

index α ∈ [1, p) absolutely has nothing to do with the previous absolute constant
α(N ,�, p) > 0 which appears in Lemma 3).

u1(t, x) = u(εαt, εx).

Notice that u1 is then a weak solution to the following inequality on [−4
εα , 0] × B( 1

ε
)

∂t u1 + 1

�εp−α

∣∣∇u1
∣∣p ≤ �εα. (42)

At the same timeu1 is also aviscosity solution to the following inequality on [−4
εα , 0] ×

B( 1
ε
).

∂t u1 + �

εp−α

∣∣∇u1
∣∣p ≥ 0. (43)

Now, we simply notice that

{ 1

εp−α
: ε ∈ (0, 1),α ∈ [1, p)

}
= (1,+∞),

which immediately ensures that we can find a suitable pair (ε,α)with ε ∈ (0, 1) and
α ∈ [1, p) for which the following required property holds

1

εp−α
= 2(K0+1)(p−1). (44)

So, with respect to such a pair of (ε, p) satisfying (44), since p−1
p−α

≥ 1, we clearly
have

εα = 1

2(K0+1)( p−1
p−α )α

≤ 1

2K0+1
.

Hence, it follows from (42) and (43) that u1 is a weak solution to (32) on [−4
εα , 0] ×

B( 1
ε
), which simultaneously is also a viscosity solution to (33) on [−4

εα , 0] × B( 1
ε
).

Since we still have |u1| ≤ 2 on [−4
εα , 0] × B( 1

ε
), we can directly apply either Propo-

sitions 1 or 2 to yield either u1 ≤ 2 − λ̃ on [−1, 0] × B( 12 ) or u1 ≥ −2 + λ̃ on
[−1, 0] × B( 12 ).
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In either case, we obtain the following improved oscillation

osc[−1,0]×B( 1
2 ) u1 ≤ 4 − λ̃. (45)

Step 2: Second Re-scaling and Improved Oscillation at the Scale of ε1

The situation looks so far so good. However, we have to be more careful in carrying
out the second re-scaling. First, due to the above improved oscillation of u1 on
[−1, 0] × B( 12 ), we can find some d1 ∈ R with |d1| ≤ λ̃

2 such that the following

relation |u1 − d1| ≤ 2 − λ̃
2 holds on [−1, 0] × B( 12 ). Just as before, with respect to

some ε1 ∈ (0, 1) and α1 ∈ [1, p) which have to be determined later, we need to
consider the re-scaled function u2 defined as follows

u2(t, x) = 4

4 − λ̃

{
u1(ε

α1
1 t, ε1x) − d1

}
. (46)

Observe that u2 is a weak solution to the following inequality on
[ −4

εαε
α1
1

, 0
] ×

B( 1
εε1

).

∂t u2 + 2(K0+1)(p−1)

�ε
p−α1
1

(
4 − λ̃

4

)p−1∣∣∣∣∇u2
∣∣p ≤ �

2K0+1
εα1
1

(
4

4 − λ̃

)
. (47)

Also, u2 is a viscosity solution to the following inequality on [ −4
εαε

α1
1

, 0] × B( 1
εε1

).

∂t u2 + �2(K0+1)(p−1) 1

ε
p−α1
1

(
4 − λ̃

4

)p−1∣∣∇u2
∣∣p ≥ 0. (48)

In light of the structure of (48), it is natural to take ε1 as follows, with some
suitable α1 ∈ (1, p) which will be determined later.

ε1 =
(
4 − λ̃

4

) p−1
p−α1

(49)

With this choice of ε1 as specified in (49), we surely have

1

ε
p−α
1

(
4 − λ̃

4

)p−1

= 1.

and that

εα1
1

(
4

4 − λ̃

)
=

(
4 − λ̃

4

) p(α1−1)
p−α1

< 1,
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since α1 ∈ (1, p) ensures that p(α1−1)
p−α1

> 0. These observations tell us that, as long
as ε1 is given by (49), it follows from (47) and (48) that u2 is still a weak solution to
(32) on [ −4

εαε
α1
1

, 0] × B( 1
εε1

), which simultaneously is also a viscosity solution to (33)

on [ −4
εαε

α1
1

, 0] × B( 1
εε1

).

Due to construction, u2 must satisfies |u2| ≤ 2 on [− 1
ε
α1
1

, 0] × B( 1
2ε1

). The key

point is that we have the freedom to choose α1 ∈ (1, p) to be as close to p > 1 as
possible. Indeed, we observe that

lim
α1→p−

(
4

4 − λ̃

) p−1
p−α1 = +∞,

which allows us to choose some suitable α1 ∈ (1, p) to be sufficiently close to p, in
a manner which depends only on p, q and λ̃ (and hence only on N , p, and λ) such
that the following two relations must hold simultaneously.

1

εα1
1

=
(

4

4 − λ̃

) p−1
p−α1

α1

> 4.

1

2ε1
> 1. (50)

(50) is here to ensure that [−4, 0] × B(1) ⊂ [−ε−α1
1 , 0] × B( 1

2ε1
) holds.

As a result, with respect to such a α1 = α1(N , p,�) ∈ (0, p), and ε1 to be given
in (49), we eventually have |u2| ≤ 2 on [−4, 0] × B(1). So, we may apply either
Propositions 1 or 2 to deduce that we can find some suitable d2 ∈ R with |d2| ≤ λ̃

2
for which we have

∣∣u2 − d2
∣∣ ≤ 2 − λ̃

2
on [−1, 0] × B

(
1

2

)
.

Step 3: Successive Re-scalings and Improved Oscillations at Finer and Finer
Scales

Let α1 ∈ (1, p) to be the same absolute constant in Step 2 which satisfies (50),
and let ε1 ∈ (0, 1) to be the one specified in (49). Inductively, suppose that we have
done re-scalings on the original solution u : [−4, 0] × B(1) → R for m − 1-times;
so that we have found a list of numbers d1, d2, d3, . . . dm−1 ∈ R, each of them satisfies
|d j | ≤ λ̃

2 , in such away that the associated list of re-scaled functions u j as determined
by the following recurrence relation (for 2 ≤ k ≤ m)

uk(t, x) = 4

4 − λ̃

{
uk−1(ε

α1
1 t, ε1x) − dk−1

}
(51)

satisfy the following properties.
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• For each 1 ≤ j ≤ m, u j is a weak solution to (32) on [−4, 0] × B(1), and simul-
taneously a viscosity solution to (33) on [−4, 0] × B(1).

• For each 1 ≤ j ≤ m, the relation |u j (t, x)| ≤ 2 holds for all (t, x) ∈ [−4, 0] ×
B(1).

Since um satisfies the above two properties, we apply either propositions 1 or 2 to
deduce that either um ≤ 2 − λ̃ or else um ≥ −2 + λ̃ must hold on [−1, 0] × B( 12 ).

In other words, we can find some suitable dm ∈ R with |dm | ≤ λ̃
2 for which we have

∣∣um − dm
∣∣ ≤ 2 − λ̃

2
on [−1, 0] × B

(1
2

)
.

Now, consider the re-scaled function um+1 : [ − 4
ε
α1
1

, 0
] × B

(
1
ε1

) → R defined as

follows

um+1(t, x) = 4

4 − λ̃

{
um(εα1

1 t, ε1x) − dm

}
.

um+1 is then a weak solution to (32) on [− 4
ε
α1
1

, 0] × B( 1
ε1

), and simultaneously a

viscosity solution to (33) on [− 4
ε
α1
1

, 0] × B( 1
ε1

). By construction, we also have

∣∣um+1

∣∣ ≤ 2 on [− 1

εα1
1

, 0] × B
( 1

2ε1

)
,

Since [−4, 0] × B(1) ⊂ [−ε−α1
1 , 0] × B

(
1
2ε1

)
, the above estimate ensures that∣∣um+1

∣∣ ≤ 2 holds on [−4, 0] × B(1). So, we may apply either Propositions 1 or 2 to

deduce that we can find some suitable dm+1 ∈ Rwith |dm+1| ≤ λ̃
2 for which we have

∣∣um+1 − dm+1

∣∣ ≤ 2 − λ̃

2
on [−1, 0] × B

(1
2

)
.

So, inductively, we are able to construct a sequence of numbers {dm}∞m=1 with

|dm | ≤ λ̃
2 such that for the associated sequence of successively re-scaled functions

{um}∞m=1 as defined in (51), we have the following property.

• For each m ≥ 2, um is a weak solution to (32) on [−4, 0] × B(1), and simul-
taneously a viscosity solution to (33) on [−4, 0] × B(1). Moreover, the relation
|um(t, x)| ≤ 2 holds on [−4, 0] × B(1),

which allows us to use either Propositions 1 or 2 to obtain the following improved
oscillations at finer and finer scales

∣∣um − dm
∣∣ ≤ 2 − λ̃

2
on [−1, 0] × B

(1
2

)
, (52)
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which holds for everym ∈ Z
+. Then, it follows directly from (52) that the following

property holds for all m ≥ 0

oscQm u1 ≤ 4

(
4 − λ̃

4

)m+1

,

in which Qm = [−εmα1
1 , 0] × B

( εm1
2

)
.
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On the Motion of Chemically Reacting Fluids
Through Porous Medium

Eduard Feireisl, Jiří Mikyška, Hana Petzeltová and Peter Takáč

Abstract We consider a parabolic-hyperbolic system of nonlinear partial differen-
tial equations modeling the motion of a chemically reacting mixture through porous
medium. The existence of classical aswell asweak solutions is established under sev-
eral physically relevant choices of the constitutive equations and relevant boundary
conditions.

Keywords Chemically reacting fluid · Porous medium · DiPerna, Lions theory

1 Introduction

A simple model of the motion of a mixture of n chemically reacting fluids takes the
form (see e.g. Giovangigli [10, Chaps. 2,3]):

∂t (ρ
i ) + divx (ρ

iv) + divxF
i = miω

i , (1)
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where ρi is the mass density of the i-th species, v is the fluid bulk velocity of the
mixture, mi the molar mass of the i-th species, F i the diffusive fluxes, and ωi

represent the molar production, typically given functions of (ρ1, . . . , ρn) and of the
temperature. We also denote

ρ =
n∑

i=1

ρi ,

the total density of the mixture and introduce the mass fractions

Y i = ρi

ρ
, i = 1, . . . , n.

Obviously,

Y i ≥ 0,
n∑

i=1

Y i = 1. (2)

We may sum up (1) to deduce the mass conservation (equation of continuity):

∂tρ + divx (ρv) = −divx

n∑

i=1

F i +
n∑

i=1

miω
i = 0, (3)

where the last equality should be viewed as a natural constraint to be imposed on
F i , ωi enforced by the principle of mass conservation.

The diffusion fluxes are typically given through the empirical Fick’s law:

F i = −di∇xY
i , di > 0, i = 1, . . . , n (4)

If the motion takes place in the porous medium environment, we may close the
systemby imposing the standard hypothesis that the velocityv is given by the pressure
gradient, more specifically

v = −∇x p + ρg, (5)

where g represents the gravitational force. For the one component compressible
flow, the relation (5) has been rigorously identified as a homogenization limit of
the compressible Navier–Stokes system, see Masmoudi [11]. The result has been
extended to a more general class of pressure laws and also to the full Navier–Stokes–
Fourier system in [8]. The Eq. (1) has been considered in many special situations,
namely in connection with the Navier–Stokes system, see, e.g., [9] and references
there. Here, the main point consists in considering mixed boundary conditions for
a simplified model, and an application of the DiPerna, Lions theory to the general
problem.
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1.1 A Parabolic-Hyperbolic System

We consider the problem of solvability of the system described above for (ρi , v),
or alternatively, for (Y i , p), in the set {(t, x) ∈ [0, τ ] × Ω}, where Ω ⊂ R3 is a
bounded smooth domain, under the following simplifying assumptions:

• The diffusion coefficients di vanish for all i = 1, 2, . . . .
• The process is isothermal, the temperature T > 0 is constant.
• The effect of the gravitational force is neglected, g = 0.
• The production rates ωi = ωi (ρ1, . . . , ρn) are given smooth functions of species
densities. More specifically,

ωi = Ci − ρiDi , (6)

where Ci ≥ 0, Di ≥ 0,

Ci =
m∑

j=1

⎡

⎣νb
i, j K

f
j (T )�n

l=1

(
ρl

ml

)ν
f
l, j

+ ν
f
i, j K

b
j (T )�n

l=1

(
ρl

ml

)νb
l, j

⎤

⎦ , (7)

Di = 1

mi

⎡

⎢⎣
m∑

j=1,ν f
i, j≥1

ν
f
i, j K

f
j (T )

(
ρi

mi

)ν
f
i, j−1

�n
l=1,l �=i

(
ρl

ml

)ν
f
l, j

(8)

+
m∑

j=1,νb
i, j≥1

νb
i, j K

b
j (T )

(
ρi

mi

)νb
i, j−1

�n
l=1,l �=i

(
ρl

ml

)νb
l, j

⎤

⎦ ,

wherem is the number of chemical reactions, K f
j , K

b
j are positive functions of the

temperature, and ν
f
i, j , ν

b
i, j are non-negative integers (stoichiometric coefficients),

see [10, Sect. 6.4.6].
• The pressure of the mixture is given by the perfect gas law,

p =
n∑

i=1

1

mi
ρi RT, (9)

where R is the perfect gas constant.

Remark 1 It is interesting to note that (9) with equal molar masses mi = m is the
only choice of the pressure compatible with the Second Law of Thermodynamics as
soon as Fick’s law is imposed, cf. [9].

Our goal in the present paper is to discuss the solvability and a proper choice of
boundary conditions for system (1) under the simplifying conditions stated above.
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In Sect. 2, we study the case when the pressure p satisfies a parabolic equation of
porous medium type independent of the species densities ρi . The standard parabolic
theory yields a regular pressure p that can be subsequently substituted in (1) to deter-
mine uniquely ρi , i = 1, . . . , n by the method of characteristics. Relevant boundary
conditions are easy to discuss in this context.

In Sect. 3, we address the general situation when all equations in (1) are strongly
coupled. The resulting system is of mixed parabolic-hyperbolic type. We derive a
priori bounds and show weak sequential stability of the family of solutions. To this
end, a variant of DiPerna, Lions [7] theory for the transport equation is used.

2 The Case of “Independent” Pressure

We start with the simple situation of equal molar masses mi = m > 0 for all i =
1, . . . , n. In accordance with (9) and (3), (5), we may sum up the Eq. (1) to obtain

∂t p − divx (p∇x p) = 0. (10)

Thus the pressure satisfies a parabolic type differential equation that may be solved
separately and independently of the other quantities. Note that the same situation
occurs in the absence of chemical reactions, meaning ωi = 0 for all i = 1, . . . , n.
Most generally, we have (10) whenever

∑

j∈S j
ω j = 0, m j = mSj > 0 for all j ∈ S j , Si ∩ S j = ∅ if i �= j, ∪ j S j = {1, . . . , n}.

(11)

2.1 Boundary Value Problem for the Pressure Equation

Equation (10) represents the standard porous medium equation studied frequently in
the literature, see e.g. Di Benedetto [6]. Here, in addition, we avoid the “vacuum”
problem by imposing positive initial and boundary conditions on p.

2.1.1 Mixed Neumann–Dirichlet Boundary Conditions

We suppose the boundary ∂Ω can be decomposed as

∂Ω = ΓD ∪ ΓN , ΓD, ΓN smooth and compact with ΓD ∩ ΓN = ∅ . (12)
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We impose the (non-homogeneous) Dirichlet boundary condition

p = pb on ΓD, pb is a positive constant, (13)

together with the (homogenous) Neumann boundary condition

∇x p · n = 0 on ΓN . (14)

As usual, n denotes the outer unit normal vector to the boundary ∂Ω of Ω .

Remark 2 This choice of boundary conditions corresponds to the presence of a
“well” in the container Ω on the boundary of which a (constant) pressure is main-
tained, with the rest of ∂Ω being an impermeable wall.

In order to deal with a well-posed problem, we prescribe the initial pressure
distribution

p(0, x) = p0(x) in Ω. (15)

(i) Consider the situation

p0(x) ≥ pb > 0 for all x ∈ Ω, p0 ∈ W 2,∞(Ω), p0 �≡ pb.

By virtue of the standard parabolic theory, problem (10), (12–15) admits a unique
solution

p(t, x) ≥ pb for any (t, x) ∈ (0, τ ) × Ω .

Moreover, the solution is smooth in the open set (0, τ ) × Ω and, by virtue of the
strong maximum principle (Hopf’s boundary point lemma),

∇x p · n < 0 on ΓD . (16)

Now, equation (1) reduces to the transport problem

∂t (ρ
i ) − divx (ρ

i∇x p) = miω
i (ρ1, . . . , ρn), i = 1, . . . n, (17)

with a given (regular) velocity field v = −∇x p. Keeping (14), (16) in mind, the
method of characteristics yields that Eq. (17) admits a unique solution for any initial
data

ρi (0, ·) = ρi
0 , in Ω (18)
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satisfying the obvious compatibility condition

n∑

i=1

1

mi
ρi
0RT = p0 in Ω . (19)

(ii) Now, we examine the complementary situation

0 < p0(x) ≤ pb for all x ∈ Ω, p0 ∈ W 2,∞(Ω), p0 �≡ pb .

It is easy to check, by means of the same arguments as above, that

∇x p · n > 0 on ΓD. (20)

Consequently, for the transport problem (17), (18) to be uniquely solvable, we have
to prescribe the boundary conditions

ρi |ΓD = ρi
b, i = i, . . . , n,

with the compatibility condition

n∑

i=1

1

mi
ρi
b RT = pb.

(iii) In general, the sign of the normal component of the velocity −∇x p · n on ΓD

is determined by the pressure. In particular, the relevant boundary conditions for ρi

must be prescribed a posteriori, after having solved problem (10), (12–15).

2.2 Other Boundary Conditions

More general boundary conditions can be handled in a similar fashion. One should
always keep in mind that the boundary conditions for the species densities ρi

b must
be determined after having identified the sign of ∇x p · n together with p on ∂Ω .

3 General System

We focus on the general case in which the equations for the pressure and the species
densities are coupled. It turns out that it is more convenient to consider p, together
with the mass fractions Y i , as independent variables. Taking into account (3) with
v = −∇x p, the resulting system of equations reads:
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∂t p − divx (p∇x p) = RT
n∑

i=1

ωi , (21)

∂t Y
i − ∇x p · ∇xY

i = mi

ρ
ωi , i = 1, . . . , n. (22)

Recalling the pressure-density relation

ρ = p

(
n∑

i=1

1

mi
Y i RT

)−1

, ρi = Y iρ, (23)

and using the specific form of ωi stated in (6–8), we view the right-hand sides of the
above equations as functions of p and Y 1, . . . ,Y n .

System (21–23) is nonlinear of parabolic-hyperbolic type. To avoid unnecessary
technicalities, we impose the homogeneous Neumann boundary conditions for the
pressure,

∇x p · n|∂Ω = 0 . (24)

Accordingly, only the initial conditions for Y i are necessary to make the problem,
at least formally, well-posed.

3.1 A Priori Estimates

We start by deriving suitable a priori estimates for (smooth) solutions of problem
(21), (22), (24).

3.1.1 Uniform Bounds on the Pressure

Uniform bounds on the pressure are usually derived by application of some form of
the maximum principle. A short inspection of the pressure Eq. (21) and the structure
(6) of the functions ωi reveals that

n∑

i=1

ωi =
n∑

i=1

Ci − ρiDi
<∼

n∑

j=1

(
p

∑m
l=1 ν

f
l, j + p

∑m
l=1 νb

l, j

)
.

Consequently, in viewof the standardmaximumprinciple estimates,we get a uniform
bound

0 ≤ p(t, x) ≤ p on the time interval (0, τ ), (25)
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where τ > 0 depends, in general, on ‖p(0, ·)‖L∞(Ω). Moreover, the estimate is uni-
form, meaning extendable to any positive τ if at least one of the following situations
occurs:

•
n∑

i=1

Ci − ρiDi
<∼ (p + 1),

for specific examples see [10, Sect. 3.2.3];
•

‖p(0, ·)‖L∞(Ω) is sufficiently small,

where “small” means in terms of τ and the structural constants appearing in (7),
(8).

Accordingly, in the remaining part of this section, we assume the validity of the
bound (25). Note that, in view of the structure ofωi stated in (6), relation (25) implies
that

p(t, ·) ≥ p > 0 for any t ∈ (0, τ ) as soon as inf
x∈Ω

p(0, x) > 0, (26)

where the lower bound p may depend on τ .

3.1.2 Maximal Regularity Estimates

In view of (25), (26) we may use the maximal regularity estimates for (non-
degenerate) parabolic equations, see Denk, Hieber, and Pruess [4] or Ashyralyev
and Sobolevskii [5], to deduce the bounds

∂t p, ∇l
x p ; l = 0, 1, 2 , bounded in Lq((0, τ ) × Ω) for any finite 1 < q < ∞ .

(27)

Unfortunately, the bounds (27) are still not sufficient for the transport Eq. (22)
to be well-posed. The available DiPerna, Lions theory [7] (see also Ambrosio [2],
Crippa and De Lellis [3]) require that, at least,

divx∇x p = 
x p ∈ L1(0, τ ; L∞(Ω)) . (28)

In order to guarantee (28), higher order regularity estimates are needed that will be
established in the next section.
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3.1.3 Higher Order Regularity

Taking the time derivative of (21) with respect to t and denoting P = ∂t p, we obtain

∂t P − divx (p∇x P) = divx (∂t p∇x p) + RT
n∑

i=1

∂tω
i . (29)

To evaluate ∂tω
i we realize that, thanks to (6–8),

ωi =
ki∑

k=1

ρkGk,i (ρ
1, . . . , ρn), i = 1, . . . , n,

where Gk,i are continuously differentiable functions. Using (17) we compute

∂t
(
ρkGk,i (ρ

1, . . . , ρn)
) = ∂tρ

kGk,i (ρ
1, . . . , ρn) + ρk

n∑

j=1

Gk,i (ρ
1, . . . , ρn)

∂ρ j
∂tρ

j

= divx (ρ
k∇x p)Gk,i (ρ

1, . . . , ρn) + ρk
n∑

j=1

Gk,i (ρ
1, . . . , ρn)

∂ρ j
divx (ρ

j∇x p)

+miωiGk,i (ρ
1, . . . , ρn) + ρk

n∑

j=1

Gk,i (ρ
1, . . . , ρn)

∂ρ j
m jω j .

Furthermore,

divx (ρ
k∇x p)Gk,i (ρ

1, . . . , ρn) + ρk
n∑

j=1

Gk,i (ρ
1, . . . , ρn)

∂ρ j
divx (ρ

j∇x p)

= divx
[
ρk∇x pGk,i (ρ

1, . . . , ρn)
] − ρk

n∑

j=1

Gk,i (ρ
1, . . . , ρn)

∂ρ j
∇x p · ∇xρ

j

+ρk

n∑

j=1

Gk,i (ρ
1, . . . , ρn)

∂ρ j
∇x p · ∇xρ

j + ρk
n∑

j=1

Gk,i (ρ
1, . . . , ρn)

∂ρ j
ρ j
x p

= divx
[
ρk∇x pGk,i (ρ

1, . . . , ρn)
] + ρk

n∑

j=1

Gk,i (ρ
1, . . . , ρn)

∂ρ j
ρ j
x p.
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Summing up the previous observations and going back to (29) we infer that

∂t P − divx (p∇x P) = divx (F) + G ,

with

F, G bounded in Lq((0, τ ) × Ω) for any finite 1 < q < ∞, F · n|∂Ω = 0 .

Thus, applying the (weak) maximal regularity theory for parabolic equations (see
Amann [1]), we conclude that

∂t p = P is bounded in Lq(0, τ ;W 1,q(Ω)) for any 1 < q < ∞ . (30)

Note that this step requires higher regularity of the initial data (at t = 0), specifically,

∂t p(0, · ) = P(0, · ) ∈ B1−(2/q);q,q(Ω) ,

see Amann [1, Theorem 2.1]. This kind of initial regularity hypothesis is not unusual
for a parabolic problem.

Finally, embedding W 1,q(Ω) into L∞(Ω) for q > 3, together with boundedness
of the right hand side of (21), (see (25)) yields the desired conclusion

divx∇x p = 
x p ∈ Lq(0, τ ; L∞(Ω)) for any 1 < q < ∞ . (31)

3.2 Weak Sequential Stability

Our goal is to establish the following result:

Theorem 1 Let {pε}ε>0, {Y i
ε }ε>0; i = 1, . . . , n, be a family of (smooth) solutions of

problem (21), (22) such that:

pε → p, ∇x pε → ∇x p in C([0, τ ] × Ω),


x pε → 
x p weakly-(*) in Lq(0, τ ; L∞(Ω)), 1 < q < ∞,

(32)

Y i
ε → Y i weakly-(*) in L∞((0, τ ) × Ω), (33)

Y i
ε (0, ·) → Y i

0 in L1(Ω). (34)

Then

Y i
ε → Y i a.e. in (0, τ ) × Ω , (35)
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where p and Y 1, . . . ,Y n satisfy (22), specifically,

∂t Y
i − divx (Y

i∇x p) + Y i
x p = 1

p
ωi (p, Y

1, . . . , Yn)

n∑

j=1

mi

m j
Y j RT, i = 1, . . . , n.

(36)

The rest of the paper is devoted to the proof of Theorem 1. We use the approach
proposed in the seminal paper by DiPerna and Lions [7].

3.2.1 Existence for the Limit Problem

We show that the limit problem (36) admits a weak solution Y 1, . . . ,Y n such that

Y i ≥ 0 for any i = 1, . . . , n,

n∑

i=1

Y i = 1 ,

provided the initial data satisfy

Y i
0 ≥ 0 ,

n∑

i=1

Y i
0 = 1 .

Step 1
We approximate the pressure p by a family of smooth functions {pδ}δ>0,

pδ → p, ∇x pδ → ∇x p uniformly in [0, τ ] × Ω,


x pδ → 
x p a.e. in (0, τ ) × Ω , ‖
x pδ‖Lq (0,τ ;L∞(Ω))
<∼ 1 for any 1 < q < ∞ .

as δ → 0. Using the standard method of characteristics, we find a unique solution
Y 1

δ , . . . ,Y n
δ emanating from the initial data Y 1

0 , . . . ,Y n
0 .

Thanks to hypothesis (6),

Y i
δ ≥ 0 for all i = 1, . . . , n ,

and, by virtue of (3),
n∑

i=1

Y i
δ = 1 .

Consequently, passing to a suitable subsequence if necessary, we may assume that

Y i
δ → Y i weakly-(*) in L∞((0, τ ) × Ω) ∩ Cweak([0, τ ]; L1(Ω)) as δ → 0,
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where

∂t Y
i − divx (Y

i∇x p) + Y i
x p = 1

p
ωi (p, Y 1, . . . , Yn)

n∑

j=1

mi

m j
Y j RT, i = 1, . . . , n .

(37)

Y i (0, ·) = Y i
0 . (38)

Here and hereafter, the upper bar denotes a weak limit of compositions of smooth
functions applied to weakly convergent sequences.

Step 2
In order to complete the proof, we have to show strong convergence

Y i
δ → Y i a.a. in (0, τ ) × Ω as δ → 0. (39)

To this end, we write down a renormalized formulation of the δ−problem in the
form:

∂t |Yδ|2 − divx (|Yδ|2∇x pδ) + |Yδ|2
x pδ = 2RT

pδ

n∑

i, j=1

mi

m j
ωi (pδ,Y

1
δ , . . . ,Y n

δ )Y i
δY

j
δ .

Letting δ → 0 we obtain

∂t |Y |2 − divx (|Y |2∇x p) + |Y |2
x p = 2RT

p

n∑

i, j=1

mi

m j
ωi (p,Y 1, . . . ,Y n)Y iY j .

(40)

Now, applying the regularization procedure of DiPerna and Lions [7] to (37) we
deduce that

∂t |Y |2 − divx (|Y |2∇x p) + |Y |2
x p = 2RT

p

n∑

i, j=1

mi

m j
ωi (p,Y 1, . . . ,Y n)Y jY i .

(41)
Step 3
Finally, we integrate the difference of (40), (41) over Ω:

d

dt

∫

Ω

(
|Y |2 − |Y |2

)
dx = −

∫

Ω


x p
(
|Y |2 − |Y |2

)
dx

+
∫

Ω

2RT

p

n∑

i, j=1

mi

m j

[
ωi (p,Y 1, . . . ,Y n)Y iY j − ωi (p,Y 1, . . . ,Y n)Y jY i

]
dx,
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where
∫

Ω

[
ωi (p,Y 1, . . . ,Y n)Y iY j − ωi (p,Y 1, . . . ,Y n)Y jY i

]
dx

= lim
δ→0

∫

Ω

[
ωi (pδ,Y

1
δ , . . . ,Y n

δ )Y i
δ − ωi (pδ,Y

1, . . . ,Y n)Y i
]
(Y j

δ − Y j ) dx

<∼ lim
δ→0

∫

Ω

|Yδ − Y |2 dx =
∫

Ω

(
|Y |2 − |Y |2

)
dx .

Thus, applyingGronwall’s lemmaandusing the fact that the initial values converge
strongly, we conclude

|Y |2 = |Y |2

yielding (39).

3.2.2 Compactness

Our ultimate goal is to show (35), (36). As Yε are smooth, we may rewrite (36) as

∂t Y
i
ε − ∇xY

i
ε · ∇x pε = RT

pε

n∑

j=1

mi

m j
ωi (pε,Y

1
ε , . . . ,Y n

ε )Y j
ε , i = 1, . . . , n. (42)

At this stage, we employ once more the regularization procedure of DiPerna,
Lions [7] to Eq. (36):

∂t Y
i
r − ∇xY

i
r ∇x p = RT

p

n∑

j=1

mi

m j
ωi (p,Y

1
r , . . . ,Y n

r )Y j
r + er , i = 1, . . . , n, (43)

where

er → 0 in L1((0, τ ) × Ω) as r → 0.

Similarly to the above, we subtract (42), (43), multiply the resulting expression
by Y i

ε − Y i
r , and integrate over Ω obtaining

d

dt

∫

Ω

|Yε − Yr |2 dx +
∫

Ω


x pε|Yε − Yr |2 dx =
∫

Ω

n∑

i=1

(∇x pε − ∇x p) · ∇xY
i
r (Y

i
ε − Y i

r ) dx
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=
∫

Ω

RT

pε

n∑

i, j=1

mi

m j

[
ωi (pε, Y

1
ε , . . . , Yn

ε )Y j
ε − ωi (pε, Y

1
r , . . . , Yn

r )Y j
r

]
dx + eε(r) + er ,

where

eε(r) → 0 in L1((0, τ ) × Ω) as ε → 0 for any fixed r.

Finally, letting first ε → 0, then r → 0, and realizing that

Y i
r → Y i in C([0, τ ]; L2(Ω)),

we get the desired conclusion (35), (36).
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Entropy Methods and Convergence
to Equilibrium for Volume-Surface
Reaction-Diffusion Systems

Klemens Fellner and Bao Quoc Tang

Abstract We consider two volume-surface reaction-diffusion systems arising from
cell biology. The first system describes the localisation of the protein Lgl in the
asymmetric division of Drosophila SOP stem cells, while the second system models
the JAK2/STAT5 signalling pathway. Both model systems have in common that (i)
different species are located in different spatial compartments, (ii) the involved chem-
ical reaction kinetics between the species satisfies a complex balance condition and
(iii) that the associated complex balance equilibrium is spatially inhomogeneous. By
using recent advances on the entropymethod for complex balanced reaction-diffusion
systems, we show for both systems exponential convergence to the equilibrium with
constants and rates, which can be explicitly estimated.

Keywords Volume-surface reaction-diffusion systems · Surface diffusion
hfillbreak Asymmetric stem cell division · JAK/STAT signalling pathway
hfillbreak Convergence to equilibrium · Entropy method

1 Introduction and Main Results

Various physical, chemical, biological or ecological systems involve processes in
different spatial compartments. A particular important example is given by consid-
ering quantities on a domain and on its surrounding boundary. Reactions taking
place in these situations result in a class of PDE models called Volume-Surface
Reaction-Diffusion systems (hereafter, we will use the abbreviation VSRD systems).
The intrinsic volume-surface coupling of VSRD systems introduces new difficulties
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in both the mathematical and the numerical analysis compared to classical reaction-
diffusion systems supported on only one spatial domain.

Recently, a rapidly increasing amount of attention has been devoted to the math-
ematical theory of VSRD systems arising from such different applications as fluid
mechanics [16, 21], ecology [1–3], crystal growth [19] or, especially, cell biology,
see e.g. [9, 11, 13, 17].

This paper aims to investigate the large time behaviour of two particular linear
VSRDsystems arising from twodifferent applicationbackgrounds in cell biology: the
first being a model for the localisation of the key-protein Lgl during the asymmetric
stem cell division of SOP precursor cells in Drosophila (see e.g. [11]), the second one
being a model on the so-called JAK2/STAT5 signalling pathway, see [13]. In both
examples, the cell cytoplasm constitutes the volume domain and the surrounding
cell-membrane/cortex constitutes the surrounding boundary. In the JAK2/STAT5
model, also the volume of cell nucleus and its boundary are considered. Moreover,
reactions occur within and between the volume- and surface-compartments, which
do not satisfy the so called detailed balance condition, but the more general complex
balance condition, see e.g. [18].

The main results of this paper prove exponential convergence to the complex
balance equilibrium with explicitly computable rates by using the so-called entropy
method. Moreover, we extend the entropy method to apply to spatially inhomoge-
neous equilibria. This paper may serve as a proof of concept for the applicability of
the entropy method to a wide class of VSRD systems including mixed ODE/PDE
systems. The presented proofs, however, rely on positive lower and upper bounds of
the equilibria, which are difficult to obtain for general systems.

The entropymethod applied in this work has recently become a very powerful tool
in proving exponential convergence to equilibrium with explicit rates for reaction-
diffusion systems, but mostly under the assumption of the detailed balance condition
and on a single spatial domain, see e.g. [5, 6, 12, 15, 22]. The entropy method for
complex balance reaction-diffusion networks was so far only considered on a single
domain for linear, respectively, nonlinear systems in [7, 10].

The current paper constitutes the first results of the entropy method for volume-
surface systemswith spatially inhomogeneous complexbalance equilibria. In the next
two sections, we detail the considered VSRD systems and state the main results.

1.1 A VSRD Model for the Localisation of Lgl During
Asymmetric Stem Cell Division

In stem cells undergoing asymmetric cell division, particular proteins (so-called cell-
fate determinants) are localised at the cortex of only one of the two daughter cells
during mitosis. These cell-fate determinants trigger in the following the differentia-
tion of one daughter cell into specific tissue while the other daughter cell remains a
stem cell.
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Fig. 1 The reaction dynamics between L , P, l and p

In Drosophila, SOP precursor stem cells provide a well-studied biological exam-
ple model of asymmetric stem cell division, see e.g. [4, 20, 25] and the references
therein. In particular, asymmetric cell division of SOP cells is driven by the asym-
metric localisation of the key protein Lgl (Lethal giant larvae), which exists in two
conformational states: a non-phosphorylated form which regulates the localisation
of the cell-fate-determinants in the membrane of one daughter cell, and a phospho-
rylated form which is inactive.

The asymmetric localisation of Lgl during mitosis is the result of the activation
of the kinase aPKC, which phosphorylates Lgl (as part of a highly evolutionary
conserved protein complex) only on a subpart of the cortex, as well as the results
of the weakly reversible reaction/sorption dynamics of the two conformations of
Lgl between cortex and cytoplasm. In particular, it is the irreversible release of
phosphorylated Lgl from the cortex, which initiates the asymmetric localisation
of Lgl upon the activation of aPKC.

LetΩ ⊂ R
n ,n = 2, 3describe the cell cytoplasmas a connected, boundeddomain

with sufficiently smooth boundary ∂Ω (e.g. ∂Ω ∈ C2+ε, ε > 0). Denote byΓ = ∂Ω

the surrounding cell cortex. Moreover, the cell cortex is divided into two disjoint,
connected subsets Γ1 and Γ2 with Γ = Γ1 ∪ Γ2 and where Γ2 is the active part of
the cell cortex, where phosphorylation takes place.

Concerning the various conformations of Lgl, we denote by L and P the con-
centrations of non-phosphorylated Lgl and phosphorylated Lgl within the volume
domain Ω . Moreover, the concentrations of non-phosphorylated Lgl and phospho-
rylated Lgl on the cell cortex are denoted by � and p, respectively. Note that � is
supported on Γ while p is supported only on the sub-domain Γ2, since phosphory-
lation only occurs on Γ2.

Schematically, we consider the following reactions between the four different
conformations of Lgl with positive reaction rate constants α, β, λ, γ, σ and ξ as
depicted in Fig. 1.

Moreover, we assume positive diffusion coefficients of L , P on Ω , of � on Γ and
of p on Γ2, i.e. dL , dP , d�, dp > 0, respectively. Then, applying the mass action law,
the resulted VSRD system consists of two volume equations

{
Lt − dLL = −βL + αP, x ∈ Ω, t > 0,

Pt − dPP = βL − αP, x ∈ Ω, t > 0,
(1a)

and two surface equations
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⎧⎪⎨
⎪⎩

�t − d�Γ � = λL − (γ + σχΓ2)�, x ∈ Γ, t > 0,

pt − dpΓ2 p = σ� − ξp, x ∈ Γ2, t > 0,

∂ν2 p = 0, x ∈ ∂Γ2, t > 0,

(1b)

which are connected via mixed Neumann/Robin boundary conditions

{
dL∂νL = −λL + γ �, x ∈ Γ, t > 0,

dP∂νP = χΓ2ξp, x ∈ Γ, t > 0,
(1c)

and subject to nonnegative initial data

{
L(x, 0) = L0(x), P(x, 0) = P0(x), x ∈ Ω,

�(x, 0) = �0(x), x ∈ Γ, p(x, 0) = p0(x), x ∈ Γ2,
(1d)

where ν and ν2 are the outward unit normal vectors of Γ and ∂Γ2, respectively, and
Γ and Γ2 are Laplace-Beltrami operators on Γ and Γ2, respectively. Moreover,
χΓ2 denotes the characteristic function of the boundary part Γ2.

Note that the above system (1) conserves the total mass of Lgl, which is expressed
in the following conservation law:

∫
Ω

(L(t, x) + P(t, x)) dx +
∫

Γ

�(t, x) dS +
∫

Γ2

p(t, x) dS

=
∫

Ω

(L0(x) + P0(x)) dx +
∫

Γ

�0(x) dS +
∫

Γ2

p0(x) dS > 0, ∀t > 0 (2)

Concerning the existence of global weak solutions of (1), we refer to [11], where
also the quasi-steady-state approximation in the limit ξ → +∞ and numerical sim-
ulations were carried out.

The first main result of this paper is stated in the following theorem.

Theorem 1 (Exponential convergence to equilibrium of Lgl system (1))
Assume thatΩ ⊂ R

n, n = 2, 3 is a bounded domain with sufficiently smooth bound-
ary Γ = ∂Ω . Moreover, Γ = Γ1 ∪ Γ2 is the union of two disjoint, connected subsets
and Γ2 has a smooth boundary ∂Γ2.

Then, for any positive initial mass M > 0, the system (1) possesses a unique
positive equilibrium (L∞, P∞, �∞, p∞) satisfying the mass conservation law

∫
Ω

(L∞(x) + P∞(x))dx +
∫

Γ

�∞(x)dS +
∫

Γ2

p∞(x)dS = M.

Moreover, L∞ ∈ C(Ω) ∩ H 2(Ω), P∞ ∈ L∞(Ω) ∩ H 3/2(Ω),�∞ ∈ C(Γ ) ∩ H 2(Γ2)

and p∞ ∈ C(Γ2) ∩ H 2(Γ2), and there are 0 < a ≤ A < +∞ such that

a ≤ L∞(x), P∞(x), �∞(x), p∞(x) ≤ A
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where the bounds hold for x in Ω , a.e. in Ω , in Γ and in Γ2 respectively.
Finally, every global weak solution to (1) with positive initial mass M (as con-

structed in [11]) converges exponentially to (L∞, P∞, �∞, p∞) in the following
sense

∫
Ω

|L(t) − L∞|2
L∞

+
∫

Ω

|P(t) − P∞|2
P∞

+
∫

Γ

|�(t) − �∞|2
�∞

+
∫

Γ2

|p(t) − p∞|2
p∞

≤ C0e
−λ0t

for all t > 0, where λ0 is as in Lemma 3 and C0 and λ0 can be computed explicitly.

1.2 A PDE/ODE System Modelling the JAK2/STAT5
Signalling Pathway

The communication between cells in multicellular organisms is often mediated by
signalling molecules secreted to the extracellular space, which then bind to cell
surface receptors, see [13]. However, the modalities of the transport from the site of
signal transducer and activator of transcription (STAT) phosphorylation at the plasma
membrane to the site of action in the nucleus is still unclear. In [13], Friedmann,
Neumann and Rannacher introduced a mixed PDE/ODE model system to analyse
the influence of the cell shape on the regulatory response to the activated pathway.

By following the notations in [13], we denote by u0 and u1 the unphosporylated
and phosphorylated STAT5 in the cytoplasm, while u2 and u3 denote the unphospho-
rylated and phosphorylated STAT5 in the nucleus, respectively. Moreover, we denote
by u4, . . . , u7 so-called “fictitious concentrations”, which describe processes in the
nucleus via linear equations yielding a delayed response. The reaction dynamics of
the eight species ui , i = 0, 1, . . . , 7 are depicted by the diagram in Fig. 2.

The JAK2/STAT5 model considers a smooth, bounded domain Ω0 ⊂ R
n and

distinguishesΩnuc � Ω0 the domain of the cell nucleus andΩcyt = Ω0\Ωnuc the cell
cytoplasm.With a little abuse of notation, we denote by ∂Ωcyt = ∂Ω0 the membrane
of the cell, while ∂Ωnuc is the boundary of the nucleus.

Fig. 2 Reaction network of
the JAK2/STAT5 signalling
pathway
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The following mixed PDE/ODE model was considered in [13]: The two PDEs

⎧⎪⎨
⎪⎩

∂t u0(t, x) = Du0(t, x), t > 0, x ∈ Ωcyt,

D∂n1u0(t, y) = − ract
|∂Ωcyt | pJAKu0(t, y), t > 0, y ∈ ∂Ωcyt,

D∂n2u0(t, y) = − rimp

|∂Ωnuc|u0(t, y) + rexp
|∂Ωnuc|u2(t), t > 0, y ∈ ∂Ωnuc,

(3a)

⎧⎪⎨
⎪⎩

∂t u1(t, x) = Du1(t, x), t > 0, x ∈ Ωcyt,

D∂n1u1(t, y) = ract
|∂Ωcyt | pJAKu0(t, y), t > 0, y ∈ ∂Ωcyt,

D∂n2u1(t, y) = − rimp2

|∂Ωnuc|u1(t, y), t > 0, y ∈ ∂Ωnuc,

(3b)

and six ODEs

⎧⎪⎪⎪⎨
⎪⎪⎪⎩

(u2)′(t) + rexp
|Ωnuc|u2(t) = rdelay

|Ωnuc|u7(t) + rimp

|Ωnuc||∂Ωnuc|
∫

∂Ωnuc

u0(t, y)dS,

(u3)′(t) + rdelay
|Ωnuc|u3(t) = rimp2

|Ωnuc||∂Ωnuc|
∫

∂Ωnuc

u1(t, y)dS,

(ui )′(t) + rdelay
|Ωnuc|ui (t) = rdelay

|Ωnuc|ui−1(t), i = 4, 5, 6, 7,

(3c)

subject to nonnegative initial data u0(x, 0) = uin0 (x), u1(x, 0) = uin1 (x), x ∈ Ω ,
ui (0) = uini for i = 2, 3, . . . , 7, where ν1 and ν2 are outward normals of ∂Ωcyt and
∂Ωnuc respectively. Note that the system (3) satisfies the mass conservation law

∫
Ωcyt

(u0(t, x) + u1(t, x))dx + |Ωnuc|
7∑

i=2

ui (t) =
∫

Ωcyt

(uin0 (x) + uin1 (x))dx + |Ωnuc|
7∑

i=2

uini . (4)

The well-posedness of the mixed PDE/ODE model (3) was shown in [13]. More-
over, in the pure ODE case, the authors proved exponential convergence to equi-
librium by extensively studying the structure of the reaction matrix. This approach,
however, doesn’t apply to the PDE/ODE case and the authors were only able to prove
Lyapunov stability of the stationary states of (3).

The second main result of this paper proves exponential convergence to equilib-
rium of the mixed PDE/ODE JAK2/STAT5 model (3).

Theorem 2 (Exponential convergence to equilibrium of the JAK2/STAT5 model
(3)) Let Ω0,Ωnuc,Ωcyt ⊂ R

n, n ≥ 2 be smooth, bounded domains with Ωnuc � Ω0,
Ωcyt = Ω0\Ωnuc and ∂Ωcyt = ∂Ω0.

Then, for any positive initial mass M > 0, system (3) possesses a unique equilib-
rium (u0,∞, . . . , u7,∞) satisfying the mass conservation law

∫
Ωcyt

(u0,∞(x) + u1,∞(x))dx + |Ωnuc|
7∑

i=2

ui,∞ = M > 0. (5)
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Moreover, u2,∞, . . . , u7,∞ are positive and u0,∞, u1,∞ ∈ C(Ωcyt) ∩ C2(Ωcyt) satisfy
b ≤ u0,∞(x), u1,∞(x) ≤ B for all x ∈ Ωcyt for some constants 0 < b ≤ B ≤ +∞.

Finally, any global weak solution (ui )i=0,1,...,7 to (3) with positive initial mass M
(as constructed in [13]) converges exponentially to the equilibrium (ui,∞)i=0,1,...,7

in the sense that∫
Ωcyt

( |u0(t, x) − u0,∞(x)|2
u0,∞(x)

+ |u1(t, x) − u1,∞(x)|2
u1,∞(x)

)
dx

+ |Ωnuc|
7∑

i=2

|ui (t) − ui,∞|2
ui,∞

≤ C1e
−λ1t ,

for all t > 0, where λ1 is as in Lemma 5 and C1, λ1 are constants, which can be
computed explicitly in terms of the domains, parameters and initial mass M.

Remark 1 In system (3), the diffusion coefficients of u0 and u1 are taken the same
as in [13]. However, the proof of Theorem 2 holds equally for different diffusion
coefficients for u0 and u1, e.g. u0 diffuses with D0 > 0 and u1 with D1 > 0.

2 Preliminaries

The proofs of Theorems 1 and 2 use some previous results about linear complex
balance reaction-diffusion networks proven in [10], which we shall briefly recall in
the following. The interested reader is referred to [10] for more details.

We consider a first order (i.e. linear) reaction network of the form

Si S j i �= j = 1,2, . . . ,N, (N )
a ji

ai j

where Si , i = 1, 2, . . . , N are different chemical substances (or species) and ai j ,
a ji ≥ 0 are constant reaction rates. In particular, ai j denotes the reaction rates from
the species Sj to Si . The considered reaction network is contained in a bounded
vessel (or reactor) Ω ⊂ R

n , where Ω is a smooth, bounded domain with outer unit
normal ν. The substances Si are described by spatio-temporal concentrations ui (t, x)
at position x ∈ Ω and time t ≥ 0. In addition, each substance Si is assumed to diffuse
with a diffusion coefficient di ≥ 0, i = 1, 2, . . . , N . Finally, using the mass action
law as model for the reaction rates leads to the following linear reaction-diffusion
system: ⎧⎪⎨

⎪⎩
ct = Dc+ Ac, x ∈ Ω, t > 0,

∂νc = 0, x ∈ ∂Ω, t > 0,

c(x, 0) = c0(x) ≥ 0, x ∈ Ω,

(6)
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where c(t, x) = [u1(t, x), . . . , uN (t, x)]T denotes the vector of concentrations sub-
ject to non-negative initial conditions c0(x) = [u1,0(x) ≥ 0, . . . , uN ,0(x) ≥ 0]T ,
D = diag(d1, d2, . . . , dN ) denotes the diagonal diffusion matrix and the reaction
matrix A = (ai j ) ∈ R

N×N satisfies the following conditions:

{
ai j ≥ 0, for all i �= j, i, j = 1, 2, . . . , N ,

a j j = −∑N
i=1,i �= j ai j , for all j = 1, 2, . . . , N .

(7)

The solution to system (6) satisfies the following mass conservation law

N∑
i=1

∫
Ω

ui (t, x)dx = M :=
N∑
i=1

∫
Ω

ui,0(x)dx > 0 for all t > 0. (8)

To study the convergence to equilibriumwe consider the following quadratic relative
entropy functional

E (c1|c2)(t) =
N∑
i=1

∫
Ω

|ui |2
vi

dx (9)

between two solutions c1 = [u1, . . . , uN ]T and c2 = [v1, . . . , vN ]T (with respect to
possibly different initial data) and its entropy dissipation D(c1|c2) = − d

dt E (c1|c2):

D(c1|c2) = 2
N∑
i=1

di

∫
Ω

vi

∣∣∣∣∇ ui
vi

∣∣∣∣
2

dx +
N∑

i, j=1;i< j

∫
Ω

(ai j v j + a ji vi )

(
ui
vi

− u j

v j

)2

dx .

(10)

The networkN is calledweakly reversible if for any reaction Si
a ji−→ Sj with a ji >

0, there exist Sk1 , . . . , Skr such that Sj ≡ Sk0
ak1k0−−→ Sk1

ak2k1−−→ Sk2 → . . . → Skr
akr+1kr−−−→

Si ≡ Skr+1 with aki+1ki > 0 for all i = 0, 1, . . . , r . Intuitively, a networkN is weakly
reversible if for any reaction from Si to Sj we can find a returning chain of reactions,
which starts from Sj and finishes at Si .

If N is weakly reversible, then the associated reaction graph can be composed
of multiple disjoint strongly connected components, see [10]. However, these com-
ponents are entirely independent since every node of a first order reaction network
represents only one species. Therefore, all such disjoint components can be treated
separately from one another and w.l.o.g. we shall consider in the following only
weakly reversible networks consisting of one strongly connect component. Finally,
all weakly reversible first order reaction networks satisfy the complex balance con-
dition, see [10]. The following theorem is one of the main results in [10].

Theorem 3 (Exponential convergence to equilibrium for first order reaction net-
works, [10]) Assume that the reaction networkN is weakly reversible and consists
w.l.o.g. of only one strongly connect component. Moreover, assume that there is at
least one positive diffusion coefficient, that is, there exists i0 such that di0 > 0. Let
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Ω ⊂ R
n, n ≥ 1 be a bounded domain with sufficiently smooth boundary ∂Ω (e.g.

∂Ω ∈ C2+ε, ε > 0).
Then, for any given positive initial mass M > 0, system (6) possesses a unique

positive complex balance equilibrium c∞ = (u1,∞, . . . , un,∞) satisfying the mass
conservation law (8). Moreover, each solution to (6) with positive initial mass M
converges exponentially to this equilibrium with computable rates, i.e.

N∑
i=1

‖ui (t) − ui,∞‖2L2(Ω) ≤ Ce−λt for all t > 0,

where C, λ are constants, which can be computed explicitly.

The following elementary inequality, which was proved in [10] (in a variant), will
be useful in the following sections.

Lemma 1 (A finite dimensional inequality, see [10]) Assume that the network N
is weakly reversible and consists of one strongly connected component.

Then, for all c = (c1, . . . , cN ) satisfying
∑N

i=1 αi ci = 0 with α1, . . . , αN being
positive constants, there holds

N∑
i, j=1;i< j

(ai j + a ji )(ci − c j )
2 ≥ η

N∑
i=1

c2i

for an explicit constant η > 0 depending only on αi , ai j and N.

Proof First, thanks to the weak reversibility of N , and since N contains only one
strongly connected component, we observe for every Si and Sj inN that there exist
a chain of nontrivial reactions starting from Si and finishing at Sj and vice versa.
Hence, by using iteratively the triangle inequality along such chains of reactions in
cases where ai j = a ji = 0, we can estimate (see [10, Lemma 2.4] for the details)

N∑
i, j=1;i< j

(ai j + a ji )(ci − c j )
2 ≥ ζ

N∑
i, j=1;i< j

(ci − c j )
2 (11)

for some explicit constant ζ(N ) > 0 only depending on N . Now, for any 1 ≤ i0 ≤ N

N∑
i, j=1;i< j

(ci − c j )
2 ≥

N∑
j=1; j �=i0

(ci0 − c j )
2 ≥

N∑
j=1; j �=i0

1

α2
j

(α j ci0 − α j c j )
2

≥
(
ci0

∑N
j=1; j �=i0

α j − ∑N
j=1; j �=i0

α j c j
)2

(N − 1)maxi=1,...,N {α2
i }

=
(∑N

j=1 α j
)2

(N − 1)maxi=1,...,N {α2
i }

c2i0 .

(12)

Since 1 ≤ i0 ≤ N is arbitrary, by combining (11) and (12) we get the desired result.



162 K. Fellner and B.Q. Tang

3 Proof of Theorem 1

In this section, we denote by c = (L , P, �, p) the vector of concentrations of system
(1). Following the previous section, we introduce the relative entropy between two
solution trajectories c1 = (L1, P1, �1, p1) and c2 = (L2, P2, �2, p2) as follow

E (c1|c2) =
∫

Ω

(
L2
1

L2
+ P2

1

P2

)
dx +

∫
Γ

�21

�2
dS +

∫
Γ2

p21
p2

dS. (13)

Corresponding to (10), we can compute the entropy dissipation functional corre-
sponding to (13), i.e. D(c1|c2) = − d

dt E (c1|c2) as

D(c1|c2) = 2dL

∫
Ω

L2

∣∣∣∣∇ L1
L2

∣∣∣∣2 dx + 2dP

∫
Ω

P2

∣∣∣∣∇ P1
P2

∣∣∣∣2 dx + 2d�

∫
Γ

�2

∣∣∣∣∇Γ
�1

�2

∣∣∣∣2 dS
+ 2dp

∫
Γ2

p2

∣∣∣∣∇ p1
p2

∣∣∣∣2 dS +
∫
Ω

(αP2 + βL2)

∣∣∣∣ L1L2 − P1
P2

∣∣∣∣2 dx
+

∫
Γ

(λL2 + γ �2)

∣∣∣∣ L1L2 − �1

�2

∣∣∣∣2dS +
∫
Γ2

ξp2

∣∣∣∣ P1P2 − p1
p2

∣∣∣∣2dS +
∫
Γ2

σ�2

∣∣∣∣�1�2 − p1
p2

∣∣∣∣2dS.

(14)

The following Lemma 2 proves the existence of a unique positive equilibrium
provided positive initial mass M > 0. The main difficulties are the complex balance
structure of the equilibrium (with the associated mass conservation law preventing
standard coercivity arguments) and the mixed boundary conditions impeding classi-
cal solutions and thus, the direct use of classical maximum principles.

Lemma 2 (Existence of a unique positive equilibrium)
Let Ω be a bounded domain of R

n, n = 2, 3 with smooth boundary Γ = ∂Ω .
Then, for any positive initial mass M > 0, the system (1) possesses a unique

positive equilibrium c∞ = (L∞, P∞, �∞, p∞) satisfying the mass conservation

∫
Ω

(L∞(x) + P∞(x))dx +
∫

Γ

�∞(x)dS +
∫

Γ2

p∞(x)dS = M. (15)

Moreover, L∞ ∈ C(Ω) ∩ H 2(Ω), P∞ ∈ L∞(Ω) ∩ H 3/2(Ω), �∞ ∈ C(Γ ) ∩ H 2(Γ )

and p∞ ∈ C(Γ2) ∩ H 2(Γ2), and satisfy for some constants 0 < a ≤ A < +∞

0 < a ≤ L∞(x) ≤ A for all x ∈ Ω,

0 < a ≤ P∞(x) ≤ A for almost all x ∈ Ω,

0 < a ≤ �∞(x) ≤ A for all x ∈ Γ,
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0 < a ≤ p∞(x) ≤ A for all x ∈ Γ2.

Proof We will first prove that the equilibrium system has non-negative solutions
and then show that equilibria are indeed bounded and strictly positive. Finally, the
uniqueness follows from the vanishing of entropy-dissipation functional (14).

In order to prove the existence of nonnegative equilibria via a fixed point argument,
we consider the following auxiliary system

⎧⎪⎪⎪⎪⎪⎪⎨
⎪⎪⎪⎪⎪⎪⎩

−dLL + βL = αP0, −dPP + αP = βL0, x ∈ Ω,

dL∂νL + λL = γ �0, dP∂νP = χΓ2ξp0, x ∈ Γ,

−d�Γ � + (λ + σχΓ2)� = λL0|Γ , x ∈ Γ,

−dpΓ2 p + ξp = σ�0, x ∈ Γ2,

dp∂νΓ2
p = 0, x ∈ ∂Γ2

(16)

where (L0, P0, �0, p0) ∈ Y are given in the space

Y = {(U, V, u, v) ∈ H 1(Ω) × L2(Ω) × L2(Γ ) × L2(Γ2) : U, V, u, v ≥ 0}.

By standard linear elliptic equation theory, there exists a unique weak solution
(L , P, �, p) ∈ H 1(Ω) × H 1(Ω) × H 1(Γ ) × H 1(Γ2) for (16). Thanks to the non-
negativity of (L0, P0, �0, p0) ∈ Y and the weak maximum principle (cf. e.g. [14]),
this solution is also nonnegative: Indeed, by testing, for instance, the equation for P
by the negative part P− = −min{P, 0}, we calculate with PP− = −(P−)2

−
∫

Γ

χΓ2ξp0P− dS − dP

∫
Ω

χ{P≤0}|∇P|2 dx = +α

∫
Ω

(P−)2 + β

∫
Ω

L0P− dx,

(17)
and observe that the left hand side is nonpositive while the right hand side is nonneg-
ative provided that p0 and L0 are nonnegative. Thus, both sides have to equal zero
and, as a consequence,

∫
Ω

(P−)2 = 0, which implies the nonnegativity of P .
Moreover, the smoothness of the boundary ∂Ω allows to deduce higher regularity

for L , namely L ∈ H 2(Ω) thanks to P0 ∈ L2(Ω) and �0 ∈ L2(Γ ). In particular, the
following a prior estimate holds

‖L‖H 2(Ω) + ‖P‖H 1(Ω) + ‖�‖H 1(Γ ) + ‖p‖H 1(Γ2)

≤ C
(‖L0‖H 1(Ω) + ‖P0‖L2(Ω) + ‖�0‖L2(Γ ) + ‖p0‖L2(Γ2)

)
.

By defining T : Y → Y by T(L0, P0, �0, p0) = (L , P, �, p), we obtain from the
previous a priori estimate that T is a compact operator. Hence, it follows from the
Schauder fixed point theorem that there exist fixed points (L∞, P∞, �∞, p∞) of T,
and these fixed points are thus nonnegative solutions to the equilibrium system. Note



164 K. Fellner and B.Q. Tang

that uniqueness of the fixed points (L∞, P∞, �∞, p∞) can not be supposed as such,
since we expect equilibria to exist for any given mass M .

Next, again by maximal regularity for linear elliptic equations, we obtain L∞ ∈
H 2(Ω), �∞ ∈ H 2(Γ ) and p∞ ∈ H 2(Γ2), which implies L∞ ∈ C(Ω), �∞ ∈ C(Γ )

and p∞ ∈ C(Γ2) thanks to Sobolev embeddings and Ω ⊂ R
n with n = 2, 3. The

continuity of L∞, �∞ and p∞ and the compactness of Ω , Γ and Γ2 imply also the
upper bounds L∞, �∞, p∞ ≤ A < +∞ for a constant A.

For P∞ satisfying the mixed Neumann boundary condition dP∂νP∞ = χΓ2 p∞
withχΓ2 ∈ L∞(Γ )beingdiscontinuous,maximal elliptic regularity only yields P∞ ∈
H 3/2(Ω), which is insufficient to conclude boundedness in three space dimensions,
see e.g. [8]. However, we are able to construct supersolutions P̂ as the solutions of

{
−dPP̂ + α P̂ = β‖L∞‖∞, x ∈ Ω,

dP∂ν P̂ = ξ‖p∞‖∞, x ∈ ∂Γ.

For the supersolutions P̂ , standard elliptic theory implies themaximal regularity P̂ ∈
H 2(Ω) and thus continuity and boundedness. Moreover, the same weak maximum
principle argument as in (17) yields P̂ ≥ P∞ and thus the upper bound P∞ ≤ A <

+∞ for a constant A.
We will show now that �∞ ≡ 0 implies L∞ = P∞ = p∞ = 0. Indeed, with �∞ ≡

0 it follows readily that p∞ ≡ 0. By multiplying the equation for L∞ by βL∞, the
equation for P∞ by αP∞, and by summing the two equations, we calculate with
p∞ ≡ 0

dL‖∇L∞‖2L2(Ω) + λ‖L∞‖2L2(Γ ) + dP‖∇P∞‖2L2(Ω) +
∫

Ω

(βL∞ − αP∞)2 dx = 0,

which implies L∞ ≡ 0 and eventually P∞ ≡ 0. Therefore, whenever a positive mass
M > 0 is considered, the corresponding equilibrium state has to satisfy �∞ �≡ 0, and
consequently p∞ �≡ 0 and P∞ �≡ 0.

From the continuity of �∞, we obtain that p∞ is the unique classical solution to

{
−dpΓ2 p∞ + ξp∞ = σ�∞, x ∈ Γ2,

dp∂νΓ2
p∞ = 0, x ∈ ∂Γ2

Since �∞ is nonnegative and not identically zero,we can apply the classicalmaximum
principle to conclude p∞(x) ≥ a > 0 for x ∈ Γ2 and a constant a > 0.

Next, by considering the auxiliary equation

−d�Γ �∗ + (γ + σ)�∗ = λL∞|Γ , x ∈ Γ,

and by recalling the continuity and nonnegativity of L∞ �≡ 0, the strong maximum
applied to the unique classical solution �∗ implies that �∗(x) ≥ a > 0 for all x ∈ Γ

and a constant a > 0. Moreover, by a weak maximum principle argument analog
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to (17), we have that �∗ is a subsolution to �∞, i.e. �∞(x) ≥ �∗(x) ≥ a > 0 for all
x ∈ Γ .

Moreover, we consider the unique classical solutions L∗ of the auxiliary system

−dLL∗ + βL∗ = 0, x ∈ Ω, dL∂νL
∗ + λL∗ = γ �∞, x ∈ Γ,

for which the classical maximum principle and the lower bound �∞(x) ≥ a > 0
implies L∗(x) ≥ a > 0 for x ∈ Ω and a constant a > 0. Furthermore, by the weak
maximum principle, L∗ is a subsolution to L∞, i.e. L∞(x) ≥ L∗ ≥ a > 0 for all
x ∈ Ω .

Finally, by considering the unique classical solution P∗ of the auxiliary system

−dPP∗ + αP∗ = βL∞, x ∈ Ω, dP∂νP
∗ = 0, x ∈ ∂Γ,

the weak maximum principle shows P∗ to be subsolutions, which is bounded below
by a positive constants due to the strong maximum principle applied to P∗, i.e.
P∞(x) ≥ P∗(x) ≥ a > 0 for x ∈ Ω and a constant a > 0. This finishes the proof of
the lower and upper bounds.

To prove the uniqueness of the equilibrium for a given positive mass M > 0,
we suppose two different equilibria c(1)∞ = (L(1)∞ , P (1)∞ , �

(1)∞ , p(1)∞ ), c∞ = (L∞, P∞,

�∞, p∞) as constructed above. Then, obviously the entropy-dissipation of the relative
entropy between c(1) and c∞ vanishes, i.e. D(c(1)∞ , c∞) = 0. Thanks to (14), this
implies

L(1)∞
L∞

≡ P (1)∞
P∞

≡ �
(1)∞

�∞
≡ p(1)∞

p∞
≡ k

for some constant k ∈ R\{0}. Hence, the conservation law (15) implies c(1)∞ ≡ c∞
provided a fixed positive mass M > 0.

Remark 2 Note that the existence of a nonnegative equilibrium is proved indepen-
dently of the space dimension. The positive lower and upper bounds, however, are
based on classical maximum principles arguments. Due to the discontinuity of the
characteristic function χΓ2 , we do not get classical solutions but only weak solutions
with higher regularity (e.g. L∞ ∈ H 2(Ω), P∞ ∈ H 3/2(Ω)), which restricts our proof
to dimensions n ≤ 3. The case of higher spatial dimensions remains open.

The proof of Theorem 1 is based on the following crucial Lemma 3, which estab-
lishes a so called entropy entropy-dissipation estimate and constitutes the key idea
of the entropy method, which aims to quantify the entropy dissipation in terms of
the relative entropy towards the equilibrium via a functional inequality independent
of the flow of a PDE model, see e.g. [5, 6].

In order to prove the entropy entropy-dissipation estimate in Lemma 3 and in
particular as a consequence of having to prove an entropy method for the space
inhomogeneous equilibria c∞ = (L∞, P∞, �∞, p∞), it will be highly convenient to
introduce the following abbreviations, weighted quantities and inequalities:
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• Norms: ‖ · ‖Ω, ‖ · ‖Γ , ‖ · ‖Γ2 are the norms in L2(Ω), L2(Γ ), L2(Γ2), respectively;
• New variables (weighted deviations around equilibrium values):

U = L − L∞
L∞

, V = P − P∞
P∞

, u = � − �∞
�∞

, v = p − p∞
p∞

;

• New measures: dL∞ = L∞dx, dP∞ = P∞dx,

dSL∞ = L∞|Γ dS, dSP∞ = P∞|Γ dS, d�∞ = �∞dS, dp∞ = p∞dS.

• Weighted averages: U = 1∫
Ω
dL∞

∫
Ω
UdL∞, V = 1∫

Ω
dP∞

∫
Ω
VdP∞,

u = 1∫
Γ
d�∞

∫
Γ

�d�∞, v = 1∫
Γ2
dp∞

∫
Γ2

pdp∞.

• Weighted Poincaré Inequalities: The following weighted inequalities hold thanks
to the upper and lower bounds of L∞, P∞, �∞ and p∞ in Lemma 2

∫
Ω

|∇U |2dL∞ ≥ PL

∫
Ω

|U −U |2dL∞,

∫
Ω

|∇V |2dP∞ ≥ PP

∫
Ω

|V − V |2dP∞,

(18)∫
Γ

|∇Γ u|2d�∞ ≥ P�

∫
Γ

|u − u|2d�∞,

∫
Γ2

|∇Γ2v|2dp∞ ≥ Pp

∫
Γ2

|v − v|2dp∞.

(19)

• WeightedTrace Inequalities: Thanks to the lower and upper bounds of L∞ ∈ C(Ω)

and the usual Trace inequality, we have

∫
Ω

|∇U |2dL∞ ≥ TL

∫
Γ

|U|Γ −U |2dSL∞ (20)

With respect to the new notations, note that the relative entropy (13), in particular
the relative entropy w.r.t. the equilibrium c∞, i.e. E (c|c∞) can be rewritten as

E (c|c∞) = E (c− c∞|c∞) + M, where E (c∞|c∞) = M, (21)

and that E (c− c∞|c∞) = ∫
Ω
U 2dL∞ + ∫

Ω
V 2dP∞ + ∫

Γ
u2d�∞ + ∫

Γ2
v2dp∞.

Moreover, the entropy dissipation law (14) rewrite as

D(c− c∞|c∞) = − d

dt
E (c− c∞|c∞)

= 2dL

∫
Ω

|∇U |2dL∞ + 2dP

∫
Ω

|∇V |2dP∞ + 2d�

∫
Γ

|∇Γ u|2d�∞ + 2dp

∫
Γ2

|∇Γ2v|2dp∞

+ α

∫
Ω

|U − V |2dP∞ + β

∫
Ω

|U − V |2dL∞ + λ

∫
Γ

|U|Γ −u|2dSL∞

+ γ

∫
Γ

|U|Γ −u|2d�∞ + ξ

∫
Γ2

|V |Γ −v|2dp∞ + σ

∫
Γ2

|u − v|2d�∞, (22)
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and from (21) it follows readily that D(c− c∞|c∞) = D(c|c∞).

Proof (Proof of Theorem 1) The proof of Theorem 1 is a direct consequence of the
key functional inequality (23) in the following Lemma 3 and a classical Gronwall
argument applied to the entropy dissipation law (22), which is weakly satisfied (in
the sense of being integrated in time) by the weak global solutions to system (1)
constructed in [11].

Lemma 3 (Entropy entropy-dissipation estimate for system (1))Fix a positive initial
mass M > 0. Then, for any non-negative measurable functions c = (L , P, �, p)
satisfying the mass conservation

∫
Ω

(L(x) + P(x))dx +
∫

Γ

�(x)dS +
∫

Γ2

p(x)dS = M,

the entropy entropy-dissipation estimate

D(c− c∞|c∞) ≥ λ0 E (c− c∞|c∞) (23)

holds, where c∞ is as in Lemma 2 and the constant λ0 > 0 can be estimated explicitly.

Proof Note thatD(c− c∞|c∞) = 0 for all constant states satisfyingU = V = u =
vwhile E (c− c∞|c∞) = 0 if and only ifU = V = u = v = 0. Hence, the constraint
provided by mass conservation law, i.e.

∫
Ω

U (x)dL∞ +
∫

Ω

V (x)dP∞ +
∫

Γ

u(x)d�∞ +
∫

Γ2

v(x)dp∞ = 0,

plays a crucial role in inequality (23), which can not hold otherwise.
The proof of this lemma is therefore divided into two steps, where the mass

conservation law enters the proof in the first step. At first, we remark that the relative
entropy enjoys to following additivity property w.r.t. c = (U , V , u, v)

E (c− c∞|c∞) = E (c− c|c∞) + E (c− c∞|c∞)

and that the second term on the right hand side is controlled in terms of the entropy
dissipation in Step 1, while the first term is controlled in Step 2:

Step 1. First, we prove that there exists an explicit constant K0 > 0 such that

D(c− c∞|c∞) ≥ K0 E (c− c∞|c∞) (24)

Indeed, (24) writes explicitly as
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α|U − V |2
∫

Ω

dP∞ + β|U − V |2
∫

Ω

dL∞ + λ|U − u|2
∫

Γ

dSL∞

+ γ |U − u|2
∫

Γ

d�∞ + ξ |V − v|2
∫

Γ2

dp∞ + σ |u − v|2
∫

Γ2

d�∞

≥ K0

(
U

2
∫

Ω

dL∞ + V
2
∫

Ω

dP∞ + u2
∫

Γ

d�∞ + v2
∫

Γ2

dp∞
)

under the mass constrainU
∫
Ω
dL∞ + V

∫
Ω
dP∞ + u

∫
Γ
d�∞ + v

∫
Γ2
dp∞ = 0 and

where α, β, λ, γ, σ and ξ denote the positive reaction rate constants of the network
Fig. 1.

However, the above inequality is a direct consequence of Lemma 1 applied to
the vector of averaged concentrations (U , V , u, v) after noting that the network of
reactions between L , P, � and p (see Fig. 1) is weakly reversible with one strongly
connected component. Thus, the constants K0 can be taken as the corresponding
constant η > 0 of Lemma 1.

Step 2.We introduce the following deviations from the averaged values by δU = U −
U , δV = V − V , δu = u − u and δv = v − v. Note that

∫
Ω

δUdL∞ = ∫
Ω

δV d P∞ =∫
Γ

δud�∞ = ∫
Γ2

δvdp∞ = 0. Moreover, we can rewrite

E (c− c∞|c∞) =
∫

Ω

δ2UdL∞ +
∫

Ω

δ2v d P∞ +
∫

Γ

δ2ud�∞ +
∫

Γ2

δ2v dp∞ + E (c− c∞|c∞).

(25)
By using the weighted Poincaré and Trace inequalities (18)–(20), we estimate D as

D(c− c∞|c∞) ≥ dL PL

∫
Ω

δ2UdL∞ + dP PP

∫
Ω

δ2V dP∞ + dLTL

∫
Γ

δ2UdSL∞

+ 2d�P�

∫
Γ

δ2ud�∞ + 2dp Pp

∫
Γ2

δ2v dp∞

+
[
α

∫
Ω

|U − V |2dP∞ + β

∫
Ω

|U − V |2dL∞ + λ

∫
Γ

|U|Γ −u|2dSL∞

+ γ

∫
Γ

|U|Γ −u|2d�∞ + ξ

∫
Γ2

|V |Γ2 −v|2dp∞ + σ

∫
Γ2

|u − v|2d�∞
]
(26)

We denote by Ji , i = 1, 2, . . . , 6 the last six terms on the right hand side of (26).
We have

J1 = α

∫
Ω

|U − V |2dP∞ = α

∫
Ω

|U − V + δU − δV |2dP∞

≥ ε1α

∫
Ω

|U − V |2dP∞ − 2αε1

1 − ε1

(∫
Ω

δ2UdP∞ +
∫

Ω

δ2V d P∞
)

≥ ε1α

∫
Ω

|U − V |2dP∞ − 2αε1

1 − ε1

(∥∥∥∥ P∞
L∞

∥∥∥∥
L∞(Ω)

∫
Ω

δ2UdL∞ +
∫

Ω

δ2V d P∞

)

(27)
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for all ε1 ∈ (0, 1). Similarly, we get

J2 ≥ ε2β

∫
Ω

|U − V |2dL∞ − 2βε2

1 − ε2

(∫
Ω

δ2UdL∞ +
∥∥∥∥ L∞
P∞

∥∥∥∥
L∞(Ω)

∫
Ω

δ2V d P∞

)
,

J3 ≥ ε3λ

∫
Γ

|U − u|2dSL∞ − 2λε3

1 − ε3

(∫
Γ

(δU|Γ )2 dSL∞ +
∥∥∥∥ L∞

�∞

∥∥∥∥
L∞(Γ )

∫
Γ

δ2ud�∞

)
,

J4 ≥ ε4γ

∫
Γ

|U − u|2d�∞ − 2γ ε4

1 − ε4

(∥∥∥∥ �∞
L∞

∥∥∥∥
L∞(Γ )

∫
Γ

(δU|Γ )2 dSL∞ +
∫

Γ

δ2ud�∞

)
,

J6 ≥ ε6σ

∫
Γ2

|u − v|2d�∞ − 2σε6

1 − ε6

(∫
Γ2

δ2ud�∞ +
∥∥∥∥ �∞
p∞

∥∥∥∥
L∞(Γ2)

∫
Γ2

δ2v dp∞

)
,

(28)

with ε2, ε3, ε4, ε6 ∈ (0, 1). For J5, the lack of continuity of P∞ at the boundary Γ2

prevents a similar estimate as above, since it is unclear how to control the term
‖ p∞
P∞ ‖L∞(Γ2). However, the weak reversibility of system (1) allows first to estimate

J5 ≥ 0 and then use the triangle inequality to have

1

2

(
ε2β

∫
Ω

|U − V |2dL∞ + ε3λ

∫
Γ

|U − u|2dSL∞ + ε6σ

∫
Γ2

|u − v|2d�∞
)

≥ 1

6
min

{
ε2β

∫
Ω

dL∞; ε3λ

∫
Γ

dSL∞; ε6σ

∫
Γ2

d�∞
}

|V − v|2 =: ω|V − v|2.
(29)

By combining (26)–(28) and by choosing ε1, . . . , ε6 small enough (for instance
in order to ensure that for some η1 > 0

dL PL − 2αε1

1 − ε1

∥∥∥∥ P∞
L∞

∥∥∥∥
L∞(Ω)

− 2βε2

1 − ε2
≥ η1 > 0

with
∥∥ P∞
L∞

∥∥
L∞(Ω)

≤ A
a by Lemma 2), we can estimate D(c− c∞|c∞) below as

D(c− c∞|c∞) ≥ 1

2
min{ε1, ε2, ε3, ε4, 2ω, ε6}D(c− c∞|c∞)

+ η1

∫
Ω

δ2UdL∞ + η2

∫
Ω

δ2V d P∞ + η3

∫
Γ

δ2ud�∞ + η4

∫
Γ2

δ2v dp∞
(30)



170 K. Fellner and B.Q. Tang

where ω is defined in (29). Hence, by using (24) and (25), we have

D(c− c∞|c∞) ≥ 1

2
K0 min{ε1, ε2, ε3, ε4, 2ω, ε6}E (c− c∞|c∞)

+ min
i=1..4

{ηi }
(∫

Ω

δ2UdL∞ +
∫

Ω

δ2V d P∞ +
∫

Γ

δ2ud�∞ +
∫

Γ2

δ2v dp∞
)

≥ λ0 E(c− c∞|c∞)

with λ0 = 1
2 min{2K0ε1, 2K0ε2, 2K0ε3, 2K0ε4, 4K0ω, 2K0ε6, η1, η2, η3, η4}.

4 Proof of Theorem 2

In this section, we denote by u = (u0, u1, . . . , u7) andw = (w0,w1, . . . ,w7). More-
over,wedefine (in the spirit of the relative entropy (9) of first-order reaction networks)
the relative entropy functional associated to (3):

E (u|w) =
∫

Ωcyt

( |u0|2
w0

+ |u1|2
w1

)
dx + |Ωnuc|

7∑
i=2

|ui |2
wi

, (31)

which dissipates (analog to the entropy dissipation (10)) due to the following entropy
dissipation functional:

D(u|w) = − d

dt
E (u|w) = D

∫
Ωcyt

w0

∣∣∣∇ u0
w0

∣∣∣2dx + D
∫

Ωcyt

w1

∣∣∣∇ u1
w1

∣∣∣2dx
+ ract pJAK

∫
∂Ωcyt

w0

[
u0
w0

∣∣∣∣
∂Ωcyt

− u1
w1

∣∣∣∣
∂Ωcyt

]2

dS + rimp2

∫
∂Ωnuc

w1

[
u1
w1

∣∣∣∣
∂Ωnuc

− u3
w3

]2

dS

+ rimp

∫
∂Ωnuc

w0

[
u0
w0

∣∣∣∣
∂Ωnuc

− u2
w2

]2

dS + rexpw2

∫
∂Ωnuc

[
u0
w0

∣∣∣∣
∂Ωnuc

− u2
w2

]2

dS

+ rdelay w7

[
u7
w7

− u2
w2

]2

+
6∑

i=3

rdelay wi

[
ui
wi

− ui+1

wi+1

]2

. (32)

Lemma 4 (Existence of a unique positive equilibrium of (3))For any positive initial
mass M > 0, system (3) possesses a unique equilibrium u∞ = (u0,∞, . . . , u7,∞)

satisfying the mass conservation (5), i.e.

∫
Ωcyt

(u0,∞(x) + u1,∞(x))dx + |Ωnuc|
7∑

i=2

ui,∞ = M > 0.
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Moreover, u2,∞, . . . , u7,∞ are positive and u0,∞, u1,∞ ∈ C(Ωcyt) ∩ C2(Ωcyt) satisfy

0 < b ≤ u0,∞(x), u1,∞(x) ≤ B < +∞, for all x ∈ Ωcyt

for some constants 0 < b ≤ B ≤ +∞.

Proof From (3c), we easily see that

u3,∞ = u4,∞ = u5,∞ = u6,∞ = u7,∞ = rimp2

rdelay|∂Ωnuc|
∫

∂Ωnuc

u1,∞(y)dS, (33)

u2,∞ = rdelay
rexp

u7,∞ + rimp

rexp|∂Ωnuc|
∫

∂Ωnuc

u0,∞(y)dS

= rimp2

rexp|∂Ωnuc|
∫

∂Ωnuc

u1,∞(y)dS + rimp

rexp|∂Ωnuc|
∫

∂Ωnuc

u0,∞(y)dS. (34)

It thus remains to solve the following non-local elliptic system for u0,∞ and u1,∞,

⎧⎪⎪⎪⎪⎪⎪⎨
⎪⎪⎪⎪⎪⎪⎩

Du0,∞(x) = 0, x ∈ Ωcyt,

D∂n1u0,∞(y) = − ract
|∂Ωcyt | pJAKu0,∞(y), y ∈ ∂Ωcyt,

D∂n2u0,∞(y) = − rimp

|∂Ωnuc|u0,∞(y)

+ 1
|∂Ωnuc|

(
rimp2

|∂Ωnuc|
∫

∂Ωnuc

u1,∞ dS + rimp

|∂Ωnuc|
∫

∂Ωnuc

u0,∞ dS

)
, y ∈ ∂Ωnuc,

(35a)

⎧⎪⎨
⎪⎩
Du1,∞(x) = 0, x ∈ Ωcyt,

D∂n1u1,∞(y) = ract
|∂Ωcyt | pJAKu0,∞(y), y ∈ ∂Ωcyt,

D∂n2u1,∞(y) = − rimp2
|∂Ωnuc|u1,∞(y), y ∈ ∂Ωnuc.

(35b)

subject to the constraint, which follows from the mass conservation, (33) and (34),

∫
Ωcyt

(u0,∞ + u1,∞)dx + rimp

rexp|∂Ωnuc|
∫

∂Ωnuc

u0,∞dS

+
(
5

rimp2

rdelay|∂Ωnuc|
rimp2

rexp|∂Ωnuc|
) ∫

∂Ωnuc

u1,∞dS = M. (36)

By considering an auxiliary system as follows
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⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎩

Du0 = 0, x ∈ Ωcyt,

D∂n1u0 + ract
|∂Ωcyt | pJAKu0 = 0, y ∈ ∂Ωcyt,

D∂n2u0 + rimp

|∂Ωnuc|u0 = 1
|∂Ωnuc|

(
rimp2

|∂Ωnuc|
∫

∂Ωnuĉ

u1 dS + rimp

|∂Ωnuc|
∫

∂Ωnuĉ

u0 dS
)
, y ∈ ∂Ωnuc,

Du1 = 0, x ∈ Ωcyt,

D∂n1u1 = ract
|∂Ωcyt | pJAK û0(y), y ∈ ∂Ωcyt,

D∂n2u1 + rimp2
|∂Ωnuc|u1 = 0, y ∈ ∂Ωnuc

(37)

we can use similar arguments in Lemma 2, namely define for non-negative (û0, û1)
an operator L : (û0, û1) �→ (u0, u1) as the solution to (37). Then, the existence of a
nonnegative weak solution (u0,∞, u1,∞) ∈ H 1(Ωcyt) × H 1(Ωcyt) to (35a) and (35b)
follows from the Schauder fixed point theorem applied to L. In return, this implies
nonnegative equilibria (u0,∞, . . . , u7,∞) to system (3).

By applying standard bootstrap arguments to (35a) and (35b), we obtain that
(u0,∞, u1,∞) is in fact a classical solution, namely u0,∞, u1,∞ ∈ C(Ωcyt) ∩ C2(Ωcyt).
Hence, u0,∞ and u1,∞ are uniformly bounded above by a positive constant thanks to
the compactness of Ωcyt. We now prove the strict positivity of u0,∞ and u1,∞. First
we show that u0,∞ is not identical to zero on ∂Ωcyt. Indeed, assume the reserve is
true, we then obtain from (35b) that u1,∞ ≡ 0. It follows then from (35a) and the
strong maximum principle that u0,∞ ≡ 0. This violates the mass conservation (36).
Therefore, u0,∞ ≥ 0 is not identical to zero on ∂Ωcyt and we get from (35b) and the
maximumprinciple thatu1,∞(x) > 0 for all x ∈ Ωcyt which leads to a strictly positive
lower bound of u1,∞. The strict positivity of u0,∞ also follows from u0,∞ ∈ C(Ωcyt)

and strong maximum principle since the second boundary condition in (35a) implies

D∂nu0,∞(y) + rimp

|∂Ωnuc|u0,∞(y) ≥ rimp2

|∂Ωnuc|2
∫

∂Ωnuc

u1,∞dS

and u1,∞ is strictly positive. The uniqueness of the equilibrium can be proved similar
to Lemma 2 thanks to the entropy structures (31) and (32). We omit here the proof.

As in the previous section, we introduce the following short notations

• New variables: vi = ui−ui,∞
ui,∞ , for i = 0, 1, . . . , 7.

• Newmeasures: du0,∞ = u0,∞dx, du1,∞ = u1,∞dx, dσu0,∞ = u0,∞|∂Ωcyt dS,

dσu1,∞ = u1,∞|∂Ωcyt dS, dSu0,∞ = u0,∞|∂Ωnuc dS, dSu1,∞ = u1,∞|∂Ωnuc dS.

• New parameters: α = ract, β = pJAK , γ = rimp, σ = rimp2, κ = rexp, ξ =
rdelay.

• Weighted averages:
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v0 = 1∫
Ωnuc

du0,∞

∫
Ωnuc

v0(t, x)du0,∞, v1 = 1∫
Ωnuc

du1,∞

∫
Ωnuc

v1(t, x)du1,∞.

Then, analog to (21)–(22), we can rewrite the relative entropy

E (u − u∞|u∞) =
∫

Ωcyt

|v0|2du0,∞ +
∫

Ωcyt

|v1|2du1,∞ + |Ωnuc|
7∑

i=2

ui,∞|vi |2, (38)

and its entropy dissipation functional D(u − u∞|u∞) = − d
dt E (u − u∞|u∞) as

D(u − u∞|u∞) = D
∫

Ωcyt

|∇v0|2 du0,∞ + D
∫

Ωcyt

|∇v1|2 du1,∞ +
6∑

i=3

ξui,∞
[
vi − vi+1

]2
+ αβ

∫
∂Ωcyt

[
v0|∂Ωcyt −v1|∂Ωcyt

]2
dσu0,∞ + σ

∫
∂Ωnuc

[
v1|∂Ωnuc −v3

]2
dSu1,∞

+ γ

∫
∂Ωnuc

[
v0|∂Ωnuc −v2

]2
dSu0,∞ + κu2,∞

∫
∂Ωnuc

[v0|∂Ωnuc −v2]2dS + ξu7,∞[v7 − v2]2.
(39)

Finally, the mass conservation law rewrite as

v0

∫
Ωcyt

du0,∞ + v1

∫
Ωcyt

du1,∞ + |Ωnuc|
7∑

i=2

ui,∞vi = 0. (40)

Proof (Proof of Theorem 2) The proof of Theorem 2 is a direct consequence of
the functional inequality (41) in the following Lemma 5 and a Gronwall argument
applied to the entropy dissipation law (39), which is weakly satisfied by the global
solutions constructed in [13].

Lemma 5 (Entropy entropy-dissipation estimate for system (3)) Fix a positive
initial mass M > 0. Then, for any measurable state u = (u0, . . . , u7) satisfying
the mass conservation

∫
Ωcyt

(u0(x) + u1(x))dx + |Ωnuc| ∑7
i=2 ui = M the entropy

entropy-dissipation inequality

D(u − u∞|u∞) ≥ λ1 E (u − u∞|u∞) (41)

holds where u∞ is as in Lemma 4 and the constant λ1 > 0 can be estimated explicitly.

Proof The proof of this lemma is similar to that of Lemma 3. First, it is straightfor-
ward to verify that the relative entropy satisfies to following additivity property:

E (u − u∞|u∞) = E (u − u|u∞) + E (u − u∞|u∞) (42)

where
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E (u − u|u∞) =
∫

Ωcyt

|v0 − v0|2du0,∞ +
∫

Ωcyt

|v1 − v1|2du1,∞,

E (u − u∞|u∞) = v20

∫
Ωcyt

du0,∞ + v21

∫
Ωcyt

du1,∞ + |Ωnuc|
7∑

i=2

ui,∞|vi |2.

Step 1. Thanks to the mass conservation law (40), it follows from Lemma 1 and the
weak reversibility of the reaction network Fig. 2 that for an explicit constant L0 > 0

D(u − u∞|u∞) ≥ L0 E (u − u∞|u∞). (43)

Step 2. The term E (u − u|u∞) can be controlled in terms of the entropy dissipation
by using the weighted Poincaré inequalities as follow

1

2
D(u − u∞|u∞) ≥ D

∫
Ωcyt

|∇v0|2du0,∞ + D
∫

Ωcyt

|∇v1|2du1,∞

≥ L1

(∫
Ωcyt

|v0 − v0|2du0,∞ +
∫

Ωcyt

|v1 − v1|2du1,∞
)

= L1 E (u − u|u∞),

(44)
where L1 = Dmin{Pu0,∞ , Pu1,∞} depends on D and the corresponding weighted
Poincaré constants. Next, we prove for some constant L2 > 0 that

1

2
D(u − u∞|u∞) ≥ L2 D(u − u∞|u∞), (45)

which yields the desired estimate (41) with λ1 = min{L1, L0L2} by combining (42),
(43), (44) and (45). To prove (45), we will use the μ-weighted trace inequalities

∫
Ωcyt

|∇ f |2dμ ≥ Tσμ

∫
∂Ωcyt

| f − f |2 dσμ,

∫
Ωnuc

|∇ f |2dμ ≥ TSμ

∫
∂Ωnuc

| f − f |2 dSμ,

where f = 1∫
Ωcyt

dμ

∫
Ωcyt

f dμ to estimate, using the triangle inequality,

D(u − u∞|u∞) ≥ DTμ

∫
∂Ωcyt

|v0 − v0|2dσu0,∞ + DTμ

∫
∂Ωcyt

|v1 − v1|2dσu1,∞ + ξu7,∞|v7 − v2|2

+ αβ

∫
∂Ωcyt

|v0 − v1|2dσu0,∞ + DTμ

∫
∂Ωnuc

|v0 − v0|2dSu0,∞ + γ

∫
∂Ωnuc

|v0 − v2|2dSu0,∞

+ DTμ

∫
∂Ωnuc

|v1 − v1|2dSu1,∞ + σ

∫
∂Ωnuc

|v1 − v3|2dSu1,∞ +
6∑

i=3

ξui,∞
[
vi − vi+1

]2
≥ C1|v0 − v1|2

∫
∂Ωcyt

dσu0,∞ + C2|v0 − v2|2
∫

∂Ωnuc

dSu0,∞ + C3|v1 − v3|2
∫

∂Ωnuc

dSu1,∞

+
6∑

i=3

ξui,∞|vi − vi+1|2 ≥ 2L2 D(u − u∞|u∞)
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where Tμ = min{Tσu0,∞ , Tσu1,∞ , TSu0,∞ , TSu1,∞ },C1 = DTμ

3 min
{
1;αβ; min

y∈∂Ωcyt

u1,∞(y)
u0,∞(y)

}
,

C2 = min{DTμ;γ }
2 , C3 = min{DTμ;σ }

2 and L2 = 1
2 min

{
C1
αβ

; C2
2γ ; C2

∫
∂Ωnuc

dSu0,∞
2κu2,∞

∫
∂Ωnuc

dS ; C3
σ

; 1
}

which can be computed explicitly, for instance

DTμ

∫
∂Ωcyt

|v0 − v0|2dσu0,∞ + DTμ

∫
∂Ωcyt

|v1 − v1|2dσu1,∞ + αβ

∫
∂Ωcyt

|v0 − v1|2dσu0,∞

≥ 1

3
DTμ min

{
1; min

y∈∂Ωcyt

u1,∞(y)

u0,∞(y)
; αβ

}∫
∂Ωcyt

(v0 − v0 + v1 − v1 − v0 + v1)
2dσu0,∞

= C1|v0 − v1|2
∫

∂Ωcyt

dσu0,∞ .
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Equilibrium Fluctuations for the Slow
Boundary Exclusion Process

Tertuliano Franco, Patrícia Gonçalves and Adriana Neumann

Abstract Weprove that the equilibriumdensity fluctuations of the symmetric simple
exclusion process in contactwith slowboundaries is given by anOrnstein–Uhlenbeck
process with Dirichlet, Robin or Neumann boundary conditions depending on the
range of the parameter that rules the slowness of the boundaries.

Keywords Equilibrium density fluctuations · Exclusion process
Slow boundaries · Ornstein–Uhlenbeck process

1 Introduction

The study of nonequilibrium behavior of interacting particle systems is one of the
most challenging problems in the field and it has only been completely solved in very
particular cases. The toymodel for the study of a system in a nonequilibrium scenario
is the symmetric simple exclusion process (SSEP) whose dynamics is rather simple
to explain and it already captures many features of more complicated systems.
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The dynamics of thismodel can be described as follows.Wefix a scaling parameter
n and we consider the SSEP evolving on the discrete space �n = {1, . . . , n − 1} to
which we call the bulk. To each pair of bonds {x, x + 1} with x = 1, . . . , n − 2 we
associate a Poisson process Nx,x+1(t) of rate 1. Now we artificially add two end
points at the bulk, namely, we add the sites x = 0 and x = n and we superpose the
exclusion dynamics with a Glauber dynamics which has only effect at the boundary
points of the bulk, namely at the sites x = 1 and x = n − 1. For that purpose, we
add extra Poisson processes at the bonds {0, 1} and {n − 1, n}. In each one of these
bonds there are two Poisson processes: N0,1(t) with parameter αn−θ, N1,0(t) with
parameter (1 − α)n−θ, Nn−1,n(t)with parameter βn−θ and Nn,n−1(t)with parameter
(1 − β)n−θ. All the Poisson processes are independent. Above α,β ∈ (0, 1) and
θ ≥ 0 is a parameter that rules the slowness of the boundary dynamics. Below in the
figure we colored the Poisson clocks associated to the bonds in the bulk in the blue
color, while the Poisson clocks associated to the bonds at the boundary are colored
in the gray and pink colors, to emphasize that they have different rates.

Now that the clocks are fixed we can explain the dynamics. For that purpose,
initially we place particles in the bulk according to some probability measure and we
denote this configuration of particles and holes by η = (η(1), . . . , η(n − 1)), so that
for x ∈ �n , η(x) = 1 if there is a particle at the site x and η(x) = 0 if the site x is
empty. Now, if a clock rings for a bond {x, x + 1} in the bulk, then we exchange the
coordinates x and x + 1 of η, that is we exchange η(x) with η(x + 1) at rate 1. If the
clock rings for the bond at the boundary as, for example, from the Poisson process
N0,1(t) then a particle gets into the bulk through the site 1 at rate αn−θ if and only if
there is no particle at the site 1, otherwise nothing happens. If the clock rings from
the Poisson process N1,0(t) and there is a particle at the site 1, then it exits the bulk
from the site 1 at rate (1 − α)n−θ. Note that the higher the value of θ the slower is
the dynamics at the boundaries. For a display of the description above, see the figure
below.

β
nθ

1−β
nθ

1−α
nθ

α
nθ

1
2

1
2

The dynamics just described is Markovian and can be completely characterized
in terms of its infinitesimal generator given below in (1). We note that the space state
of this Markov process is Ωn := {0, 1}�n . Observe that the bulk dynamics preserves
the number of particles and our interest is to describe the space-time evolution of
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this conserved quantity as a solution of some partial differential equation called the
hydrodynamic equation.

Note that for the choiceα = β = ρ a simple computation shows that the Bernoulli
product measure of parameter ρ given by: νn

ρ (η ∈ Ωn : η(x) = 1) = ρ is invariant
under the dynamics. For this choice of the parameters the boundary reservoirs have
the same intensity andwe do not see any induced current on the system.Nevertheless,
in the case α �= β, let us say for example α < β, there is a tendency to have more
particles entering into the bulk from the right reservoir and leaving the system from
the left reservoir. This is a current which is induced by the difference of the density
at the boundary reservoirs. Note that in the bulk the dynamics is symmetric. In the
case α �= β, since we have a finite state Markov process, there is only one stationary
measure that we denote by μss

n which is no longer a product measure as in the case
α = β. By using the matrix ansatz method developed by [3, 10, 11] and references
therein, it is possible to compute the correlation function in the stationary state and
an important problem is to analyze the behavior of the system starting from this
non-equilibrium stationary state.

We note that the hydrodynamic limit of this model was studied in [1] and the
hydrodynamic equations consist in the heat equationwith different types of boundary
conditions depending on the range of the parameter θ. More precisely, for 0 ≤ θ <

1 the heat equation has Dirichlet boundary conditions which fix the value of the
density profile at the points 0 and 1 to be α and β, respectively. In this case we
do not see any difference at the macroscopic level with respect to the case θ = 0.
Nevertheless, for θ = 1 the boundary dynamics is slowed enough in such a way
that macroscopically the Dirichlet boundary conditions are replaced by a type of
Robin boundary conditions. These Robin boundary conditions state that the rate at
which particles are injected into the system through the boundary points, is given
by the difference of the density at the bulk and the boundary. Finally for θ > 1,
the boundaries are sufficiently slowed so that the Robin boundary conditions are
replaced by Neumann boundary conditions stating that macroscopically there is no
flux of particles from the boundary reservoirs.

We emphasize that there are many similar models to the one studied in these
notes which we summarize as follows. In [7–9], the authors consider a model where
removal of particles can only occur at an interval around the left boundary and the
entrance of particles is allowed only at an interval around the right boundary. Their
model presents a current exchange between the two reservoirs and shows some sim-
ilarities with our model for the choice θ = 1. Another case already studied in the
literature (see [12, 19]) is when the boundary is not slowed, that corresponds to
our model for the choice θ = 0. As mentioned above, the hydrodynamic equation
of this model has Dirichlet boundary conditions, see [12] or the Eq. (7). A simi-
lar model, whose hydrodynamic equation has both Dirichlet boundary conditions
and Neumann boundary conditions, was studied in [6]. The main difference, at the
macroscopic level, is that the end points of the boundary conditions vary with time.
The microscopic dynamics there is given by the SSEP evolving on Zwith additional
births and deaths restricted to a subset of configurations where there is a leftmost
hole and a rightmost particle. In this situation, at a fixed rate j birth of particles
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occur at the position of the leftmost hole and at the same rate, independently, the
rightmost particle dies. Another model which has a current is considered in [4]. The
dynamics evolves on the discrete torus Z/nZwithout reservoirs, but has a surprising
phenomenon: a “battery effect”. This effect produces a current of particles through
the system and is due to a single abnormal bond, where the rates to cross from left
to right and from right to left are different. Finally, another model which has sim-
ilarities with the model we consider in these notes is the SSEP with a slow bond,
which was studied in [13–15]. The dynamics evolves on the discrete torus Z/nZ,
and particles exchange positions between nearest neighbor bonds at rate 1, except at
one particular bond, where the exchange occurs at rate n−β . In this case β > 0 is a
parameter that rules the slowness of the bond and for that reason the bond is called
the slow bond. The similarity between the slow bond model and the slow boundary
model considered in these notes is that if we “open” the discrete torus exactly at
the position of the slow bond, then the slow bond gives rise to a slow boundary. In
[13, 15] different hydrodynamic behaviors were obtained, depending on the range
of the parameter β, more precisely, the hydrodynamic equation is, in all cases, the
heat equation but the boundary conditions vary with the value of β, exhibiting three
different regimes as for the slow boundary model, see [1].

Our interest in these notes is to go beyond the hydrodynamical behavior, analyzing
the fluctuations around the hydrodynamical profile. To accomplish this, we restrict
ourselves to the case α = β = ρ and starting from the stationary measure νn

ρ defined
above.Our result states that the fluctuations starting fromνn

ρ are given by anOrnstein–
Uhlenbeck process solution of

dYt = ΔθYt dt +√
2χ(ρ)t ∇θ dWt ,

whereχ(ρ) is the variance ofη(x)with respect toνn
ρ ,Wt is a space-timewhite noise of

unit variance and Δθ and ∇θ are, respectively, the Laplacian and derivative operators
defined on a space of test functions with different types of boundary conditions
depending on the value of θ. We note that the case θ = 0 was studied in [19] and
the case θ = 1 was studied in [16]. In those articles, the nonequilibrium fluctuations
were obtained starting from general initial measures, which include the equilibrium
case νn

ρ treated here. We note however, that the case θ �= 1 is quite difficult to attack
at the nonequilibrium scenario since we need to establish a local replacement (see
Lemma 3) in order to close the martingale problem, which we can only prove starting
the system from the equilibrium state. In a future work, we will dedicate to extending
this result to the nonequilibrium situation as, for example, starting the system from
the steady state when α �= β.

Here follows an outline of these notes. In Sect. 2 we give the definition of the
model, we recall from [1] the hydrodynamic limit and in Sect. 3 we state our main
result, namely, Theorem 3. In Sect. 4 we characterize the limit process by means
of a martingale problem. Tightness is proved in Sect. 5 and in Sect. 6 we prove the
Replacement Lemma which is the most technical part of these notes.
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2 Statement of Results

2.1 The Model

For n ≥ 1, we denote by �n the set {1, . . . , n − 1}, which will be referred by the
expression bulk. The symmetric simple exclusion process with slow boundaries is a
Markov process {ηt : t ≥ 0} with state space Ωn := {0, 1}�n . The slowness of the
boundaries is ruled by a parameter that we denote by θ ≥ 0. If η is a configuration
of the state space Ω , then for x ∈ �n , the random variable η(x) can take only two
values, namely 0 or 1. If η(x) = 0, it means that the site x is vacant, while η(x) = 1
means that the site x is occupied. The dynamics of this model can be described
as follows. In the bulk particles move according to continuous time random walks,
but whenever a particle wants to jump to an occupied site, the jump is suppressed.
At the left boundary, particles can be created (resp. removed) at rate αn−θ (resp.
(1 − α)n−θ). At the right boundary, particles can be created (resp. removed) at rate
βn−θ (resp. (1 − β)n−θ).

Fix now a finite time horizon T . TheMarkov process {ηt (x) : x ∈ �n; t ∈ [0, T ]}
can be characterized in terms of its infinitesimal generator that we denote by Lθ

n and
is defined as follows. For a function f : Ωn → R, we have that

(Lθ
n f )(η) =

[
α

nθ
(1 − η(1)) + (1 − α)

nθ
η(1)

]
(
f (η1) − f (η)

)

+
[

β

nθ
(1 − η(n − 1)) + (1 − β)

nθ
η(n − 1)

]
(
f (ηn−1) − f (η)

)
(1)

+
n−2∑

x=1

(
f (σx,x+1η) − f (η)

)
,

where σx,x+1η is the configuration obtained from η by exchanging the occupation
variables η(x) and η(x + 1), that is,

(σx,x+1η)(y) =
⎧
⎨

⎩

η(x + 1), if y = x ,

η(x), if y = x + 1 ,

η(y), otherwise.
(2)

and for x = 1, n − 1 ηx is the configuration obtained from η by flipping the occupa-
tion variable η(x):

(ηx)(y) =
{
1 − η(y), if y = x ,

η(y), otherwise.
(3)

LetD([0, T ],Ωn) be the space of trajectories which are right continuous and with
left limits, taking values in Ωn . Denote by P

θ,n
μn

the probability on D([0, T ],Ωn)
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induced by the Markov process with generator n2Lθ
n and the initial measure μn and

denote by E
θ,n
μn

the expectation with respect to Pθ,n
μn

.

2.2 Stationary Measures

The stationary measure μss
n for this model when α = β = ρ ∈ (0, 1) is the Bernoulli

product measure given by

νn
ρ

(
η ∈ Ωn : η(x) = 1

)
= ρ .

But in the general case, where α �= β, the stationary measure μss
n does not have

independent marginals, see [10]. What we can say about the stationary behavior of
this model is that the density of particles has a behavior very close to a linear profile,
which depends on the range of θ in the sense of the following definition:

Definition 1 Let γ : [0, 1] → [0, 1] be a measurable profile. A sequence {μn}n∈N is
said to be associated to γ if, for any δ > 0 and any continuous function f : [0, 1] →
R the following limit holds:

lim
n→∞ μn

(

η :
∣
∣
∣
∣
∣
1

n

n−1∑

x=1

f ( xn ) η(x) −
∫

f (u) γ(u) du

∣
∣
∣
∣
∣
> δ

)

= 0 .

For μn equal to the stationary measure μss
n , the limit above is called the hydrostatic

limit.

Theorem 1 (Hydrostatic Limit, [1]) Let μss
n be the stationary probability measure

in Ωn wrt the Markov process with infinitesimal generator n2Lθ
n, defined in (1).

The sequence {μss
n }n∈N is associated (in the sense of Definition 1) to the profile

ρ : [0, 1] → R given by

ρ(u) =

⎧
⎪⎪⎨

⎪⎪⎩

(β − α)u + α, if θ ∈ [0, 1),
β−α
3 u + α + β−α

3 , if θ = 1,
β+α
2 , if θ ∈ (1,∞),

(4)

for all u ∈ [0, 1].
Another feature that we can say about the stationary state of the model studied in this
paper is that the profiles in (4) are very close to the mean of η(x) taken with respect
to the stationary measure μss

n . To state this result properly, we start by defining for
an initial measure μn in Ωn , for x ∈ �n and for t ≥ 0 the empirical mean given by

ρnt (x) := E
θ,n
μn

[ηt (x)] . (5)
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If in the expression above μn = μss
n , then ρnt (x) does not depend on t , so that ρ

n
t (x) =

ρn(x). From [1], we have that ρn(x) satisfies the following recurrence relations:

⎧
⎪⎨

⎪⎩

0 = [ρn(x + 1) − ρn(x)] + [ρn(x − 1) − ρn(x)], if x ∈ {2, . . . , n−2},
0 = [ρn(2) − ρn(1)] + n−θ[α − ρn(1)],
0 = n−θ[β − ρn(n−1)] + [ρn(n−2) − ρn(n−1)].

Asimple computation shows thatρn(x) is given byρn(x) = anx + bn, for all x ∈ �n,

where an = β−α
2nθ+n−2 and bn = α + an(nθ − 1). Moreover, we conclude that

lim
n→∞

(
max
x∈�n

∣
∣ρn(x) − ρ( xn )

∣
∣
)

= 0.

2.3 Hydrodynamic Limit

In [1] it was established the hydrodynamic limit of the model for any θ ≥ 0. For
completenesswe recall that result now. Fix ameasurable density profile ρ0 : [0, 1] →
[0, 1] and for each n ∈ N, let μn be a probability measure on Ωn .

Theorem 2 (Hydrodynamic Limit, [1]) Suppose that the sequence {μn}n∈N is asso-
ciated to a profile ρ0(·) in the sense of Definition 1. Then, for each t ∈ [0, T ], for
any δ > 0 and any continuous function f : [0, 1] → R,

lim
n→+∞P

θ,n
μn

[

η· :
∣
∣
∣
∣
∣
1

n

n−1∑

x=1

f ( xn ) ηtn2(x) −
∫

f (u) ρ(t, u) du

∣
∣
∣
∣
∣
> δ

]

= 0,

where ρ(t, ·) is the unique weak solution of the heat equation
{

∂tρ(t, u) = ∂2
uρ(t, u) , for t > 0 , u ∈ (0, 1),

ρ(0, u) = ρ0(u) , u ∈ [0, 1]. (6)

with boundary conditions that depend on the range of θ, which are given by:

For θ < 1, ∂uρ(t, 0) = α and ∂uρ(t, 1) = β, for t > 0. (7)

For θ = 1, ∂uρ(t, 0) = ρ(t, 0) − α and ∂uρ(t, 1) = β − ρ(t, 1), for t > 0. (8)

For θ > 1, ∂uρ(t, 0) = ∂uρ(t, 1) = 0, for t > 0. (9)

Remark 1 Wenote that the profiles in (4) are stationary solutions of the heat equation
with the corresponding boundary conditions given above.
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3 Density Fluctuations

3.1 The Space of Test Functions

The space C∞([0, 1]) is the space of functions f : [0, 1] → R such that f is con-
tinuous in [0, 1] as well as all its derivatives.
Definition 2 Let Sθ denote the set of functions f ∈ C∞([0, 1]) such that for any
k ∈ N ∪ {0} it holds that
(1) for θ < 1: ∂2k

u f (0) = ∂2k
u f (1) = 0.

(2) for θ = 1: ∂2k+1
u f (0) = ∂2k

u f (0) and ∂2k+1
u f (1) = −∂2k

u f (1).

(3) for θ > 1: ∂2k+1
u f (0) = ∂2k+1

u f (1) = 0.

Definition 3 For θ ≥ 0, let −Δθ be the positive operator, self-adjoint on L2[0, 1],
defined on f ∈ Sθ by

Δθ f (u) =

⎧
⎪⎨

⎪⎩

∂2
u f (u) , if u ∈ (0, 1),

∂2
u f (0

+) , if u = 0,

∂2
u f (1

−) , if u = 1.

(10)

Above, ∂2
u f (a

±) denotes the side limits at the point a. Analogously, let ∇θ : Sθ →
C∞([0, 1]) be the operator given by

∇θ f (u) =
⎧
⎨

⎩

∂u f (u) , if u ∈ (0, 1),
∂u f (0+) , if u = 0,
∂u f (1−) , if u = 1.

(11)

Definition 4 Let T θ
t : Sθ → Sθ be the semigroup associated to (6) with the corre-

sponding boundary conditions for the caseα = β = 0. That is, given f ∈ Sθ, by T θ
t f

we mean the solution of the homogeneous version of (6) with initial condition f .

Definition 5 Let S′
θ be the topological dual of Sθ with respect to the topology gen-

erated by the seminorms
‖ f ‖k = sup

u∈[0,1]
|∂k

u f (u)| , (12)

where k ∈ N ∪ {0}. In other words, S′
θ consists of all linear functionals

f : Sθ → R which are continuous with respect to all the seminorms ‖ · ‖k .
LetD([0, T ], S′

θ) (resp. C([0, T ], S′
θ)) be the space of trajectories which are right

continuous and with left limits (resp. continuous), taking values in S′
θ.
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The expression for T θ
t , θ ≥ 0, is presented in the next proposition:

Proposition 1 Let θ ≥ 0. Suppose that ρ0 ∈ L2[0, 1]. Then

(T θ
t ρ0)(u) :=

∞∑

n=1

an e
−λn t �n(u) , (13)

where {�n}n∈N is an orthonormal basis of L2[0, 1] constituted by eigenfunctions of
the associated Regular Sturm-Liouville Problem (concerning the operator Δθ) and
an are the Fourier coefficients of ρ0 in the basis {�n}n∈N.

• For θ < 1, the corresponding orthonormal basis of L2[0, 1] is
{

�n(u) = √
2 sin(nπu) , for n ∈ N ,

�0(u) ≡ 1 .

The eigenvalues of the associated Regular Sturm-Liouville Problem (concerning
the operator Δθ) are given by λn = n2π2.

• For θ = 1, the corresponding orthonormal basis of L2[0, 1] is a linear combination
of sines and cosines, namely,

�n(u) = An sin(
√

λnu) + An

√
λn cos(

√
λnu) , for n ∈ N ∪ {0} ,

where An is a normalizing constant. The eigenvalues λn do not have an explicit
formula, but it can verified that λn ∼ n2π2.

• For θ > 1, the corresponding orthonormal basis of L2[0, 1] is
{

�n(u) = √
2 cos(nπu) , for n ∈ N ,

�0(u) ≡ 1 .

The eigenvalues of the associated Regular Sturm-Liouville Problem (concerning the
operator Δθ) are given by λn = n2π2.

Proof For θ = 1 the expression for T θ
t has been obtained in [16]. For the case θ �= 1,

as in [16], we state the associated Regular Sturm-Liouville Problem (for details on
this subject we refer to [2], for instance):

For θ < 1 :
{

� ′′(u) + λ�(u) = 0 , u ∈ (0, 1) ,

�(0) = 0 , �(1) = 0 ;

For θ ≥ 1 :
{

� ′′(u) + λ�(u) = 0 , u ∈ (0, 1) ,

� ′(0) = 0 , � ′(1) = 0 .
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The solution of each one of the problems above (the eigenvalues λn and the eigen-
functions �n) can be found in Chap.10 of [5].

As a consequence, the series (13) converges exponentially fast, implying that
(T θ

t ρ0)(u) is smooth in space and time for any t > 0. This observation implies a
property of T θ

t : Sθ → Sθ stated in the next corollary.

Corollary 1 If f ∈ Sθ, then for any t > 0, T θ
t f ∈ Sθ and ΔθT θ

t f ∈ Sθ.

We observe that the previous result is needed in the proof of uniqueness of the
corresponding Ornstein–Uhlenbeck process (which is defined in the next section).
Its proof is a consequence of the formula (13), see [16] for more details.

3.2 Ornstein–Uhlenbeck Process

Fix ρ ∈ (0, 1). Based on [17, 18], we give here a characterization of the generalized
Ornstein–Uhlenbeck process which is a solution of

dYt = ΔθYt dt +√
2χ(ρ)t ∇θ dWt , (14)

where Wt is a space-time white noise of unit variance and χ(ρ) = ∫
(η(x) −

ρ)2dνn
ρ = ρ(1 − ρ), in terms of a martingale problem. We will see below that this

process governs the equilibrium fluctuations of the density of particles of our model.
In spite of having a dependence of Yt on θ, we do not index on it to not overload
notation. Denote by Qθ

ρ the distribution of Y· and EQθ
ρ
the expectation with respect

to Qθ
ρ.

Define the inner product between the functions f, g : [0, 1] → R by

〈 f, g〉L2,θ
ρ

= 2χ(ρ)

[ ∫ 1

0
f (u) g(u) du +

(
f (0)g(0) + f (1)g(1)

)
1θ=1

]
,

where 1· is the indicator function. Then, L2,θ
ρ ([0, 1]) is the space of functions f :

[0, 1] → R with ‖ f ‖L2,θ
ρ

< ∞, where

‖ f ‖2
L2,θ

ρ
= 〈 f, f 〉L2,θ

ρ
. (15)

Proposition 2 There exists an unique random element Y taking values in the space
C([0, T ], S′

θ) such that:

(i) For every function f ∈ Sθ,Mt ( f ) and Nt ( f ) given by
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Mt ( f ) = Yt ( f ) − Y0( f ) −
∫ t

0
Ys(Δθ f )ds ,

Nt ( f ) = (
Mt ( f )

)2 − 2χ(ρ) t ‖∇θ f ‖2L2,θ
ρ

(16)

are Ft -martingales, where for each t ∈ [0, T ], Ft := σ(Ys( f ); s ≤ t, f ∈ Sθ).
(ii) Y0 is a Gaussian field of mean zero and covariance given on f, g ∈ Sθ by

EQθ
ρ

[
Y0( f )Y0(g)

] = 〈 f, g〉L2,θ
ρ

(17)

Moreover, for each f ∈ Sθ, the stochastic process {Yt ( f ) ; t ≥ 0} is Gaussian, being
the distribution of Yt ( f ) conditionally to Fs , for s < t , normal of mean Ys(T θ

t−s f )
and variance

∫ t−s
0 ‖∇θT θ

r f ‖2
L2,θ

ρ
dr, where T θ

t was given in Definition 4.

The random element Y· is called the generalized Ornstein–Uhlenbeck process of
characteristics Δθ and ∇θ. From the second equation in (16) and Lévy’s Theorem on
the martingale characterization of Brownian motion, for each f ∈ Sθ, the process

Mt ( f )
(
2χ(ρ)t‖∇θ f ‖2L2,θ

ρ

)−1/2
(18)

is a standard Brownian motion. Therefore, in view of Proposition 2, it makes sense
to say that Y· is the formal solution of (14).

3.3 The Density Fluctuation Field

We define the density fluctuation field Yn· as time-trajectory of the linear functional
acting on functions f ∈ Sθ as

Yn
t ( f ) = 1√

n

n−1∑

x=1

f
( x
n

)(
ηtn2(x) − ρnt (x)

)
, for all t ≥ 0, (19)

where ρnt was defined in (5). Our results are given for the case α = β = ρ and for μn

being equal to νn
ρ , that is, the Bernoulli product measure with parameter ρ ∈ (0, 1),

so that ρnt (x) = ρ, for all x ∈ �n and t ≥ 0. Let Qθ,n
ρ be the probability measure on

D([0, T ], S′
θ) induced by the density fluctuation field Yn· and νn

ρ . We note that since

we will consider only the initial measure μn as νn
ρ , we will simplify the notations Pθ,n

νn
ρ

and E
θ,n
νn

ρ
as Pθ,n

ρ and E
θ,n
ρ , respectively. Our main result is the following theorem.

Theorem 3 (Ornstein–Uhlenbeck limit) For α = β = ρ ∈ (0, 1), if we take the ini-
tial measure to be νn

ρ , namely, the Bernoulli product measure with parameter ρ, then,
the sequence {Qθ,n

ρ }n∈N converges, as n → ∞, to a generalized Ornstein–Uhlenbeck
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(O.U.) process, which is the formal solution of equation (14). As a consequence, the
variance of the limit field Yt is given on f ∈ Sθ by

EQθ
ρ
[Yt ( f )Ys( f )] = χ(ρ)

∫ 1

0
( f (u))2 du +

∫ s

0
‖T θ

t−r f ‖2L2,θ
ρ
dr , (20)

where ‖ · ‖2
L2,θ

ρ
was defined in (15).

4 Proof of Theorem 3

4.1 Characterization of Limit Points

Fix a test function f . By Dynkin’s formula, we have that

Mn
t ( f ) = Yn

t ( f ) − Y0( f ) −
∫ t

0
(∂s + n2Lθ

n)Y
n
s ( f )ds, (21)

Nn
t ( f ) = (Mn

t ( f ))2 −
∫ t

0
n2Lθ

nY
n
s ( f )

2 − 2Yn
s ( f )n

2Lθ
nY

n
s ( f )ds (22)

are martingales with respect to the natural filtration Ft := σ(ηs : s ≤ t). To simplify
notation we denote Γ n

s ( f ) := (∂s + n2Lθ
n)Y

n
s ( f ). A long but elementary computa-

tion shows that

Γ n
s ( f ) = 1√

n

n−1∑

x=1

Δn f
(
x
n

)
(ηs(x) − ρ)

+√
n∇+

n f (0)(ηs(1) − ρ) − √
n∇−

n f (n)(ηs(n − 1) − ρ) (23)

−n3/2

nθ
f
(
1
n

)
(ηs(1) − ρ) − n3/2

nθ
f
(
n−1
n

)
(ηs(n − 1) − ρ).

Above

Δn f (x) := n2
[
f
(
x+1
n

)
+ f

(
x−1
n

)
− 2 f

(
x
n

)]
,

∇+
n f (x) := n

[
f
(
x+1
n

)
− f

(
x
n

)]

and

∇−
n f (x) := n

[
f
(
x
n

)
− f

(
x−1
n

)]
.
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We note that for the choice θ = 0, using the fact that f (0) = 0 = f (1), the expres-
sion (23) reduces to

Γ n
s ( f ) = 1√

n

n−1∑

x=1

Δn f
(
x
n

)
(ηs(x) − ρ) , (24)

which is Yn
s (Δn f ).

Now, we close the Eq. (23) for each regime of θ. The goal is to show that we can
rewrite (23) as (24) plus a term which vanishes as n → ∞.

• The case θ < 1: we note that since f ∈ Sθ we can write Γ n
s ( f ) as

Yn
s (Δn f ) + √

n(1 − n−θ)
{
∇+

n f (0)(ηs(1) − ρ) − ∇−
n f (n)(ηs(n − 1) − ρ)

}
.

In order to close the equation for the martingale we need to show that:

lim
n→∞E

θ,n
ρ

[(∫ t

0

√
n(ηs(x) − ρ) ds

)2
]

= 0, for x = 1, n − 1, (25)

which is a consequence of Lemma 3, see Remark 2.
• The case θ = 1: we can write Γ n

s ( f ) as

Yn
s (Δn f ) + √

n
(
∂u f (0) − f (0)

)
(ηs(1) − ρ)

+ √
n
(
∂u f (1) + f (1)

)
(ηs(n − 1) − ρ) + O

(
1√
n

)
.

Since f ∈ Sθ the last expression equals to Yn
s (Δn f ).

• The case θ > 1: we can repeat the computations above and since f ∈ Sθ, Γ n
s ( f )

can be rewritten as

Yn
s (Δn f ) − n3/2

nθ
f
(
1
n

)
(ηs(1) − ρ) − n3/2

nθ
f
(
n−1
n

)
(ηs(n − 1) − ρ) + O

(
1√
n

)
.

Then, in order to close the equation for the martingale term we need to show that

lim
n→∞E

θ,n
ρ

[(∫ t

0

n3/2

nθ
(ηs(x) − ρ) ds

)2
]

= 0, for x = 1, n − 1 , (26)

which is a consequence of Lemma 3, see Remark 2.
From the previous observations, for each regime of θ we can rewrite (23) as (24)

plus a negligible term.
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Lemma 1 For all θ ≥ 0, t > 0 and f ∈ Sθ it holds that

lim
n→∞E

θ,n
ρ [|Mn

t ( f )|2] = t‖∇θ f ‖L2,θ
ρ

,

where the norm above was defined in (15).

Proof A simple computation shows that the integral part of the martingale Nn
t ( f )

can be written as

n2Lθ
nY

n
s ( f )

2 − 2Yn
s ( f )n

2Lθ
nY

n
s ( f ) = 1

n

n−2∑

x=1

(
∇+

n f
(
x
n

))2(
ηs(x) − ηs(x + 1)

)2

+ n

nθ

(
f
(
1
n

))2(
ρ − 2ρηs(1) + ηs(1)

)

+ n

nθ

(
f
(
n−1
n

))2(
ρ − 2ρηs(n − 1) + ηs(n − 1)

)
,

from where we get that

E
θ,n
ρ

[|Mn
t ( f )|2]

= 2χ(ρ) t

{
1

n

n−2∑

x=1

(
∇+

n f
(
x
n

))2 + n

nθ

((
f
(
1
n

))2 +
(
f
(
n−1
n

))2
)}

. (27)

Let f ∈ Sθ. The first term at the right hand side of the previous expression con-

verges to 2χ(ρ)
∫ 1
0

(
∇θ f (u)

)2
du, for all θ ≥ 0. The second term at the right hand

side of last expression has to be analyzed for each case of θ separately:
• The case θ < 1: since f (0) = 0 = f (1), the second term at the right hand side

of (27) can be rewritten as 2χ(ρ) t times

n

nθ

((
f
(
1
n

))2 +
(
f
(
n−1
n

))2
)

= 1

n1+θ

((
∇+

n f (0)
)2 +

(
∇−

n f (n)
)2)

,

which goes to zero as n → ∞.
• The case θ = 1: the second term at the right hand side of (27) converges, as

n → ∞, to
2χ(ρ) t

(
f 2
(
0
)+ f 2

(
1
))

.

Recalling that f (0) = ∂u f (0) and f (1) = −∂u f (1), the proof ends.
• The case θ > 1: since f ∈ Sθ and n

nθ → 0, as n → ∞, the second term at the
right hand side of (27) converges to zero when n → ∞.

We have just proved that the quadratic variation of the martingale converges in mean.
In the next Lemmawe state the stronger convergence of themartingales to aBrownian
motion.
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Lemma 2 For f ∈ Sθ, the sequence of martingales {Mn
t ( f ); t ∈ [0, T ]}n∈N con-

verges in the topology of D([0, T ],R), as n → ∞, towards a Brownian motion
Wt ( f ) of quadratic variation given by t‖∇θ f ‖L2,θ

ρ
where ‖ · ‖L2,θ

ρ
was defined in

(15).

Proof Wecan repeat here the same proof of [14, p. 4170], which is based onLemma1
and the fact that a limit in distribution of a uniformly integrable sequence of martin-
gales is a martingale. We leave the details to the interested reader.

4.2 Convergence at Initial Time

Proposition 3 The sequence {Yn
0}n∈N converges in distribution to Y0, where Y0 is a

Gaussian field with mean zero and covariance given by (17).

Proof We first claim that, for every f ∈ Sθ and every t > 0,

lim
n→+∞ log E

θ,n
ρ

[
exp{iλYn

0( f )}
]

= −λ2

2
χ(ρ)

∫ 1

0
f 2(u) du .

Since νn
ρ is a Bernoulli product measure,

log E
θ,n
ρ [exp{iλYn

0( f )}] = log
∫ [

exp

{
iλ√
n

∑

x∈�n

(η0(x) − ρ) f
( x
n

)
}]

dνn
ρ

=
∑

x∈�n

log
∫ [

exp

{
iλ√
n

(η0(x) − ρ) f
( x
n

)}]
dνn

ρ .

Since f is smooth and using Taylor’s expansion, the right hand side of last expression
is equal to

−λ2

2n

∑

x∈�n

f 2
( x
n

)
χ(ρ) + O

(
1√
n

)
.

Taking the limit as n → +∞ and using the continuity of f , the proof of the claim
ends. Replacing f by a linear combination of functions and recalling the Cramér-
Wold device, the proof finishes.
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5 Tightness

Nowwe prove that the sequence of processes {Yn
t ; t ∈ [0, T ]}n∈N is tight. Recall that

we have defined the density fluctuation field on test functions f ∈ Sθ. Since we want
to use Mitoma’s criterium [20] for tightness, we need the following property from
the space Sθ.

Proposition 4 The space Sθ endowed with the semi-norms given in (12) is a Fréchet
space.

Proof The definition of a Fréchet space can be found, for instance, in [21]. Since
C∞([0, 1]) endowed with the semi-norms (12) is a Fréchet space, and a closed
subspace of a Fréchet space is also a Fréchet space, it is enough to show that Sθ is
a closed subspace of C∞([0, 1]), which is a consequence of the fact that uniform
convergence implies point-wise convergence.

As a consequence ofMitoma’s criterium [20] and Proposition 4, the proof of tightness
of the S′

θ valued processes {Yn
t ; t ∈ [0, T ]}n∈N follows from tightness of the sequence

of real-valued processes {Yn
t ( f ); t ∈ [0, T ]}n∈N, for f ∈ Sθ.

Proposition 5 (Mitoma’s criterium, [20]) A sequence of processes {xt ; t ∈
[0, T ]}n∈N in D([0, T ], Sθ

′) is tight with respect to the Skorohod topology if, and
only if, the sequence {xt ( f ); t ∈ [0, T ]}n∈N of real-valued processes is tight with
respect to the Skorohod topology of D([0, T ],R), for any f ∈ Sθ.

Now, to show tightness of the real-valued process we use the Aldous’ criterium:

Proposition 6 A sequence {xt ; t ∈ [0, T ]}n∈N of real-valued processes is tight with
respect to the Skorohod topology of D([0, T ],R) if:

(i) lim
A→+∞ lim sup

n→+∞
Pμn

(
sup

0≤t≤T
|xt | > A

)
= 0 ,

(ii) for any ε > 0 , lim
δ→0

lim sup
n→+∞

sup
λ≤δ

sup
τ∈TT

Pμn (|xτ+λ − xτ | > ε) = 0 ,

where TT is the set of stopping times bounded by T .

Fix f ∈ Sθ. By (21), it is enough to prove tightness of {Yn
0( f )}n∈N, {

∫ t
0 Γ n

s ( f ) ds; t ∈
[0, T ]}n∈N, and {Mn

t ( f ); t ∈ [0, T ]}n∈N.

5.1 Tightness at the Initial Time

This follows from Proposition 3.

5.2 Tightness of the Martingales

By Lemma 2, the sequence of martingales converges. In particular, it is tight.
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5.3 Tightness of the Integral Terms

The first claim of Aldous’ criterium can be easily checked for the integral term∫ t
0 Γ n

s ( f ) ds, where the expression for Γ n
s ( f ) can be found in (23). Let f ∈ Sθ.

• The case θ < 1: by Young’s inequality and Cauchy-Schwarz’s inequality we have
that

E
θ,n
ρ

[
sup
t≤T

(∫ t

0
Γ n
s ( f ) ds

)2]

≤ CT
∫ T

0
E

θ,n
ρ

[(
1√
n

n−1∑

x=1

Δn f (
x
n )(ηsn2(x) − ρ)

)2]
ds

+ C (∇+
n f (0))2 T

∫ T

0
E

θ,n
ρ

[(√
n(ηsn2(1) − ρ)

)2]
ds

+ C (∇−
n f (1))2 T

∫ T

0
E

θ,n
ρ

[(√
n(ηsn2(n − 1) − ρ)

)2]
ds.

Since f ∈ Sθ and by (25), the second and third terms at the right hand side of
the previous expression go to zero, as n → ∞. Then there exists C > 0 such that
these two terms are bounded from above by CT . The first term at the right hand
side of last expression is bounded from above by T 2 times

1

n

n−1∑

x=1

(
Δn f (

x
n )
)2

χ(ρ) . (28)

Now, since f ∈ Sθ last expression is bounded from above by a constant. Now
we need to check the second claim of Aldous’ criterium. For that purpose, fix a
stopping time τ ∈ TT . By Chebyshev’s inequality together with (28), we get that

P
θ,n
ρ

(∣∣
∣
∫ τ+λ

τ

Γ n
s ( f ) ds

∣
∣
∣ > ε

)
≤ 1

ε2
E

θ,n
ρ

[( ∫ τ+λ

τ

Γ n
s ( f ) ds

)2] ≤ δC

ε2
,

which vanishes as δ → 0.
• The case θ = 1: we note that it was treated in [16].
• The case θ > 1: as in the case θ < 1, we have that

E
θ,n
ρ

[
sup
t≤T

(∫ t

0
Γ n
s ( f ) ds

)2]

≤ CT
∫ T

0
E

θ,n
ρ

[(
1√
n

n−1∑

x=1

Δn f (
x
n )(ηsn2(x) − ρ)

)2]
ds
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+ C f 2
(

1
n

)
T
∫ T

0
E

θ,n
ρ

[(
n3/2

nθ
(ηsn2(1) − ρ)

)2]
ds

+ C f 2
(

n−1
n

)
T
∫ T

0
E

θ,n
ρ

[(
n3/2

nθ
(ηsn2(n − 1) − ρ)

)2]
ds ,

plus a term of order 1√
n
. To bound the first term at the right hand side of the

previous inequality we repeat the same computations as in the case θ < 1. In order
to bound the second and the third terms at the right hand side of the previous
inequality, we use (26) and the proof follows as in the case θ < 1.

6 Replacement Lemma

This section is devoted to estimate the expectations (25) and (26). In order to
do this we start introducing some notations. Let μ be an initial measure. For
x = 0, 1, . . . , n − 1, define

Ix,x+1( f,μ) :=
∫

rx,x+1(η)
(
f (σx,x+1η) − f (η)

)2
dμ ,

where σx,x+1η was defined in (2), for x = 1, . . . , n − 2, σ0,1η := η1, σn−1,nη :=
ηn−1 (the configurations η1 and ηn−1 were defined in (3)), and the rates are given by

r0,1(η) := rα(η) := α

nθ
(1 − η(1)) + 1 − α

nθ
η(1) ,

rn−1,n(η) := rβ(η) := β

nθ
(1 − η(n − 1)) + 1 − β

nθ
η(n − 1) ,

rx,x+1(η) := 1, if x = 1, . . . , n − 2 .

Define the quantity:

Dn( f,μ) :=
n−1∑

x=0

Ix,x+1( f,μ) =
n−1∑

x=0

∫
rx,x+1(η)

(
f (σx,x+1η) − f (η)

)2
dμ .

(29)

The Dirichlet form is defined by 〈−Lθ
n f, f 〉μ, where we can rewrite for short the

infinitesimal generator as

Lθ
n f (η) :=

n−1∑

x=0

Lx,x+1 f (η) :=
n−1∑

x=0

rx,x+1(η)( f (σx,x+1η) − f (η)) .
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Now, we recall that we consider the case α = β = ρ ∈ (0, 1), so that the measure
νn

ρ (the Bernoulli product measure) is invariant for this process and it satisfies

rx,x+1(η) νn
ρ (η) = rx,x+1(σ

x,x+1η) νn
ρ (σx,x+1η) , (30)

for all x ∈ {0, 1, . . . , n − 1}. Let us check this equality in the case x = 0, the case
x = n − 1 is similar and the others are also very simple to check. Note that

r0,1(σ
0,1η)

νn
ρ (σ0,1η)

νn
ρ (η)

=
[

ρ

nθ
(1 − η1(1)) + 1 − ρ

nθ
η1(1)

]
νn

ρ (η1)

νn
ρ (η)

. (31)

Since

νn
ρ (η1)

νn
ρ (η)

= 1η(1)=1
1 − ρ

ρ
+ 1η(1)=0

ρ

1 − ρ
, (32)

then (31) becomes

1η(1)=1

[
ρ

nθ

]
1 − ρ

ρ
+ 1η(1)=0

[
1 − ρ

nθ

]
ρ

1 − ρ
= r0,1(η) .

Thus, using (30), we get

〈−Lθ
n f, f 〉νn

ρ
= 1

2
Dn( f, ν

n
ρ ) . (33)

Lemma 3 (Replacement Lemma) Let x = 1, n − 1 and t > 0 fixed. Then

E
θ,n
ρ

[(∫ t

0
cn
(
ηs(x) − ρ

)
ds

)2]
≤ C

c2nn
θ

n2
.

Remark 2 Recall that for θ < 1 we have in (25) cn = √
n, so that the error above

becomes nθ/n, which vanishes as n → ∞. Recall that for θ > 1 we have in (26)
cn = n3/2/nθ, so that the error above becomes n/nθ, which vanishes as n → ∞.

Proof The proof follows by a classical argument combining both the Kipnis–
Varadhan’s inequality (see [18, p. 333, Lemma 6.1]) with Young’s inequality. For
that purpose let x = 1 (the other case is completely analogous) and note that the
expectation in the statement of the lemma can be bounded from above by

sup
f ∈L2

νnρ

{ ∫
cn(η(1) − ρ) f (η) dνn

ρ + n2〈Lθ
n f, f 〉νn

ρ

}
, (34)

where L2
νn

ρ
is the space of functions f such that

∫
f 2(η) dνn

ρ < +∞. We start by

writing the integral
∫
cn(η(1) − ρ) f (η)dνn

ρ as twice its half and in one of the terms
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we make the exchange η → η1 to have

1

2

∫
cn(η(1) − ρ) f (η) dνn

ρ + 1

2

∫
cn(1 − η(1) − ρ) f (η1)

νn
ρ (η1)

νn
ρ (η)

dνn
ρ ,

see (32) to get the expression of
νn

ρ (η1)

νn
ρ (η)

. A simple computation shows that the integral

at the right hand side of last expression is equal to

−1

2

∫
cn(η(1) − ρ) f (η1) dνn

ρ ,

so that the display above is equal to

1

2

∫
cn(η(1) − ρ)( f (η) − f (η1)) dνn

ρ .

By Young’s inequality we can bound the previous expression by

B
∫

c2n(η(1) − ρ)2dνn
ρ + 1

4B

∫
( f (η) − f (η1))2 dνn

ρ .

Now, remember the notation η1 = σ0,1η and multiply and divide by r0,1(η) the inte-
grand function inside the second integral above. We can do it, because there exists

C̃ρ such that C̃ρ

nθ ≤ r0,1(η) ≤ Cρ

nθ . Then we can bound the previous expression from
above by

B
∫

c2n(η(1) − ρ)2 dνn
ρ + nθ

4BC̃ρ

∫
r0,1(η) ( f (σ0,1η) − f (η))2 dνn

ρ .

Using (29) the second integral in the last expression is bounded from above by
Dn( f, νn

ρ ). Recalling (33), we get

∫
cn(η(1) − ρ) f (η) dνn

ρ ≤ B c2n

∫
(η(1) − ρ)2 dνn

ρ + nθ

2BC̃ρ

〈−Lθ
n f, f 〉νn

ρ
.

Putting this inequality in (34) and choosing B = nθ−2/2C̃ρ, the term at the right hand
side of the last expression cancels with n2〈Lθ

n f, f 〉νn
ρ
. Therefore, the expectation

appearing in the statement of the lemma is bounded from above by

c2nn
θ

2C̃ρn2

∫
(η(1) − ρ)2 dνn

ρ .

Since η is bounded the proof ends.
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From the N-Body Schrödinger Equation
to the Vlasov Equation

François Golse

Abstract This paper describes a method for obtaining an estimate of the
convergence rate for the joint mean-field and semiclassical limit of the
N -particle Schrödinger equation leading to the Vlasov equation. The interaction
force is assumed to be Lipschitz continuous. This is an account of a
recent work in collaboration with T. Paul [Arch. Rational Mech. Anal.
https://doi.org/10.1007/s00205-016-1031-x].

Keywords Mean-field limit · Vlasov equation · Schrödinger equation
Wasserstein distance · Töplitz operator

1 Introduction

The Vlasov equation is a mean-field model in the kinetic theory of charged/massive
particles. Vlasov equations are used in plasma physics to describe the dynamics
of charged particles, or in cosmology to describe the collective motion of massive
celestial bodies.

In the case where the interaction force between elementary constituents (ions
or electrons in plasma physics, for instance) are Lipschitz continuous, the Vlasov
equation has been derived from the N -body problem of classical mechanics in
the large N , small coupling constant limit (see the works of Neunzert–Wick [26],
Braun–Hepp [8] and Dobrushin [11]).

In the present paper, we shall investigate the following natural problem.
Problem: Is it possible to derive the Vlasov equation from the quantum N -body
problem by a joint semiclassical (� → 0) and mean-field (N → ∞) limit1?

F. Golse (B)
CMLS, École Polytechnique and CNRS, Université Paris-Saclay, 91128 Palaiseau Cedex, France
e-mail: francois.golse@polytechnique.edu

1It is customary among mathematicians to consider the reduced Planck constant � as a vanishingly
small parameter in the semiclassical limit. This is obviously improper since � is a constant. Strictly
speaking, the semiclassical limit holds for mechanical systems whose typical action is of an order
of magnitude � �.
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This problem has received the attention of several authors: see for instance the
works of Graffi–Martinez–Pulvirenti [16], Pezzotti–Pulvirenti [28], and the more
recent paper by Benedikter–Porta–Saffirio–Schlein [7], which discusses the Vlasov
limit for a gas of fermions described by the Hartree–Fock equations. (The mean-field
limit in the case of fermions involves an equivalent Planck constant of order N−1/3,
and therefore shares some features with the semiclassical limit.)

The interest for the mean-field limit in the quantum N -body problem in quantum
mechanics can be explained as follows. In many applications, the particle number N
is very large (typically, from 102 to 1023 or more…)

Now, the N -body problem in classicalmechanics involves a phase space of dimen-
sion 6N (i.e. 3 degrees of freedom for the position and 3 degrees of freedom for
the momentum for each point particle). On the other hand, the N -body problem
in quantum mechanics involves wave functions defined on a configuration space
of dimension 3N . This explains the need for a reduced description, in the single-
particle phase-space R6 in the case of classical mechanics, and in the single-particle
configuration space R3 in the case of quantum mechanics.

This situation can be summarized by the following diagram.

In this diagram, the horizontal arrows correspond to the mean-field limit (i.e. the
limit as N → ∞). Thus, the Hartree equation is the mean-field limit of the N -body
Schrödinger equation in quantummechanics, in the sameway as the Vlasov equation
is the mean-field limit of the N -body Liouville equation in classical mechanics. The
vertical arrows correspond to the semiclassical limit (i.e. the limit as � → 0). The
Liouville equation can be obtained as the semiclassical limit of the Schrödinger
equation, while the Vlasov equation can be likewise obtained as the semiclassical
limit of the Hartree equation.

The semiclassical limit of quantummechanics is an old and distinguished subject,
on which there is a huge body of literature. The reader is referred to Chap. VII of
[19] for an introduction to the subject aimed at physicists, and Appendix 11 of [2]
or Theorem 5.1 in [1] for a mathematical statement. Both [1, 2] refer to Maslov’s
treatise [25] for a proof of the semiclassical limit; an alternate, perhaps simpler proof
of the same result, based on the Laptev–Sigal parametrix [20], can be found in [5].

The limit discussed in the present paper corresponds to the diagonal arrow—i.e. to
the simultaneousmean-field (N → ∞) and semiclassical (� → 0) limits. Obviously,
the validity of this limit is a consequence of the uniformity as � → 0 of themean-field
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limit in quantum mechanics (the upper horizontal arrow), and of the semiclassical
limit of the Hartree equation, leading to the Vlasov equation. The semiclassical limit
of the Hartree equation has been studied for instance by Lions–Paul [24] in terms of
Wigner measures (see Theorem IV.2 in [24]). Interestingly, their result applies to sin-
gular potentials, including the Coulomb potential, which is of great interest for appli-
cations (see Theorem IV.5 in [24]). The uniformity as � → 0 of the mean-field limit
in quantummechanics has been recently obtained in [13], and formulated in terms of
some quantum analogue of the Monge–Kantorovich (or Kantorovich-Rubinshtein,
or Vasershtein) distances, following the work of Dobrushin [11] in classical mechan-
ics. The main result in [13] applies to the case of Lipschitz continuous interaction
forces.

Independently of this question of uniformity, there is an important body of liter-
ature on the mean-field limit in quantum mechanics. Most of these results use the
formalism of BBGKY hierarchies: [3, 31] in the case of bounded potentials, [12]
in the case of the Coulomb potential. The problem of estimating the convergence
rate for this limit has been studied in [30] (notice that this reference does not use
the formalism of BBGKY hierarchies). More recently, a much simpler method, also
avoiding the use of BBGKY hierarchies has been proposed in [29]. This newmethod
applies to singular interaction forces, with significant restrictions on the limiting
solution (which has to be a pure state). All these estimates involve either the trace
norm or the operator norm, and therefore cannot be uniform as � → 0.

The results described in this paper have been obtained in collaboration with T.
Paul [14].

2 Quantum Versus Classical Dynamics

2.1 The Vlasov Equation

The unknown of the Vlasov equation is f ≡ f (t, x, ξ), the particle distribution
function, which is a time-dependent probability density on the single particle phase
space Rd × Rd : in other words, f is measurable and

f ≥ 0 a.e. on R+ × Rd × Rd ,

∫∫
Rd×Rd

f (t, x, ξ)dxdξ = 1 .

The Vlasov equation is a mean-field kinetic equation governing the dynamics of
a gas of identical particles interacting via the potential V :

∂t f + ξ · ∇x f − ∇V f (t, x) · ∇ξ f = 0 , x, ξ ∈ Rd , t ≥ 0 .

The potential V is an even, real-valued function whose regularity will be discussed
later.
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This equation is obviously Hamiltonian: the left hand side is indeed of the form

(∂t + ξ · ∇x − ∇V f (t, x) · ∇ξ ) f (t, x, ξ)= ∂t f (t, x, ξ) + {Hf (t, x, ξ), f (t, x, ξ)} ,

where the mean-field, self-consistent potential and Hamiltonian are given by the
formulas ⎧⎪⎪⎪⎨

⎪⎪⎪⎩

V f (t, x) :=
∫∫

Rd×Rd

V (x − y) f (t, y, ξ)dydξ ,

Hf (t, x, ξ) := 1
2 |ξ |2 + V f (t, x) ,

while the Poisson bracket is defined by the prescription

{xm, xn} = {ξm, ξn} = 0 , {ξm, xn} = δmn , m, n = 1, . . . , d .

2.2 The N-Body Schrödinger Equation

The unknown of the N -body Schrödinger equation is the N -body wave function
ΨN ≡ ΨN (t, x1, . . . , xN ) ∈ C, where x j is the position of the j-th particle for each
j = 1, . . . , N . The N -body configuration space is HN := H⊗N 
 L2((Rd)N ), with
H := L2(Rd).

The Schrödinger equation is written in terms of the quantum N -bodyHamiltonian

HN :=
N∑
j=1

− 1
2�

2Δx j + 1

N

∑
1≤ j<k≤N

V (x j − xk) ,

which involves the real-valued, even interaction potential V . The quantum Hamil-
tonian is viewed as an unbounded operator acting on HN , and the Schrödinger equa-
tion takes the form

i�∂tΨN = HNΨN :=
N∑
j=1

− 1
2�

2Δx j ΨN + 1

N

∑
1≤ j<k≤N

V (x j − xk)ΨN ,

x1, . . . , xN ∈ Rd .

(1)

Observe the 1/N coupling constant in front of the potential. It is chosen so that
the kinetic energy of the N -particle system, i.e.

N∑
j=1

− 1
2�

2Δx j
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which involves a N -term summation, is of the sameorder ofmagnitude as its potential
energy

1

N

∑
1≤ j<k≤N

V (x j − xk)

involving a N 2-term summation. The 1/N coupling constant is typical of the mean-
field limit for particles which do not satisfy the Pauli exclusion principle — in other
words, one should keep inmind that themean-field scaling for fermions is completely
different (see [6] on p. 1089).

2.3 The N-Body Heisenberg Equation

Let ρ(t) be the HN -orthogonal projection on the complex line CΨN (t, ·) ⊂ HN .
Adopting Dirac’s notation involving “bras” and “kets” (see Chap. I.6 in [10])

ρN (t) := |ΨN (t, ·)〉〈ΨN (t, ·)| .

If ΨN satisfies the Schrödinger equation (1), then ρN (t) satisfies the Heisenberg
equation

i�∂tρN (t) = HNρN (t) − ρN (t)HN =: [HN , ρN (t)] ,

since the N -body quantum Hamiltonian HN is self-adjoint on HN .
More generally, the Heisenberg equation defines a dynamics on the set of density

operators on HN .
A density operator on HN is a linear operator ρ on HN satisfying

ρ = ρ∗ ≥ 0 , trHN (ρ) = 1 .

The set of density operators on HN is henceforth denoted D(HN ).

3 Comparing Quantum and Classical Densities

3.1 Monge–Kantorovich(-Rubinshtein)/Vasershtein Distance

Let μ, ν be Borel probability measures on Rd with bounded p-th order moments,
where p ≥ 1.

A coupling ofμ, ν is a Borel probability measure π on Rd × Rd with 1st and 2nd
marginals μ and ν respectively. In other words, for all φ,ψ ∈ Cb(Rd), one assumes
that
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∫∫
Rd×Rd

(φ(x) + ψ(y))π(dxdy) =
∫

Rd

φ(x)μ(dx) +
∫

Rd

ψ(y)ν(dy) .

The set of couplings of μ, ν is denoted Π(μ, ν).
The Monge–Kantorovich distance of exponent p between μ and ν is defined as

distMK ,p(μ, ν) := inf
π∈Π(μ,ν)

(∫∫
Rd×Rd

|x − y|pπ(dxdy)

)1/p

.

This distance is often referred to as the “Vasershtein (or Wasserstein) distance” and
sometimes as the “Kantorovich–Rubinshtein distance” (the latter terminology being
used mostly in the case p = 1). An excellent reference for this class of distances
is Chap.7 of [32]. (Even the fact that the expression above satisfies the triangle
inequality is far from obvious: see Sect. 1 in Chap.7 of [32].)

Perhaps the most important result on Monge–Kantorovich distances for the pur-
pose of our study is that the Monge–Kantorovich distance of exponent p metrizes
the weak topology of probability measures with bounded moments of order p (see
Sect. 2 in Chap.7 of [32]).

The following elementary computations show that the Monge–Kantorovich dis-
tance between probability measures is well suited for measuring the proximity/sta-
bility of particle trajectories — at variance with the distance defined by the total
variation.

Example 1 Let a, b ∈ Rd ; then

distMK ,p(δa, δb) = |a − b| ,

whereas

‖δa − δb‖T V =
{
2 if a �= b ,

0 if a = b .

The essence of the semiclassical limit is that the dynamics of the quantum den-
sity operators concentrates on particle trajectories in phase space. Therefore, it is
natural to expect that a uniform in � convergence rate estimate for the mean-field
limit in quantummechanics should involve some analogue of a Monge–Kantorovich
distance. Indeed, Monge–Kantorovich distances metrize the weak topology of prob-
ability measures (with additional moment bounds). These distances are particularly
well adapted to estimating the difference between a smooth density and a probability
measure concentrated on a lower dimensional set, such as a Dirac measure. This
was the rationale for introducing the “pseudo-distance” MK �

2 in [13]. The reader
is referred to (4) below for a precise definition of this quantity, which is obviously
analogous to the quadratic Monge–Kantorovich distance distMK ,2 on the set of Borel
probability measures in phase space.
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3.2 Coupling Quantum and Classical Densities

Next we seek to define a notion of “pseudo-distance” between a quantum and a
classical density. This pseudo-distance is constructed by analogy with the Monge–
Kantorovich distance of exponent 2, following Dobrushin’s 1979 derivation of the
Vlasov equation in [11].

As a first step we need to define a notion of coupling of a quantum and of a
classical density.

Definition 1 Let ρ ∈ D(H) and let p be a Borel probability density on Rd × Rd .
A coupling of ρ and p is an operator-valued function (x, ξ) �→ Q(x, ξ) defined on
Rd × Rd such that

⎧⎨
⎩

(x, ξ) �→ Q(x, ξ) = Q(x, ξ)∗ ∈ L (H) s.t. Q(x, ξ) ≥ 0 ,

tr(Q(x, ξ)) = p(x, ξ) ,

∫∫
Rd×Rd

Q(x, ξ)dxdξ = ρ .

The set of all couplings of the densities ρ and p is denoted C (p, ρ).

Example 2 The set C (p, ρ) is obviously nonempty, since the map

p ⊗ ρ : (x, ξ) �→ p(x, ξ)ρ belongs to C (p, ρ) .

3.3 Pseudo-distance Between Quantum and Classical
Densities

Next we introduce a cost function comparing classical and quantum “coordinates”
(i.e. position and momentum). This cost function is defined as follows:

c�(x, ξ) := |x − y|2 + |ξ + i�∇y |2 .

The reason for considering a quadratic cost function is that quadratic polynomials
are quantized exactly as second order differential operators. In other words, c� is the
quantization of the cost-function |x − y|2 + |ξ − η|2 defined on the 2-body phase
space R6

x,ξ × R6
y,η.

Definition 2 Let ρ ∈ D(H) and let p be a Borel probability density on Rd × Rd .
We define

E�(p, ρ) := inf
Q∈C (p,ρ)

√∫∫
Rd×Rd

tr(c�(x, ξ)Q(x, ξ))dxdξ .
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This pseudo-distance2 is obviously analogous to theMonge–Kantorovich distance
with exponent 2.

Remark 1 The integrand in the expression defining E�(p, ρ) may not be defined,
since c�(x, ξ)Q(x, ξ) may fail in general to be a trace-class operator on H. In fact
this integrand should be thought of as being defined by the following formula:

tr(c�(x, ξ)Q(x, ξ)) := tr(Q(x, ξ)1/2c�(x, ξ)Q(x, ξ)1/2) ∈ [0,∞] .

Indeed, the right hand side above always defines an element of [0,+∞] since
Q(x, ξ)1/2c�(x, ξ)Q(x, ξ)1/2 is a self-adjoint nonnegative operator for a.e. x, ξ ∈
Rd . (This is analogous to the integral of a nonnegative measurable function, which
always defines an element of [0,+∞].)

Unfortunately, the pseudo-distance defined by the expression above is a slightly
mysterious object. In the sequel, we seek to compare it to more familiar quantities.

3.4 Husimi Transform and Lower Bound for E�

First we recall the notions of Wigner and Husimi transforms of a density operator
on a Hilbert space.

Definition 3 Let ρ ∈ D(H). TheWigner transform at scale � of the density operator
ρ is the function defined on the phase space Rd

x × Rd
ξ by the formula

W�[ρ](x, ξ) := 1
(2π)d

∫
Rd

e−iξ ·yρ(x + 1
2�y, x − 1

2�y)dy .

The Husimi transform at scale � of the density operator ρ is the function on the phase
space Rd

x × Rd
ξ defined in terms of the Wigner function by the formula

W̃�[ρ] := e�Δx,ξ /4W�[ρ] .

The Wigner function of a density operator ρ ∈ D(H) satisfies

W�[ρ](x, ξ) ∈ R for a.e. x, ξ ∈ Rd .

However,W�[ρ] is in general not a.e. nonnegative. In other words, the Wigner trans-
form does not map the set D(H) of (quantum) density operators on configuration
space into the set of (classical) probability densities on phase space.

2We shall refer to E� as a “pseudo-distance”without further apology, although there is awell-defined
notion of “pseudometric” in mathematics. Usually, generalizations of the notion of metric measure
the proximity between elements of a same set, while E� is designed to measure the proximity
between objects of a different nature (specifically, between a classical and a quantum density).
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On the other hand, the Husimi transform satisfies

W̃�[ρ](x, ξ) ≥ 0 for a.e. x, ξ ∈ Rd .

The next result establishes a lower bound for the pseudo-distance E� in terms of
the quadratic Monge–Kantorovich distance between the classical probability density
and the Husimi transform of the quantum density.

Theorem 1 Let p be a probability density on Rd × Rd s.t.

∫∫
Rd×Rd

(|x |2 + |ξ |2)p(x, ξ)dxdξ < ∞ .

For each ρ ∈ D(H), one has

E�(p, ρ)2 ≥ max
(
d� , distMK,2(p, W̃�[ρ])2 − d�

)
.

See Theorem 2.4 (2) in [14] for a proof of this result. Notice in particular that
E�(p, ρ) > 0 for all p and ρ.

3.5 Töplitz Quantization and Upper Bound for E�

In this section, we first define the notion of Töplitz quantization, which can be thought
of as the reciprocal of the Husimi transform, up to an error term of order O(�).

Given q, p ∈ Rd , we define the coherent state |q + i p, �〉, which is the wave
function given by the formula

|q + i p, �〉(x) := (π�)−d/4e−|x−q|2/2�eip·x/� .

This wave function consists of a plane wave in the direction of p, modulated with a
Gaussian amplitude centered at q. See Figs. 1 and 2 for a graphic representation of
the modulus of |q + i p, �〉.

The coherent state |q, p〉 is the quantum analogue of the perfectly localized phase
space density δq,p on R6

x,ξ . Of course, this state is not perfectly localized in position
and momentum because of Heisenberg’s uncertainty principle. The Gaussian local-
ization is known to saturate the Heisenberg uncertainty principle: see Theorem 226
in [17], which is quoted as “Weyl’s inequality”.

Definition 4 For each positive Borel measure μ on Cd , the Töplitz operator with
symbol μ is

OPT
�
(μ) := 1

(2π�)d

∫
Cd

|z, �〉〈z, �| μ(dz) ≥ 0 .

For instance, an elementary computation shows that OPT
�
(1) = IH.
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Fig. 1 With � = 8 · 10−5, Z = real part of coherent state centered at q = (0, 0) with momentum
p = (1, 0) with space variable (X, Y ) ∈ R2

Fig. 2 Oscillating structure of a Gaussian coherent state. This is the section of the graph in Fig. 1
in the plane of equation x = 0

The relation between the Töplitz quantization and the Husimi transform is
explained by the following formula:

W̃�[OPT
�
(μ)] = 1

(2π�)d
e�Δx,ξ /2μ .
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(See formula (51) in [13].) In other words, the Husimi transform of a Töplitz operator
is equal to its symbol up to a smoothing operator which is an O(�) perturbation of
the identity.

Theorem 2 Under the same assumptions as in Theorem 1, let μ be a Borel proba-
bility measure on Cd . Then OPT

�
((2π�)dμ) ∈ D(H) and

E�(p,OPT
�
((2π�)dμ))2 ≤ distMK,2(p, μ)2 + d� .

See Theorem 2.4 (1) in [14] for a proof of this result.

4 From the N-Body Heisenberg Equation to the Vlasov
Equation

4.1 Indistinguishable Particles and Symmetries

Henceforth, we use the following notation for N -tuples of positions or momenta:

XN := (x1, . . . , xN ) , ΞN := (ξ1, . . . , ξN ) .

We also need the following representation of the symmetric groupSN inHN . For
each σ ∈ SN and each Ψ ∈ HN , we defineUσ ∈ L (HN ) by the following formula:

UσΨ (XN ) := Ψ (σ · XN ) , where σ · XN := (xσ−1(1), . . . , xσ−1(N )) .

Obviously
U ∗

σ = U−1
σ (= Uσ−1) ;

in other words, Uσ is a unitary operator on HN .
With this, we define a notion of symmetric quantum N -body density operator. A

density operator ρ ∈ D(HN ) is said to be symmetric if

Uσ ρNU
∗
σ = ρN , for all σ ∈ SN .

The set of symmetric density operators on HN is denoted D s(HN ). Since the N
particles under consideration are indistinguishable, their density operator is obviously
symmetric.

This symmetry property is propagated by Heisenberg’s equation, in the following
sense. If ρN (t) is a solution of Heisenberg’s equation, then

ρN (0) ∈ D s(HN ) ⇒ ρN (t) ∈ D s(HN ) , for all t ∈ R .
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4.2 Symmetric Densities and k−Particle Marginals

For each symmetric N -particle density operator ρN ∈ D s(HN ), its k-particle mar-
ginal is the symmetric density operator ρk

N ∈ D s(Hk) such that

trHk (Aρk
N ) = trHN ((A ⊗ IHN−k )ρN )

for each A ∈ L (Hk).

Example 3 For each ρ ∈ D(H) and all N ≥ k ≥ 1, one has

ρN := ρ⊗N ⇒ ρk
N = ρ⊗k .

4.3 From the N-Body Heisenberg Equation to the Vlasov
Equation

Themain result in this paper is the following theorem (which is Theorem 2.6 in [14]).

Theorem 3 Let f in ≡ f in(x, ξ) ∈ L1((|x |2 + |ξ |2)dxdξ) be a probability density
on Rd × Rd , and let ρin

N ,� ∈ D s(HN ). Let f and ρN ,� be the solutions of the Vlasov
and the Heisenberg equation with initial data f in and ρin

N ,� respectively. Let Γ be
given by the formula

Γ := 2 + 4max(1,Lip(∇(V ))2 .

(1) Then, for each t ≥ 0 one has

E�( f (t), ρ1
�,N (t))2≤ 1

N
E�(( f in)⊗N , ρin

�,N )2eΓ t+ 8‖∇V ‖2L∞

N − 1

eΓ t−1

Γ
.

(2) If moreover ρin
�,N = OPT

�
[(2π�)dN ( f in)⊗N ], then

distMK,2( f (t), W̃�[ρ1
�,N (t)])2 ≤ d�(1 + eΓ t ) + 8‖∇V ‖2L∞

N − 1

eΓ t − 1

Γ
.

An example of initial bosonic state satisfying the assumption of Theorem 3 (2) is

ρin
�,N = OPT

�
[(2π�)dN δ⊗N

(q,p)] for some q, p ∈ Rd .

In other words, ρin
�,N is the density operator associated to the factorized N -body wave

function

Ψ in
�,N (x1, . . . , xN ) =

N∏
k=1

|q + i p, �〉(xk) .
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Actually, one can replace the Gaussian profile in the definition of the wave packet
|q + i p, �〉 with any other real-valued function a ∈ S (Rd). This would lead to an
initial state defined in terms of the factorized N -body wave function

Ψ in
�,N (x1, . . . , xN ) =

N∏
k=1

a

(
xk − q√

�

)
eip·xk/� .

With thismodification, the inequality inTheorem3 (2) remains unchanged, except for
the first term on the right hand side, which should be replaced with �(d + H [a]eΓ t ),
where H [a] is a positive constant depending on the function a only. The interested
reader is referred to the forthcoming publication [15] for a detailed discussion on
this matter.

We shall not insist further on this issue, since we are concerned with the joint
mean-field and semiclassical limit of the quantum dynamics of N -particle systems.
Indeed, the influence of the quantum statistics (i.e. the difference between bosons
and fermions) disappears in the semiclassical limit.

5 Proof of Theorem 3

The core of the proof is based on an Eulerian analogue of Dobrushin’s argument in
[11], which was based on following particle trajectories. In addition, Dobrushin used
the following essential feature of the N -particle dynamics in classical mechanics:
the phase-space empirical measure built on a solution of Newton’s system of motion
equations is an exact (weak) solution of the Vlasov equation. No analogue of this
property is known in quantum mechanics to this date. Our analysis uses instead the
N -particle Heisenberg equation, which is the quantum analogue of the Liouville
equation in classical mechanics.

5.1 Dynamics of Couplings

Our first task is to write an equation defining a dynamics on the set of couplings of
the N -fold tensor product of the Vlasov solution and of the N -particle Heisenberg
solution. This idea follows [13] — see also [9, 27] which used a similar idea in
a rather different context (specifically, for nonlinear diffusion equations viewed as
gradient flows in the sense of Otto). However, the procedure used in [13] and in [14]
— described below— for propagating couplings of solutions of the Heisenberg and
of the Vlasov–Poisson equations differs significantly from the method used in [9,
27]. We shall not insist further on this point, which is rather subtle; suffice it to say
that the argument in [9, 27] uses tools from optimal transport — specifically, the
Benamou–Brenier variational formula for the quadratic Monge–Kantorovich dis-
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tance (formula (7.34) in [33]), specialized to gradient fields. There does not seem to
be any obvious analogue of this method in the case considered below and in [14],
which uses a completely different procedure.

Let Qin
N ,� ∈ C (( f in)⊗N , ρin

N ,�); solve the classical+quantum transport equation

⎧⎪⎪⎪⎪⎪⎪⎪⎪⎪⎨
⎪⎪⎪⎪⎪⎪⎪⎪⎪⎩

∂t QN ,�(t, XN , ΞN ) +
⎧⎨
⎩

N∑
j=1

Hf (t, x j , ξ j ), QN ,�(t, XN , ΞN )

⎫⎬
⎭

N

+ i

�
[HN , QN ,�(t, XN , ΞN )] = 0 ,

QN ,�

∣∣
t=0 = Qin

N ,� ,

(2)

where we recall that

⎧⎪⎪⎪⎪⎪⎪⎨
⎪⎪⎪⎪⎪⎪⎩

HN :=
N∑
j=1

− 1
2�

2Δy j + 1

N

∑
1≤ j<k≤N

V (y j − yk) ,

Hf (t, x, ξ) := 1
2 |ξ |2 +

∫∫
Rd×Rd

V (x − z) f (t, z, ζ )dzdζ .

The notation {·, ·}N designates the N -body Poisson bracket, defined by

{x j,m, xk,n}N = {ξ j,m, ξk,n}N = 0 , {ξ j,m, xk,n}N = δ jkδmn ,

with j, k = 1, . . . , N and m, n = 1, . . . , d. In other words, the Eq. (2) describes
the joint dynamics of N quantum, indistinguishable particles and of N associated
classical, independent particles.

This mixed system of particles satisfies the following symmetry property.

Definition 5 Let ρN ∈ D s(HN ). A coupling QN of f ⊗N and ρN is said to be a
symmetric coupling if

Uσ QN (σ · XN , σ · ΞN )U ∗
σ = QN (XN , ΞN ) for all σ ∈ SN ,

for a.e. XN , ΞN ∈ (Rd)N .

In other words, the classical particles are exchanged by the same permutation as
their quantum associates.

Not surprisingly, this symmetry property is propagated by (2).

Lemma 1 Let QN ,� be the solution of (2).
(1) For each t ≥ 0, one has
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QN ,�(t) ∈ C ( f (t)⊗N , ρN ,�(t)) .

(2) If Qin
N ,� is a symmetric coupling, then, for all t ≥ 0, the coupling QN ,�(t) is

symmetric.

This is Lemma 5.1 in [14], to which we refer for a proof. The key idea in
the proof of statement (1) is the following: elementary computations show that the
trHN (Q(t, XN , ΞN )) is a classical N -body probability density which satisfies the
same equation as

n∏
j=1

f (t, x j , ξ j ) .

Likewise ∫
(Rd×Rd )N

Q(t, XN , ΞN )dXNdΞN ∈ D(HN )

and satisfies the N -body Heisenberg equation. By uniqueness of the solution of the
Vlasov and of the Heisenberg equation, this implies statement (1). Statement (2)
follows from observing that QN and

(t, XN , ΞN ) �→ Uσ QN (t, σ · XN , σ · ΞN )U ∗
σ

are both solutions of the Cauchy problem (2) with the same initia data.

5.2 The Functional D(t)

For each symmetric coupling that is a solution of (2), define

D(t) := 1

N

∫∫
(Rd×Rd )N

N∑
k=1

trHN (c�(x j , ξ j , y j ,∇y j )QN ,�(t, XN , ΞN ))dXNdΞN .

Lemma 2 For each t ≥ 0, one has

D(t) ≥ E�( f (t), ρ1
N ,�(t))2 .

Proof First Q1
N ,�(t) ∈ C ( f (t), ρ1

N ,�(t)), and by symmetry of QN ,�

D(t) =
∫∫

(Rd×Rd )N
trHN (c�(x1, ξ1, y1,∇y1)QN ,�(t, XN , ΞN ))dXNdΞN

=
∫∫

(Rd×Rd )

trH(c�(x1, ξ1, y1,∇y1)Q
1
N ,�(t, x1, ξ1))dx1dξ1

≥ E�( f (t), ρ1
N ,�(t))2
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by definition of E�.

5.3 The Evolution of D

Apply the cost operator c�(x1, ξ1, y1,∇ y1) to both sides of the equation for QN ,�,
integrate by parts in the classical variables and use the identity

tr([A, S]T ) = − tr([A, T ]S) ,

which is in some sense analogous to “integration by parts in the quantum variables”.
We thus arrive at the differential equality

Ḋ=
∫∫

trH
(
({ 12 |ξ1|2, c�}−[ i�2 Δy1 , c�])(x1, ξ1, y1,∇ y1)Q

1
N ,�(t, x1, ξ1)

)
dx1dξ1

+ i

�

∫∫
trH2

(
N−1
N [V (y1 − y2), c�(x1, ξ1, y1,∇ y1)]Q2

N ,�(t, X2, Ξ2)
)
dX2dΞ2

+
∫∫

trH
({V f , c�}(x1, ξ1, y1,∇ y1)Q

1
N ,�(t, x1, ξ1)

)
dx1dξ1 .

At this point, we denote the symmetric operator product as follows

A ∨ B := AB + BA ,

and use the inequality

A∗B + B∗A ≤ A∗A + B∗B , for all A, B ∈ L (HN ) . (3)

(Indeed A∗A + B∗B − A∗B − B∗A = (A∗ − B∗)(A − B) ≥ 0.)
Then, one has

{ 12 |ξ1|2, c�}−[ i�2 Δy1 , c�] = (ξ1 + i�∇y1) ∨ (x1 − y1) ≤ c� .

Since QN ,� ≥ 0, this inequality and the equality above for Ḋ imply that

Ḋ ≤ D − N−1
N

∫
trH2(Q

2
N ,�(ξ1 + i�∇y1) ∨ W (X2,Y2))dX2dΞ2

−
∫

trHN (QN ,�(ξ1 + i�∇y1) ∨ 1
N−1

N∑
j=2

V (t, x1, x j ))dXNdΞN ,

using again the symmetry of QN ,� in the last term, and denoting
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V (t, x1, x j ) := ∇V � f (t, x1) − N−1
N ∇V (x1 − x j ) ,

W (X2,Y2) := ∇V (x1 − x2) − ∇V (y1 − y2) .

Indeed
trHN (QN ,�(A∗B + B∗A)) ≤ trHN (QN ,�(A∗A + B∗B)) ,

since
trHN (QN ,�(A∗A + B∗B)) − trHN (QN ,�(A∗B + B∗A))

= trHN (Q1/2
N ,�(A∗ − B∗)(A − B)Q1/2

N ,�) ≥ 0 .

Therefore

Ḋ ≤ (3 + 2L2)D +
∫

(Rd×Rd )N

∣∣∣∣∣ 1
N−1

N∑
k=2

V (t, x1, xk)

∣∣∣∣∣
2

f ⊗NdXNdΞN .

Expand the square in the last term on the right hand side, and observe that

j �= k ⇒
∫

V (t, x1, x j ) · V (t, x1, xk) f
⊗NdXNdΞN = 0 .

Therefore, the last term on the right hand side of the last inequality is equal to

∫
1

(N−1)2

N∑
j=2

|V (t, x1, xk)|2 f ⊗NdXNdΞN

=
∫

1
N−1 |V (t, x1, x2)|2 f ⊗2dX2dΞ2 = O(1/N ) .

One concludes with the Gronwall inequality.

6 Final Remarks and Perspectives

The core of the convergence rate estimate in the proof of Theorem 3 involves a
stability inequality and a consistency estimate, as in Lax’s equivalence theorem [21]
in numerical analysis.

The stability part of the analysis (leading to the exponential amplification by
Gronwall’s inequality) canbe seen at the level of thefirst equation in theBBGKYhier-
archy. Because the cost function in D is a sum of quantities depending on x j , y j , ξ j ,
there is a “localization in degree” effect in the BBGKY hierarchy. In particular, there
is no bound à la Cauchy–Kowalevsky when estimating D.

The consistency part of the analysis requires distributing the interaction term V
on all the particles. Since the V term depends on the XN variables only, and the XN
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marginal of QN ,� is the N -fold tensor power of the Vlasov solution, one concludes
by (a trivial quantitative variant of the) law of large numbers.

The quantity E� introduced in [14] and Definition 2 can also be used to prove
quantitative estimate of the convergence rate for the semiclassical limit of the Hartree
equation, leading to the Vlasov equation. Likewise, one can also prove the semi-
classical limit of the N -body Heisenberg equation leading to the N -body Liouville
equation, and obtain a uniform in N estimate for the convergence rate in terms of the
E� pseudo-distance. These results are stated as Theorems 2.5 and 2.7 respectively in
[14]. Both proofs assume that∇V is Lipschitz continuous on Rd , as in the derivation
of the Vlasov equation from the N -body Heisenberg equation discussed here. While
the semiclassical limit has been known for a long time, it is perhaps not without
interest to compare the existing results in the literature with Theorems 2.5 and 2.7
in [14].

The traditional method for describing the semiclassical limit is the WKB ansatz
(see Chap. VII in [19], especially Sect. 46). Controling the propagation of the WKB
ansatz puts severe regularity requirements on the potential (which should be C∞),
and on the initial phase function (assumed to be Cm with m > 6d + 5): see [5].
The formulation of the semiclassical limit in [24] requires much less on the potential
(which should be of classC1,1, as in [14] and the present work), and essentially noth-
ing on the family of initial density operators indexed by �. The quantitative result
in [14] only requires that the phase space moments of order 2 of the initial fam-
ily of density operators should be bounded as � → 0. However, obtaining a precise
description of the structure of the propagated Wigner measure in the semiclassi-
cal limit seems to require additional regularity properties on the initial condition.
The propagation of the Wigner measure associated to a WKB ansatz in the semi-
classical limit has been studied in detail in [4] with the tools of geometric measure
theory. One of the conclusions to be drawn from the discussion in [4] is that the
basic structure of the propagated WKB ansatz, especially as regards the notion of
“caustic”, may differ dramatically if the regularity of the initial phase function falls
below some regularity threshold. However, this does not affect the validity of the
semiclassical limit and the convergence rate for this limit in terms of the pseudo-
distance E�. In other words, one can argue that the pseudo-distance E� considered
in [14] and in the present paper is probably the most appropriate tool for propagat-
ing convergence rate estimates in the semiclassical limit under minimal regularity
assumptions.

We conclude this paper with a (very incomplete) list of open problems related to
the ones considered in [14].
Problem 1. Can one generalize Theorem 3 to the case of the Coulomb potential V =
1/r? This would lead to a rigorous justification of the Vlasov–Poisson system from
the quantummechanics of a large number of identical particles. Deriving theVlasov–
Poisson system from the classical N -point dynamicswith Coulomb interaction is still
an outstanding open problem. There has been some recent progress on this problem.
The best result with point particles at the time of this writing is due tu Hauray and
Jabin [18]; it can handle singular interaction forces of order O(r−α) with α < 1 in
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terms of the inter-particle distance r . The Hauray–Jabinmethod falls short of treating
the Coulomb interaction even in the most favorable space dimension 2.
Problem 2. Another class of results assumes that the interacting particles have a
positive radius, vanishing as the number of particles N → ∞. This suggests con-
sidering a mollified potential V , with a regularizing effect that is gradually removed
as N → ∞: see [22, 23] for the best results in that direction, leading ultimately to
the Vlasov–Poisson system. Is it possible to obtain a similar result starting from the
quantum N -body problem, and viewing � as a regularization parameter analogous
to the particle radius in the classical case, with some asymptotic ordering of � and
1/N?
Problem 3. It could be interesting to explore more thoroughly the properties of E�

and of the pseudo-distance MK �

2 used in [13]. Let us briefly recall the definition of
MK �

2 . LetH := L2(Rd) and let ρ1, ρ2 ∈ D(H). A coupling of ρ1 and ρ2 is a density
operator R ∈ D(H ⊗ H) such that

trH2(R(A ⊗ I )) = trH(ρ1A) , trH2(R(I ⊗ A)) = trH(ρ2A) .

Denoting by Π(ρ1, ρ2) the set of couplings of ρ1, ρ2, one defines

MK �

2 (ρ1, ρ2) := inf
R∈Π(ρ1,ρ2)

√
trH2((|x1 − x2|2 − |∇x1 − ∇x2 |2)R) . (4)

We do not knowwhether MK �

2 satisfies the triangle inequality— at least none of the
two proofs of the triangle inequality for the Monge–Kantorovich distances proposed
in Chap.7, Sect. 1 of [32], seems to have any obvious analogue for MK �

2 .
Similarly, one can study the following question: let p be a probability density on

Rd × Rd such that
∫∫

Rd×Rd

(|x |2 + |ξ |2)p(x, ξ)dxdξ < ∞ ,

and let ρ1, ρ2 ∈ D(H). Does one have

E�(p, ρ2) ≤ E�(p, ρ1) + MK �

2 (ρ1, ρ2)?

If such an inequality was known, one could immediately deduce Theorem 3 from
Theorem2.4 in [13] and from the convergence rate for the semiclassical limit obtained
in Theorem 2.5 in [14].

Acknowledgements The author is indebted to Luigi Ambrosio and Thierry Paul for various sug-
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Matrix Product Ansatz for Non-equilibrium
Quantum Steady States

D. Karevski, V. Popkov and G.M. Schütz

Abstract We present a general construction of matrix product states for stationary
density matrices of one-dimensional quantum spin systems kept out of equilibrium
through boundary Lindblad dynamics. As an application we review the isotropic
Heisenberg quantum spin chain which is closely related to the generator of the sim-
ple symmetric exclusion process. Exact and heuristic results as well as numerical
evidence suggest a local quantum equilibrium and long-range correlations remi-
niscent of similar large-scale properties in classical stochastic interacting particle
systems that can be understood in terms of fluctuating hydrodynamics.

Keywords Dissipative quantum spin chains · Lindblad equation
Matrix product ansatz · Nonequilibrium stationary states · Exact solution

1 The Quantum Master Equation

This article is concerned with stationary states of non-equilibrium quantum spin
systems, addressing a mathematically minded readership. We spent some effort on
recalling – in mathematical terms – relevant basic quantum mechanical notions as
well as providing motivations from physics as to why quantum spin systems are of
great current interest.Among them is,we feel, a striking analogywith someproperties
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of classical stochastic interacting particle systems [4, 10, 31] that we point out in
the hope of stimulating further mathematically rigorous work.

LetH be a separable complex Hilbert space. A concrete physical quantum system
is mathematically defined by a specific self-adjoint (not necessarily bounded) linear
operator H on H, called quantum Hamiltonian (in the following simply Hamil-
tonian). Vectors in H are denoted by the ket-symbol | · 〉 and vectors in the dual
space H∗ are denoted by the bra-symbol 〈 · |. The scalar product of two vectors
| Ψ 〉 = ∑

n cn| n 〉 ∈ H and | Φ 〉 = ∑
n bn| n 〉 ∈ H with coordinates bn, cn ∈ C in

some orthonormal basis | n 〉, 〈 n | of H and its dual resp. is denoted 〈Φ | Ψ 〉 and
defined to be linear in the second argument, i.e., 〈Φ | Ψ 〉 := ∑

n b̄ncn where the bar
denotes complex conjugation. We denote the unit operator onH by 1. The Kronecker
symbol δa,b is defined by δa,b = 1 if a = b and δa,b = 0 else for a and b from any
set.

The eigenvalues En of the Hamiltonian H are the physical energies measured in
an experiment when the physical system is in an eigenstate n of H , defined by the
corresponding eigenvector | Ψn 〉. One normalizes these eigenvectors, which span the
Hilbert spaceH, to satisfy the orthogonality relation 〈Ψn | Ψm 〉 = δn,m . A spectral ray
| Ψ 〉 ∈ H normalized such that ||Ψ ||2 := 〈Ψ | Ψ 〉 = 1 (i.e. a vector defined up to
an arbitrary phase) is called a state vector. It represents the full information that
one can have about a quantum system under the idealizing assumption that it is
isolated (and has always been isolated) from its physical environment.1 The modulus
|ψn|2 of the components of | Ψ 〉 are the probabilities to find the physical system in
eigenstate n.

In general, physically observable properties of a quantum system (e.g. particle
positions, momenta and so on) are represented by self-adjoint linear operators Oi on
H which we call observables. The “fuzzy” and non-deterministic nature of quantum
mechanics is reflected by the fact that the Oi are not all diagonal in some fixed basis
of H and that only the mean outcome of a large number (mathematically speaking,
an infinite number) of measurements of such an observable is predictable. By the
mean (or expected) value of an observable O in a general state vector | Ψ 〉 we mean
the scalar product 〈 O 〉 ≡ 〈Ψ |O| Ψ 〉 = ∑

m,n c̄mcn〈Ψm |O| Ψn 〉.
A self-adjoint positive definite linear operator on H with unit trace is called a

density matrix or state (not eigenstate!) of a physical system. Therefore a density
matrix ρ with eigenvalues ρn ∈ R has the properties

ρ† = ρ, ρn ≥ 0, Tr(ρ) = 1 (1)

where the dagger-symbol † denotes hermitian conjugation. For a given Hilbert space
we denote the set of all density matrices byS(H). The mean value of an observable
Oi in a state ρ is given by the Frobenius scalar product 〈 Oi 〉 := Tr(O†

i ρ).

1Due to the quantum mechanical phenomenon of entanglement, a quantum subsystem that has
interacted with its environment in the past (until some time t0) cannot be considered isolated for
t ≥ t0 even when there are no interactions from t0 onwards.
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Unlike a state vector describing a single and isolated quantum system, a density
matrix contains the full information about a quantum system in either of the following
three scenarios:

(1) A density matrix of the specific form

ρ = | Ψ 〉〈Ψ | (2)

may describe a single isolated system.2 In this case we say that ρ is a pure state.
If a density matrix is not a pure state then there is no state vector | Ψ 〉 such that
Tr(O†

i ρ) = 〈Ψ |O| Ψ 〉 for all observables Oi .
(2)One describes an ensemble of identical isolated quantum systems. In particular,

if for some β ∈ R
+
0 the density matrix is of the form

ρ = 1

Z
e−βH (3)

where Z = Tr (exp (−βH)) we say that the physical system defined by the Hamil-
tonian H is in thermal equilibrium at temperature T = 1/β and the normalization
factor Z is called the partition function. In this case the probability to find the sys-
tem in an eigenstate n of H is proportional to the Boltzmann weight exp (−βEn)

analogous to classical thermodynamics.
(3) ρ describes a subsystem (or an ensemble thereof) of a larger physical system

with which it interacts (or has interacted in the past).3

Pure states and equilibrium states have in common that they remain so when the
physical system is isolated from its environment or becomes isolated from some time
t ≥ t0 onwards. This follows from the time-evolution equation for the density matrix
ρt of an isolated quantum system with quantum Hamiltonian H

d

dt
ρt = −i[H, ρt ] (4)

where the commutator is defined by [A, B] := AB − BA. Therefore an equilibrium
state is stationary. A pure state ρ0 = | Ψ (0) 〉〈Ψ (0) | is only stationary if | Ψ (0) 〉 is
an eigenstate of H , but generally remains a pure state since the evolution equation (4)
is solved by the unitary transformation ρt = exp (−i Ht)ρ0 exp (i Ht) which gives
ρt = | Ψ (t) 〉〈Ψ (t) | with | Ψ (t) 〉 = exp (−i Ht)| Ψ (0) 〉.

We are interested in open systems that are in contact with an environment. In the
Markovian approach to open quantum systems [2, 7] the time evolution

2Following quantum mechanical convention we use the short hand | · 〉〈 · | ≡ | · 〉 ⊗ 〈 · | for the
Kronecker product ⊗ of a state vector | · 〉 ∈ H and some dual state vector 〈 · | ∈ H∗. We stress that
by the rules of tensor calculus one has 〈Ψ | ⊗ | Φ 〉 = | Ψ 〉 ⊗ 〈 Φ | ≡ | Ψ 〉〈Φ | but 〈 Ψ | ⊗ | Φ 〉 	=
〈Ψ | Φ 〉 since 〈Ψ | Φ 〉 represents the scalar product.
3For this scenario, which we have in mind for applications, one often calls ρ the reduced density
matrix, but we shall refrain doing so here.
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ρt = Λtρ0 (5)

is given by a one-parameter semigroup Λt of linear endomorphisms on the space
S(H) of all densitymatrices [19]. Under some continuity conditions and for bounded
H the Lindblad theorem [12, 21] asserts that the infinitesimal generator L of the
semigroup Λt that preserves self-adjointness, positivity and unit trace is of the form

L (ρ) = −i[H, ρ] + D(ρ). (6)

The commutator describes the unitary part of the time evolution (as in an isolated
quantum system) and the dissipative part D(ρ) ∈ End(S(H)), which encodes the
physical properties of the coupling to the environment, is of the form

D(ρ) =
∑

j

D j (ρ), D j (ρ) = DjρD
†
j − 1

2
{ρ, D†

j D j } (7)

with boundedoperators Dj ∈ End(H) and the anticommutator {A, B} := AB + BA.
The evolution equation (6) with dissipators (7) is called quantum master equation.
The operators Dj that specify an individual dissipator are called Lindblad operators.
In an open system a state that is initially pure or in equilibrium does not in general
remain so as would be the case in the absence of dissipators in (6). This raises the
question of stationary states in open systems.

In order to address existence we introduce the adjoint generator L † which is
defined as follows [19]. Consider the Banach space L1(H) over R of self-adjoint
trace class linear operators σ ∈ H with norm given by ||σ ||1 = sup

∑
n |(xn, σ yn)|

where the supremum is taken over all orthonormal and complete bases {xn} and {yn}
of H. Then all linear, real and continuous functionals F on L1(H) are of the form
〈F, σ 〉 = Tr(F†σ) where F is a bounded self-adjoint linear operator on H. The set
of all such bounded observables F defines the space L∞(H) dual to L1(H). Its norm
is given by ||F ||∞ = sup||σ ||1=1 |〈F, σ 〉| = supΨ ∈H ||FΨ ||/||Ψ ||. Then the adjoint
generator is given by

L †(F) = −i[H, F] +
∑

j

(

D†
j FD j − 1

2
{F, D†

j D j }
)

(8)

and one sees that L †(1) = 0. If H is finite-dimensional then this guarantees the
existence of a density matrix ρ such that

L (ρ) = 0. (9)

We call a density matrix satisfying (9) a stationary state, and, in particular, when
ρ 	= e−βH/Z for any β ∈ R

+
0 , we call ρ a non-equilibrium steady state (NESS)

of the open quantum system with Hamiltonian H . For ergodicity and approach to
stationarity, which are not our concern, we refer to [11]. For Lindblad operators of
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the form Dj = Γ L j with a common coupling constant Γ the strong coupling limit
Γ → ∞ is called the Zeno limit.

Finally we remark that shifting the Lindblad operators by (in general complex)
constants c j generates an additional unitary term in the quantum master equation.
More precisely, defining for some c j ∈ C the self-adjoint operators

G j = i

2

(
c j D

†
j − c̄ j D j

)
, H̃ = H −

∑

j

G j , (10)

one has
L (ρ) = L̃ (ρ) (11)

where L̃ is defined by the modified Hamiltonian H̃ and shifted Lindblad operators

D̃ j := Dj − c j . (12)

Notice that G̃ j = G j .
This paper deals with the construction of non-equilibrium stationary states ρ

defined by (9) for a specific family of physical systems of great interest, viz. quan-
tum spin chains coupled to environment at their boundaries, defined in Sect. 2. In
Sect. 3 we generalize in mathematically rigorous form the matrix product ansatz
(MPA) of Prosen [27, 29] with local divergence condition introduced by us in [16].
As an application (Sect. 4) we summarize recent progress that we made for the sta-
tionary non-equilibrium magnetization profiles in the isotropic spin-1/2 Heisenberg
quantum spin chain [16, 17, 25] and discuss it in the light of very recent results [8] on
correlation functions for this quantum system. The upshot is that there are substan-
tial and perhaps somewhat unexpected similarities between quantum and classical
stationary states of boundary-driven non-equilibrium systems.

2 Quantum Spin Chains

2.1 Why Quantum Spin Chains?

The prototypical model for the quantum mechanical description of magnetism in
linear chains of atoms is the so-called Heisenberg quantum spin chain, proposed first
in 1928 [13] as an improvement over the classical Ising model which was introduced
a few years earlier by Lenz and solved by his student Ernst Ising in 1925 [15]. The
simplest version of theHeisenbergmodel, the spin-1/2 chain defined below, is exactly
solvable in the sense of quantum integrability [3]. Hence the equilibrium properties
of the system, which were derived in the past decades in a vast body of literature,
are rather well understood from a theoretical perspective and to some extent also
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experimentally for various spin-chainmaterials which exhibit quasi one-dimensional
interactions between neighbouring atoms.

In recent years, novel experimental Laser techniques involving single cold atoms
in optical traps have made the investigation of spin chains far from thermal equilib-
rium feasible. The unique possibilities that the study of individual interacting atoms
offers has triggered an immense experimental research activity. On the theoretical
side, however, not much is known about non-equilibrium steady states of spin chains
which are of particular interest in the case of boundary driving, since in this way
one obtains information about anomalous transport properties. By boundary driving
we mean a scenario where the two ends of a chain are forced into different states by
some boundary interaction with the physical environment of the chain, thus inducing
stationary currents of locally conserved quantities along the chain. The bulk of the
system is considered to be effectively isolated from its physical environment, i.e.,
described by some quantum Hamiltonian H . The boundary interaction is described
by Lindblad dissipators.

Exact results are scarce for chains with more than just a few atoms and there are,
to our knowledge, no exact concrete results for specific quantum chains of arbitrary
length kept far from thermal equilibrium by some kind of Lindblad boundary-drive.
This state of affairs is in stark contrast to classical stochastic interacting particle
systems whose Markov generators can be expressed in terms of (non-Hermitian)
quantum spin chains [30] and for which many exact and rigorous results exist [6, 9,
18, 20, 30] andwhich are also amenable to generally applicable analytical approaches
such asmacroscopic fluctuation theory [5] and non-linear fluctuating hydrodynamics
[32].

Nevertheless, a breakthrough in the study of quantum systems far from thermal
equilibrium came a few years ago through the work of Prosen [26, 27] who devised
a matrix product ansatz (MPA) somewhat reminiscent of the matrix product ansatz
for classical stochastic interacting particle systems [6]. This MPA was subsequently
developed by us, using a local divergence technique that reveals a link to quantum
integrability and symmetries of the quantum system [16]. The MPA allowed for
the derivation of recursion relations for mean values of physical observables from
which stationary currents, magnetization profiles and correlations could be com-
puted numerically exactly for large finite chains and analytically from a continuum
approximation to these recursion relations [8, 17, 27]. As pointed out below, these
results point to an interesting analogy with a well-known result in classical stochastic
interacting particle systems [4, 10, 31].

2.2 Definitions and Notation

The set of integers {0, . . . , n − 1} is denoted Sn . We denote the canonical basis
vectors of the n-dimensional complex vector spaceCn by the symbol |α)withα ∈ Sn .
Complex conjugation of some z ∈ C is denoted by z̄. The canonical basis vectors of
the dual space are denoted by (α|. With the scalar product (w|v) := ∑

α w̄αvα and
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norm ||v|| = √∑
α |vα|2 the vector space Cn becomes a finite-dimensional Hilbert

space which we shall call the local physical space and denote by p.
From the canonical basis vectors of Cn we construct the canonical basis of the

space End(Cn) of endomorphisms C
n → C

n by the Kronecker products Eαβ :=
|α)(β| ≡ |α) ⊗ (β|. Generally we shall somewhat loosely identify endomorphisms
on some vector space with their matrix representation and sometimes call them
operators. The n-dimensional matrices Eαβ havematrix elements (Eαβ) jk = δα, jδβ,k

and they satisfy

EαβEγ δ = δβ,γ E
αδ (13)

Tr(Eαβ) = δα,β . (14)

The n-dimensional unit matrix is denoted by 1. If a complex number appears as one
term in any equation for matrices, then this complex number is understood to be a
multiple of the unit matrix.

We construct a canonical basis of CnN
by the tensor product | a 〉 = |α1) ⊗ · · · ⊗

|αN ) with the N -tuple a = (α1, . . . , αN ) ∈ S
N
n . A general vector in C

nN
with com-

ponents va is then denoted by | v 〉. We also define basis vectors 〈 a | of the dual space
C

2N∗ (isomorphic to C
2N ) and the scalar product 〈w | v 〉 := ∑

a∈SN w̄ava and norm
||v|| = √∑

a |va|2. With these definitions CnN
becomes a finite-dimensional Hilbert

space which we shall call the physical space and denote by P. Here and below

∑

a

:=
∑

α1∈S
· · ·

∑

αN∈S
(15)

is the N -fold sum over all indices in S.
From arbitrary matrices Q ∈ End(Cn) we construct the local tensor operators

Qk = 1⊗(k−1) ⊗ Q ⊗ 1⊗(N−k) ∈ End(P). (16)

By convention Q⊗0 := 1 and Q⊗1 := Q for any matrix Q. We denote the unit matrix
acting on P by 1, i.e., 1 = 1⊗N . The set of products

{Ea,a′ } =
⎧
⎨

⎩

N∏

j=1

E
α jα

′
j

j

⎫
⎬

⎭
(17)

for a, a′ ∈ S
N
n forms a complete basis of End(P). Transposition of a matrix A is

denoted by AT . The adjoint of an operator is denoted A† which in matrix formmeans
A† = ĀT . Self-adjoint operators are called Hermitian. It is convenient to represent
ket-vectors | v 〉 as column vectors with components va. Then 〈 v | is represented by a
row vector with components v̄a. Elements of a generic vector space V (not Hilbert)
overC are denoted by the double-ket symbol | · 〉〉 and elements of its dualV∗ by the
double-bra symbol 〈〈 · |. A linear form φW : V → C is denoted by 〈〈W | · 〉〉.
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With these conventions we are now in a position to define the objects of our
investigation.

Definition 1 Let h ∈ End(Cn2) and bL , bR ∈ End(Cn) be self-adjoint and bL1 =
bL ⊗ 1⊗(N−1), bR

N = 1⊗(N−1) ⊗ bR , hk,k+1 = 1⊗(k−1) ⊗ h ⊗ 1⊗(N−k−1). Then a
homogeneous quantum spin chain with N ≥ 2 sites with nearest-neighbour inter-
action h and boundary fields bL ,R is defined by the Hamiltonian

H = bL1 + bR
N +

N−1∑

k=1

hk,k+1. (18)

A quantum spin system with one site is defined by a self-adjoint operator b ∈
End(Cn).

Definition 2 For Dχk ∈ End(Cn) and a density matrix ρ ∈ S(P) the operator

Dk(ρ) := Dχk
k ρDχk†

k − 1

2

(
ρDχk†

k Dχk
k + Dχk†

k Dχk
k ρ

)
, 1 ≤ k ≤ N , N ≥ 1

(19)
is called dissipator at site k with local Lindblad operator Dχk , indexed by a symbol
χk . For N = 1 the lower index k = 1 is dropped.

Definition 3 Let H be a quantum spin Hamiltonian with N sites according to Def-
inition1, D1 and DN be dissipators with local Lindblad operators DL and DR resp.
according to Definition2 and let ρ ∈ S(P) be the solution of the equation

− i[H, ρ] + D1(ρ) + DN (ρ) = 0. (20)

Then ρ is called a non-equilibrium stationary state of the boundary-driven quantum
spin system defined by H .

We remark that the construction of matrix product states given below is straight-
forwardly generalized to more than one boundary dissipator at each edge of the
chain.

3 Construction of Stationary Matrix Product States

3.1 Matrix Product Ansatz

In order to construct a solution of the stationary Lindblad equation of the form (20)
we first make the following observations:

(a) For any density matrix ρ ∈ S(P) one can find a matrix M ∈ End(P) such that
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ρ = MM†/Z (21)

with the partition function
Z := Tr(MM†). (22)

Thus, given M one knows ρ.4

(b) One can expand M in the basis (17) of End(P) as

M =
∑

a,a′
Ma,a′ E

α1,α
′
1

1 . . . E
αN ,α′

N
N . (23)

The idea of the matrix product ansatz (MPA) is to write the matrix elements Ma,a′

as the linear form [27, 29]

Ma,a′ = 〈〈W |Ωα1,α
′
1 . . . ΩαN ,α′

N | V 〉〉 (24)

where | V 〉〉 is a vector in some (generally infinite-dimensional) auxiliary space A,
the n2 matricesΩα,α′

are suitably chosen endomorphisms ofA and 〈〈W | is a suitably
chosen vector from the dual space A∗.

In order to use this MPA in applications we need to add some more structure.
We define Ω̄α,α′ ∈ End(A) by complex conjugation of the matrix representation of
Ωα,α′

. Next we construct

Ω :=
∑

α,α′
Eαα′ ⊗ Ωαα′

, Ω� :=
∑

α,α′
Eαα′ ⊗ Ω̄α′α ∈ End(Cn ⊗ A) (25)

Ω⊗p N :=
∑

a,a′
Eα1α

′
1 ⊗ · · · ⊗ EαNα′

N ⊗ Ωα1α
′
1 . . . ΩαNα′

N ∈ End(P ⊗ A) (26)

and analogously (Ω�)⊗p N = (
Ω⊗p N

)�
. The subscript p at the tensor symbol indi-

cates that the tensor product is only taken over the local physical space p, i.e., the term
Ωα1α

′
1 . . . ΩαNα′

N ∈ End(A) in (26) is the usual matrix product. The star � denotes
the adjoint operation on the physical space P only, not on the auxiliary space.
This means that the matrix

(
Ω⊗p N

)�
is obtained from the matrix Ω⊗p N by trans-

position and complex conjugation of its components Ω
⊗p N
a,a′ = Ωα1α

′
1 . . . ΩαNα′

N �→
Ω̄α′

1α1 . . . Ω̄α′
NαN = (

Ω⊗p N
)�

a,a′ as in the second definition in (25) without reversing

the order of the matrix products and without transposing the matrices Ωα jα
′
j .

This construction immediately leads to the following lemma:

Lemma 1 LetA be a vector space,Ωα,α′ ∈ End(A) forα, α′ ∈ Sn, | V 〉〉, | V 〉〉 ∈ A
and 〈〈W |, 〈〈W | ∈ A∗ where the bar denotes complex conjugation of each vector
component. Then M, M† ∈ End(P) defined by (23) and (24) can be written

4M is not uniquely defined. For a given M and arbitrary unitaryU the product MU gives the same
ρ. This non-uniqueness seems to be exactly the point that makes M easier to treat than ρ.
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M = 〈〈W |Ω⊗p N | V 〉〉, M† = 〈〈W | (Ω�
)⊗p N | V 〉〉 (27)

where the linear form 〈〈W | · | V 〉〉 onA is taken on each componentΩα1α
′
1 . . . ΩαNα′

N

of the endomorphism Ω⊗p N on P ⊗ A.

Lemma1 follows immediately from the expansion Ω = ∑
α,α′ Eαα′ ⊗ Ωαα′

and
the multilinearity of the Kronecker product. It expresses the fact that Ω⊗N can be
thought of as a matrix of dimension nN (the dimension of the physical space P)
whosematrix elements (a, a′) are the productsΩα1α

′
1 . . . ΩαNα′

N of (generally infinite-
dimensional) matrices acting on the auxiliary spaceA. The linear form 〈〈W | · | V 〉〉
maps each of these matrix products onto C so that M is indeed a usual matrix of
dimension nN .

The next technical idea is to double the auxiliary space. To this end we denote the
unit operator on A by I and define Ωαα′

1 := Ωαα′ ⊗ I and Ωαα′
2 := I ⊗ Ωαα′

which
are endomorphisms ofA2. The multilinearity of the tensor product allows us to write
Ωαα′

1 Ω
ββ ′
2 = Ωαα′ ⊗ Ωββ ′

for any α, α′, β, β ′ ∈ S. We also define in analogy to (25)
the following endomorphisms of P ⊗ A2

Ω1 :=
∑

α,α′
Eαα′ ⊗ Ωαα′ ⊗ I, Ω2 :=

∑

α,α′
Eαα′ ⊗ I ⊗ Ωαα′

(28)

Ω�
1 :=

∑

α,α′
Eαα′ ⊗ Ω̄α′α ⊗ I, Ω�

2 :=
∑

α,α′
Eαα′ ⊗ I ⊗ Ω̄α′α. (29)

Lemma 2 Let A be a vector space and | V 〉〉, | V 〉〉 ∈ A and Ωαα′ ∈ End(A) for
α, α′ ∈ Sn and 〈〈W |, 〈〈W | ∈ A∗. For some Θαα′ ∈ End(A2) define

Θ :=
∑

α,α′
Eαα′ ⊗ Θαα′ ∈ End(C2 ⊗ A2) (30)

Θ⊗p N :=
∑

a,a′
Eα1α

′
1 ⊗ · · · ⊗ EαNα′

N ⊗ Θα1α
′
1 . . . ΘαNα′

N ∈ End(P ⊗ A2). (31)

Then for
Θ = Ω1Ω

�
2 (32)

a density matrix ρ ∈ S(P) has the matrix product representation

ρ = 〈〈W,W |Θ⊗p N | V, V 〉〉. (33)

where the tensor products

| V, V 〉〉 := | V 〉〉 ⊗ | V 〉〉 ∈ A ⊗ A, 〈〈W,W | := 〈〈W | ⊗ 〈〈W | ∈ A∗ ⊗ A∗
(34)

define a bilinear form φW,W : A ⊗ A → C.
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Proof We first note that for the scalar product on the physical space P we have

〈 a |Θ⊗p N | a′ 〉 = Θα1α
′
1 . . . ΘαNα′

N . (35)

Furthermore, by the construction (32) for a single site and definition (28), one finds

Θαα′ =
∑

β

(α|Ω1|β)(β|Ω�
2 |α′) =

∑

β

Ω
αβ

1 (Ω�
2)

βα′ =
∑

β

Ω
αβ

1 Ω̄
α′β
2 (36)

and therefore with b := (β1, . . . , βN ) ∈ S
N
n

Θα1α
′
1 . . . ΘαNα′

N =
∑

b

Ω
α1β1
1 Ω̄

α′
1β1

2 . . . Ω
αNβN
1 Ω̄

α′
NβN

2

=
∑

b

Ωα1β1 . . . ΩαNβN ⊗ Ω̄α′
1β1 . . . Ω̄α′

NβN . (37)

This shows that Θα1α
′
1 . . . ΘαNα′

N ∈ End(A2) is decomposable into a finite sum of
endomorphisms of A ⊗ A. Then the factorization property of the scalar product
involving the tensor vectors (34) and the tensor operators (37) and Lemma1 give

〈〈W,W |Θ⊗p N | V, V 〉〉aa′ = 〈〈W,W |Θα1α
′
1 . . . ΘαNα′

N | V, V 〉〉
=

∑

b

〈〈W |Ωα1β1 . . . ΩαN βN | V 〉〉〈〈W |Ωα′
1β1 . . . Ωα′

N βN | V 〉〉

=
∑

b

MabM̄a′b (38)

The l.h.s. of the first equation is the matrix element ρ. Observing that M̄a′b = M†
ba′

and completeness of the basis (17) shows that the r.h.s. of the last equation is equal
to (MM†)aa′ . Thus (33) is proved for each matrix element of ρ. �

The point of this lemma is the fact that a matrix product form of M induces a
matrix product form for ρ which allows for a computation of physical observables
in terms of the matrices Ωss ′

. This is the content of the following proposition.

Proposition 1 Let ρ ∈ S(P) be a density matrix with partition function Z (22) and
| V, V 〉〉, 〈〈W,W | as defined in (34). With

Θ0 :=
∑

α

Θαα =
∑

αβ

Ω
αβ

1 Ω̄
αβ

2 ∈ End
(
A2

)
(39)

one has
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Z = 〈〈W,W |ΘN
0 | V, V 〉〉 (40)

〈 Eα1α
′
1

k1
E

α2α
′
2

k2
. . . E

αnα
′
n

kn
〉

= 〈〈W,W |Θk1−1
0 Θα′

1α1Θ
k2−k1−1
0 Θα′

2α2 . . . Θα′
nαnΘ

N−kn
0 | V, V 〉〉/Z (41)

Proof The equality following the definition in (39) follows from (36). By construc-
tion we have for the partition function (40)

Z =
∑

a,a′
Tr

(
E

α1α
′
1

1 . . . E
αNα′

N
N

)
〈〈W,W |Θα1α

′
1 . . . ΘαNα′

N | V, V 〉〉

=
∑

a,a′

⎛

⎝
N∏

j=1

Tr
(
Eα jα

′
j

)
⎞

⎠ 〈〈W,W |Θα1α
′
1 . . . ΘαNα′

N | V, V 〉〉 (42)

where in the second equality we have used the factorization property of the trace for
tensor products. The trace property (14) yields the expression (40) for the partition
function Z . The expression (41) follows in similar fashion by noting that due to (13)
one has Tr(Eαα′

Eββ ′
) = δα,β ′δα′,β . �

Remark 1 Since anobservableOk ∈ End(P) canbe expandedOk = ∑
αα′ Oαα′

k Eαα′
k

with numerical coefficients of the form Oαα′
k = Ōα′α

k ∈ C, Proposition1 allows for
computing averages of products of local observables in terms of matrix products
involving the matrices Θαα′

and Θ0.

We note two useful corollaries of Lemma2 which follow directly from (36).

Corollary 1 Let ρ be a density matrix according to Lemma2 and Dk = 1⊗(k−1) ⊗
D ⊗ 1⊗(N−k) be a Lindblad operator acting non-trivially only on site k with some
local Lindblad operator D ∈ End(Cn). Then for the local dissipator Dk with Lind-
blad operator Dk one has

Dk(ρ) = 1

Z
〈〈W,W |Θ⊗(k−1) ⊗ Δ ⊗ Θ⊗(N−k)| V, V 〉〉 (43)

with Z of Proposition1 and

Δ =
∑

β

∑

αα′
D

(
Eαα′) ⊗ Ω

αβ

1 Ω̄
α′β
2 (44)

where D is the dissipator with the local Lindblad operator D.

Corollary 2 Let ρ be a density matrix according to Lemma2 and bk = 1⊗(k−1) ⊗
b ⊗ 1⊗(N−k) ∈ End(P) be a self-adjoint operator acting non-trivially only on site k
with some local self-adjoint operator b ∈ End(Cn). Then for the unitary part of the
time-evolution of the density matrix under bk one has
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− i[bk, ρ] = 1

Z
〈〈W,W |Θ⊗(k−1) ⊗ Γ ⊗ Θ⊗(N−k)| V, V 〉〉 (45)

with Z of Proposition1 and

Γ = −i
∑

β

∑

αα′

[
b, Eαα′] ⊗ Ω

αβ

1 Ω̄
α′β
2 . (46)

For D = ∑
αα′ Dαα′ Eαα′

, b = b† = ∑
αα′ bαα′ Eαα′

we note

D(Eαα′
) =

∑

ββ ′

(

Dβα D̄β ′α′ Eββ ′ − 1

2
Dββ ′ D̄βα′ Eαβ ′ − 1

2
Dβ ′α D̄β ′βE

βα′
)

(47)

[
b, Eαα′] =

∑

β

(
bβαE

βα′ − b̄βα′ Eαβ
)

(48)

which follows from (13) by straightforward computation and b = b†.

3.2 Main Result

The previous discussion is “abstract nonsense” in so far as we have provided no
information about the matrices Ωαα′

and the vectors 〈〈W | and | V 〉〉 from which
a stationary density matrix ρ solving (20) could be constructed. In order to state a
sufficient property of the Ωαα′

we define the local divergence condition which was
first introduced for n = 2 in [16].

Definition 4 (Local divergence condition) Let H be a quantum spin Hamiltonian
according to Definition1 and with finite local physical space p and let A be a vec-
tor space with unit operator denoted by I . For Ωαα′

, Ξαα′ ∈ End(A) define Ω :=∑
αα′ Eαα′ ⊗ Ωαα′ ∈ End(p ⊗ A), Ξ := ∑

αα′ Eαα′ ⊗ Ξαα′ ∈ End(p ⊗ A), and
ĥ := h ⊗ I ∈ End(p2 ⊗ A). We say that H satisfies a local divergence condition
w.r.t. some non-zero Ω and Ξ if

[
ĥ,Ω ⊗p Ω

]
= Ξ ⊗p Ω − Ω ⊗p Ξ (49)

where the tensor product ⊗p over the physical space is defined by Ξ ⊗p Ω :=∑
αα′

∑
ββ ′ Eαα′ ⊗ Eββ ′ ⊗ (Ξαα′

Ωββ ′
).

Remark 2 The local divergence condition (49) defines a quadratic algebra [22] for
2n2 generators Ωαα′

and Ξαα′
. Quadratic algebras arise e.g. as universal enveloping

algebras of Lie algebras and also play an important role in the theory of quantum
groups. They also arise in the study of invariant measures of stochastic interacting
particle systems [1, 6]. The local divergence condition can be generalized to include
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a term T̂Ω ⊗p Ω − T̂Ω ⊗p Ω where T̂ = 1 ⊗ 1 ⊗ T and T ∈ End(A) [24]. This
extension gives rise to a cubic algebra.

Next we define the Lindblad boundary matching condition which underlies in
some shape or form many concrete applications of the MPA [29], but which to our
knowledge has never been stated as such and in full generality.

Definition 5 (Lindblad boundary matching condition) Let A be a vector space.
For | V 〉〉 ∈ A and 〈〈W | ∈ A∗ define the vectors | V, V 〉〉 := | V 〉〉 ⊗ | V 〉〉 and
〈〈W,W | := 〈〈W | ⊗ 〈〈W | and for Ωαα′

, Ω̄αα′
, Ξαα′

, Ξ̄αα′ ∈ End(A) define the
endomorphisms

Λαα′ := i
∑

β

(
Ωαβ ⊗ Ξ̄α′β − Ξαβ ⊗ Ω̄α′β

)
(50)

and for B ∈ {L , R} with bB
αα′ = b̄B

α′α ∈ C, DB
αα′ ∈ C

Γ αα′
B := −i

∑

ββ ′

(
bB

αβΩββ ′ ⊗ Ω̄α′β ′ − b̄B
α′βΩαβ ′ ⊗ Ω̄ββ ′)

(51)

Δαα′
B :=

∑

ββ ′

∑

γ

(
DB

αβ D̄
B
α′β ′Ω

βγ ⊗ Ω̄β ′γ

−1

2
DB

βα′ D̄B
ββ ′Ω

αγ ⊗ Ω̄β ′γ − 1

2
DB

β ′β D̄
B
β ′αΩβγ ⊗ Ω̄α′γ

)

. (52)

We say that vectors | V 〉〉 ∈ A and 〈〈W | ∈ A∗ satisfy the Lindblad boundary match-
ing condition w.r.t. Ω and Ξ if for all α, α′ ∈ Sn

0 = 〈〈 X |
(
Γ αα′
R + Δαα′

R − Λαα′) | V, V 〉〉 = 〈〈W,W |
(
Γ αα′
L + Δαα′

L + Λαα′) | Y 〉〉
(53)

for all 〈〈 X | ∈ A2∗ and all | Y 〉〉 ∈ span(Θα2,α
′
2 . . . ΘαN ,α′

N | V, V 〉〉) for N ≥ 2.

Remark 3 Define Λ0 := ∑
α Λαα . It is easy to see that 0 = ∑

α Δαα
B = ∑

α Γ αα
B .

Hence (53) implies 0 = 〈〈 X |Λ0| V, V 〉〉 = 〈〈W,W |Λ0| Y 〉〉. For the extended
local divergence condition with operator T the Lindblad boundary matching condi-
tion acquires an extra term {T,Ωαα′ } in both brackets in (53).

With these preparations we are in a position to state the main result in terms of
the original local divergence condition (49). The adaptation to the extended local
divergence condition is trivial.

Theorem 1 Given a quantum spin Hamiltonian

H = Hb + Hs (54)
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according to Definition1 with bulk part Hb = ∑N−1
k=1 hk,k+1 and surface part Hs =

bL1 + bR
N , and given a vector space A, let Ωαα′

, Ξαα′ ∈ End(A) be representation
matrices of the quadratic algebra (49) defined by h, and let | V 〉 and |W 〉 be vectors
satisfying the Lindblad boundary matching condition (53)with coefficients LB

αα′ ∈ C

and bB
αα′ = (α|bB |α′) for B ∈ {L , R}. Then a density matrix ρ in the matrix product

form (33) is a stationary solution of the quantum master equation (20)with Lindblad
operators LB given by LB

αα′ = (α|LB |α′).

This theorem breathes life into the matrix product form (33) of the stationary
density matrix by providing sufficient (but not necessary!) conditions on the matrices
Ωαα′

, vectors 〈〈W |, | V 〉〉 and the auxiliary matrices Ξαα′
. The basic idea of the

proof is to split the quantum master equation into a bulk part and a boundary part.
The bulk part comes from the unitary part of the evolution under the action of Hb

and leads through the local divergence condition (49) to a quadratic algebra for the
matrices Ωαα′

, Ξαα′
plus some boundary terms. The boundary part, which involves

(i) these boundary terms, (ii) the unitary evolution under the boundary fields, and (iii)
the Lindblad dissipators then becomes a set of equations for the vectors 〈W | and
| V 〉. Choosing a representation for the quadratic algebra and fixing these vectors to
satisfy the Lindblad boundary matching condition then guarantees stationarity.

Proof We decompose ρ = MM†/Z where Z = Tr(MM†) < ∞ since dim(P) <

∞. Hence it suffices to prove

L (MM†) := −i
[
H, MM†

] + D1(MM†) + DN (MM†) = 0 (55)

for M and M† given by Lemma1.
We consider first the bulk part of the unitary evolution. By definition of the com-

mutator one has
[
H, MM†

] = [H, M]M† + M
[
H, M†

]
. The quadratic algebra (49)

ensures validity of the local divergence condition according to Definition4. The tele-
scopic property of the sum in Hb then implies for Ĥb := Hb ⊗ I ∈ End(P ⊗ A) the
commutation relation

[
Ĥb,Ω

⊗p N
]

= Ξ ⊗p Ω⊗p(N−1) − Ω⊗p(N−1) ⊗p Ξ, (56)

and by transposition and complex conjugation in the physical space P

[
Ĥb, (Ω

�)⊗p N
]

= (Ω�)⊗p(N−1) ⊗p Ξ� − Ξ� ⊗p (Ω�)⊗p(N−1) (57)

where
Ξ� =

∑

αα′
Eαα′ ⊗ Ξ̄α′α. (58)

Therefore, with

NL := 〈〈W |Ξ ⊗p Ω⊗p(N−1)| V 〉〉, NR := 〈〈W |Ω⊗p(N−1) ⊗p Ξ | V 〉〉 (59)
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and consequently

N †
L = 〈〈W |Ξ� ⊗p (Ω�)⊗p(N−1)| V 〉〉, N †

R = 〈〈W |(Ω�)⊗p(N−1) ⊗p Ξ�| V 〉〉
(60)

one has
[Hb, M] = NL − NR,

[
Hb, M†

] = N †
R − N †

L . (61)

This yields

− i
[
Hb, MM†

] = iM(N †
L − N †

R) − i(NL − NR)M†. (62)

Now notice that

MN †
L = 〈〈W,W |Ω1Ξ

�
2 ⊗p Θ⊗p(N−1)| V, V 〉〉 (63)

NLM
† = 〈〈W,W |Ξ1Ω

�
2 ⊗p Θ⊗p(N−1)| V, V 〉〉 (64)

NRM
† = 〈〈W,W |Θ⊗p(N−1) ⊗p Ξ1Ω

�
2 | V, V 〉〉 (65)

MN †
R = 〈〈W,W |Θ⊗p(N−1) ⊗p Ω1Ξ

�
2 | V, V 〉〉. (66)

Hence

− i
[
Hb, MM†

] = 〈〈W,W |Λ ⊗p Θ⊗p(N−1)| V, V 〉〉 − 〈〈W,W |Θ⊗p(N−1) ⊗p Λ| V, V 〉〉
(67)

with Λ = i
(
Ω1Ξ

�
2 − Ξ1Ω

�
2

)
. Expanding Λ using (13) yields

Λ =
∑

αα′
Eαα′ ⊗ Λαα′

(68)

with Λαα′
given by (50).

Next we consider the surface part of the unitary evolution. For the boundary fields
we obtain from Corollary2

− i
[
bL1 , MM†

] = 〈〈W,W |ΓL ⊗p Θ⊗p(N−1)| V, V 〉〉 (69)

−i
[
bR
N , MM†

] = 〈〈W,W |Θ⊗p(N−1) ⊗p ΓR| V, V 〉〉 (70)

with
ΓB = −i

∑

β

∑

αα′

[
bL , Eαα′] ⊗ Ω

αβ

1 Ω̄
α′β
2 , B ∈ {L , R}. (71)

With (48) this yields
ΓB =

∑

αα′
Eαα′ ⊗ Γ αα′

B (72)

with Γ αα′
B defined by (51). Putting together the bulk and the surface contribution thus

yields
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− i
[
H, MM†

] = 〈〈W,W | (ΓL + Λ) ⊗p Θ⊗p(N−1)| V, V 〉〉
+ 〈〈W,W |Θ⊗p(N−1) ⊗p (ΓR − Λ) | V, V 〉〉. (73)

For the dissipator part of the generator L (55) we have from Corollary1

D1(MM†) = 〈〈W,W |ΔL ⊗ Θ⊗(N−k)| V, V 〉〉 (74)

DN (MM†) = 〈〈W,W |Θ⊗(N−1) ⊗ ΔR| V, V 〉〉 (75)

with
ΔB =

∑

β

∑

αα′
D B

(
Eαα′) ⊗ Ω

αβ

1 Ω̄
α′β
2 , B ∈ {L , R}. (76)

Using (47) one finds after relabeling of indices

ΔB =
∑

αα′
Eαα′ ⊗ Δαα′

B (77)

with Δαα′
B defined by (52). Thus

L (MM†) = 〈〈W,W | (ΔL + ΓL + Λ) ⊗p Θ⊗p(N−1)| V, V 〉〉
+ 〈〈W,W |Θ⊗p(N−1) ⊗p (ΔR + ΓR − Λ) | V, V 〉〉 = 0 (78)

by the Lindblad boundary matching condition (53). �

4 The Heisenberg Ferromagnet

Wehave skirted the issue of existence of representations of the quadratic algebra aris-
ing from the local divergence condition and vectors satisfying the Lindblad boundary
matching condition. In order to demonstrate that the matrix product construction of
the previous section is not only non-empty but also allows for concrete non-trivial
resultswe review the application to the isotropicHeisenberg ferromagnet [16, 17, 25].
Important other models where the matrix product construction has been employed
include the one-dimensional Hubbard model [28] and the spin-1 Lai-Sutherland
chain [14].

4.1 Definitions and Notation

It is expedient to introduce the Levi-Civita symbol εαβγ (defined α, β, γ ∈ {1, 2, 3})
by ε123 = 1 and εαβγ = (−1)πεπ(αβγ ) for any permutation π(·). We also define
ζ0αβ = ζα0β = ζαβ0 = δα,β for α, β ∈ {0, 1, 2, 3} and ζαβγ = iεαβγ for α, β, γ ∈
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{1, 2, 3} and introduce the two-dimensional unit matrix and the Pauli matrices

σ 0 ≡ 1 :=
(
1 0
0 1

)

, σ 1 :=
(
0 1
1 0

)

, σ 2 :=
(
0 −i
i 0

)

, σ 3 :=
(
1 0
0 −1

)

(79)

which form a complete basis of End(C2). They satisfy

σασβ =
3∑

γ=0

ζαβγ σ γ . (80)

For α ∈ {1, 2, 3} the matrices σα
k are related by a unitary transformation U with the

property
Uσα

k U
† = σα+1

k , ∀k ∈ {1, . . . , N }, α mod 3. (81)

Straightforward computation shows that this transformation is realized by the tensor
product

U = u⊗N (82)

with

u = 1√
2

(
1 −i
1 i

)

(83)

which is unique up to a non-zero factor.
We shall also use thenotation n̂ ≡ E00 = (1 + σ z)/2,σ+ ≡ E01 = (σ x + iσ y)/2,

σ− ≡ E10 = (σ x − iσ y)/2, v̂ ≡ E11 = (1 − σ z)/2 and the representation of the
local basis vectors as column vectors as

|0) :=
(
1
0

)

, |1) :=
(
0
1

)

. (84)

For later use we also introduce the notation σ x ≡ σ 1, σ y ≡ σ 2, σ z ≡ σ 3 and the
three-vectors σ = (σ 1, σ 2, σ 3) with the dot product A · B := ∑3

i=1 A
i Bi . Here the

Ai and Bi can be real numbers or Paulimatrices. The reason for introducing this defin-
ition is the interpretation of the upper indices of the Pauli matrices as the components
of the (quantum) angular momentum vector of an atom in the coordinate directions
x, y, z ofR3. IfA ∈ R

3 is a vector of (Euclidean) lengthA · A = 1, then the quantum
expectation 〈 A · σ 〉 is the mean of the projection of the angular momentum vector
in the direction defined by the vector A.

The Lie algebra gl2(C) with generators Xα , α ∈ {0, 1, 2, 3} is defined by Lie
brackets
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[
X0, Xα

] = 0 (85)

[
Xα, Xβ

] = 2i
3∑

γ=1

εαβγ X
γ , α, β ∈ {1, 2, 3}. (86)

The two-dimensional unit matrix 1 and Pauli matrices σα (79) are representation
matrices for gl2(C) with the Lie-bracket represented by the commutator. Since
σα
k σα

l = σα
l σα

k for l 	= k it follows that also 1 ∈ P together with

Sα =
N∑

k=1

σα
k ∈ P (87)

are representation matrices of gl2(C). We say that an endomorphism G on P is
SU (2)-symmetric if its representation matrix satisfies [G, Sα] = 0 for α ∈ {1, 2, 3}.

We also define the generators

X± := 1

2

(
X1 ± i X2

)
, Xz := 1

2
X3. (88)

In terms of these generators the defining relations (85), (86) of gl2(C) read

[
X0, X±,z

] = 0 (89)
[
X+, X−] = 2Xz,

[
Xz, X±] = ±X±. (90)

An infinite-dimensional family of representations X0 �→ I , X±,z �→ S±,z is given
by matrices I, S±,z with matrix elements

Ikl = δk,l, S+
kl = lδk+1,l , S−

kl = (2p − l)δk,l+1, Szkl = (p − l)δk,l (91)

for the non-negative integers k, l ∈ N0 and parameter p ∈ C.

4.2 Boundary-Driven Lindblad–Heisenberg Chain

We consider an open chain of N ≥ 2 quantum spins in contact with boundary reser-
voirs forwhichwewish to construct the stationary densitymatrix defined by (20). For
the unitary part of the time evolution we consider the isotropic spin-1/2 Heisenberg
Hamiltonian [3, 13] defined with the dot-product by

H =
N−1∑

k=1

σ k · σ k+1 (92)
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for N quantum spins at positions k along the chain.
Before defining the boundary dissipators we point out that H is manifestly rota-

tion invariant in R3 which due to the quantum nature of the spin is equivalent to the
symmetry [H, Sα] = 0 under the Lie-algebra SU (2) with representation matrices
(87). Thus the spin components are locally conserved with associated locally con-
served currents jαk defined by (8) with F = σα

k . For 1 < k < N the action of the
adjoint generator (8) yields

L †(σ α
k ) = jαk−1 − jαk (93)

with

jαk = 2
3∑

β=1

3∑

γ=1

εαβγ σ
β

k σ
γ

k+1, 1 ≤ k < N . (94)

In the steady state the current expectations jα := 〈 jαk 〉 are position-independent.
We choose two boundary Lindblad operators DL ,R to favour a relaxation of the

boundary spins towards target states given by density matrices ρL , ρR satisfying
D1(ρL) = DN (ρR) = 0. As target states we choose fully polarized states of one
boundary spin

ρL = 1

2
(1 + nL · σ ) ⊗ ρ̃, ρR = ρ̃ ⊗ 1

2
(1 + nR · σ ) (95)

where |nL | = |nR| = 1 and ρ̃ is an arbitrary reduced densitymatrix for the remaining
N − 1 spins. The reduced single-site boundary density matrix ρ

(1)
B = 1

2 (1 + nB · σ )

is a pure state since for a projection direction given by

nB = (sin(φB) cos(θB), sin(φB) sin(θB), cos(φB)). (96)

One has ρ
(1)
B = |ψB) ⊗ (ψB | with

|ψB) = eiαB

(
cos (φB/2)e−iθB/2

sin (φB/2)eiθB/2

)

(97)

and arbitrary phase αB ∈ [0, 2π). The notion “full polarization” means that the
expectation of the spin projection nB · σ in the space-direction defined by nB is
given by 〈 nB · σ 〉 = 1.

Due to the rotational symmetry (87) of H only the angle between the two boundary
polarization vectors plays a role. Thereforewemay,without loss of generality, choose
φL = φR = π/2 and fix the coordinate frame in R

3 such that the X–axis points in
the nL direction (corresponding to θL = 0) and to let the XY -plane be spanned by
the family vectors nR(θ), i.e.,

nL = (1, 0, 0), nR = (cos θ, sin θ, 0), 0 ≤ θ ≤ π (98)
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corresponding to θR = θ .
It is easy to verify that there are two families of local Lindblad operators satisfying

D1[ρL ] = 0, viz. DR
1 = a(σ 2

1 + iσ 3
1 ) + b(1 − σ 1

1 ) and DR′
1 = a′1 + b′σ 1

1 . Following
[16, 17] we choose DR with b = 0 (so that Tr(DR

1 ) = 0) and coupling strength
a = √

Γ . Similarly, we choose for the right boundary site N the rotated projection
to arrive at

DR
1 = √

Γ (σ 2
1 + iσ 3

1 ), DL
N = √

Γ (σ 2
N cos θ − σ 1

N sin θ + iσ 3
N ). (99)

Then in absence of the unitary term in (20) the boundary spins relax with characteris-
tic times∝ Γ −1 to approach ρL , ρR : Writing ρL(t) = 1/2(σ 0

1 + x(t)σ 1
1 + y(t)σ 2

1 +
z(t)σ 3

1 ) ⊗ ρ̃ one has x(t) = 1 + (x(0) − 1) exp (−4Γ t), y(t) = y(0) exp (−2Γ t),
z(t) = z(0) exp (−2Γ t), and similarly for ρR(t).

Remark 4 In the untwisted case nL = nR := n corresponding to θ = 0 the Lindblad
equation (20) for the stationary density matrix is trivially solved by [27]

ρN (Γ, 0) =
(
1 + n · σ

2

)⊗N

. (100)

This is a pure state of the form ρN (Γ, 0) = | Ψ 〉〈Ψ | where | Ψ 〉 = | ψ 〉⊗N and

| ψ 〉 = 1√
2

(
1
1

)

. (101)

This pure state is not of the form exp (−βH)/Z for any β and therefore not an
equilibrium state.

4.3 Matrix Product Solution

From now on we exclude θ = 0 so that the boundary coupling introduces a twist in
the XY -plane, which drives the system perpetually out of equilibrium.

Theorem 2 Let I, S±,z ∈ End(A) be the infinite dimensional representation (91) of
gl2(C) with representation parameter

p = iΓ −1 (102)

and let Ω00 = −Ω11 = i Sz, Ω01 = i S+, Ω10 = i S−. Furthermore, let

〈W ,W | = 〈 0 | ⊗ 〈 0 |, | V, V 〉 =
∞∑

m,n=0

(

− cot
θ

2

)m+n (
2p

m

)(
2 p̄

n

)

|m 〉 ⊗ | n 〉.
(103)
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Then for ρ in matrix product from (33) and U defined by (81) the density matrix

ρN (Γ, θ) = UρU † (104)

is the unique solution of the quantum master equation (20) for the Heisenberg fer-
romagnet (92) with boundary dissipators (99).

Uniqueness is guaranteedby the structure of theLindbladdissipators, see [29]. The
proof of (104) follows from verifying the local divergence condition (49) withΞ 00 =
Ξ 11 = i I , Ξ 01 = Ξ 10 = 0 and the Lindblad boundary matching condition (53) by
(somewhat lengthy but straightforward) explicit computation [16, 17]. Proposition1
then yields for the non-equilibrium partition function (22)

ZN (Γ, θ) = 〈W ,W |ΘN
0 | V, V 〉 (105)

with Θ0 = 2Sz1S
z
2 + S+

1 S
+
2 + S−

1 S
−
2 defined by (39).

We summarize the main conclusions of [16, 17, 25] drawn from Theorem2
and the underlying quadratic algebra and Lindblad boundary matching property for
0 < θ < π .
(1) Dropping the arguments Γ, θ , the stationary magnetization currents are given by

j xN = −8i p
ZN−1

ZN
, j yN = − cot

θ

2
j xN , j zN = −4

d
dθ ZN−1

ZN
. (106)

Based on numerically exact computation up to N = 100 we conjectured that for any
fixed coupling strength Γ one has [17]

lim
N→∞ N 2 ZN−1(Γ, θ)

ZN (Γ, θ)
= 1

4
θ2. (107)

For the currents this result implies

lim
N→∞ N 2 j xN (Γ, θ) = 2θ2

Γ
, lim

N→∞ N jzN (Γ, θ) = 2θ. (108)

Some rigorous results have been obtained for the Zeno limitΓ → ∞ [25]. Rescal-
ing the normalization factor yields a finite limit

Z̃ N (θ) := 1

4
lim

Γ →∞ Γ 2ZN (Γ, θ) (109)

whichwas computed explicitly. Then for small twist angle θ = o(1/N ) the conjecture
(107) can be proved rigorously. For the currents one therefore finds

Theorem 3 Let j̃αN (θ) := limΓ →∞ jαN (Γ, θ)be the stationary currents of theHeisen-
berg chain in the Zeno limit. Then for any N one has
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j̃ xN (θ) = j̃ yN (θ) = 0 ∀θ ∈ [0, π [ (110)

and for any real ε > 0 and real θ0 > 0

lim
N→∞ N 2+ε j̃ zN

(
θ0

N 1+ε

)

= 2θ0. (111)

The first statement is a trivial consequence of the explicit expressions (106) and
the result that Z̃N (θ) is finite and non-zero. The second statement follows from the
explicit form of Z̃N (θ) given in [25].
(2) In terms of

Bx := Θ01 + Θ10, By := i
(
Θ01 − Θ10

)
, Bz = Θ00 − Θ11 (112)

the multiplication property (80) yields

〈 σα
k 〉N = Sα

k,N (Γ, θ)

ZN (Γ, θ)
(113)

with
Sα
k,N (Γ, θ) = 〈W ,W |Θk−1

0 BαΘN−k
0 | V, V 〉. (114)

(3) The quadratic algebra implies that the operatorsΘ0 and Bα satisfy the remarkable
cubic relation

[Θ0, [Θ0, Bα]] + 2{Θ0, B
α} − 8p2Bα = 0 (115)

which was found earlier for a specific representation by using computer algebra [27].
This relation induces recursion relations for the unnormalized correlation functions
ZN 〈 σ

α1
k1

. . . σ
αn
kn

〉. In particular, with

Bx = S+
1 S

+
2 − S−

1 S
−
2 , By = Sz1(S

−
2 − S+

2 ) + (S−
1 − S+

1 )Sz2,

Bz = i Sz1(S
−
2 + S+

2 ) − i(S−
1 + S+

1 )Sz2. (116)

one finds for the unnormalized one-point function (dropping the arguments)

Sα
k+2,N+1 + Sα

k,N+1 − 2Sα
k,N + 2(Sα

k,N + Sα
k+1,N ) − 8p2Sα

k,N−1 = 0. (117)

By setting r = k/N and taking the continuum limit k, N → ∞ such that the macro-
scopic coordinate r remains fixed this recursion together with (107) yields the simple
ordinary differential equationm ′′(r) + θ2m(r) = 0 for the large-scale magnetization
profilemα(r) := limk,N→∞ 〈 σα

k 〉N . The boundary conditions are given by themicro-
scopic complete polarizations so that

mx (r) = cos (θr), my(r) = sin (θr), mz(r) = 0, 0 ≤ r ≤ 1 (118)
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corresponding to a spin helix state [25]. This implies a strongly sub-diffusive current
0 = limN→∞ N jxN = limN→∞ N j yN inside the twist-plane.

For maximal twist θ = π one has by symmetry j yN (Γ, π) = j zN (Γ, π) = 0 for all
N , Γ [23]. Magnetization profiles and correlation functions were computed in [8,
27] using the cubic relation (115) and the resulting continuum approximation, see
also the review [29]. Remarkably, the correlations along the twist axis are of a form
reminiscent of what was obtained for the symmetric simple exclusion process with
open boundaries, using the fluctuating hydrodynamics approach [31]. This similarity
suggest that also the boundary driven quantum problem may be understood in terms
of fluctuating hydrodynamics.

Acknowledgements VP and GMS thank T. Prosen for useful discussions and DFG for financial
support.
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Ultradistribution Spaces: Superprocesses
and Nonlinear Differential Problems

R. Vilela Mendes

Abstract From branching particle systems one obtains, in the scaling limit,
measure-value processes called superprocesses. In addition to providing models for
evolving populations, superprocesses provide probabilistic representations of the
solutions of nonlinear partial differential equations (PDE’s). However, the class
of PDE’s that can be handled by measure-valued superprocesses is rather lim-
ited. This suggests an extension of the configuration space of superprocesses to
ultradistribution-valued processes which have a wider range of applications in the
solution of PDE’s. The relevance of the superprocess representation of PDE’s to deal
with nonlinear singular problems is also discussed.

Keywords Ultradistributions · Superprocesses · Nonlinear PDE’s

1 Distributions and Ultradistributions

One of themotivations to develop distribution theory arose from the need to deal with
non-smooth entities in differential equations. In particular the generalization of the
notion of derivative led to the spaces of distributions (D ′) and tempered distributions
(S ′). However, the theory of distributions is not justD ′ andS ′. There aremany other
interesting spaces of “generalized functions”. In the Figs. 1 and 2 (adapted from [1])
are displayed some other test function spaces, their dense embeddings and Fourier
maps (Fig. 1) as well as their corresponding duals (distribution spaces) (Fig. 2).

As D ′ and S ′ are a tool of choice to deal with linear differential and partial
differential equations, some of the other spaces might be more appropriate to deal
with other types of mathematical problems. The main properties of the spaces listed
in the figures are summarized here:
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Fig. 1 Test function spaces (adapted from [1])

Fig. 2 Distribution spaces (adapted from [1])

# D = ∪K {DK : ϕ ∈ C∞, supp (ϕ) ⊂ K } ; ‖ϕ‖(p,K ) = max0≤r≤p
{
sup

∣
∣ϕ(r)

∣
∣}

# K = ∩∞
p=0Kp;Kp = completion of D for the norm ‖ϕ‖ = max0≤q≤p

{
sup

∣
∣ep|x |ϕ(q)

∣
∣}

#S = ∩Sp,r = {
ϕ ∈ C∞ : ‖ϕ‖p,r = sup

∣
∣x pϕ(r)

∣
∣}

# E = ϕ ∈ C∞ with uniform convergence on compacts
# Z = ϕ : F {ϕ} ∈ D, ϕ (z) entire:

∣
∣zkϕ (z)

∣
∣ ≤ Ckea|Im(z)|

# U = ∩∞
p=0Up;Up = {

ϕ : F {ϕ} ∈ Kp
} ; ‖ϕ‖p = supz∈Λp

{
(1 + |z|p) |ϕ (z)|}

#H = Entire functions with topology of uniform convergence on compacts of C
# Zexp = ∩∞

j=1Zexp, j ;Zexp, j = {
ϕ : ‖ϕ‖exp, j = maxk≤ j

{
e j |Re(z)| ∣∣ϕ(k) (z)

∣
∣}}

Distribution Spaces

# D ′ = Schwartz distributions; locally μ (x) = Dk ( f (x))
#K ′ = Distributions of exponential type, μ (x) = Dk

(
ea|x | f

)

#S ′ = Tempered distributions
# E ′ = Subspace of D ′ of distributions of compact support
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# Z ′ = Ultradistributions, D ′ F→ Z ′;Z ′ F−1→ D ′
# U ′ = Tempered ultradistributions
# U ′

0 = Dual ofH , ultradistributions of compact support
# Z

′
exp = Topological dual of Zexp, contains U ′ and K ′ as proper subspaces

Of particular relevance is the relation of the upper and lower lines in the figures
through the Fourier transform. In particular the fact that the Fourier transform ofZ
has compact support endows the ultradistribution space Z ′ with a rich analytical
structure. Ultradistributions not only have derivatives of all orders, like the distribu-
tions, but also have Taylor series expansions. This fact, among other things, makes
them more convenient than distributions in some application problems.

These generalized function spaces emphasize the role of the Fourier transform.
Other techniques have been used to define test function spaces smaller than D and
therefore distribution spaces larger thanD ′. Among them are the test function spaces
defined through weight functions or weight sequences. Given an integrable function
of compact support ϕ, the condition for infinite differentiability (ϕ ∈ D) is expressed
through the Fourier transform by

∫
F {ϕ} (x) en log(1+|x |)dx < ∞ ∀n.

Replacing log (1 + |x |) by a larger function ω (|x |)
∫

F {ϕ} (x) eλω(|x |)dx < ∞

one obtains a smaller test function space. With different definitions of projective
limit on λ and inductive limit on the compacts, one obtains ultradistribution spaces
of class ω of Beurling [2] or Roumieu [3] type.

Another trend defines ultradifferentiable functions [3–6] of class
(
Mp

)
(or

{
Mp

}
)

by ∀h > 0 ∃C > 0 (or ∃h > 0 and C > 0) such that

sup
∣
∣ϕ(n) (x)

∣
∣ ≤ ChnMn ∀n ∈ N

on compacts, Mp being a sequence of positive numbers.
In this paper I will be mainly concerned with the space U ′ of Silva tempered

ultradistributions [7, 8] and the space U ′
0 of ultradistributions of compact support.

1.1 Silva Tempered Ultradistributions

U ⊂ S , is the space of functions inS that may be extended into the complex plane
as entire functions of rapid decrease on strips. Namely U (C) consists of all entire
functions ϕ for which
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‖ϕ‖p = sup
|Imz|<p

{(
1 + |z|p) |ϕ (z)|} < ∞ ∀p ∈ N (1)

U topologized by the norms ‖ϕ‖p is a Fréchet space and for each ϕ (z) ∈ U ,
ϕ (z)|R ∈ S (R).

U ′, the dual ofU is Silva space of tempered ultradistributions [7, 8]. It may also
be characterized as the space of all Fourier transforms of distributions of exponential
type, that is

U ′ = F
{
K ′} (2)

K ′ being the space of finite order derivatives of some exponentially bounded contin-
uous function, i.e. for each f ∈ K ′ there is b ≥ 0,m ∈ N and a bounded, continuous
function g such that

f (t) = (eb|t |g(t))(m)

However, the representation of tempered ultradistributions by analytical functions is
the most convenient one for practical calculations. Define Bη as the complement in
C of the strip Λη = {z : Im (z) ≤ η}

Bη = {z : Im (z) > η} (3)

and Hη as the set of functions which are holomorphic and of polynomial growth in
Bη

ϕ (z) ∈ Hη =⇒ ∃M, α : |ϕ (z)| < M |z|α ,∀z ∈ Bη. (4)

Let Hω be the union of all such spaces

Hω = ∪
η≥0

Hη (5)

and in Hω define the equivalence relation Ξ by

ϕ
Ξ� ψ if ϕ − ψ is a polynomial.

Then, the space of tempered ultradistribution is

U ′ = Hω/Ξ (6)

and [φ (z)] will denote the equivalence class. The vectorial operations as well as
derivation and multiplication by polynomials, defined on Hω, are compatible with
the equivalence relation and U ′ becomes a vector space with these operations.

The Schwartz space S ′ of tempered distributions may be identified with a sub-
space ofU ′ by the Stieltges transform, that is, a linear mapping ofS ′ on a subspace
U ′∗ of U ′. Namely, given ν (x) ∈ S ′
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ϕ (z) = p (z)

2π i

∫
ν (x)

p (x) (x − z)
dx + P (z) (7)

[ϕ (z)] ∈ U ′. Here p (z) is a polynomial such that ν/p ∼ O
(
x−1

)
in the

Silva-Cesàro sense and P (z) is an arbitrary polynomial [4, 9, 10].
Operations on tempered ultradistributions f ∈ U ′ are performed using their ana-

lytical images ϕ (z). For example f is integrable inR if there is an y0 ∈ R and a ϕ (z)
in [ϕ (z)] ∈ U ′ such that ϕ (x + iy0) − ϕ (x − iy0) is integrable in R in the sense of
distributions. Then

〈ϕ|g〉 =
∮

Γy0

ϕ (z) g (z) dz (8)

ϕ ∈ U ′, g ∈ U and the integral runs around the boundaries of the strip Im (z) ≤ y0.
An ultradistribution vanishes in an open set A ∈ R if ϕ (x + iy) − ϕ (x − iy) →

0 for x ∈ A when y → 0 or, equivalently, if there is an analytical extension of ϕ to
the vertical strip Re z ∈ A, being of at most polynomial growth there. The support
of ν is the complement in R of the largest open set where ν vanishes.

All these notions are easily generalized to R
n [8, 11] by considering products of

semiplans as in (3) and the corresponding polynomial bounds. For the equivalence
relation Ξ one uses pseudopolynomials, that is, functions of the form

∑

j,k

ρ
(
z1, · · · ,

∧
z j , · · · , zn

)
zkj ,

∧
z j meaning that this variable is absent from the arguments of ρ.

An ultradistribution ν inRn has compact support if there is a disk D such that any
ϕ in [ϕ (z)] ∈ U ′ has an analytic extension to (C/D)n , being of at most polynomial
growth there. Then the integral in (8) is around a closed contour containing the support
of the ultradistribution. In particular for a tempered ultradistribution of compact
support there is a unique representative function ϕ0 (z) vanishing at ∞. Then from
its Laurent expansion it follows

[
μ0

] =
[ ∞∑

i=1

cn
1

(z − a)n

]

→ −
∞∑

i=1

(−1)n
2π i

n! cnδ
(n) (z − a) (9)

showing that any ultradistribution of compact support has a representation as a series
of multipoles [8]. The space of tempered ultradistributions of compact support will
be denoted U ′

0 . U
′
0 may be identified with H ′, the space of analytic functionals,

dual of the space H of entire functions with the topology of uniform convergence
on compacts of C.

For all practical purposes an analytic representative ϕ (z) in C\Λη of a
tempered ultradistribution corresponds (up to a common polynomial) to a pair of
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functions
[
ϕ+ (z) , ϕ− (z)

]
which are holomorphic and of polynomial growth respec-

tively above and below some strip Λη = {z : Im (z) ≤ η}.
For comparison, it is perhaps useful to recall the corresponding analytic repre-

sentation of distributions and tempered distributions. The Cauchy representation of
a distribution of compact support f ∈ D ′ (�)

C ( f ) (z) = 1

2π i

〈
f (t) ,

1

t − z

〉
(10)

is analytic in C\R and f is recovered by

f (x) = lim
y→0+

{C ( f ) (x + iy) − C ( f ) (x − iy)} (11)

For a general distribution on an open interval I , the Cauchy representation cannot
be defined as above. Nevertheless, for ΛI = {I + iR}, there is a function F analytic
in ΛI\I such that the jump operator as in (11) recovers the distribution. One has the
isomorphism

D ′ (I ) ∼= HD ′ (ΛI\I ) /HD ′ (ΛI )

HD ′ (ΛI\I ) being the space of functions analytic in ΛI\I and for which ∃N such
that

sup |Imz|N F (z) < ∞

on vertical strips contained on ΛI\I . The kernel of the homomorphism is the space
of such functions which are analytic in the whole of ΛI .

For S ′ (R) one has

S ′ (R) ∼= HS ′ (C\R) / (HS ′ (C\R) ∩ HS ′ (C))

HS ′ (C\R) being the functions analytic in C\R such that ∀R > 0 ∃m, N ∈ N

sup
z∈ΛR\R

|Imz|N |F(z)|
(1 + |Rez|)m < ∞

and HS ′ (C) all such functions which are analytic in the whole of C.

2 Superprocesses on Ultradistributions

A superprocess describes the evolution of a population, without a fixed number of
units, that evolves according to the laws of chance. It involves both propagation and
branching of paths. They have been extensively used to model population dynamics
and, more recently, as a tool for the construction of solutions of nonlinear partial
differential equations [12–14].
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Given a countable dense subset Q of [0,∞) and a countable dense subset F of a
separable metric space E , the countable set

M1 =
{

n∑

i=1

αiδxi : x1 · · · xn ∈ F;α1 · · · αn ∈ Q; n ≥ 1

}

(12)

is dense (in the topology of weak convergence) on the space M (E) of finite Borel
measures on E [14]. This is at the basis of the interpretation of the limits of evolving
particle systems asmeasure-valued superprocesses. The representationof an evolving
measure as a collection of measures with point support is useful for the construction
of solutions of nonlinear partial differential equations as rescaling limits of measure-
valued superprocesses.

However, as far as representations of solutions of nonlinear PDE’s, superprocesses
constructed in the space M (E) of finite measures have serious limitations. The set
of nonlinear terms that can be handled is limited (essentially to powers uα (x) with
α ≤ 2) and derivative interactions cannot be included as well. The first obvious gen-
eralization would be to construct superprocesses on distributions of point support,
because any such distribution is a finite sum of deltas and their derivatives [15].
However, because in a general branching process the number of branches is not
bounded, one really needs a framework that can handle arbitrary sums of deltas and
their derivatives. This requirement leads naturally to the space of ultradistributions
of compact supportU ′

0 , by virtue of the multipole expansion property (9) mentioned
before.

The limitations of superprocesses on measures and the generalization to super-
processes on ultradistributions are described in detail in Refs. [16–18]. Here themain
results will be summarized.

Let the underlying space of the superprocess be R
nand denote by

(
Xt , P0 ,ν

)
a

branching stochastic processwith values inU ′
0 and transition probability P0,ν starting

from time 0, x ∈ R
n and ν ∈ U ′

0 . The process is assumed to satisfy the branching
property, that is, given ν = ν1 + ν2

P0,ν = P0,ν1 ∗ P0,ν2 . (13)

After the branching
(
X1
t , P0,ν1

)
and

(
X2
t , P0 ,ν2

)
are independent and X1

t + X2
t has the

same law as
(
Xt , P0,ν

)
. In terms of the transition operator Vt operating on functions

on U this would be

〈Vt f, ν1 + ν2〉 = 〈Vt f, ν1〉 + 〈Vt f, ν2〉 (14)

with Vt defined by e−〈Vt f,ν〉 = P0,νe−〈 f,Xt 〉 or

〈Vt f, ν〉 = − log P0,νe
−〈 f,Xt 〉 (15)

f ∈ U , ν ∈ U ′
0 .
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In M = [0,∞) × R
n consider an open regular set Q ⊂ M and the associated exit

process ξ = (
ξt ,Π0,x

)
with parameter k defining the lifetime. The process starts from

x ∈ R
n carrying along an ultradistribution inU ′

0 indexed by the path coordinate. At
each branching point (ruled by Π0,x ) of the ξt−process there is a transition ruled by
a P probability inU ′

0 leading to one or more elements inU ′
0 . TheseU

′
0 elements are

then carried along by the new paths of the ξt−process. By construction, in each path,
the process never leaves U ′

0 . The whole process stops at the boundary ∂Q, finally
defining an exit process

(
XQ, P0,ν

)
onU ′

0 . If the initial ν is δx and f ∈ U a function
on ∂Q one writes

u (x) = 〈
VQ f, δx

〉 = − log P0,xe
−〈 f,XQ〉 (16)

〈
f, XQ

〉
being computed on the (space-time) boundary with the exit ultradistribution

generated by the process.
The connection with nonlinear PDE’s is established by defining the whole process

to be a (ξ, ψ)−superprocess if u (x) satisfies the equation

u + GQψ (u) = KQ f (17)

where GQ is the Green operator,

GQ f (0, x) = Π0,x

∫ τ

0
f (s, ξs) ds (18)

and KQ the Poisson operator

KQ f (x) = Π0,x1τ<∞ f (ξτ ) (19)

ψ (u) means ψ (0, x; u (0, x)) and τ is the first exit time from Q, Eq. (17) being
recognized as the integral version of a nonlinear partial differential equation with
the Green operator determined by the linear part of the equation and ψ (u) by the
nonlinear terms. If the equation does not possess a natural Poisson clock for the
branching one has to introduce an artificial lifetime for the particles in the process
(e−k), which in the end must vanish (k → ∞) through a rescaling method.

The superprocess is constructed as follows: Let ϕ (s, x; z) be the branching func-
tion at time s and point x . Then denoting P0,x e−〈 f,XQ〉 as e−w(0,x) one has

e−w(0,x) = Π0,x

[
e− f (τ,ξτ ) + k

∫ τ

0
ds

[
ϕ

(
s, ξs; e−w(τ−s,ξs )

) − e−w(τ−s,ξs )
]
]

(20)

where τ is the first exit time from Q and f (τ, ξτ ) = 〈
f, XQ

〉
is computed with the

exit boundary ultradistribution. Existence of
〈
f, XQ

〉
and hence of e−w(0,x) is insured

if f ∈ U and the branching function is such that the exit XQ ∈ U ′
0 .

Equation (17) is then obtained by a limiting process. Let in (20) replace w (0, x)
by βwβ (0, x) and f by β f . In a branching particle interpretation of the superprocess
β may be interpreted as the mass of the particles and when the U ′

0 -valued process
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XQ → βXQ then Pμ → Pμ

β
.

e−βw(0,x) = Π0,x

[
e−β f (τ,ξτ ) + kβ

∫ τ

0
ds

[
ϕβ

(
s, ξs; e−βw(τ−s,ξs )

) − e−βw(τ−s,ξs )
]
]

(21)
With

u(1)
β = (

1 − e−βwβ
)
/β ; f (1)

β = (
1 − e−β f

)
/β

or

u(2)
β = 1

2β

(
eβwβ − e−βwβ

) ; f (2)
β = 1

2β

(
eβ f − e−β f

)

and

ψ
(i)
β

(
0, x; u(i)

β

)
= kβ

β

(
ϕ

(
0, x; 1 − βu(i)

β

)
− 1 + βu(i)

β

)

u(i)
β → wβ and f (i)

β → f when β → 0, Eq. (17) being obtained in this limit.
Let z = e−βw(τ−s,ξs ) = P0,xe−〈β f,X〉. For the branching function ϕ (s, x; z), in con-

trastwith themeasure-valued case, in addition to branchings of deltas into other deltas
one also has:

(1) A change of sign in the point support ultradistribution

e〈β f,δx 〉 = eβ f (x) → e〈β f,−δx 〉 = e−β f (x)

which corresponds to

z → 1

z

and
(2) A change from δ(n) to ±δ(n+1), for example

e〈β f,δx 〉 = eβ f (x) → e〈β f,±δ′
x〉 = e∓β f ′(x)

which corresponds to
z → e∓∂x log z .

Case (1) corresponds to an extension of superprocesses on measures to super-
processes on signed measures and the second to superprocesses in U ′

0 .
Existence of the superprocess is existence of a unique solution for the Eq. (21) and

its rescaling limit. It will depend on the appropriate choice of the branching function
ϕ (s, y; z). Suppose that such a ultradistribution branching is specified. Associated to
the ultradistribution superprocessΓ with branching function ϕ there is an enveloping
measure superprocess Γ̃ with branching function ϕ̃ that has the same branching
topology as Γ but without any derivative change in the original delta measure nor on
its sign. General existence conditions for measure-valued superprocesses have been
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found in the past [19–21]. Namely ϕ̃ should have the form

ϕ̃ (s, y : z) = −b (s, y) z − c (s, y) z2 +
∫ ∞

0

(
e−λz + λz − 1

)
n (s, y; dλ) . (22)

Suppose that the branching ϕ̃ for the process Γ̃ is of the form (22). This insures almost
sure existence of e−〈 f,X̃〉, X̃ being the exit measure generated by the Γ̃ process. Then,
for the corresponding ultradistribution Γ superprocess one has

〈 f, X〉 ≤ M
∫

∂Q

∑

n=0

∣
∣ f (n)

∣
∣ .

and the following result is obtained [18]:

Proposition 1 A U ′
0 ultradistribution-valued exit superprocess Γ exists if the

branching function ϕ̃ of the associated enveloping exit measure process Γ̃ is as in
Eq. (22) and the boundary function f is such that the integral over the exit boundary
of �n

∣
∣ f (n)

∣
∣ is finite.

3 Nonlinear Differential Problems, Distributions
and Superprocesses

3.1 Nonlinear Theories of Generalized Functions

The general treatment of derivatives in distribution theory provides a powerful sym-
bolic calculus for linear differential problems. However, when modeling natural
phenomena, the most interesting problems are very often nonlinear. Of course, if
the solutions of a nonlinear problem are known to be smooth, there is no problem
because many nice algebras can be found in the domain of smooth functions. How-
ever in cases where the solutions are singular or the sources are concentrated (point,
line or sheet charges, for example) the application of distribution theory becomes
problematic. The problem was identified long ago by Schwartz in his impossibility
result [22] which implies that D ′ cannot be linearly embedded into a differential
algebra with the unit function as unit, with a derivation D satisfying Leibnitz rule,
D|C1(R) being the usual derivative and containing C (R) as a subalgebra.

The need to deal with systems of PDE’s without classical solutions, shock waves
and singular sources led to many attempts to embed the space of distributions into
an algebra, of course violating in a minimal way, one or more of the conditions of
Schwartz result. Theymay be broadly classified into sequential and complex analysis
methods and the type of products that are defined are either intrinsic, in the sense
that the product of two distributions is still a distribution, or products which may
lead to generalized functions different from distributions. For reviews see [23] and
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[1]. Colombeau’s algebra of generalized functions, which is of the second type, has
found a widespread use in the applications. It has been applied to singular shock
problems [24, 25], to symmetric hyperbolic systems with discontinuous coefficients
[26], to equations with distributions as initial conditions [27], to generalized stochas-
tic processes [28, 29], to general relativity [30, 31], etc.

Colombeau’s approach [30, 32–34], in linewith the sequential approach to distrib-
ution theory [35], considers a distribution as an equivalence class of weakly converg-
ing sequences of smooth functions and choosing the appropriate quotient constructs
a differential algebra A with a product ◦ that satisfies the desired conditions except
that instead of having C (R) as a subalgebra it is ◦|C∞×C∞ that corresponds to the
usual pointwise product of smooth functions.

Given some Φ ∈ D(Rn) with integral one, a family of functions

Φε(x) = 1

εn
Φ

( x
ε

)
(23)

has the property Φε → δ in D ′ as ε → 0. Φ is called a molifier. Convolution of
f ∈ C∞(Rn) with Φε yields a family

fε(x) = 1

εn

∫
f (y)Φ

(
y − x

ε

)
dn y. (24)

of smooth functions that converge to f inD ′ as ε tends to zero. Using a Taylor series
expansion to compare the difference between two such sequences they are said to
be equivalent if they differ by a negligible function. To define a differential algebra
G as the quotient by negligible functions one needs to restrict the set of functions
to moderate functions. The canonical choice introduces a grading on the space of
molifiers

A0 := {Φ ∈ D(Rn) :
∫

Φ(x) dx = 1}

Aq := {Φ ∈ A0 :
∫

Φ(x)xα dx = 0 , 1 ≤ |α| ≤ q} (q ∈ N) (25)

taking the basic function space to be

E e := { f : A0 × R
n → R

n, f smooth } (26)

and defines as moderate functions

E e
M(Rn) := { f ∈ E e : ∀K ⊂⊂ R

n ∀α ∈ N
n
0 ∃p ∈ N0 ∀Φ ∈ Ap :

sup
x∈K

|Dα f (Φε, x)| = O(ε−p) as ε → 0} (27)
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and negligible functions

N e(Rn) := { f ∈ E e(�) : ∀K ⊂⊂ R
n ∀α ∈ N

n
0 ∀p ∈ N0 ∃q ∀Φ ∈ Aq :

sup
x∈K

|Dα f (Φε, x)| = O(ε p) as ε → 0} (28)

Then the algebra is
G e(Rn) := E e

M(Rn) /N e(Rn) . (29)

with the distributions being embedded into G e by convolution with the molifiers

ι(T ) = [T ∗ Φ] (30)

G e is a commutative differential algebra where D ′ is embedded as a linear space
but not as an algebra. The results of multiplication in this algebra may frequently be
interpreted in terms of distributions by using the concept of association. A gener-
alized function f is said to be associated to a distribution T ∈ D ′ if for one (hence
any) representative { fε} we have

∀φ ∈ D, lim
ε→0

∫
fε(x)φ(x)dnx = 〈T, φ〉 (31)

Not all elements of G e are associated to distributions. Association is an equivalence
relation which respects addition and differentiation. It also respects multiplication
by smooth functions but by the Schwartz impossibility result cannot respect multi-
plication in general.

For hyperbolic systems with rapidly growing nonlinear terms or with time-
dependent nonregular coefficient the need arises of going beyond the nonlinear the-
ory of generalized functions to a nonlinear theory of ultradistributions. After several
other attempts, in a recent paper, Debrouwere, Vernaeve and Vindas have achieved
an embedding of ultradistributions into differential algebras [36] of the same type as
Colombeau algebra.

When applying these differential algebras to physical problems and in addition to
the fact that many potentially interesting products in the Colombeau algebra cannot
be associated to distributions, there is a problem of interpretation of the results
because of the departure from the notion of pointwise multiplication that is behind
the derivation of the physical equations. Instead the multiplication is a kind of tensor
productmultiplication. For example, if aweak solution of an equation behaves locally
like a delta and if the equation has a term u2 one has locally a δ2, but in Colombeau-
type algebras deltas are multiplied as

(δ, ϕ) (δ, ϕ)

which, even in a sequential approach, is very far from a pointwise multiplication and
leads to a nonlinear functional
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(
δ2, ϕ

) = ϕ2 (0)

therefore not a distribution.

3.2 Superprocesses and Nonlinear Differential Equations

The extension of superprocess from measures to ultradistributions, discussed in
Sect. 2 allows to deal with a large class of nonlinear differential equations. When
solutions are constructed by superprocesses, nonlinear terms do not raise any spe-
cial problem. Let u be the solution of some equation. Existence of n−powers of u
in the equation means that there is a splitting of the stochastic path into n paths, a
derivative means a transition from δ(n) to δ(n+1), etc. It all boils down to the choice of
the appropriate branching function and rescaling limit. No nonlinear operations on
distributions are required. In the end the boundary process, the ultradistribution XQ ,
need not have smooth properties. The only limitation to insure existence of

〈
f, XQ

〉

is a sufficiently smooth boundary condition.
How superprocesses on ultradistributions provide solutions to nonlinear differen-

tial equations, which cannot be obtained by superprocesses on measures and avoid
any explicit use of the nonlinear theory of generalized functions, is illustrated by the
following results, proved in [18].

Proposition 2 The superprocess with branching function

ϕ (0, x; z) = p1e
∂x log z + p2e

−∂x log z + p3z
2

provides a solution to the equation

∂u

∂t
= 1

2

∂2u

∂x2
− 2u2 − 1

2
(∂xu)2

whenever the boundary function u|∂Q satisfies the condition of Proposition 1.

Proposition 3 The superprocess associated to the branching function

ϕ (0, x; z) = p1z
2 + p2

1

z

provides a solution to the equation

∂u

∂t
= 1

2

∂2u

∂x2
+ u3

whenever the boundary function u|∂Q satisfies the condition of Proposition1.
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Here the construction of solutions of nonlinear differential equations by stochastic
processes (stochastic solutions) has been discussed using superprocesses. There is
anothermethod,whichhas been called theMcKeanmethod,whichmay also dealwith
nonlinear terms and derivative interactions [37, 38]. Refer to [16] for a comparison
of the two methods. In general the superprocess method seems more appropriate for
Dirichlet boundary conditions and McKean’s for Cauchy conditions. A limitation of
this last method, in some cases, is that only finite time solutions may be constructed.

References

1. Hoskins, R.F., Sousa Pinto, J.: Theories of Generalized Functions: Distributions, Ultradistrib-
utions and Other Generalized Functions, 2nd edn. Woodhead Publ, Philadelphia (2011)

2. Björck, G.: Linear partial differential operators and generalized distributions. Ark. Mat. 6,
351–407 (1966)

3. Roumieu, C.: Sur quelques extensions de la notion de distribution. Ann. Sci. École Norm. Sup.
Sér. 3(77), 41–121 (1960)
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A New Mathematical Model
for Environmental Monitoring
and Assessment

Roberto Monaco and Ana Jacinta Soares

Abstract In this paper we are concerned with a quantitative method of Landscape
Ecology. More in details we consider an environmental system distributed in land-
scape units (ecological sectors) and we propose a new mathematical model in order
to implement a method for the evaluation of the ecological state of the system under
investigation. After having performed a stability analysis of the model, we apply
the proposed procedure first by considering separately each landscape unit and then
extending our investigation to the system as a whole, by taking into account the
connections between all the landscape units themselves. Our investigation includes
some numerical computations that were performed for aNorthern district of the Turin
Province, using an approximation procedure that should avoid stiffness problems.

Keywords Landscape ecology · Mathematical modeling
Environmental dynamics · Stability analysis · Numerical computations

1 Introduction

For a quantitative evaluation of the ecological state of an environmental system an
important contribution is given in the book [10]. Other important contributions to
this matter can be found as well in the paper [19] and in the book [5] where for the
first time the use of the so-called ecological graph is proposed. For a quantitative
description of a territory relevant indicators have been also proposed in the references
[15, 16] where ideas coming from the mathematical theory of communication [17]
and from conceptual models [1] have been transposed to Landscape Ecology.
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In the quoted bibliography, as we shall see, the environment is distributed in
different landscape units (often mentioned in what follows as ecological sectors)
which can be more or less connected by flows of material and biological energy. In
this sense a relevant variable to describe the territory is certainly the last quantity
which can be coupled to the consistency of green areas of high ecological quality.

In the past years some mathematical models useful for a quantitative monitoring
of environments have been proposed in a couple of papers [7, 8]. In particular in
the former a mathematical model, with only two state equations that consider the
environment as awhole, has been deduced, assuming as state variables the bio-energy
and the percentage of green areas in the territory under investigation.

In the latter such a model has been studied in terms of its stability analysis,
finding also bifurcations and discussing on its qualitative properties. Moreover in
paper [8], as a future perspective, a new model including state variables at the level
of landscapeunits has been suggested.Thesemodels, on themathematical ground, are
represented by an autonomous system of evolution ordinary differential equations,
whose equilibrium solutions express the future scenarios of the environment itself.

Starting from this last idea in the present paper we present a model where each
landscape unit is represented by two time-dependent variables, namely the extent
of green areas of high ecological quality and a suitable function depending on the
biological energy per year. Such a new version of the model is capable to identify the
characters of the territory at a more detailed level, so that the territory itself results
to be more readable.

For a first moment, in Sect. 2, we are concerned with the model stability analysis,
considering separately the landscape units.We then apply, in Sect. 3, such an analysis
to a Northern district of the Turin Province. This district has been previously studied
by De Palma in her master degree thesis [4], deriving all the relevant indicators of
this environmental system.Moreover, in Sects. 4 and 5, we complete the environment
analysis by coupling all together the landscape units, showing that, in the present case
study, connectivity plays a crucial role. For this last analysis themodel becomes rather
cumbersome andmay present some instabilities since it includes 48 coupled ordinary
differential equations. For this reason in Sect. 4 we propose an explicit approximation
procedure, discussed in paper [9] starting from the methods presented in the book
[11], and bibliography therein cited. Finally, conclusions and some ideas for future
work are presented in Sect. 6.

2 The Mathematical Modeling for Landscape Units:
Equilibrium Solutions and Stability

An environmental system is an isolated system that may be distributed in n land-
scape units (LU) divided by natural or anthropological barriers (roads, motorways,
railways, buildings, industrial infrastructures, rivers, hill ridges and so on). At the
same time a LU is formed by several biotopes which are patches characterized by



A New Mathematical Model for Environmental … 265

an uniform land cover. Such a representation of an environment can be given by
the Geographic Information System (GIS) [13] and its ecological indicators [3] can
be deduced by the ecological graph (see its construction in the book [5] and in the
paper [7]).

The nature of each biotope is identified by the value of its bio-potential territorial
capacity (BTC) index [10]. In what follows, such an index, measuring the biological
energy per year and per square meter, produced by the vegetation inside the biotope,
will be indicated by Bji , j = 1, . . . , qi , being i a subscript which indicates that the
j-th biotope belongs to the i-th LU, i = 1, . . . , n. The variable Bji assumes values
[7, 10] in the range [0, Bmax ] where Bmax = 6.5 Mcal/(m2 · year) at the European
latitudes and corresponds to oak woods.

Moreover the BTC index identifies five ecological classes distributed as follows

C1 = [0, 0.4), C2 = [0.4, 1.2], C3 = (1.2, 2.4], C4 = (2.4, 4.0], C5 = (4.0, 6.5].

The total value of BTC of each LU, in Mcal/year , is given by

Bi (t) =
qi∑

j=1

Bji s ji , (1)

where s ji is the area of the biotope j . Accordingly the area of the corresponding LU

is Si =
qi∑

j=1

s ji .

To the BTC is often associated another quantity that can be interpreted as a gen-
eralized function of BTC (GBTC) defined by the following formula [5]

Mi (t) = (1 + Ki )Bi (t), (2)

where the constant parameters Ki ∈ [0, 1] depend upon the physical and morpho-
logical features of the LU in such a way that the BTC itself is incremented. Such an
increment takes into account the capacity of the LU to transmit energy to the neigh-
boring LUs. In this paper Ki will be expressed in terms of three other parameters

Ki = (Ksh
i + Kec

i + K pe
i )/3 ,

where Ksh
i , Kec

i , K pe
i ∈ [0, 1] are, respectively, the Shannon landscape diversity

parameter (evenness [15, 16]), the ecotonal parameter [3] and the LU-border perme-
ability parameter [7]. They are defined as follows:

• the Shannon parameter

Ksh
i =

(
5∑

�=1

n�i

5
log

n�i

5

)
/ log

1

5
,
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where n�i is the number of biotopes belonging to the ecological classC�, �=1, . . . , 5,
assuming that n�i log n�i = 0 if n�i = 0;
• the ecotonal parameter (i.e. the length of borders between biotopes)

Kec
i = 1 − Pi

/ qi∑

j=1

Pji ,

where Pi is the perimeter of the i-th LU and Pji are the perimeters of all the biotopes
except those belonging to the ecological class C1;
• the LU-border permeability parameter

K pe
i = 1

Pi

s∑

r=1

Lr
i p

r ,

where Lr
i is the length of the portion r of the border, divided in s parts, and pr ∈ [0, 1]

is the permeability index, with p = 0 for an impermeable barrier, and p = 1 for a
complete permeable barrier (see [7, 10]).

According to previous versions of the mathematical model already indicated in
the Introduction [7, 8], the state variables for each LU of the present model are two,
precisely the area Vi (t) of the biotopes belonging to the ecological classes C4 and C5

(high ecological quality of green) and the GBTC Mi (t). The right-hand-side of the
evolution equations on Vi (t) and Mi (t) consists in a gain term of logistic type and
a loss term accounting for environmental impact. The equations have the following
form

V ′
i (t) = bi (Mi )

(
1 − Vi (t)

Si

)
Vi (t) − hiUiVi (t), (3)

M ′
i (t) = ci

(
1 − Mi (t)

Mmax
i

)
Mi (t) − ri

(
1 − Vi (t)

Si

)
Mi (t). (4)

In Eq. (3) the coefficient bi will be expressed, as we shall see, in terms of the GBTC,
whereas the other parameters hi andUi are, respectively, given by the ratio between
the sum of the perimeters of the built-up areas and the total perimeter of the LU,
and by the ratio between the sum of the built-up areas and the total area Si of the
LU. Therefore, these parameters, assumed as constant, can be considered a mea-
sure, respectively, of the dispersion and of the intensity of edification inside the
LU. According to its definition the parameter hi can assume values greater than one
(values greater than one mean that edification dispersion in the LU is significantly
remarkable); on the other hand Ui is ranging in [0, 1].

In Eq. (4) the coefficient ci is the connectivity index between the i-th LU and
its neighbors, whereas the other parameter ri is defined as the ratio between the
surface area of the impermeable barriers present in the LU and the total area Si of the
LU itself. Both parameters are supposed to range in [0, 1] and for this preliminary
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analysis the indexes ci are assumed to be constant. Let us now deal with the definition
of the parameter bi (Mi ), i.e.

bi := Bi

Bmax
i

, Bmax
i = Bmax Si .

Thus bi expresses the production percentage of BTC with respect to the maximum
value that each LU can produce, assuming that all its biotopes have BTC index equal
to Bmax . If now we define the normalized GBTC

mi := Mi

Mmax
i

, Mmax
i = 2Bmax

i ,

then we have

mi = (1 + Ki )Bi

2Bmax
i

= 1 + Ki

2
bi

and therefore

bi = 2

1 + Ki
mi := aimi , ai ∈ [1, 2]. (5)

If now we normalize Vi as well, defining vi := Vi/Si , both state variables vi and mi

range in [0, 1]. Thus if we divide Eqs. (3) and (4), respectively, by Si and Mmax
i , the

model equations assume the following final form

v′
i (t) = aimi (t)[1 − vi (t)]vi (t) − hiUivi (t), (6)

m ′
i (t) = ci [1 − mi (t)]mi (t) − ri [1 − vi (t)]mi (t). (7)

Moreover to these equations we join the initial data (t = 0)

vi (0) = vi0, mi (0) = mi0, (8)

which must be determined directly from the GIS maps of the environment under
investigation.

Next step consists in finding the equilibrium solutions [12] of the system (6) and
(7). Solving the algebraic equations

vi [aimi (1 − vi ) − hiUi ] = 0, mi [ci (1 − mi ) − ri (1 − vi )] = 0, (9)

one obtains the following equilibria.
• The first is given by (

v(1)
i , m(1)

i

)
= (0, 0) , (10)

which corresponds to a scenario where the environment tends to lose substantially
its ecological quality since it is characterized by a strong fragmentation;
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• the second is expressed by

(
v(2)
i , m(2)

i

)
=

(
0,

ci − ri
ci

)
, (11)

corresponding to a scenario of weak ecological quality characterized by a moderate
level of bio-energy (such a scenario is typical of a territory with a predominant
agricultural production); the admissibility condition of such solution results to be
ci > ri ;
• the third and fourth equilibria are those of coexistence, showing a good level of
bio-energy production together with a high ecological quality of green areas; they
are given by (

v(3)
i , m(3)

i

)
=

(
2ri − ci − Di

2ri
,

2hiUiri
ai (ci + Di )

)
(12)

(
v(4)
i , m(4)

i

)
=

(
2ri − ci + Di

2ri
,

2hiUiri
ai (ci − Di )

)
(13)

where
Di = √

ci (aici − 4hiUiri )/ai .

The existence of these solutions requires that

ci >
4hiUiri

ai
. (14)

Moreover the third solution exists if

1

2
(ci + Di ) < ri <

1

2
(ci + Di )

ai
hiUi

, (15)

whereas the fourth requires that

ci > Di ,
1

2
(ci − Di ) < ri <

1

2
(ci − Di )

ai
hiUi

. (16)

We are now concerned with asymptotic stability [12] of the previous equilibria. The
Jacobian matrix joined to the system (6) and (7) is given by

J (vi ,mi ) =
(
aimi − 2aivimi − hiUi ai (1 − vi )vi

rimi ci − 2cimi − ri (1 − vi )

)
. (17)

• We have for the first equilibrium

J (v(1)
i ,m(1)

i ) =
(−hiUi 0

0 ci − ri

)
. (18)
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The eigenvalues of the matrix are λ1 = −hiUi < 0 and λ2 = ci − ri . Thus the equi-
librium solution (v(1)

i ,m(1)
i ) is asymptotically stable if ci < ri ; otherwise it is a saddle

point. Moreover the stability of this solution implies that the equilibrium (v(2)
i , m(2)

i )

does not exist (see the admissibility condition of the second equilibrium).

• For the second equilibrium we get

J (v(2)
i ,m(2)

i ) =

⎛

⎜⎜⎜⎝

ai (ci − ri ) − hiUici
ci

0

ri (ci − ri )

ci
−ci + ri

⎞

⎟⎟⎟⎠ , (19)

whose eigenvalues are λ1 = ai (ci − ri ) − hiUici
ci

and λ2 = −ci + ri . Existence of

this equilibrium implies that the eigenvalueλ2 is alwaysnegative.Thus the asymptotic
stability of (v(2)

i ,m(2)
i ) requires that aici < airi + hiUici .

• Moreover for the third equilibrium we have

J (v(3)
i ,m(3)

i ) =

⎛

⎜⎜⎜⎜⎝

hiUi (ci + Di − 2ri )

ci + Di

ai (ci + Di )(2ri − ci − Di )

4r2i

2hiUir2i
ai (ci + Di )

ai (c2i − D2
i ) − 8hiUiciri

2ai (ci + Di )

⎞

⎟⎟⎟⎟⎠
. (20)

If we write the characteristic equation of the Jacobian in the form λ2 + A1λ +
B1 = 0, after simple computations we get

A1 = −2aihiUi (ci + Di − 2ri ) + ai (c2i − D2
i ) − 8hiUiciri

2ai (ci + Di )
(21)

B1 = hiUi (ci + Di − 2ri )[aici (ci + Di ) − 4hiUiciri ]
ai (ci + Di )2

. (22)

Therefore the stability condition for the third equilibrium requires that A1 > 0 and
B1 > 0.Conversely, if A1 > 0 and B1 < 0 or if A1 < 0 and B1 < 0,we have that such
an equilibrium is a saddle point, whereas if A1 < 0 and B1 > 0we have instability. In
addition, in the case of stability, if A2

1 − 4B1 > 0 the equilibrium is a node, whereas
A2
1 − 4B1 < 0 corresponds to a focus. In cases that A1 = 0 or B1 = 0, the asymptotic

stability is not assured.Nevertheless, in practice, since A1 and B1 dependon territorial
indexes of different nature, the vanishing of these quantities is strongly unlikely and
not consistent with the real state of the environment.

• Finally for the last equilibrium (v(4)
i ,m(4)

i ) the Jacobian has the form
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J (v(4)
i ,m(4)

i ) =

⎛

⎜⎜⎜⎜⎝

hiUi (ci − Di − 2ri )

ci − Di

ai (ci − Di )(2ri − ci + Di )

4r2i

2hiUir2i
ai (ci − Di )

ai (c2i − D2
i ) − 8hiUiciri

2ai (ci − Di )

⎞

⎟⎟⎟⎟⎠
, (23)

and the coefficients of its characteristic equation λ2 + A2λ + B2 = 0 are given by

A2 = −2aihiUi (ci − Di − 2ri ) + ai (c2i − D2
i ) − 8hiUiciri

2ai (ci − Di )
(24)

B2 = hiUi (ci − Di − 2ri )[aici (ci − Di ) − 4hiUiciri ]
ai (ci − Di )2

. (25)

The stability or instability discussion on this equilibrium is just like that of the third,
substituting only A1 and B1 with A2 and B2.

We underline that system (6) and (7) is cooperative of Lotka–Volterra type, and
the solution (vi ,mi ) lies in the square [0, 1] × [0, 1]. Thus the system possesses one
stable equilibrium at least (see [18]).

In Sect. 3 we will apply the model studied in this section to an environmental
system situated in the Northern district of the Province of Turin (Italy). According to
the analysis carried on in this section it is evident that the various scenarios admitted
by the model and the asymptotic trend to a stable equilibrium solution crucially
depends on the values of the model parameters. Thus, it is necessary an accurate
determination of these parameters in the environment under investigation through
the GIS data. This will be carried out in Sect. 3 where we show such an accurate
determination of parameters and initial data of the state of each LU. In particular in
that section we propose as well some phase diagrams (Figs. 1, 2, 3, 4, 5, 6) of the
system variables, where the sensitivity of the trend from the initial state to the final
one can be observed.

3 Stability Analysis for Each LU of the Environment

In order to check the theoretical analysis presented in the previous section, we con-
sider the afore-mentioned environment of the Turin Province that has been studied
in the thesis [4]. Such a system has been divided into 24 LUs, corresponding to an
area of several municipalities placed around the city of Cirié.

First of all let us mention that the stability analysis carried on all the 24 LUs
show that the third equilibrium, (v(3)

i ,m(3)
i ), never exists since conditions (15) are

not satisfied.
Moreover the analysis shows that 13 LUs have only the stable equilibrium

(v(1)
i ,m(1)

i ), see LUs 2, 3, 4, 11, 12, 13, 14, 15, 16, 19, 21, 22, 23 in Table1. This
means that these LUs have a bad ecological state and present a strong fragmentation
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Table 1 Data of the environmental system and indication of the stable equilibria for each LU

LU vi0 mi0 ai hi Ui ci ri Si Pi nodes

1 0.30 0.19 1.13 1.83 0.09 0.12 0.03 19156648 25248 (4)

2 0.13 0.05 1.36 1.39 0.60 0.07 0.20 2260943 11109 (1)

3 0.20 0.04 1.43 0.81 0.41 0.04 0.14 764299 3791 (1)

4 0.25 0.11 1.27 1.45 0.25 0.07 0.08 2285714 7271 (1)

5 0.26 0.13 1.20 2.51 0.23 0.08 0.07 17004435 26335 (2)

6 0.28 0.27 1.09 1.36 0.17 0.20 0.06 13162369 22717 (4)

7 0.32 0.53 1.06 1.17 0.03 0.26 0.01 29896496 33085 (4)

8 0.26 0.20 1.12 1.72 0.23 0.30 0.08 10139270 20838 (4)

9 0.30 0.20 1.21 0.60 0.11 0.16 0.04 6584277 24162 (4)

10 0.21 0.09 1.43 1.20 0.36 0.17 0.12 837269 5113 (2), (4)

11 0.18 0.06 1.44 1.48 0.47 0.04 0.16 991018 5007 (1)

12 0.23 0.07 1.69 1.39 0.32 0.09 0.11 1395933 5704 (1)

13 0.26 0.10 1.36 1.81 0.23 0.07 0.08 2431435 7903 (1)

14 0.20 0.08 1.39 1.05 0.40 0.04 0.13 1452734 5483 (1)

15 0.11 0.04 1.62 1.42 0.66 0.04 0.22 1072430 5355 (1)

16 0.17 0.06 1.41 1.09 0.49 0.05 0.16 3416393 10922 (1)

17 0.26 0.13 1.22 1.58 0.21 0.14 0.07 6369795 12599 (4)

18 0.31 0.34 1.06 1.97 0.07 0.17 0.02 69754645 60482 (4)

19 0.13 0.17 1.24 1.88 0.61 0.17 0.20 4589299 18604 (1)

20 0.30 0.45 1.00 2.20 0.09 0.19 0.03 42953048 38826 (4)

21 0.09 0.02 2.00 1.06 0.74 0.06 0.25 459102 2887 (1)

22 0.05 0.01 2.00 1.29 0.86 0.05 0.29 302009 2792 (1)

23 0.15 0.05 1.52 1.27 0.54 0.05 0.18 1059134 4720 (1)

24 0.26 0.11 1.24 1.91 0.22 0.08 0.07 16437048 18458 (2)

due to the presence of a significant edification sprawl. Therefore both bio-energy and
extension of areas with a BTC index in classesC4 andC5 present a decrement of their
values which asymptotically tend to zero. Such a result is somehow in accordance
with the analysis carried out, with other methods, in the thesis mentioned above. On
the other hand 11 LUs exhibit stable equilibria different from (v(1)

i ,m(1)
i ). For these

LUs the first equilibrium is always a saddle point. In Table1, deduced by the GIS
map, we report the relevant data of the model (the area and the perimeter of the LUs
are indicated inm2 andm, respectively). In the last column, for each LU, we indicate
which of the four equilibria results to be a stable node.

Let us note that the connectivity indexes ci , which in the following Sect. 4 will be
defined as functions of Mi (t) and Mk(t), here are assumed constant with their values
recovered by the GIS data. They are computed here by formulas (26)–(28) of Sect. 4
setting Mi = mi0Mmax

i and Mk = mk0Mmax
k , for all i, k = 1, . . . , 24.
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Fig. 1 Representation of LU5 (scenario typical of agricultural areas). Left – Phase diagram: state
(v(1)

5 ,m(1)
5 ) is a saddle point and state (v(2)

5 ,m(2)
5 ) is a stable node. Right – Time evolution of v5 and

m5 towards the equilibrium (v(2)
5 ,m(2)

5 )

From the stability analysis it results that LUs 1, 6, 7, 8, 9, 17, 18, 20 admit the
equilibrium (v(2)

i ,m(2)
i ) as a saddle point and the other (v(4)

i ,m(4)
i ) as a stable node.

The diagrams in the phase plane show that the state of all these LUs, starting from the
initial data vi0 and mi0 reported in Table1, converges towards the fourth equilibrium
which corresponds to a scenario of high ecological quality (see the examples reported
below).

Conversely LUs 5 and 24 present as a unique stable node the point (v(2)
i ,m(2)

i ),
since (v(4)

i ,m(4)
i ) does not satisfy the existence conditions of Eq. (16). Therefore the

LUs show a trend towards a scenario typical of agricultural areas.
Finally LU 10 admits as stable nodes both equilibria (v(2)

i ,m(2)
i ) and (v(4)

i ,m(4)
i ).

In this case the asymptotic behavior depends crucially on initial data. In particular
with those of Table1 the actual attractor results to be the second equilibrium, i.e. the
one of agricultural scenario.

In the following Figs. 1, 2, 3, 4, 5 and 6, we show some representative behaviors
through phase plane diagrams (left plots) and graphics of vi andmi versus time at an
arbitrary scale (right plots). The simulations have been performed with the software
Mathematica, version number 10.0.0.0.

In particular, Fig. 1 is referred to LU 5 that, as discussed previously, admits a
unique stable node (v(2)

i ,m(2)
i ), as it can be seen in the phase plane diagram, with vi

tending to zero and mi almost constant as indicated by the time-dependent plot.
Figure2 refers to LU 8 and shows a trend to a scenario of high ecological quality

since, after a transient time, the vegetation area vi and the biological energy function
mi show an increasing behavior towards the equilibrium (v(4)

i ,m(4)
i ). This trend does

not depend on the initial data vi0 and mi0, in the sense that (v
(4)
i ,m(4)

i ) represents the
unique attractor of the LU, as shown in the phase diagram on the left plot, and the
system asymptotically converges to such an attractor.
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Fig. 2 Representation of LU8 (scenario of high ecological quality). Left – Phase diagram: states
(v(1)

8 ,m(1)
8 ) and (v(2)

8 ,m(2)
8 ) are saddle points and state (v(4)

8 ,m(4)
8 ) is a stable node. Right – Time

evolution of v8 and m8 towards the equilibrium (v(4)
8 ,m(4)

8 )
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Fig. 3 Representation of LU10. Left – Phase diagram: state (v(1)
10 ,m(1)

10 ) is a saddle point, states

(v(2)
10 ,m(2)

10 ) and (v(4)
10 ,m(4)

10 ) are stable nodes. Right – Zoom of the phase diagram around the stable

node (v(2)
10 ,m(2)

10 ) (disregard the negative part of the picture due to the choice of the scales determined
by the software Mathematica)

Figures3 and 4 refer to LU 10 and, as indicated in Table1, such sector shows two
stable equilibria. Accordingly, the phase diagram on the left plot of Fig. 3 shows the
existence of two stable nodes (v(2)

i ,m(2)
i ) and (v(4)

i ,m(4)
i ). The fact that the equilibrium

(v(2)
i ,m(2)

i ) is a stable node can be visualized with a zoom around such a point, as
shown in the right frame of Fig. 3. For the initial data reported in Table1, the left plot
of Fig. 4 shows the time evolution of vi and mi towards the equilibrium (v(2)

i ,m(2)
i ),

which is typical of agricultural areas. The basin of attraction of the equilibrium
(v(2)

i ,m(2)
i ) is represented in the right plot of Fig. 4 by the grey region, showing that

the initial state considered in Table1 belongs to such basin. The case of LU 10 is very
interesting from the dynamical point of view, since it represents a bistable situation.
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Fig. 4 Representation of LU10. Left – Time evolution of v10 and m10 towards the equilibrium
(v(2)

10 ,m(2)
10 ) with the initial data of Table1. Right – Basin of attraction for the node (v(2)

10 ,m(2)
10 )

represented by the grey region

Fig. 5 Representation of LU13 (scenario of ecological quality loss). Left – Phase diagram: state
(v(1)

13 ,m(1)
13 ) is the unique equilibrium and it is given by a stable node. Right – Time evolution of v13

and m13 towards the equilibrium (v(1)
13 ,m(1)

13 )

Moreover, in Sect. 5 when the system will be treated as a whole, the behavior of LU
10 will change significantly.

Figure5 shows the behavior of LU 13 that, as discussed before, is one of the eco-
logical sectors presenting a strong fragmentation. Therefore the picture in the phase
plane shows the existence only of the unique stable node (v(1)

i ,m(1)
i ) in accordance

with the time-dependent plot.
Finally, Fig. 6 corresponds to LU 20 and shows a scenario of high ecological

quality, similar to the one of LU 8 represented in Fig. 2, but with a stronger trend
to an equilibrium of high ecological quality. In fact, for the initial data vi0 and mi0,
reported in Table1 for this LU, the variable vi presents a monotonic increase from
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Fig. 6 Representation of LU20 (scenario of high ecological quality). Left – Phase diagram: states
(v(1)

20 ,m(1)
20 ) and (v(2)

20 ,m(2)
20 ) are saddle points and (v(4)

20 ,m(4)
20 ) is a stable node.Right –Time evolution

of v20 and m20 towards the equilibrium (v(4)
20 ,m(4)

20 )

the initial state to the equilibrium (v(4)
i ,m(4)

i ), conversely to that non monotonic of
LU 8.

Let us finally comment that we have also considered in our simulations the case of
LU 24 which however presents exactly the same behavior as LU 5. Thus, we do not
include here the plots of LU 24. Nevertheless, when studying in Sect. 5 the behavior
of these LUs in the whole environmental system, our numerical simulations will take
into account the correct connectivity to the neighboring sectors, founding that LU 5
and LU 24 exhibit a significantly different dynamics.

4 The Mathematical Model Extended to the Whole
Environmental System

In this section we extend the mathematical model to the whole territory under inves-
tigation by coupling the equations of each LU with those of their neighbors. Such
a coupling is determined by the connectivity indexes ci which can be computed
through the GBTC fluxes Φi between the i LUs and all their k neighbors. We get [8]

Φi (t) =
∑

k∈Ii

Mi (t) + Mk(t)

2(Pi + Pk)
Hik, Hik =

s∑

r=1

Lr
ik p

r , (26)

where Lr
ik is the length of the portion r of the borderwith a permeability pr .Moreover

Pi and Pk are, as already defined, the perimeters of the two LUs and where the sum is
extended to the set Ii including all the neighbors of the i-th LU. In addition it results
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s∑

r=1

Lr
ik = Lik,

Lik being the length of the border.
Taking into account that complete permeability implies pr = 1, the corresponding

maximum value of Φi is given by

Φmax
i =

∑

k∈Ii

Mmax
i + Mmax

k

2(Pi + Pk)
Lik . (27)

Finally the connectivity index of the i-th LU is defined by [9]

ci (t) = Φi (t)/Φ
max
i , (28)

so that ci (t) ∈ [0, 1] for all t (ci = 0 corresponds evidently to no connectivity, and
ci = 1 to total connectivity).

Thus the equations of the system (6) and (7) are coupled through the coefficients
ci (t) which depend on Mk(t) and definitively on mk(t).

Because of the great number of LUs that an environment can possess, solving (6)
and (7) through a numerical integrator may be costly and stiffness problems may
arise. Morever in [9], the numerical integration of a system similar to that of Eqs. (6)
and (7) has shown the presence of some instability due to the presence of such a
large amount of equations. Thus, an approximation method has been there proposed
in order to transform the system of ODEs in an algebraic closed hierarchy, evaluating
as well its accuracy (see also [11]). The problem of solving Eqs. (6) and (7) through
an algebraic hierarchy instead of a numerical integration allows the use of the model
also by persons not acquainted with ODE integrators.

For this reason in the present paper we adopt such a method and we derive as
follows such an algebraic hierarchy. If one assumes for a moment that the Eqs. (6)
and (7) are completely uncoupled, meaning that the quantitiesmi and vi are constant,
respectively, inEq. (6) and inEq. (7), and that the coefficient ci is constant aswell, then
the system itself, starting from the initial data vi (t = 0) = vi0 and mi (t = 0) = mi0,
has the following explicit solution, thanks to its classical logistic structure [12]

vi (t) = aimi − hiUi

Dv
i exp[−(aimi − hiUi )t] + aimi

(29)

mi (t) = ci − ri (1 − vi )

Dm
i exp

[
−

(
ci − ri (1 − vi )

)
t
]

+ ci
(30)

where

Dv
i = aimi (1 − vi0) − hiUi

vi0
, Dm

i = ci (1 − mi0) − ri (1 − vi )

mi0
.
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Such a solution can be used by discretizing from t0 = 0, the time axis in intervals
Δt = ts − ts−1 sufficiently small, so that the quantities ci , vi and mi can be assumed
constant in the time interval Δt . Then the solution of Eqs. (6) and (7), by extending
the formulae (29) and (30), can be approximated by the hierarchy (see the discussion
in paper [9] according to the book [11])

vi (ts) = aimi (ts−1) − hiUi

Dv
i (ts−1) exp

[
−

(
aimi (ts−1) − hiUi

)
Δt

]
+ aimi (ts−1)

(31)

mi (ts) =
ci (ts−1) − ri

(
1 − vi (ts−1)

)

Dm
i (ts−1) exp

[
−

(
ci (ts−1) − ri

(
1 − vi (ts−1)

))
Δt

]
+ ci (ts−1)

(32)

where

Dv
i (ts−1) = aimi (ts−1)[1 − vi (ts−1)] − hiUi

vi (ts−1)
,

Dm
i (ts−1) = ci (ts−1)[1 − mi (ts−1)] − ri [1 − vi (ts−1)]

mi (ts−1)
.

Of course the determination of such a hierarchy at time ts must take into account
that for any solution mi at time ts−1 it is necessary to compute, for all the LUs, the
values of the GBTC Mi = miMmax

i , of the fluxes Φi and then of the connectivity
indexes ci . On the other hand the values of hi ,Ui , ri , Mmax

i and Hik are constant and
consequently can be computed before the generation of the hierarchy itself.

Finally, it is worthwhile to note that the hypothesis that territorial quantities are
almost constant during the time intervalΔt is justified by the fact the relaxation time
of an environmental system is sufficiently long.

5 Evaluation Analysis of the Whole Environmental System

In this section we examine the dynamics of the whole environmental system, provid-
ing the solution obtained with the iterative scheme explained in the previous section,
using Eqs. (31) and (32). The computations have been performed using the software
Mathematica, version number 10.0.0.0. We give in the Table2 the values of the
quantities Hik and Lik . Note that in the first column of the table the couple of the
neighboring LUs is indicated only for those LUs that present permeable borders.

Figures7, 8 and 9 show the time evolution of vi and mi (for i = 5, 8, 10, 13, 20,
24), at an arbitrary scale, when the corresponding LUs are connected in the whole
environmental system, through time dependent connectivity indexes ci (t).

In particular Fig. 7 presents the time evolution of LU 5 and LU 24. In Sect. 3,
when studying separately the landscape units, we have mentioned that these two LUs
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Table 2 Values of Hik and Lik for the neighboring LUs presenting permeable borders

LUs Hik Lik

1__ 2 391 782

1__ 17 3017 7543

1__ 18 3664 7327

1__ 24 2896 5792

2__ 3 1098 1569

2__ 4 1292 1845

4__ 5 964 1377

4__ 15 1062 2654

5__ 2 262 374

5__ 6 3837 7675

5__ 9 2804 7011

5__ 14 553 1383

5__ 15 633 1583

5__ 21 267 381

5__ 22 122 175

6__ 7 5416 9027

6__ 8 533 927

7__ 8 1460 2919

8__ 9 4231 8991

9__ 11 241 602

9__ 12 1931 2758

9__ 13 1072 1531

9__ 23 771 1543

10__ 9 425 850

10__ 20 305 763

11__ 12 855 2137

11__ 19 228 1138

12__ 13 984 2461

13__ 19 821 1172

13__ 23 680 3401

14__ 15 634 1585

14__ 16 548 1096

14__ 22 109 156

16__ 17 1785 3570

16__ 21 311 778

16__ 22 281 702

18__ 17 5429 10857

(continued)
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Table 2 (continued)

LUs Hik Lik

18__ 19 3352 6705

18__ 20 5390 10780

19__ 20 1553 3106

21__ 22 184 459

21__ 23 197 493

24__ 2 2557 5114

Fig. 7 Representation of the LUs in the whole environmental system. Left – LU 5. Evolution of v5
and m5 versus time. Right – LU 24. Evolution of v24 and m24 versus time

exhibit the unique stable node (v(2)
i ,m(2)

i ), see Table1, and have a similar behavior,
so that we have shown only the plots of Fig. 1 concerning LU 5. The behavior of
these LUs is completely different when the environmental system is considered as
a whole. In fact, a new stable node of high ecological quality appears for LU 5, say
(v(4)

5 ,m(4)
5 ), thanks to themonotonic increasing of the GBTC variablem5. Despite the

fact that for a long initial transient the variable v5 assumes values close to zero, LU 5
tends to the node (v(4)

5 ,m(4)
5 ). Conversely LU 24, because of a significant decreasing

ofm24 during the transient behavior, does not reach an equilibrium of high ecological
quality and leads to the one typical of agricultural areas.

Moreover Fig. 8 describes the dynamics of LU 8 and LU 20 which, when isolated,
exhibit a trend to the stable nodes (v(4)

i ,m(4)
i ) of high ecological quality, as shown

in Figs. 2 and 6 of Sect. 3. In the whole system simulation, LU 8 still reaches the
equilibrium (v(4)

8 ,m(4)
8 ), whereas LU 20 presents a loss of ecological quality and

evolves towards the equilibrium (v(2)
20 ,m(2)

20 ), since for a long time interval it exhibits
a strong decrease of the GBTC variable m20 which causes the decay to zero of the
variable v20.

Finally, Fig. 9 considers LU 10 and LU 13. The stability analysis carried out in
Sect. 3 for LU 10 shows, as visualized by Fig. 3–left, that this sector admits the two
stable attractors (v(2)

10 ,m(2)
10 ) and (v(4)

10 ,m(4)
10 ), and consequently the dynamics of such
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Fig. 8 Representation of the LUs in the whole environmental system. Left – LU 8. Evolution of v8
and m8 versus time. Right – LU 20. Evolution of v20 and m20 versus time

Fig. 9 Representation of the LUs in the whole environmental system. Left – LU 10. Evolution of
v10 and m10 versus time. Right – LU 13. Evolution of v13, m13 and c13 versus time

LU depends strongly on the initial data (in particular for those of Table1 the equilib-
rium solution reached was (v(2)

10 ,m(2)
10 )).When the whole system is considered, LU 10

improves its environmental properties and tends to a scenario of high ecological qual-
ity reaching the equilibrium (v(4)

10 ,m(4)
10 ), since evidently the basin of attraction of node

(v(2)
10 ,m(2)

10 ) is now different. Analogously, also LU 13 presents such an improvement
when well connected to its neighbors, as it can be seen by Fig. 9–right: after a long
initial transient where the variable v13 is close to zero, then there is a strong growth
of v13 itself due to the monotonic increasing of both the GBTC variable m13 and the
connectivity index c13 (dashed line). Thus, LU 13 changes from a scenario showing
a complete loss of ecological quality, defined by the stable node (v(1)

13 ,m(1)
13 ) when it

is isolated, to an opposite scenario of high ecological quality stated by (v(4)
13 ,m(4)

13 ),
when it is considered connected to the whole environmental system. Such examples
evidence how a LU can commute to a scenario of high ecological quality when it
is well connected to its neighbors, even when a bad trend is found in the stability
analysis developed individually for each LU. Such a behavior influences also the
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time scaling of the system. Let us note in fact that the time scales of Figs. 7, 8 and
9 are much greater than those provided when the LUs were considered separately.
This peculiarity seems reasonable since, when the environmental system is treated
as a whole, then the relaxation times increase and fluctuations of territorial quantities
get slower.

6 Conclusions and Future Perspectives

In this paper we have proposed a new mathematical model for the evaluation of the
ecological state of an environmental system distributed in landscape units (LUs).
More specifically, starting from previous ideas advanced in paper [8], our model
acts at the level of each LU, instead at that of the whole system, and introduces as
state variables the extent of green area of high ecological quality and a generalized
biological energy of each landscape unit. The model is then capable to describe the
territory at a more detailed level, so that its properties are better apprehended. From
the mathematical point of view, the model is represented by an autonomous system
of ordinary differential equations of cooperative Lotka–Volterra type [14]. The sta-
bility analysis developed in Sect. 2 for each LU determines the equilibrium solutions
of the equations, whose qualitative trend indicates the future possible scenarios of
the LU itself. The analysis is then applied in Sect. 3 to a Northern district of the
Turin Province consisting of 24 different ecological sectors linked through a con-
stant connectivity index recovered from the GIS. It allows to identify the LUs with
high ecological quality, showing a great potential to evolve to a favorable scenario,
and, conversely, those presenting a bad ecological state with a tendency to a sce-
nario of ecological quality loss. It also allows to identify the LUs showing a different
asymptotic equilibrium, in particular that typical of agricultural areas.

For a comprehensive description of thewhole environmental system, the dynamics
of the landscape units is then investigated in Sect. 4, considering all LUs connected to
their neighboring sectors. The resulting model incorporates the connectivity issues
among the neighboring sectors showing that the connectivity index plays an impor-
tant role since now it has become time dependent through the state variables. The
analytical treatment of such a system is rather complicated, since it is represented by
48 coupled ordinary differential equations. Our strategy was then to use an approxi-
mation procedure based on an algebraic hierarchy and, following the ideas discussed
in paper [9], we propose an explicit algorithm presented in Sect. 5. The simulations
show how a LU can commute from a certain scenario to a completely different sit-
uation, due to the influence of its neighbors, even if a different trend is predicted in
the stability analysis developed individually for each LU.

Therefore, the study developed in this paper indicates that the connectivity among
the neighboring sectors has a significant impact in the dynamics of the LUswhen they
are considered as parts of a whole. Even a rather complete analysis of the individual
LUs is not enough to describe the whole system and a model taking into account the
connectivity issues is an appropriate tool.
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In our opinion, the model proposed here offers promising results and motivates
future perspectives in terms of networking systems accounting for neighboring sec-
tors. In fact, we think that it is possible to propose amodel similar to the one presented
here for what concerns the state variables, but different for the LUs coupling, bor-
rowing some ideas from electrical synapses linking neurons [2] and exploiting the
analysis of the landscape connectivity [6]. Moreover, another development could
take into account a model with more state variables, namely considering variables
v’s for each ecological class C2, . . . ,C5 with non-null BTC indexes. In such a way,
the model would also include the effects due to the presence of landcover areas with
weak production of biological energy. These developments can be introduced in a
forthcoming paper.
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Derivation of Models for Thin Sprays
from a Multiphase Boltzmann Model

Valeria Ricci

Abstract We shall review the validation of a class of models for thin sprays where
a Vlasov type equation is coupled to an hydrodynamic equation of Navier–Stokes
or Stokes type. We present a formal derivation of these models from a multiphase
Boltzmann system for a binary mixture: under suitable assumptions on the collision
kernels and in appropriate asymptotics (resp. for the two different limit models), we
prove the convergence of solutions to the multiphase Boltzmann model to distribu-
tional solutions to the Vlasov–Navier–Stokes or Vlasov–Stokes system. The proofs
are based on the procedure followed in Bardos et al. (J Stat Phys 63:323–344 (1991),
[2]) and explicit evaluations of the coupling terms due to the interaction between the
two components of the mixture. The results reviewed in this article are proved in
detail in Bernard et al. (A derivation of the Vlasov-Navier-Stokes model for aerosol
flows from kinetic theory (2016), [4], A derivation of the Vlasov-Stokes system for
aerosol flows from the kinetic theory of binary gas mixtures (2016), [5]).
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1 Introduction

In this paper we shall deal with the modelling of two phase systems where a thin
component, given by a solid or condensed phase, is dispersed in a fluid phase. These
systems (called aerosols or sprays) are sometimes modelled, at a macroscopic level,
through a system of partial differential equations consisting of a hydrodynamic equa-
tion of Navier–Stokes or Stokes type coupled to a kinetic equation of Vlasov type;
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the coupling is given by the drag force exerted by the fluid phase on the dispersed
phase.

We want to illustrate how to obtain the derivation of such a kind of models from
a model on a smaller scale, which could not be the scale corresponding to the ele-
mentary components, i.e. particles.

More specifically, our smaller scale system will be a mesoscopic one, given by
a system of coupled Boltzmann equations, one for each species, and we shall study
suitable asymptotics for the parameters which lead to the Vlasov–(Navier–)Stokes
system in the limit.

The paper reviews results obtained in [4, 5].
The class of models we want to analyse is given by the (incompressible) Vlasov–

Navier–Stokes system:

⎧
⎪⎪⎪⎪⎨

⎪⎪⎪⎪⎩

∂t F + v · ∇x F − κ

mp
divv((v − u)nF) = 0 ,

ρg(∂t u + u · ∇xu) + ∇x p = ρgν�xu + κ

∫

R3
(v − u)F dv ,

divxu = 0 ,

(1)

or Vlasov–Stokes system

⎧
⎪⎪⎪⎪⎨

⎪⎪⎪⎪⎩

∂t F + v · ∇x F − κ

mp
divv((v − u)nF) = 0 ,

− ρgν�xu + ∇x p = κ

∫

R3
(v − u)F dv ,

divxu = 0 ,

(2)

which describes the dispersed phase through its number density of particles or
droplets (we shall denote these entities as particles in what follows) with veloc-
ity v located at the position x at time t , F ≡ F(t, x, v) ≥ 0, and the gas through its
velocity field u ≡ u(t, x) ∈ R3. The parameters κ,mp, ρg, ν > 0 represent resp. the
friction coefficient of the gas on the dispersed phase, the mass of a particle, the gas
density and the kinematic viscosity of the gas.

The derivation of (1) or (2) from a genuine particle system, i.e. a microscopic
dynamics such that both the dispersed and the fluid phase are described by particles
interacting through deterministic laws, is presently out of reach. The next level of
validation from a smaller scale description would be to consider the derivation of (1)
or (2) as themean-field limit of a systemwhere a large number of particles (describing
the dispersed phase) are immersed in a viscous fluid. Unfortunately, this validation
presents major difficulties. Derivations of the Stokes and Navier–Stokes equation
with a force term including the drag force exerted by the particles on the fluid can
be obtained [1, 9], but all these derivations rely on methods of homogenization of
elliptic operators on perforated domains where the holes have finite capacity ([7, 12],
for a reformulation of [9] in the frame of potential theory see [13]). These methods
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require an uniform control on the distance among particles, which can be assured
when the particles can be considered as fixed, as in [1, 9], but which can not be
preserved by the dynamics when they are allowed to move.

This leads to consider a third class of systems at a smaller scale which can be used
to validate (1) or (2), i.e. the class where both species are described at a mesoscopic
level: we consider then a system of two coupled Boltzmann equations, one for each
species, and we consider its hydrodynamic limit, defining a scaling such that we
obtain (1) or (2) in the correspondent asymptotics.

Although this validation does not start from first principles, it presents many
advantages, first of all the absence of constraints on minimal distances among par-
ticles; moreover, using a multiphase Boltzmann system as a starting point allows to
consider a large class of interactions among the dispersed phase and the gas.

We shall describe in what follows the formal derivation, in two different asymp-
totics, of (1) and (2) from a multiphase Boltzmann system (see (3) below).

2 The Multiphase Boltzmann Model

Let consider as a starting point the mesoscopic system

∂t F + v · ∇x F = D(F, f ) + B(F) ,

∂t f + w · ∇x f = R( f, F) + C ( f ) ,
(3)

where F(t, x, v) ≥ 0 denotes the distribution function of particles and f (t, x,w) ≥ 0
the distribution function of gas molecules.B(F) and C ( f ) are Boltzmann collision
integrals, resp., for pairs of particles and for pairs of gas molecules, and D(F, f )
andR( f, F) are Boltzmann type collision integrals describing, resp., the deflection
of particles colliding with gas molecules, and the slowing down of gas molecules by
collisions with particles.

The collision integrals verify, for F and f defined a.e. onR3 and rapidly decaying
at infinity, the conservation laws:

∫

R3
C ( f )(w)

⎛

⎝
1
w

|w|2

⎞

⎠ dw = 0 , (4)

∫

R3
B(F)(v)

(
1
v

)

dv = 0 , (5)

∫

R3
D(F, f )(v) dv =

∫

R3
R( f, F)(w) dw = 0 , (6)

and satisfy the local balance of momentum in the aerosol
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mp

∫

R3
D(F, f )(v)v dv + mg

∫

R3
R( f, F)(w)w dw = 0 , (7)

wheremg is the mass of gas molecules andmp the mass of particles. If the collisions
between gas molecules and particles are elastic, they satisfy in addition the local
balance of energy.

We consider then typical physical parameters, length L , number densities, Np

and Ng , and thermal speeds, Vp and Vg , resp. for the particles and the gas mole-
cules, average cross sections for the particle-particle (Spp), particle-molecule (Spg)
and molecule-molecule (Sgg) collisions, and the three parameters η = mg/mp,
ε = Vp/Vg and μ = (mgNg)/(mpNp), and we rewrite (3) in dimensionless form
(assuming as typical time L/Vp and measuring the speed of each species in terms
of its thermal speed), obtaining [4, 5]

⎧
⎪⎪⎨

⎪⎪⎩

∂t F + v · ∇x F = NgSpgL
Vg

Vp
D(F, f ) + NpSppLB(F) ,

∂t f + Vg

Vp
w·∇x f = NpSpgL

Vg

Vp
R( f, F) + NgSggL

Vg

Vp
C ( f ) .

(8)

In what follows, we assumeNpSppL � 1, so that the collisions between particles
can be neglected (this hypothesis can be formally justified on the basis of the chosen
scaling, we shall nevertheless assume it here without further explanation).

Since the thermal speed of the particles is in general smaller than the thermal
speed of the molecules, and the mass of the particles is much bigger than the mass
of the gas molecules, we assume ε � 1 and η � 1 (notice that there is no need in
general to make assumptions concerning the size or the relative size of the molecules
to the particles, if not the ones allowing to consider (8) as a valid starting system).

We assume moreover

η

μ
= Np

Ng
∈ [0, 1] , Np Spg L = ε

μ
, and Ng Sgg L = μ

ε
.

The relative size of μ with respect to ε will differ for the two different scalings.
With this assumptions, the dimensionless scaled system becomes

⎧
⎪⎪⎨

⎪⎪⎩

∂t F + v · ∇x F = 1

η
D(F, f ) ,

∂t f + 1

ε
w · ∇x f = 1

μ
R( f, F) + μ

ε2
C ( f ) .

(9)

We shall then consider two different asymptotics.
First,we assume μ = 1: when μ = 1, the mass density of the gas and the mass

density of particles have the same order of magnitude, we have only two small para-
meters, η and ε, s.t. η � ε2, and the scaled Boltzmann system, whose asymptotics
leads to the Vlasov–Navier–Stokes system, reads
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⎧
⎪⎪⎨

⎪⎪⎩

∂t F + v · ∇x F = 1

η
D(F, f ) ,

∂t f + 1

ε
w · ∇x f = R( f, F) + 1

ε2
C ( f ) .

(10)

Then, we shall consider μ → 0: here the mass density of the gas is much smaller
than the mass density of the particles, the limit of (9) is the Vlasov–Stokes system
and the three small parameters involved are such that η � ε2 and ε � μ2 � 1.

As a last remark, we recall that systems similar to (1), (2) are used in applica-
tions. As an example, the Vlasov–Stokes system is used in the modelling of medical
aerosols in the trachea and of drug deposition in the upper part of the lungs and the
values of the parameters involved fit the asymptotics analysed in [5].

3 The Collision Kernels

In (9) we define the (ε- and η-dependent) dimensionless collision integrals as

C ( f )(w) =
∫

R3×S2
( f (w′) f (w′

∗) − f (w) f (w∗))c(w − w∗, ω) dw∗dω , (11)

D(F, f )(v) =
∫

R3×R3
F(V ) f (W )Πpg(v, dV dW )

− F(v)
∫

R3
f (w) |εv − w| �pg (|εv − w|) dw ,

(12)

R( f, F)(w) =
∫

R3×R3
F(V ) f (W )Πgp(w, dV dW )

− f (w)

∫

R3
F(v) |εv − w| �pg (|εv − w|) dv ,

(13)
where the measure–valued functionsΠ∗ and the functions�∗ (both nonnegative) are
related by:

∫

R3
v

dvΠpg(v, dv
′ dw′) = |εv′ − w′|�pg(|εv′ − w′|) dv′ dw′ ,

∫

R3
w

dwΠgp(w, dv′ dw′) = |εv′ − w′|�pg(|εv′ − w′|) dv′ dw′ .
(14)

The collisions between molecules are elastic, so that

w′ = w − (w − w∗) · ωω ,

w′
∗ = w∗+ (w − w∗) · ωω ,

(15)
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and the collision kernel c, which is associated to a hard potential satisfying Grad’s
cut-off assumptions, is of the form

c(w − w∗, ω) = |w − w∗|σgg(|w − w∗|, | cos( ̂w − w∗, ω)|). (16)

As for the collisions between molecules, some more technical assumptions will
be needed in order to pass to the limit. We define the linearised collision integral
around the Maxwellian

M(w) := 1
(2π)3/2

e−|w|2/2 (17)

as
L φ := −M−1DC (M) · (Mφ) , (18)

where D is the functional derivative. L is a Fredholm, self-adjoint operator in
L2(Mdw) s. t. ImL = KerL ⊥ (e.g. Theorem 2.1 in [4]).

Defining
A(w) := w ⊗ w − 1

3 |w|2 I (19)

we have A⊥KerL in L2(Mdv) and ∃ a unique Ã ∈ DomL such that

L Ã = A, Ã⊥KerL . (20)

By the symmetry properties of the collision integral and the rotation invariance of
(17), Ã can be shown to be of the form

Ã(w) = α(|w|)A(w) , (21)

where α is a measurable function such that
∫

R3 α2|w|4(c̄ � M)2Mdw < ∞ .
We shall assume α ∈ L∞(R+), but in the Vlasov–Stokes asymptotics we shall

need to add the following condition
(A). ∇ Ã ≤ C(1 + |w|2).
As for the class of collision integralsD andR which will be analysed, they shall

verify the following properties:

(H1). (Conservation of mass) ∃ a measurable function q ≡ q(r) s.t. 0 ≤ q(r) ≤
C(1 + r) for some C > 0 and Πpg and Πgp satisfy

∫

R3
Πpg(v, dV dW )dv =

∫

R3
Πgp(w, dV dW ) dw = q(|εV − W |)dV dW .

(H2). (Conservation of momentum) ∃ Q ≡ Q(r) ∈ C(R∗+), with Q ≥ 0 and
Q(r) + |Q′(r)| ≤ C(1 + r) for some C > 0, such that Πpg and Πgp satisfy
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ε

∫

R3
dv (v − V )Πpg(v, dV dW ) = −η

∫

R3
dw (w − W )Πgp(w, dV dW )

= − η

1 + η
(εV − W )Q(|εV − W |)dV dW .

(H3). ∃ a constant C > 0 such that Πpg satisfies

∫

R3
dv

∣
∣
∣
∣εv − εV + ηW

1 + η

∣
∣
∣
∣

2
Πpg(v, dV dW ) ≤ C η2 (1 + |εV − W |2)q(|εV − W |)dV dW,

(q is the function in (H1)).
The next hypothesis will have different form for the Navier–Stokes and the Stokes

asymptotics. After the common part in its statement, we split it then into two parts,
the first one referring to the Vlasov–Navier–Stokes model and labelled as (H4)VNS
and the second one referring to the Vlasov–Stokes model labelled as (H4)VS:

(H4). The limiting measure Π0,0
gp satisfies1 TR#Π0,0

gp = Π0,0
gp ∀ R ∈ O3(R), where

TR : (w, V,W ) �→ (Rw, V, RW ) , and either
(H4)VNS ∀Φ := Φ(w,W ) s. t. |Φ(w,W )| ≤ C(1 + |w|2 + |W |2)M(W ),

∃ p > 3,

∫

R3
(1 + |V |2)−p

∣
∣
∣
∣

∫

R3×R3
Φ(w,W )(Πε,η

gp (w, dV dW ) − Π0,0
gp (w, dV dW )) dw

∣
∣
∣
∣

ε,η→0→ 0.

Moreover,

∫

R3×R3
dw (1 + |w|2 + |W |2)M(W )Π0,0

gp (w, dVdW ) ∈ L1((1 + V 2)−3dV ) ;

or
(H4)VS ∀Φ ∈ C1(R3 × R

3) s. t. |Φ(w,W )| + |∇wΦ(w,W )| ≤ C(1 + |w|2 +
|W |2)M(W ), ∀p > 3,

∫

R3
(1 + |V |2)−p

∣
∣
∣
∣

∫

R3×R3
Φ(w,W )(Πε,η

gp (w, dV dW ) − Π0,0
gp (w, dV dW )) dw

∣
∣
∣
∣ = O(ε + η)

when ε, η → 0.

The last hypothesis, valid for both asymptotics, is:

(H5). ∀h ∈ L2(M(w)dw) and η, ε ≈ 0, ∃C > 0 independent of η and ε such that:

∫

R3×R3×R3

(1+|W |2)
(1+|V |2)p (1+|w|2)M(W )|h(W )|Πε,η

gp (w,dVdW ) dw ≤ C ||h||L2(M(w)dw).

1The notation T #m designates the push-forward of the measure m by the transformation T .
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Hypotheses (H1) to (H5) are satisfied in some relevant cases for the collision
betweenmolecules and particles, such as elastic collisions associated to a hard poten-
tial, and inelastic and diffuse as in [6].

4 The Main Results

We now state a theorem, collecting the results proved in [4, 5] and give the sketch
of its proof: details can be found in [4, 5].

In what follows, for each φ ∈ L1(M dv), we set 〈φ〉 := ∫

R3 φ(w)M(w) dw.

Theorem 1 Let gn ≡ gn(t, x,w) ≥ 0 and Fn ≡ Fn(t, x, v) ≥ 0 be sequences of
smooth (at least C1) functions, and

fn(t, x,w) := M(w)(1 + εngn(t, x,w)), (22)

where M is the Maxwellian (17). Assume that (Fn, fn) is a solution to (9) (with
C ,D,R defined in Sect.3), whereΠ

εn ,ηn
pg andΠ

εn ,ηn
gp satisfy (H1)–(H3), the first part

of (H4), (H5), and the molecular collision kernel c (such that (15), (16) hold) is
associated to a hard potential satisfying Grad’s cut-off assumptions.

Let α in (21) be such that α ∈ L∞(R+), and

εn → 0 , ηn/ε
2
n → 0 , εn/μ

2
n → 0.

Assume Fn⇀F in L∞
loc weak-*, gn⇀g in L2

loc(R
∗+ × R3 × R3) weak and that

(a) ∃p > 3 such that, ∀R > 0,

sup
n≥1

sup
(t,x,v)∈[0,R]×[−R,R]3×R3

(1 + |v|2)pFn(t, x, v) ≤ CR < ∞

(b) the sequence 〈g2n〉 is bounded in L1
loc(R

∗+ × R3),
(c)

〈gnφ(w)〉 → 〈gφ(w)〉 (23)

strongly in L2
loc(R

∗+ × R3) for each φ ∈ Cc(R3).
Then ∃ L∞ functions ρ ≡ ρ(t, x), θ ≡ θ(t, x) ∈ R, and a L∞ vector field u ≡

u(t, x) ∈ R3 such that, for a.e. (t, x,w) ∈ R+ × R3 × R3,

g(t, x,w) = ρ(t, x) + u(t, x) · w + θ(t, x) 12 (|w|2 − 3) , (24)

and the pair (F, u) satisfies, in the sense of distributions,

1. [4] the Vlasov–Navier–Stokes system
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⎧
⎪⎪⎪⎨

⎪⎪⎪⎩

∂t F + v · ∇x F = κdivv((v − u)F),

divxu = 0,

∂t u + divx (u ⊗ u) = ν�xu − ∇x p + κ

∫

(v − u)F dv,

(25)

if μn = 1 and Π
εn ,ηn
pg and Π

εn ,ηn
gp verify (H4)VNS;

2. [5] the Vlasov–Stokes system

⎧
⎪⎪⎪⎨

⎪⎪⎪⎩

∂t F + v · ∇x F = κdivv((v − u)F),

divxu = 0,

− ν�xu − ∇x p = κ

∫

(v − u)F dv,

(26)

ifμn → 0 andΠ
εn ,ηn
pg ,Π

εn ,ηn
gp verify (H4)VS, and (A) and the additional assump-

tion that, for some q > 1 and ∀R > 0,

sup
n≥1

sup
(t,x)∈[0,R]×[−R,R]3

〈(1 + w2)pg2nM(w)〉 < ∞ (27)

are valid.

In both cases

ν := 1
10

∫

Ã : L ÃM(w) dw > 0 , κ := 1
3

∫

Q(|w|)|w|2M(w) dw > 0, (28)

where Q is defined in assumption (H2) and Ã,L are defined by (20)–(18).

The proof of Theorem 1 is based on the formal derivation of the incompressible
fluid dynamic limit of the Boltzmann equation formulated in [2] and can be split in
the following steps.

4.1 Asymptotic Form of the Molecular Distribution Function

Proposition 1 Under the assumptions of Theorem 1, ∃ L∞ functions ρ ≡ ρ(t, x),
θ ≡ θ(t, x) ∈ R, and a L∞ vector field u ≡ u(t, x) ∈ R3 s.t. (24) holds. The field u
satisfies in D ′(R∗+ × R3) the incompressibility condition

divxu = 0 (29)

and Ã, defined in (20), is such that

〈 Ã(w)w · ∇x g〉 = ν(∇xu + (∇xu)T ) ,
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with ν defined in (28).

Proof We have first:

C (M(1 + εngn)) =C (M) + εnDC (M) · (Mgn) + ε2nC (Mgn)

= − εnML gn + ε2nMQ(gn),

where L φ is defined by (18) and

Q(φ) := M−1C (Mφ). (30)

The second line of Eq. (9) can be recast as:

∂t gn + 1

εn
w · ∇x gn + μn

ε2n
L gn = 1

μnεn
M−1R(M(1 + εgn), Fn) + μn

εn
Q(gn) ,

(31)
from which we obtain (by multiplying each side of the equation by ε2n/μn)

L gn = (
εn

μ2
n

M−1R(M(1 + εgn), Fn) + εnQ(gn)) − ε2n

μn
∂t gn − εn

μn
w · ∇x gn.

(32)
The two last terms of (32) converge to 0 in the sense of distributions since gn⇀g
weak in L2

loc.
We deal now with the first term. ∀φ ∈ Cc(R3),

∫

R3
Q(gn)(w)φ(w) dw =

∫

R3×R3×S2

(
M−1(w′)φ(w′) − M−1(w)φ(w)

)

×M(w∗)gn(w∗)M(w)gn(w)c(w − w∗, ω) dωdw∗dw ,

where w′,w′∗ are given by (15). By the Cauchy–Schwarz inequality,

∣
∣
∣
∣

∫

R3
Q(gn)φ(w) dw

∣
∣
∣
∣ ≤ C

∫

R3×R3
M(w∗)gn(w∗)M(w)gn(w)(1 + |w| + |w∗|) dw∗dw

≤ C〈g2n〉
∫

R3
M(w)(1 + |w|)2 dw ,

so that
∫

R3 Q(gn)φ(w) dw is bounded in L1
loc(R

∗+ × R3)∀φ ∈ Cc(R3), and
εnQ(gn) → 0 in the sense of distributions.

Likewise, for each φ ∈ Cc(R3), we deduce from (H1) that

∫

R3
R( fn, Fn)M

−1(w)φ(w) dw =
∫

R3×R3×R3
(M−1(w)φ(w) − M−1(W )φ(W )) fn(W )Fn(V )Πgp(w, dV dW ) dw,
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so that, according to (H1) and assumption (a),

∣
∣
∣
∣

∫

R3
R( fn, Fn)M

−1(w)φ(w) dw

∣
∣
∣
∣ ≤ C

∫

R3×R3
Fn(V ) fn(W )q(|εnV − W |) dV dW

≤ C〈(1 + εngn)(1 + |W |)〉 ,

which is bounded in L2
loc(R

∗+ × R3) thanks to (b) in Theorem 1. Therefore

εn

μ2
n

R( fn, Fn)M
−1(w) → 0

in the sense of distributions.
Hence L gn → L g = 0 in the sense of distributions and g is of the form (24).
We come then to the incompressibility condition. Multiplying (31) by εnM(w)

and integrating in w gives (according to (4))

εn∂t 〈gn〉 + divx 〈wgn〉 = 0 .

Since gn⇀g in L2(R∗+ × R3 × R3) weak and thanks to assumption (b) in Theo-
rem 1, 〈gn〉 → 〈g〉 and 〈wgn〉 → 〈wg〉 in L2

loc(R
∗+ × R3) weak, so that divx 〈wgn〉 =

−εn∂t 〈gn〉 → 0 in D ′(R∗+ × R3) and divx 〈wg〉 = 0. Since 〈wg〉 = u, (29) holds.
Finally, since the tensor field w �→ A(w)w is odd, we have

〈 Ã(w)w · ∇x g〉 = 〈 Ã(w) ⊗ A(w)〉 : ∇xu.

By Lemma 4.4 in [3] (see formulas (4.13a) and (4.10), which are based on elemen-
tary symmetry arguments, in particular A(Rw) = RA(w)RT ∀R ∈ O3(R)), we have
〈 Ãi j Akl〉 = ν(δikδ jl + δilδ jk − 1

3δi jδkl), with

ν := 1
10 〈 Ã : L Ã〉 > 0.

Therefore, since divxu = 0,

〈 Ã(w)w · ∇x g〉 = ν(∇xu + (∇xu)T − 2
3 (divxu)I ) = ν(∇xu + (∇xu)T .

4.2 Asymptotic Deflection and Friction Terms

The computation of the collision integral D(F, f ) is the central point in the proof.
Because η � 1, the heavy particles are only slightly deflected in the collision with
the light molecules, explaining how the collision integral in the kinetic equation for
the distribution function of the dispersed phase converges to the term which appears
in the Vlasov equation.
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Proposition 2 Under the assumptions of Theorem 1,

1

ηn
D(Fn, fn) → κdiv((v − u)F) in D ′(R∗

+ × R3 × R3) , (33)

1

εn

∫

R3
wR( fn, Fn) dw → κ

∫

R3
(v − u)F dv in D ′(R∗

+ × R3), (34)

with κ defined in (28).

Proof We have

1

η n

∫

R3
D(Fn, fn)(v)φ(v) dv

= 1

η n

∫

R3×R3
Fn(V ) fn(W )

∫

R3
(φ(v) − φ(V ))Πpg(v, dV dW ) dv

= 1

η n

∫

R3×R3
Fn(V ) fn(W )∇φ(V ) ·

∫

(v − V )Πpg(v, dV dW ) dv

+1

η n

∫

R3×R3
Fn(V ) fn(W )

∫

H(v, V ) : (v − V )⊗2Πpg(v, dV dW ) dv,

(35)

where H(v, V ) := ∫ 1
0 (1 − t)∇2φ((1 − t)V + tv) dt .

According to (H2), the first term in (35) is given by

1

η n

∫

R3×R3
Fn(V ) fn(W )∇φ(V ) ·

∫

(v − V )Πpg(v, dV dW ) dv =

−
∫

R3
Fn(V )∇φ(V ) ·

1
εn

∫

R3 fn(W )(εnV − W )Q(|εnV − W |) dW
1 + ηn

dV .

Hence

1

η n

∫

R3×R3
Fn(V ) fn(W )∇φ(V ) ·

∫

(v − V )Πpg(v, dV dW ) dv =

I 1n + I 2n + I 3n + I 4n + I 5n ,

with

I 1n = −εn

∫

R3
Fn(V )

∇φ(V )

1 + ηn
·
∫

R3
M(W )gn(W )V Q(|εnV − W |) dWdV ,

I 2n =
∫

R3
Fn(V )

∇φ(V )

1 + ηn
·
∫

R3
M(W )gn(W )W (Q(|εnV − W |) − Q(|W |) dW ,
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I 3n =
∫

R3
Fn(V )

∇φ(V )

1 + ηn
·
∫

R3
M(W )gn(W )WQ(|W |) dWdV ,

I 4n = −
∫

R3
Fn(V )

∇φ(V )

1 + ηn
·
∫

R3
M(W )V Q(|εnV − W |) dWdV ,

I 5n = 1

εn

∫

Fn(V )
∇φ(V )

1 + ηn
·
∫

M(W )W (Q(|εnV − W |) − Q(|W |)) dWdV .

Since by the Cauchy–Schwarz inequality

∣
∣
∣
∣

∫

R3
M(W )gn(W )V Q(|εnV − W |) dW

∣
∣
∣
∣

≤ C
∫

R3
(1 + εn|V | + |W |)M(W )|gn(W )||V | dW

≤ C |V |(1 + |V |)
√

〈g2n〉,

we have I 1n → 0 in L2
loc(R

+∗ × R3) . Then,

∣
∣
∣
∣

∫

R3
M(W )gn(W )W (Q(|εnV − W |) − Q(|W |)) dW

∣
∣
∣
∣

≤ Cεn

∫

R3
M(W )|gn(W )||W ||V |(1 + εn|V | + |W |) dW

≤ Cεn(1 + |V |2)
√

〈g2n〉 ,

so that I 2n → 0 in L2
loc(R

+∗ × R3) . By assumption (c) in Theorem 1

∫

R3
M(W )gn(W )WQ(|W |) dW →

∫

R3
M(W )g(W )WQ(|W |) dW

= 1
3u

∫

R3
M(W )|W |2Q(|W |) dW = κu

in L1
loc(R

+∗ × R3), and therefore I 3n → κu · ∫R3 F(V )∇φ(V ) dV in D ′(R+∗ × R3) .

Then ∣
∣
∣
∣

∫

R3
M(W )V (Q(|εnV − W |) − Q(|W |)) dW

∣
∣
∣
∣

≤ Cεn

∫

R3
M(W )|V |2(1 + εn|V | + |W |) dW

≤ Cεn|V |2(1 + |V |) ,

so that
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∫

R3
Fn(V )

∇φ(V )

1 + ηn
·
∫

R3
M(W )V (Q(|εnV − W |) − Q(|W |)) dWdV → 0

locally uniformly on R+∗ × R3, and

I 4n → −
∫

R3
F(V )∇φ(V ) · V

∫

R3
M(W )Q(|W |) dWdV in D ′(R+

∗ × R3) .

Finally

∣
∣
∣
∣

∫

R3
M(W )W

(
Q(|εnV − W |) − Q(|W |)

εn
+ W

|W | · V Q′(|W |)
)

dW

∣
∣
∣
∣

≤
∫

R3
M(W )|W ||V |

∫ 1

0
|Q′(|θεnV − W |) − Q′(|W |)| dθdW

≤ C |V |(1 + |V |)

and, for all V ∈ R3,

∫

R3
M(W )|W ||V |

∫ 1

0
|Q′(|θεnV − W |) − Q′(|W |)| dθdW → 0

by dominated convergence. With assumption (a) in Theorem 1, we get

I 5n +
∫

R3
Fn(V )

∇φ(V )

1 + ηn
·
∫

R3
M(W )

W

|W |W · V Q′(|W |) dWdV → 0

locally uniformly on R+∗ × R3, and therefore

I 5n → −
∫

R3
F(V )∇φ(V ) ·

∫

R3
M(W )

W

|W |W · V Q′(|W |) dWdV in D ′(R+
∗ × R3) .

By isotropy,wehave
∫

R3 M(W ) W
|W |W · V Q′(|W |) dW = 1

3V
∫

R3 M(W )|W |Q′(|W |)
dW , so that

I 4n + I 5n → −
∫

R3
F(V )∇φ(V ) · V

∫

R3
M(W )(Q(|W |) + 1

3 |W |Q′(|W |)) dWdV

in D ′(R+∗ × R3). Moreover, since W · ∇M(W ) = −|W |2M(W ),
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∫

R3
M(W )|W |2Q(|W |) dW = −

∫

R3
W · ∇M(W )Q(|W |) dW

=
∫

R3
M(W )div(WQ(|W |)) dW

=
∫

R3
M(W )(3Q + |W |Q′)(|W |) dW .

Hence

I 4n + I 5n → −
∫

R3
F(V )∇φ(V ) · V

∫

R3

1
3 |W |2M(W )Q(|W |) dWdV

= −κ

∫

R3
F(V )∇φ(V ) · V dV

in D ′(R+∗ × R3), and finally

1

η n

∫

R3×R3
Fn(V ) fn(W )∇φ(V ) ·

∫

(v − V )Πpg(v, dV dW ) dv →

−κ

∫

R3
F(V )∇φ(V ) · (V − u) dV in D ′(R+

∗ × R3) ,

with

κ = 1
3

∫

R3
M(W )Q(|W |)|W |2 dW > 0 .

Next we treat the second term in (35). We have

∣
∣
∣
∣
1

η n

∫

R3×R3
Fn(V ) fn(W )

∫

H(v, V ) : (v − V )⊗2Πpg(v, dV dW ) dv

∣
∣
∣
∣

≤ 1

2ηn
‖∇2φ‖L∞

∫

R3×R3
Fn(V ) fn(W )

∫

R3
|v − V |2Πpg(v, dV dW ) dv

and, with U = εnV+ηnW
1+ηn

,

ε2n |v − V |2 ≤ 2|εnv −U |2 + 2|U − εnV |2 = 2|εnv −U |2 + 2η2n
(1 + ηn)2

|εnV − W |2 .

According to assumption (H3),

∫

R3
|v − V |2Πpg(v, dV dW ) dv ≤ 2C

η2
n

ε2n
(1 + |εnV − W |2)q(|εnV − W |) ,

so that
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|1
η n

∫

R3×R3
Fn(V ) fn(W )

∫

H(v, V ) : (v − V )⊗2Πpg(v, dV dW ) dv|

≤ ηn

ε2n
|C |∇2φ||L∞

∫

R3×R3
Fn(V ) fn(W )(1 + |εnV − W |2)q(|εnV − W |) dV dW .

By (H1) and assumption (a) in Theorem 1,

∫

R3×R3
Fn(V ) fn(W )(1 + |εnV − W |)2q(|εnV − W |) dV dW

≤ CCR

∫

R3×R3

(1 + εn|V | + |W |)3
(1 + |V |)p M(W )(1 + εngn)(W ) dV dW

for (t, x) ∈ [0, R] × [−R, R]3. By assumption (b) in Theorem 1 and the Cauchy–
Schwarz inequality, the right hand side is bounded in L2

loc(R
+∗ × R3). Hence

1

η n

∫

R3×R3
Fn(V ) fn(W )

∫

H(v, V ) : (v − V )⊗2Πpg(v, dV dW ) dv → 0 in L2
loc(R

+∗ × R3)

since ηn/ε
2
n → 0, which leads to (33).

Then, by assumptions (H1)–(H2),

1

εn

∫

R3
wR( fn, Fn) dw = 1

εn

∫

R3×R3×R3
(w − W ) fn(W )Fn(V )Πgp(w, dV dW ) dw

= − 1

ηn

∫

R3×R3×R3
(v − V )Fn(V ) fn(W )Πpg(v, dV dW ) dv = − 1

ηn

∫

R3
vD(Fn, fn) dv ,

so that

− 1

ηn

∫

R3
φ(v)D(Fn, fn) dv → κ

∫

R3
F(V )∇φ(V ) · (V − u) dV (36)

inD ′(R∗+ × R3) for each test function φ ∈ C2(R3) and∇φ,∇2φ ∈ L∞(R3). Setting
φ(v) = v in (36) leads to (34).

Notice that, in the previous steps, neither μn → 0 nor any specific hypothesis in
Part 1 or 2 of Theorem 1 is needed, so that the proofs of the previous propositions
are valid for both the Vlasov–Navier–Stokes and the Vlasov–Stokes asymptotics.

4.3 Convection Term

This proposition is needed only to deal with the asymptotics in Theorem 1 Part (1)
(it can be skipped when dealing with Part 2).
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Proposition 3 Under the assumptions of Theorem 1,

〈 Ã(w)Q(g)〉 = A(u)

where Ã is defined in (20) and Q is defined in (30).

Proof By Proposition 1, g(t, x, ·) ∈ KerL for a.e. (t, x) ∈ R∗+ × R3 and (see for-
mula (60) in [2])Q(g(t, x, ·)) = 1

2L (g(t, x, ·)2), for a.e. (t, x) ∈ R∗+ × R3 . Since
L is self-adjoint on L2(M dw) (Theorem 2.1 in [4]) and g2 ∈ DomL , we get

〈 Ã(w)Q(g)〉 = 〈 Ã(w) 12L (g2)〉 = 1
2 〈(L Ã)g2〉 = 1

2 〈Ag2〉 .

Eliminating the odd component of g2 (w �→ A(w) is even) we get

〈Ag2〉 = 〈A ⊗ w ⊗ w〉 : (u ⊗ u) +
〈

A
(
ρ + θ 1

2 (|w|2 − 3)
)2

〉

.

But A(Rw) = RA(w)AT and trace(A) = 0 (Lemma 4.2 in [11]), so:

〈

A
(
ρ + θ 1

2 (|w|2 − 3)
)2

〉

= 1
3

〈

trace(A)
(
ρ + θ 1

2 (|w|2 − 3)
)2

〉

I = 0.

Moreover (Lemma 4.2 in [11]) 〈A ⊗ w ⊗ w〉i jkl = 〈Ai j Akl〉 = δikδ jl + δilδ jk −
2
3δi jδkl , so that finally

〈A ⊗ w ⊗ w〉 : (u ⊗ u) = 2u ⊗ u − 2
3 |u|2 I

and the proposition is proved.

4.4 Asymptotic Friction Flux

Proposition 4 Under the assumptions of Theorem 1,

1

μ n

∫

Ã(w)R( fn, Fn)(w)dw → 0 in D ′(R∗
+ × R3) .

Proof First, we write

∫

R3
Ã(w)R( fn, Fn)(w) dw =

∫

R3
Ã(w)R(M, Fn)(w) dw + εn

∫

R3
Ã(w)R(Mgn, Fn)(w) dw .

(37)
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The first term on the right-hand side of (37) is then given by:

∫

R3
Ã(w)R(M, Fn)(w) dw =

∫

R3×R3×R3
Fn(V )M(W )( Ã(w) − Ã(W ))Πεn ,ηn

gp (w, dV dW ) dw .

Now we have to distinguish the two different asymptotics, μn = 1 and μn → 0.
When μn = 1 (Vlasov–Navier–Stokes asymptotics, Theorem 1 part 1), we use

the bound

∣
∣
∣
∣

∫

R3

(

ÃR(M, Fn)−
∫

R3×R3
F(V )M(W )( Ã(w)− Ã(W ))Π0,0

gp (w, dV dW )

)

dw

∣
∣
∣
∣

≤
∣
∣
∣
∣

∫

R3×R3×R3
Fn(V )M(W )( Ã(w) − Ã(W ))(Πεn ,ηn

gp − Π0,0
gp )(w, dV dW ) dw

∣
∣
∣
∣

+
∣
∣
∣
∣

∫

R3×R3×R3
(Fn(V ) − F(V ))M(W )( Ã(w) − Ã(W ))Π0,0

gp (w, dV dW ) dw

∣
∣
∣
∣ .

The first term on the right hand side vanishes in D ′(R∗+ × R3) because of (H4)VNS
and α ∈ L∞(R+). The second term on the right hand side also vanishes inD ′(R∗+ ×
R3) because of (H4)VNS.

According to the first part of assumption (H4), ∀R ∈ O3(R)

∫

R3×R3×R3
F(V )M(W )( Ã(w) − Ã(W ))Π0,0

gp (w, dV dW ) dw

=
∫

R3×R3×R3
F(V )M(W )( Ã(w) − Ã(W ))TR#Π

0,0
gp (w, dV dW ) dw

=
∫

R3×R3×R3
F(V )M(W )( Ã(Rw) − Ã(RW ))Π0,0

gp (w, dV dW ) dw .

Because of (21), Ã(Rw) = R Ã(w)RT ,∀ R ∈ O3(R), and, ∀R ∈ O3(R),

A :=
∫

R3×R3×R3
F(V )M(W )( Ã(Rw) − Ã(RW ))Π0,0

gp (w, dV dW ) dw = RA RT

a.e. on R∗+ × R3, so that A (t, x) = 1
3 trace(A (t, x))I = 0 (e.g. Lemma 4.2 in [4]).

Hence, the first term in (37) is s.t.
∫

R3 Ã(w)R(M, Fn)(w) dw → 0 in D(R∗+ ×
R3).

Next, we deduce from (H1) that, for all (t, x) ∈ [0, K ] × [−K , K ]3, by (H5) and
assumptions (b) in Theorem 1
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∣
∣
∣
∣

∫

R3
R(Mgn, Fn) Ã(w) dw

∣
∣
∣
∣ =

∣
∣
∣
∣

∫

R3×R3×R3
( Ã(w) − Ã(W ))M(W )gn(W )Fn(V )Πgp(w, dV dW ) dw

∣
∣
∣
∣

≤ CK

∫

R3×R3×R3
(|w|2 + |W |2)M(W )|gn(W )|(1 + |V |2)−pΠgp(w, dV dW ) dw

≤ CCK‖g‖L2(M dw).

(38)
From assumption (b) in Theorem 1, (38) is bounded in L2

loc(R
∗+ × R3), so that

the second term in (37) vanishes.
When μn → 0 (Vlasov–Stokes asymptotics, Theorem 1 Part 2), we consider the

additional hypotheses in Theorem 1 part 2 and we get a simplified procedure.
We use as a test function Φ(w,W ) = M(W )( Ã(w) − Ã(W )) and we write

∣
∣
∣
∣

∫

Ã(w)R(M, Fn)(w) dw−
∫

Fn(V )M(W )( Ã(w)− Ã(W ))Π0,0
gp (w, dV dW ) dw

∣
∣
∣
∣

≤ C
∫

(1 + |V |2)−p

∣
∣
∣
∣

∫

Φ(w,W )(Πεn ,ηn
gp (w, dVdW ) − Π0,0

gp (w, dVdW ))dw

∣
∣
∣
∣ .

By assumption (A),Φ ∈ C1(R3 × R3) and |Φ(w,W )| + |∇wΦ(w,W )| ≤ C(1 +
|w|2 + |W |2)M(W ) . Therefore, (H4)VS implies that

∫

R3
Ã(w)R(M, Fn)(w) dw =

∫

Fn(V )M(W )( Ã(w) − Ã(W ))Π0,0
gp (w, dV dW ) dw + O(εn + ηn) .

By using the symmetry assumption as in the Vlasov–Navier–Stokes computation,
we get for all R > 0 the bound

sup
t+|x |<R

∫

R3
Ã(w)R(M, Fn)(w) dw = O(εn + ηn), (39)

so that 1
μ n

∫

R3 Ã(w)R(M, Fn)(w) dw vanishes.
Then, for some p > 3,

∣
∣
∣
∣

∫

R3
R(Mgn, Fn) Ã(w) dw

∣
∣
∣
∣ ≤

Cp

∫

R3×R3×R3

|w|2 + |W |2
(1 + |V |2)p M(W )|gn(W )|Πgp(w, dV dW ) dw ,
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where Cp ≡ Cp(t, x) ∈ L∞
loc(R

∗+ × R3). The integral on the right hand side of this
inequality is bounded in L∞

loc(R
∗+ × R3) by (H5) and assumption (27) in Theorem 1

part 2. Since εn
μn

→ 0, we conclude the proof by obtaining

εn

μn

∫

R3
Ã(w)R(Mgn, Fn) dw → 0 in D ′(R∗

+ × R3) .

4.5 End of the Proof of Theorem 1

We shall now give the final result, recalling that limn μn = 1 in the Vlasov–Navier–
Stokes asymptotics (Part 1 of Theorem 1) and limn μn = 0 in the Vlasov–Stokes
asymptotics (Part 2 in Theorem 1).

Since L is self-adjoint in L2(M dw),

μn

εn
〈A(w)gn〉 = μn

εn
〈(L Ã)(w)gn〉 =

〈

Ã(w)
μn

εn
L gn

〉

.

Following the same procedure as in [2], we use the Boltzmann equation for gn in the
form (32) to express the term 1

εn
L gn:

μn

εn
〈A(w)gn〉 = μn〈 Ã(w)Q(gn)〉 − 〈 Ã(w)(εn∂t + w · ∇x )gn〉 + 1

μn
〈 Ã(w)M−1R( fn, Fn)〉.

(40)

We first pass to the limit in the term 〈 Ã(w)(εn∂t + w · ∇x )gn〉 in D ′(R∗+ × R3).
Since α ∈ L∞, we have 〈(1 + |w|)2| Ã(w)|2〉 < ∞ .By assumption (b) in Theorem 1
and the Cauchy–Schwarz inequality,

〈 Ãgn〉 → 〈 Ãg〉 and 〈wÃgn〉 → 〈wÃg〉 in L2
loc(R

∗
+ × R3) weak.

Hence 〈 Ã(w)(εn∂t + w · ∇x )gn〉 = εn∂t 〈 Ãgn〉 + divx 〈wÃgn〉 → divx 〈wÃg〉 in
D ′(R∗+ × R3), so that, by Proposition 1,

〈 Ã(w)(εn∂t + w · ∇x )gn〉 → ν(∇xu + (∇xu)T ) in D ′(R∗
+ × R3) . (41)

Next, we evaluate the term μn〈 Ã(w)Q(gn)〉. We use the identity

〈 ÃQ(gn)〉 =
∫

R3×R3
P(w,w∗)M(w∗)gn(w∗)M(w)gn(w)dwdw∗

where P(w,w∗) := ∫

S2( Ã(w′) − Ã(w))c(w − w∗, ω) dω . Since c satisfies Grad’s
cut-off assumption and α ∈ L∞, |P(w,w∗)| ≤ C(1 + |w|3 + |w∗|3).

The next step is needed only in the Vlasov–Navier–Stokes asymptotics (μn = 1).
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We define

hn(t, x,w) :=
∫

R3
P(w,w∗)M(w∗)gn(t, x,w∗) dw∗ .

Assumption (b) in Theorem 1 implies that supn≥1

∫

[0,R]×[−R,R]3〈gn〉2 dxdt < ∞
so that, by the Cauchy–Schwarz inequality, uniformly in n ≥ 1 as R → ∞,

∫

|w∗|>R
|P(w,w∗)||gn(t, x,w∗)|M(w∗) dw∗ → 0 in L2

loc(R
∗
+ × R3 × R3).

We deduce then from assumption (c) in Theorem 1 that, in L2
loc(R+ × R3 × R3),

hn(t, x,w) →
∫

R3
P(w,w∗)M(w∗)g(t, x,w∗) dw∗ =: h(t, x,w).

In particular, by weak-strong continuity of the pointwise product,

∫

|w|≤K
hn(t, x,w)M(w)gn(t, x,w)dw →

∫

|w|≤K
h(t, x,w)M(w)g(t, x,w)dw

inD ′(R+ × R3) for all K > 0. Since M(w)hn(t, x,w)2 ≤ C(1 + |w|3)2M(w)〈g2n〉 ,
by the Cauchy–Schwarz inequality,

∫

|w|>K
hn(t, x,w)M(w)gn(t, x,w)dw ≤ √

C

(∫

|w|>K
(1 + |w|3)2M(w) dw

)1/2

〈g2n〉 → 0

in L2
loc(R

∗+ × R3) as K → +∞ uniformly in n ≥ 1, according to assumption (b) in
Theorem 1. Hence, from Proposition 3

〈 ÃQ(gn)〉 = 〈hngn〉 → 〈hg〉 = 〈 ÃQ(g)〉 = A(u) in D ′(R+ × R3) . (42)

Notice that, when considering the Vlasov–Stokes asymptotics, μn → 0 and it is
sufficient to consider the bound

|〈 Ã(w)Q(gn)〉| ≤ (〈g2n〉〈g2n〉
)1/2

(∫

R3×R3
M(w∗)M(w)(1 + |w|3 + |w∗|3)2 dw∗dw

)1/2

,

so that μn〈 Ã(w)Q(gn)〉 → 0 in D ′(R∗+ × R3) .

Since the last term on the right hand side of (40) vanishes by Proposition 4,
collecting all the estimates we get

μn

εn
〈A(w)gn〉 → (lim

n
μn)A(u) − ν

(
(∇xu) + (∇xu)T

)
in D ′(R+ × R3) .

In particular, by the divergence-free condition in Proposition 1,
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divx
μn

εn
〈A(w)gn〉 → (lim

n
μn)

(
divx (u ⊗ u) − 1

3∇x |u|2) − ν�xu − ν∇xdivxu

= (lim
n

μn)
(
divx (u ⊗ u) − 1

3∇x |u|2) − ν�xu

in D ′(R∗+ × R3). Hence, for each compactly supported, smooth vector field ξ ≡
ξ(x) ∈ R3 s. t. divxξ = 0 we have in D ′(R∗+)

∫

R3

μn

εn
〈w ⊗ wgn〉(t, x) : ∇ξ(x) dx =

∫

R3

μn

εn
〈A(w)gn〉(t, x) : ∇ξ(x) dx

→
∫

R3
((lim

n
μn)u ⊗ u − ν∇xu)(t, x) : ∇ξ(x) dx .

We recall now the momentum balance law for the Boltzmann equation for gas
molecules

∂t 〈wgn〉 + 1

εn
divx 〈w⊗2gn〉 = 1

μnεn
〈wM−1R( fn, Fn)〉 . (43)

By Proposition 1, 〈wgn〉 → 〈wg〉 = u in L2(R∗+ × R3) weak, and 1
εn

〈wM−1R

( fn, Fn)〉 → κ
∫
(v − u)Fdv in D ′(R∗+ × R3).

Thus, for each divergence-free, compactly supported, smooth vector field ξ ≡
ξ(x) ∈ R3, passing to the limit in the weak formulation of (43), we get

(lim
n

μn)∂t

∫

R3
u(t, x) · ξ(x) dx =

∫

R3
((lim

n
μn)u ⊗ u − ν∇xu)(t, x) : ∇ξ(x) dx

+ κ

∫

R3×R3
ξ(x) · (v − u(t, x))F(t, x, v) dvdx .

By Theorem 17’ in [8], there exists p ∈ D ′(R∗+×R3) such that

(lim
n

μn)∂t u + divx ((lim
n

μn)u ⊗ u − ν∇xu) − κ

∫

R3
(v − u)F dv = −∇x p .

This gives the third equation in (25) when μn = 1 or in (26) when limn μn = 0.
Finally, the equation for the distribution function of the dispersed phase is (first

line of (9)):

∂t Fn + v · ∇x Fn = 1

ηn
D(Fn, fn) .

The assumptions on the convergence of Fn in Theorem 1 imply

∂t Fn + v · ∇x Fn → ∂t F + v · ∇x F in D ′(R∗
+ × R3 × R3)

leading, together with Proposition 2, to
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∂t F + v · ∇x F = κdivv((v − u)F),

concluding the proof of Theorem 1.

5 Conclusion

In this paper we gave a review of the results obtained in two previous papers [4, 5]
about the asymptotics leading from a multiphase Boltzmann system to models for
sprays where an hydrodynamic equation of Stokes or Navier–Stokes type is coupled
to a Vlasov equation.

The validation is formal, in the sense that some convergence properties of the
sequences of solutions to the systems of partial differential equations involved in the
asymptotics are assumed instead to be proved.

The theorems proved in the articles [4, 5] are presented under the form of a unique
theorem, so to make easier the comparison and to highlight the analogies and the
differences in the two proofs, leading to the limit systems of Vlasov–Navier–Stokes
and Vlasov–Stokes in the two different asymptotics.
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