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Preface

This year our conference, CDVE 2017, came back home to Mallorca, Spain, following
conferences held in Australia, Asia, and North America. The conference was initiated
as a European research exchange forum for the field of cooperative design, visual-
ization, and engineering. As the research community has grown, it has become more
and more global.

This year, we had submissions from the major European countries. We also had
submissions from North and South America, Asia, Africa, and Australia. This means
that the conference is now truly global with authors from all the continents in the world.
We welcome researchers from all the continents to join our community. As was the
initial goal of this conference, we still tried to maintain the core theme of cooperative
working since this has become increasingly important over the years.

This year, the focus of the submissions was evenly spread between the areas of
cooperative design, visualization, and engineering. The cooperative applications cover
wider areas among the submitted papers.

In the field of cooperative applications, we do not only have cooperation among
people and working teams, we also see new research results in the cooperation of
robots, and cooperation between robots and humans. This reflects a major trend in our
current technological world, where artificial intelligence is playing an increasingly
important role. On the topic of cooperative editing, there is some fine research work
presented on handling disturbance and awareness of concurrent updates in collabora-
tive editors. User interface is a very important part of cooperative applications. We are
happy to see that in this volume authors presented some exciting solutions for flexible
user interfaces using the Internet of Things–IoT.

There is a lot of research activity in the field of cooperative visualization, as we can
see. It has been applied to a very broad area of applications. Cooperative visualization
is combined with other techniques such as virtual reality and augmented reality, which
has led to better visualization and visual analytics. Applications include e-learning,
decision making, data analysis, etc. Cooperative visualization can also increase social
welfare, user experience, and visual comprehension such as in disaster prediction,
virtual tourism, etc.

In the field of cooperative engineering, a couple of papers discuss the architecture,
engineering, and construction (AEC) industry and its new challenges such as man-
agement of knowledge. How to tailor existing tools and standards, such as BIM, to use
them as collaborative platforms and tools is the subject of a couple research papers. At
the same time, cloud manufacturing is still a major research area for cooperative
engineering researchers working in mechanical engineering and related fields. In this
area, knowledge management also plays a critical role.

In the field of cooperative design, sustainability of user commitment is a topic that
attracts researchers’ attention. In a group of papers about cooperative design, authors



approach different stages of design from very different perspectives. There are a couple
papers discussing issues such as cooperative sketching, story telling, etc.

The papers published in this volume reflect some substantial progress in our
research field. We can see the hard work and continuous effort of our community,
leading to better and better technological solutions. As the editor of this volume, I
would like to express my sincere thanks to all the authors for submitting their papers to
the CDVE 2017 conference and sharing their research results with the community.

I sincerely thank all our volunteer reviewers, Program Committee members, and
Organization Committee members for their continuous support to the conference. My
special thanks go to my colleague, the Organization Committee chair Dr. Sebasitá
Galmes, for his enthusiasm about this conference. I would also like to thank my
university, the University of the Balearic Islands, Spain, for its constant support and
sponsorship of this conference. The success of this year’s conference would not have
been possible without their generous support.

September 2017 Yuhua Luo

VI Preface
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New Results on Possibilistic Cooperative
Multi-robot Systems

Pilar Fuster-Parra(B), José Guerrero, Javier Mart́ın, and Óscar Valero

Universitat Illes Balears, Carr. Valldemossa km. 7.5, Palma de Mallorca, Spain
{pilar.fuster,jose.guerrero,javier.martin,o.valero}@uib.es

Abstract. This paper addresses one of the main problems to solve in a
multi-robot system, allocating tasks to a set of robots (multi-robot task
allocation-MRTA). Among all the approaches proposed in the literature
to face up MRTA problem, this paper is focused on swarm-like meth-
ods called response threshold algorithms. The task allocation algorithms
inspired on response threshold are based on probabilistic Markov chains.
In the MRTA problem literature, possibilistic Markov chains have proved
to outperform the probabilistic Markov chains when a Max-Min algebra
is considered for matrix composition. In this paper we analyze the system
behavior when a more general algebra than the Max-Min one is taken for
matrix composition. Concretely, we consider the algebra ([0, 1], SM , T ),
where SM denotes the maximum t-conorm and T stands for any t-norm.
The performed experiments show how only some well-known t-norms
are suitable to allocate tasks and how the possibility transition function
parameters are related to the used t-norm.

Keywords: Multi-robot · Possibility theory · Swarm intelligence · Task
allocation · Triangular conorm · Triangular norm

1 Introduction

Systems with two or more autonomous robots with a common objective, from
now on referenced as multi-robot systems, provide a great number of advantages
compared to systems with only one robot: robustness, parallelism, efficiency and
so on. In order to take these advantages several problems must be addressed.
This paper will be focused on one of them called Multi-Robot Task Allocation
problem (MRTA for short) which consists on selecting the best robot or group
of robots to carry out a task. Although its significance, MRTA is still an open
problem in real systems and, therefore, a lot of efforts have been made to propose
suitable methods [5,7]. These methods can be grouped into two main paradigms:
swarm like approaches and negotiation methods. The latter paradigm is based on
explicit negotiation communication between robots with complex protocols that
limits the number of the robots in the system. In contrast, swarm approaches
[10], inspired by insect colonies behaviour, are more scalable and require simpler
robots. Several swarm like algorithms have been proposed but, nowadays, those
c© Springer International Publishing AG 2017
Y. Luo (Ed.): CDVE 2017, LNCS 10451, pp. 1–9, 2017.
DOI: 10.1007/978-3-319-66805-5 1



2 P. Fuster-Parra et al.

based on the so-called Response Threshold Method (RTM for short) are probably
the most broadly used. In RTM methods each robot has a value, called stimulus,
associated to each task to execute and a threshold value. The stimulus indicates
how much attractive is the task for the robot and determines its probability to
transit from its current task (state) to a new one. Since the transition probability
only depends on the current robot’s state, the evolution of the system can be
modeled as a probabilistic Markov process. The applicability of the probabilistic
Markov approach to real missions is limited due to two main issues. On the
one hand, the transition probabilities from one state to the other are not a
probability distribution (the sum of all of them is not necessarily 1). On the
other hand, the probabilistic processes, in general terms, converge to a stationary
stage asymptotically, i.e., the number of steps is not bounded in general.

In the light of the aforementioned problems, possibilistic Markov chains raise
as a very promising alternative approach for MRTA real problems. In [6] previous
theoretical results showed that possibilistic Markov chains converge to a stable
state taken a very few number of steps when the algebra ([0, 1], SM , TM ) is
used for matrix composition (TM stands for the minimum t-norm). Of course
we assume the reader is familiar with the basic notions about triangular norms
and fuzzy sets (our main reference for the aforesaid topics is [9]). The aim of
this work is to extend the work in [6]. Thus, we consider more general algebras
([0, 1], SM , T ), where SM denotes the maximum t-conorm and T any t-norm on
[0, 1]. Taking into account that the finite convergence conditions discussed in
[6] (see also [4]) are also satisfied when the algebra ([0, 1], SM , TM ) is replaced
by ([0, 1], SM , T ) (T any t-norm), a great number of simulations with several t-
norms have been conducted in order to calculate the number of iterations needed
to converge to a stationary state. The experiments show that TM provides very
stable results with respect to the parameters. Moreover, our study demonstrates
that the t-norms, Lukasiewicz TL, Product TP , Drastic TD and Schweizer-Sklar
TSS

λ are only useful for allocating tasks under certain conditions.
The remainder of the paper is organized as follows: Sect. 2 reviews the basics

of the MTRA problem and redefine the classical RTM as a probabilistic Markov
chain. Section 3 shows the experiments carried out and, finally, Sect. 4 presents
the conclusions and future work.

2 Multi-robot Task Allocation Problem: Response
Threshold

This section will review the main concepts related to the multi-robot task allo-
cation problem and Response Threshold methods. Firstly, we will explain the
classical probabilistic approach and then these concepts will be adapted to the
possibilistic framework.

2.1 Probabilistic Approach

Following [2], the classical response threshold method defines for each robot ri

and for each task tj , a stimulus sri,tj
∈ R that represents how suitable tj is



New Results on Possibilistic Cooperative Multi-robot Systems 3

for ri (by R we denote the set of real numbers). The most common way to
allocate tasks is assign to each robot ri a value θri

(θri
∈ R). The robot ri will

select a task tj to execute with a probability Pri,tj
according to a probabilistic

Markov decision chain. Although there are a lot of alternatives for the transition
probability Pri,tj

, this paper will be focused on one of the most widely used (see
[3]) which is given by:

Pri,tj
=

sn
ri,tj

sn
ri,tj

+ θn
ri

, (1)

where n ∈ N (N stands for the set of non-negative integer numbers).
In general,

∑m
j=1 Prk,tj

= 1 does not hold and, hence, the transition probabil-
ities do not meet the axioms of the probability theory. Moreover, the convergence
to a stationary state can only be guaranteed asymptotically.

2.2 Possibilistic Method

According to [11] a possibility Markov (memoryless) process can be defined as
follows: let S = {s1, . . . , sm} (m ∈ N) denote a finite set of states. If the system
is in the state si at time τ (τ ∈ N), then the system will move to the state sj

with possibility pij at time τ +1. Let x(τ) = (x1(τ), ..., xm(τ)) be a fuzzy state
set, where xi(τ) is defined as the possibility that the state si will occur at time
τ for all i = 1, . . . , m. Given a general algebra ([0, 1], SM , T ), where T stands for
any t-norm, the evolution of the possibilistic Markov chain in time is given by

xi(τ) = SM
m
j=1 (T (pji, xj(τ −1))) .

The preceding expression admits a matrix formulated as follows:

x(τ) = x(τ −1) ◦ P = x(0) ◦ P τ, (2)

where P = {pij}m
i,j=1, ◦ and x(τ) = (x1(τ), . . . , xm(τ)) denote the possibilistic

transition matrix, the matrix composition in the algebra ([0, 1], SM , T ) and the
possibility distribution at time τ, respectively. Taking into account the preceding
notions, a possibility distribution x(τ) of the system states at time τ is said to
be stationary, or stable, whenever x(τ) = x(τ) ◦ P .

In [4], Duan provided conditions that guarantee that a possibilistic Markov
chain converges to a stationary state in a finite number of steps. It is not hard to
check that the prossibilistic response threshold method that will be introduced
in the following paragraphs meets these conditions.

In order to introduce a possibilistic response threshold method, we will
assume that the stimulus only depends on the distance between the robot and
the task. Consider the position space endowed with a distance (metric) d. Then,
denote by d(ri, tj) the distance between the current position of ri and the posi-
tion of tj . It is assumed that when a robot is assigned to a task the position
of this task and the robot’s position are the same and therefore, the distance
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between the task and the robot is 0. Following the standard RTM notation [1,2],
define the stimulus of the robot rk to carry out task tj as follows:

srk,tj
=

{
Utj

d(rk,tj)
if d(rk, tj) �= 0

∞ if d(rk, tj) = 0
, (3)

where Utj
denotes the utility of the task j.

The stimulus srk,tj
allows us to obtain, by means of (1), the following possi-

bility response function:

prk,ij =
Un

tj

Un
tj

+ d(rk, tj)nθn
rk

. (4)

In [6], the authors showed that the response function given in (4) meets
the conditions provided in [4] to guarantee the finite convergence in at most
m − 1 steps when the algebra ([0, 1], SM , TM ) is used for matrix composition.
Similar reasoning to that given in [6] remains valid to prove that the response
function given in (4) meets the conditions provided in [4] to guarantee the finite
convergence in at most m − 1 steps when the algebra ([0, 1], SM , T ) is used for
matrix composition (where T is any t-norm). Notice that the t-conorm under
consideration must be always SM .

3 Experimental Results

In this section we will explain the experiments carried out in order to compute
the number of steps required to converge to stationary stage using possibilistic
Markov chains with several t-norms. It will be considered that a fuzzy Markov
chain converges in k steps if P k = P k+1, where P is the possibility transition
matrix.

3.1 Experimental Framework

During the experiments the tasks were randomly placed in an environment fol-
lowing a uniform distribution. The dimensions of all these environments were
always the same and were equal to 600 × 600 units. All the experiments have
been executed using MATLAB with 500 different environments and with dif-
ferent number of tasks: 50 and 100 (m = 50, 100). As stated in [8], the θrk

must depend on the environment dimensions. Thus, θrk
follows the following

expression: θrk
= nTH

dmax
, where dmax = 800.5 units is the maximum distance

between two tasks and nTH is a parameter of the system. In order to analyze
how the threshold value impacts on the system performance, several values of
nTH have been tested. Moreover, the possibility response function (see (4)) has
been executed with two different values of the power n = 1, 2. In the sake of
simplicity, we have assumed that all tasks have the same utility, i.e., Utj

= 1 for
all j = 1, . . . , m.
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3.2 Convergence Results and the Basic t-Norms

In this section we will study the impact of considering the matrix composi-
tion algebra ([0, 1], SM , Tl) on the number of steps needed to converge with
l ∈ {M,L,P,D}. As pointed out in Subsect. 2.2, the t-conorm must be always
the maximum SM .

In all cases the number of steps are considered as the mean number of steps
to converge. When the power value n is equal to 1, the power matrices obtained
from the algebras ([0, 1], SM , Tl) with l ∈ {M,L,P,D} converge in only 2 or 3
steps for all the values of the parameter nTH. In spite of this low number of
steps, the resulting matrix after iterating is either equal to or very similar to
the original one. In contrast, when the t-norm TM is used the system requires
a higher number of iterations to converge (15.8 with 50 tasks and 23.8 with
100 tasks on average), but the transition matrix obtained after iterating is quite
different from the initial one. A more detailed description of the results for TM

can be found in [6]. From these results, it follows that with n = 1, except for
TM , the use of the tested t-norms do not produce an evolution of the system
and, hence, they are not suitable for multi-robot task allocation.

Figure 1 shows the number of steps (iterations) needed to converge to a
stationary state with different vales of nTH (nTH = 1, 4, 8, 12, 16), 50 tasks
(m = 50), the power value n = 2 and when the t-norms TM , TL, TP are used.
Each bar represents the mean number of iterations over 500 different environ-
ments. As can be seen, the use of the t-norm TM always provides a system
convergence in a same number of steps (15.85). Therefore, the convergence to
an stationary state with TM only depends on the environment characteristics
and is not affected by the parameters of the possibility transition function (see
(3)). Obviously, the values of the final transition matrix obtained after iterating
changes according to alterations of the parameter values (see (3)). In contrast,
the iterations number when the t-norms TL and TP are used for matrix composi-
tion depends on the nTH parameter values. In general, the number of iterations
decreases as the nTH increases. Future work will analyse how well the matrix
obtained after iterating meets the expected system characteristics.

nTH=1 nTH=4 nTH=8 nTH=12 nTH=16
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Fig. 1. Number of iteration required to converge with 50 tasks, n = 2, nTH =
1, 4, 8, 12, 16, and the t-norms: minimum (TM), Lukasiewicz (TL) and product (TP).
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Fig. 2. Number of iteration required to converge with 100 tasks, n = 2, nTH =
1, 4, 8, 12, 16, and the t-norms: minimum (TM), Lukasiewicz (TL) and product (TP).

Figure 2 shows the number of steps needed to converge to a stationary state
with 100 tasks under the same conditions as the experiments with 50 tasks whose
results are in Fig. 1. As can be seen, the results obtained by the new experiments
are similar to those obtained with 50 tasks. In fact, the results for TM do not
depend on the parameters and, again, the number of iterations decreases as nTH
increases for TL and TP .

In all cases (both 50 and 100 tasks), the use of the t-norm TD generates a
final matrix equals to the original one, and therefore it is not an appropriate
t-norm for the tested environments. Due to this fact, its results are not showed
in the aforementioned Figs. 1 and 2.

3.3 Convergence Results and Schweizer-Sklar t-Norms

In this section we will analyze the utility of a family of celebrated t-norms, the
so-called Schweizer-Sklar t-norms. Such a family, given by (5), has been chosen
because it retrieves all the basic t-norms as a particular case.

TSS
λ (x, y) =

⎧
⎪⎪⎨

⎪⎪⎩

TM (x, y) if λ = −∞
TP (x, y) if λ = 0
TD(x, y) if λ = ∞
(max((xλ + yλ − 1), 0))

1
λ if λ ∈ (−∞, 0) ∪ (−∞, 0)

. (5)

Figure 3 shows the number of steps needed to the system in order to converge
to a stationary state using TSS

λ for the matrix composition as t-norm, with
the number of tasks equals to either 50 or 100 (m = 50, 100), nTH = 4 and
n = 2. These parameters values have been chosen in order to perform similar
experiments as those showed in Fig. 3. Future work will analyse the impact of
nTH and n parameter on the t-norm TSS

λ . As happened during the experiments
for the basic t-norms, the results are the mean number of steps to converge
after executing the simulations with 500 randomly generated environments. The
behaviour of the system strongly depends on the parameter λ, as it can be
shown in Fig. 3. Figure 3(a) shows the number of steps decreases as the λ value
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Fig. 3. Number of steps for Schweizer-Sklar t-norms with several values of λ.

increases when λ ∈ (−∞,−1] (we have only drawn the results for the values
−10 ≤ λ ≤ −1, however, the behavior is the same for the remainder values in
(−∞,−1]). Figure 3(b) shows the same experiments but with λ ∈ (−1, 1]. In this
case the number of steps decreases very slowly if λ < 0.5, and that number starts
to decrease quickly when λ ∈ (0.5, 1]. Finally, Fig. 3(c) shows the results with
λ ∈ (1,∞) (we have only drawn the results for the values λ ∈ (1, 9], however,
the behavior is the same for the remainder values in (1,∞)). It follows that in
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all cases the number of iterations needed to converge is inversely proportional to
the λ value. As a consequence, for the Schweizer-Sklar t-norms changes in the
parameter values have high impact on the system behaviour. Moreover, the final
iterating matrix is quite different from the initial one.

4 Conclusions

This new work extends the results in [6] where the algebra ([0, 1], SM , TM ) was
considered for matrix composition when implementing a RTM possibilistic algo-
rithm. Concretely more algebras ([0, 1], SM , T ) have been considered, where T
is one of the following t-norms: TM , TL, TP , TD and TSS

λ . The number of steps
needed to converge to stationary state for TM does not depend on the possibility
function parameters. In contrast, the results obtained for TL and TP are affected
by the threshold value (θrk

) and the power n (see Eq. (4)). TL, TP and TSS
λ show

that can be useful for MRTA problem when the power value n is equal to 2 but
TL, TP not with n = 1. The effects of n and nTH for TSS

λ will be studied in
a future work. Moreover, the resulting transition matrix (matrix obtained after
iterating) for TD is equal to the original one and, thus, it is not appropriate to
model the evolution of the system. As future work, we plan to study in depth
the system convergence conditions from a theoretical viewpoint.
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Abstract. In this research we designed and developed an ontology-driven
decision support system (DSS) for (1) electronic recruitment processes in orga-
nizations operating in Thailand and for (2) job seekers trying to find appropriate
employment in the country. The database holding the job profiles has been
designed in accordance with the standards of the Department of Employment
(Ministry of Labour, Thailand), and it is used to mutually match the required
criteria with the offered properties. For this, a score is calculated from the
required properties that gives a percentage based fit rate harnessing the statistical
part of the ontology. The DSS can also be used for staffing project teams or
preparing for succession through channeling employees to appropriate positions
within the company by matching the required and the offered profile data.

Keywords: Content-based recommender system � Online job seeking �
E-recruitment � Statistical ontology � Decision support system

1 Introduction

Recent years have seen a growing trend to electronic recruitment, mainly based on
Internet activities of organizations, for which the typical recruitment process consists of
four phases: (1) writing a job offer, (2) publishing the job offer, (3) pre-selecting the job
applications, and (4) finding the best candidates for interviews. Whereas step (1) is an
inter-departmental activity between the operating department and the human resource
management department and typically supported by text processing software, step (2) is
mainly the task of the human resource management and carried out online or as
conventional advertisements. Steps (3) and (4) offer the best opportunities online job
offers to make the whole process more efficient.

Another use scenario that focuses on the opposite direction involves a job seeker
who has a set of requirements and wants to find an appropriate job. The task of finding
a job that best meets all the requirements is a huge one, and this direction of the task
has not been studied in great detail [1]. The recommendation task dealt with in this
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paper uses the tuple <user profile, desired characteristics> and maps them to the value
of a rating function R: [ui, dj] ! rk. User profiles refer to employers and job seekers
and are used in the respective scenarios, whereas desired characteristics are used to
identify job seekers and employers. It is important to understand that simple Boolean
search strategies do usually not lead to satisfactory results because quite often the dj
contain mandatory as well as optional items. This may be accounted for by introducing
weights to the dj, whether they come from the employer’s or from the job seeker’s side.
One of the earliest approaches for that matter was introduced by Färber et al. [2], who
implemented a probabilistic recommender system for employer and job seekers. This
system relied on collaborative filtering (for more recent developments, see [3, 4]) as
well as content-based filtering [5] and, therefore, represents an example of a hybrid
recommender system.

An effective recommender system needs to take into account the diversity of data
from those user groups (job seekers and recruiters) and has to handle those data
appropriately. Human resource management (HRM) systems typically rely on database
management systems or data warehouses (Enterprise Resource Planning). In recent
years ontologies have been introduced into the systems to improve precision of the
search results within the HRM system. Statistical ontologies (as proposed in [6]) allow
for the easy calculation of similarity measures of reference skills and candidate skills in
order to find the best quartile among the candidates for follow-up job interviews.

The Department of Employment in the Ministry of Labor (Thailand) has set up a
complex catalog of skills and competencies together with a questionnaire that candi-
dates have to fill in before they can apply for a job. On the other hand, every job is
categorized with regard to necessary skills and competencies [7]. There are quite a few
ontologies available that relate to human resource management, but they do not reflect
the standards of the Department of Employment (Ministry of Labour, Thailand); see for
example Mochol et al. [8], who applied German, European and North American
standards of job classification to build the ontology. Unfortunately, the majority of the
literature does not reveal or is not based on practical standards but relies on ad-hoc
solutions for ontology building.

2 Job Ontology Design for Recruitment Criteria

Ontology-based methods can be used to reduce problems that content-based recom-
mender systems are known to suffer from. These problems concern the way the systems
analyze the content they recommend, the way they retrieve the content, and the way
they treat heterogeneously represented content [9]. Our job ontology is designed based
on the International Standard Classification of Occupations [10], which is structured
using codes for profession terms and definitions of professions. Ontologies are used to
cover the semantics of a domain, and in our case this requires the discovery of the
similarity of content of pairs of more or less structured texts on occupational matters,
i.e. the resume of the job seekers and the job description of the employer.

The job ontology (Fig. 1) is designed to group recruitment criteria with weights as
follows:
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1. Criteria of job (professional occupations): covers the career classification based on
relationships to the same career group with hierarchical weight identification by
department of labor staff. For example, a career group such as system analyst and
designer consists of seven professional careers: system analyst, application soft-
ware expert, data communication expert, database expert, IT security expert,
software engineer, and CAD/CAM expert.

2. Criteria of Program/Field of study: covers the semantics related to areas of study in
the same group, because the job application usually contains questions related to
the fields of study. If the candidate’s fields of study are related to the required areas
they will be assigned a weighted score of 1. If not, the candidates will be assigned a
weighted score of 0.

3. Level of education is used for determining suitable educational criteria that meet
the qualifications required by the employer. For example, a company seeks a data
communication expert with bachelor degree and finds two applicants who match
the criteria. If the first candidate has a bachelor degree and the second one has a
master degree, the system will check the criteria and give the same score to both
candidates. On the other hand, if the notification of the master degree application is

Fig. 1. Design of the job ontology

12 C.S. Namahoot and M. Brückner



required, the candidates with bachelor degree or less will be considered less
qualified and get a score of zero for this.

4. Work experience criteria: used for considering the required candidate’s experience
relevant to the position. The criteria of work experience can be weighted as 1,
0.5,0.25, and 0, which represents the work experience as the most relevant,
moderately relevant, little relevant, and not relevant to the job, respectively.
Applicants must choose the relevant level and attach a file work regarding their
experience with evidence via the system. If employers detect and found that the
evidence submitted by the applicants do not meet the claim, then those applicants
are considered to be unqualified.

5. Training experience criteria: used for considering the candidate’s experience rel-
evant to the job or placements position. The criteria of training experience can be
weighted as 1, 0.5,0.25, and 0 which represent the training experience has the most
relevant, moderate relevant, little relevant, and not relevant to the job respectively.
Similar to work experience, applicants must choose the relevant level and attach a
file regarding their training experience with evidence via the system.

6. Working province criteria: used for employers who need local employees or ones
living nearby. The system can locate the employer province and cluster neigh-
boring provinces by calculating distances using the methods of the Department of
Highways. The criteria of working province are weighted as 1, 0.5 and 0, which
represents that the working province is the same as employer required, nearby, and
neither the same nor nearby, respectively.

7. Criteria of job types can be identified with three job types: full time, part time and
independent. If candidates select to meet job requirements for these job types, then
they will be assigned a weighted score of 0.5. If not, the candidates are assigned a
weighted score of 0.

8. Age criteria: specified by employers as age span such as 25–30 years. If the age of
the applicant is matched, the system gives weighted score of 0.5, and if not, the
applicant is assigned a weighted score of 0.

9. Gender criteria: specified by employers as male, female, and no specified. If the
gender of the applicant is matched, the system gives weighted score of 0.5, and if
not the applicants is assigned a weighted score to 0.

10. GPA (Grade Point Average) is specified by employers as starting grades or grade
ranges such as >3.25 or between 2.50–3.00 etc. If the grade of the applicant is
matched, the system assigns a weighted score of 0.2, and if not the applicant is
assigned a weighted score to 0.

11. Salary criteria is specified by employers as starting salary or salary ranges such as
>12,000 baht or between 15,000–20,000 baht etc. If the salary of the applicant is
matched, the system gives weighted score of 0.2, and if not, the applicants is
assigned a weighted score to 0. The system skips score calculation, if the employer
does not specify these criteria.
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3 System Architecture Design

The user interface of system architecture comprises three levels (Fig. 2), which are
organized according to user roles:

1. Applicants/job seekers: register and fill out forms with all necessary details

• System extracts and matches recruitment by taking applicant information and
matches with employer requirements. Then, the system calculates the suitability
of candidates and matches the right job to applicants.

• System allows the applicants to be able to get the result of suitable job.

2. Employers: post vacancy with criteria ranking, e.g. give “the most important” level
to job and field of study criteria but give “not important” level to gender criteria.

• System allows employers to choose applicants for job interview from result of
suitable candidates based on high or highest marks. Also the employers can
check validity of attachments from applicants.

3. Department of labor staff/administrators can add, delete and modify information
about recruitment data.

Fig. 2. Bidirectional decision support system for online recruitment processes
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There are three databases used in the system for online recruitment processes;
candidate database stores features of the job applicants; employer database stores job
requirements which defined by employees; and career database stores features careers
standards of the Department of Employment, Ministry of Labour.

4 System and Testing Process

This section explains the system process that uses sample data from both employer and
applicants to calculate the suitable jobs for candidates according to employer recruit-
ment. There are three main components: employer score, applicant score and the
suitability score.

1. Employers announce job requirements and define and rank weight of job features
which can be classified into 5 levels: 5, 4, 3, 2, 1 and 0 represent the most important,
very important, important (moderate), less important, least important, and not
important, respectively. For example, Table 1 shows that the employer defines the
criteria of job and field of study as “the most important” levels, thus these two
criteria have the maximum points (maxi) of 5 and the employer score (Empi) of both
criteria equal to 10. The calculation for employer score uses Eq. (1):

Employer score ¼
Xn

i¼1
Empið Þ ¼

Xn

i¼1
Wi xMaxið Þ ð1Þ

where Empi is employer score in each criteria i to n (number of recruitment criteria),
wi is weight of criteria i defined by employers, and maxi is maximum point of each
criteria i defined by employers. An example of the Empi calculation of eleven
criteria according to group occupations with statistical criteria in department of
labor (i = 11) and the sum of Empi can be presented in Table 1.

Table 1. An example of recruitment criteria with employer score

Recruitment criteria wi maxi Empi
1. Job 2.00 5 10
2. Field of study 2.00 5 10
3. Degree level 2.00 4 8
4. Work experience 1.00 3 3
5. Training experience 0.50 2 1
6. Working province 0.50 1 0.5
7. Job type 0.50 1 0.5
8. Age 0.50 1 0.5
9. Gender 0.50 0 0
10. GPA 0.20 3 0.6
11. Salary 0.20 2 0.4

Sum of Empi 34.5
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Table 1 shows an example of the eleven recruitment criteria with employer scores
for each criterion and the total score. As can be seen, the employer gives the highest
weights criteria to job, field of study and degree level (wi = 2.00) and these three
criteria are ranked in the following levels: “the most important”, “the most important”,
and “very important” levels with maxi equal to 5, 5, and 4 respectively. Therefore these
three criteria earn high scores (28 points) and total of employer score is 34.5 according
to the calculation using Eq. (1). Apart from that, the gender criterion is not important in
the recruitment criteria.

2. Applicants register and fill out personal data for job requirement interface with
necessary attachment. Then system matches applicant information with recruitment
data and calculates the suitable job for applicant using statistical ontology of criteria
described above. Both the applicant score (Appi) and the score of suitability of
applicants for the job are calculated using Eqs. (2) and (3) respectively.

Applicant score ¼
Xn

i¼1
Appið Þ ¼

Xn

i¼1
Empi xWsmið Þ ð2Þ

Suitability ¼
Pn

i¼1 EmpiPn
i¼1 Appi

� �
x 100 ð3Þ

where Empi is employer requirement score in each criteria i and wsmi is weight score
matched of each employer criteria i. An example of the Appi calculation of eleven
criteria, the sum of Appi of two applicants and the score of the suitability can be
presented in Table 2.

Table 2. Applicant score with suitability

Recruitment criteria Empi Applicant 1 Applicant 2
wsmi Appi wsmi Appi

1. Job 10 1 10 1 10
2. Field of study 10 0 0 1 10
3. Degree level 8 0 0 1 8
4. Work experience 3 1 3 0 0
5. Training experience 1 0.5 0.5 0 0
6. Working province 0.5 1 0.5 1 0.5
7. Job type 0.5 0 0 1 0.5
8. Age 0.5 1 0.5 1 0.5
9. Gender 0 0 0 0 0
10. GPA 0.6 0 0 1 0.6
11. Salary 0.4 1 0.4 1 0.4

Total score of applicant (sum of
Appi)

14.90 30.50

The score of suitability 43.19 88.41
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Table 2 shows that the two applicants have the score of suitability 43.19%
(14.90/34.5) and 88.41% (30.5/34.5) respectively. Therefore the applicant 2 is very
keen to be chosen for job interview because of the highest score of suitability. As can
be seen, the Empi of recruitment criteria is taken from Table 1 for matching and
calculating applicant score and suitability. For example, the two applicants have the
same weight score matched (wsmi) in job criteria described in Sect. 2 (statistical
ontology design for recruitment criteria) which are 1. This means that both applicants
have the same career group related to the recruitment criteria and the applicant scores
(Appi) for both applicants of the job criteria are 10 according to the Eq. (2). Similarly
to other criteria such as gender, the Appi is equal 0, since the employer defined in the
recruitment criteria as “not important”. Thus in this criteria both applicants have got
score of zero. However, in the criteria of field of study, the applicant 1 has got zero
point but the applicant 2 has got 10 points. This mean that the applicant 2 has the field
of study related areas of recruitment while the applicant 1 does not. In addition, the
applicant 1 has Appi zero point in degree level whereas the applicant 2 has 4 points of
Appi. This due to the wsmi of applicant 1 does not match the recruitment criteria of
employer but the applicant 2 does match. Other criteria calculations are based on the
features covered in Sect. 2 (statistical ontology design for recruitment criteria).

5 Testing and Results

The user interface provides the description of the application process. The System
Interface consists of two parts: employer and applicant interfaces. The design of the
employer part can post detailed information about the job vacancy with criteria ranking
(Fig. 3) and the result of suitable candidates for employer recruitment which can be
described as follows (Fig. 4).

Fig. 3. Employer part for job vacancy
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Figure 3 shows job vacancy with weight ranking, e.g., Job category and field of
study are the most important, degree level is very important, training experience,
working province and job type are the least important, and gender is not important of
this recruitment criteria posted by the Prime technology and Engineering Company.
The system takes the weight ranking and changes into weight levels (maxi) 5, 4, 3, 2, 1
and 0 (Table 1). The system then calculates the employer score (Empi) using Eq. (1)
and the results are exactly the same as Table 1.

Figure 4 the result of suitable candidates for employer recruitment. The system
takes applicant data, e.g. from Fig. 5 to calculates the suitability scores of applicants
and return result with score ranking. As can be seen, Pimchanok Noichart and Anocha
Assawong have the suitability scores 43.19 and 88.41, respectively, which are the

Fig. 4. The result of suitable candidates for employer recruitment

Fig. 5. Applicant form and result of suitable job.

18 C.S. Namahoot and M. Brückner



sample described in Table 2 (the applicant 1 and 2). The employer (Prime Technology
and Engineering Company) can check the validity of applicant documents from
“Applicant info” before making the decision to notify the applicants as “interview” or
“not qualified”.

Figure 5 shows that after applicant has filled the applicant form with evidence, e.g.
ID card or passport number, degree certificate, and the system calculates the suitability
using Eqs. (2) and (3) as described in Table 2: applicant 2. The result of suitable jobs
tells Anocha Assawong that the highest ranking is gained by the software engineer
position, Prime technology and Engineering Company. The result shows that this
candidate is invited for an interview.

6 Conclusions

This paper reports on the development of a Decision Support System (DSS) for
matching job offers to the qualifications and characteristics of job applicants in the
computer industry of Thailand. The resulting system employs a novel component to
DSS, namely a statistical ontology used for clustering and matching data derived from
the general characterization of job descriptions maintained by the Department of Labor
(Thailand) and specific data delivered by employers seeking employees with computer
background and job applicants. The clustering and matching is done by labeling the
characteristics with weights, which are then used in the ontology and the matching
component. The testing of the system has shown the suitability of the DSS. Further
work is necessary: the system should be able to cluster employer criteria of the Thai
provinces first, so that the candidate can choose an appropriate region before filling in
personal data. The system should update the recruitment data after the candidates have
been recruited from the employer, e.g. certificates earned and job experiences gained
through the work period.
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Abstract. One of the main problems to solve in multi-robot systems is
to select the best robot to execute each task (task allocation). Several
ways to address this problem have been proposed in the literature. This
paper focuses on one of them, the so-called response threshold methods.
In a recent previous work, it was proved that the possibilistic Markov
chains outperform the classical probabilistic using a celebrated possibility
transition function. In this paper we use a new possibility transition
function and we make several experiments in order to compare both, the
new one and the tested before. The experiments show that the number
of steps that a possibilistic Markov chain needs to converge does not
depend on the response function used. This paper also emphasizes that
these possibility transition functions are indistinguishably operators.

Keywords: Indistinguishability operator · Markov chain · Multi-robot ·
Possibility theory · Swarm intelligence · Task allocation

1 Introduction

Multi-robot systems, and in general multi-agent systems, are defined as systems
with two or more robots (or agents) that perform the same mission or task.
These systems provide several advantages compared to single-robot systems,
for example: robustness, flexibility and efficiency. To make its benefits several
problems have to be addressed. This paper focuses on the problem commonly
referred to as “Multi-robot Task Allocation” (MRTA for short) which consists in
selecting the best robots to execute each one of the tasks that must be performed.

MRTA is still an open problem and due to its significance, a lot of research
has been done to solve this problem in the last years (see [6]). Some of the pro-
posed solutions are based on swarm intelligence, where the cooperative behav-
iour emerges from the interaction of very simple behaviours running on each
robot. Due to its simplicity, scalability and robustness, several swarm like algo-
rithms have been proposed but, nowadays, those based on the so-called Response
Threshold Method (RTM for short) are probably the most broadly used. In these
methods, each involved robot has associated a task response threshold and a task
c© Springer International Publishing AG 2017
Y. Luo (Ed.): CDVE 2017, LNCS 10451, pp. 21–28, 2017.
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stimuli. The task stimuli value indicates how much attractive is the task for the
robot. When the task stimuli, associated to a task, takes a value greater than
a certain threshold, the robot starts its execution following a probability func-
tion. This is a Markov process, where the probability of executing a task only
depends on the current task (state). This probabilistic approach presents a lot
of disadvantages: problems with the selection of the probability function when
more than two tasks are considered, asymptotic converge, and so on.

In the light of the above-mentioned inexpedient associated to the proba-
bilistic RTM for task allocation, in [5] a new possibilistic theoretical formal-
ism for a RTM was proposed and its utility for the MRTA problem was also
proved. In this case, the RTM is implemented considering transitions possibili-
ties instead of transitions probabilities and this fact implies that in the intrinsic
decision process, the possibilistic Markov chains (also known as fuzzy Markov
chains), play the role of the probabilistic ones. The theoretical and empirical
results demonstrated that fuzzy Markov chains applied to task allocation prob-
lem require a very few number of steps to converge to a stable state. In all cases
the transition possibility from one task to another one was modeled by a widely
accepted response function (see (1)). This paper extends our previous work about
RTM and studies the impact of other kind of transition possibilistic functions,
concretely the exponential one. An extensive number of experiments has been
carried out with different threshold values and several kind of tasks distribu-
tions using Matlab. These experiments show that the convergence time does not
depend on the possibility transition function (response function) used. However,
it depends on the distribution of the tasks in the environment and, thus, it dif-
fers when each aforesaid response functions are under consideration. It must be
stressed that theses possibility transition functions are both indistinguishably
operators in the sense of [8] and, thus, that indistinguishability operators could
be useful in the modelling of response functions in Swarm Multi-Robot Task
Allocation Problem.

The remainder of the paper is organized as follows: Sect. 2 reviews the basics
of the MTRA problem. Section 3 shows the experiments carried out to validate
our approach and, finally, Sect. 4 presents the conclusions and future work.

2 Multi-robot Task Allocation

This section introduces the main concepts about multi-robot task allocation and
the RTM approaches and review the previous works made in this field.

2.1 Probabilistic Response Threshold Methods

As pointed out in Sect. 1, the response threshold methods are a very promising
approach in order to face up realistic tasks in a decentralized way. According
to [1], the classical response threshold method defines for each robot ri and for
each task tj , a stimuli sri,tj ∈ R that represents how suitable tj is for ri, where
R stands for the set of real numbers. When sri,tj exceeds a given threshold θri
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(θri ∈ R), the robot ri starts to execute the task tj . To avoid relying on the
threshold value to an excessive degree, the task selection is usually modeled
by a probabilistic response function. Thus, a robot ri will select a task tj to
execute with a probability P (ri, tj) according to a probabilistic Markov decision
chain. There are different kind of probabilities response functions that define a
transition, but one of the most widely used (see [3,10]) is given by

P (ri, tj) =
snri,tj

snri,tj + θnri
, (1)

where n ∈ N, where N stands for the set of natural numbers. It must be pointed
out that the preceding response function has been also used in [5]. In this paper
we test another transition function that presents similar characteristics to the
given in (1) and which is given by:

P (ri, tj) = e
− θ

n
ri

snri,tj (2)

It is not hard to check that the above-mentioned transitions functions are
indistinguishably operators whenever sri,tj only depends on the distance between
the robot and the task as follows:

sri,tj =
1

d(ri, tj)
.

We refer the reader to [8] for the definition of this kind of operators. More-
over, in general for both response functions, the equality

∑m
j=1 P (rk, tj) = 1

does not hold and, hence, the transition does not meet the axioms of the proba-
bility theory. In order to avoid this disadvantage normalization processes can be
introduced although they imply to impose system modifications with possible
implications in the behavior of the system.

2.2 Possibilistic Markov Chains: Theory

As has been proven in [5], possibilistic Markov chains provide a lot of advantages
and outperform its probabilistic counterpart. This section summarizes the main
theoretical concepts of possibilistic Markov chains and the new aforementioned
(possibility) exponential transition response function is introduced.

Following [2,11] we can define a possibility Markov (memoryless) process as
follows: let S = {s1, . . . , sm} (m ∈ N) denote a finite set of states. If the system
is in the state si at time τ (τ ∈ N), then the system will move to the state sj
with possibility pij at time τ + 1. Let x(τ) = (x1(τ), . . . , xm(τ)) be a fuzzy state
set, where xi(τ) is defined as the possibility that the state si will occur at time τ

for all i = 1, . . . ,m. Notice that
∨m

i=1 xi(τ) ≤ 1 where ∨ stands for the maximum
operator on [0, 1]. In the light of the preceding facts, the evolution of the fuzzy
Markov chain in time is given by

xi(τ) =
m∨

j=1

pji ∧ xj(τ −1),
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where ∧ stands for the minimum operator on [0, 1]. The preceding expression
admits a matrix formulated as follows:

x(τ) = x(τ −1) ◦ P = x(0) ◦ P τ, (3)

where P = {pij}mi,j=1 is the fuzzy transition matrix, ◦ is the matrix product in
the max-min algebra ([0, 1],∨,∧) and x(τ) = (x1(τ), . . . , xm(τ)) for all τ ∈ N is
the possibility distribution at time τ.

Taking into account the preceding matrix notation and following [2], a pos-
sibility distribution x(τ) of the system states at time n is said to be stationary,
or stable, whenever x(τ) = x(τ) ◦ P .

One of the main advantages of the possibilistic Markov chains with respect to
their probabilistic counterpart is given by the fact that under certain conditions,
provided in [4], the system converges to a stationary state in a finite number of
steps.

2.3 Possibilistic Response Threshold

In this section we will see an example of how to use possibilistic Markov chains
for developing a RTM in order to allocate a set of robots to tasks. We will
assume that the tasks are randomly placed in an environment and the robots
are initially randomly placed too. Furthermore, we will assume that each robot
allocation, that is the stimulus, only depends on the distance between the robot
and the task. Consider the position space endowed with a distance (metric) d.
Then, denote by d(ri, tj) the distance between the current position of ri. It is
assumed that when a robot is assigned to a task the position of this task and
the robot’s position are the same and therefore, the distance between the task
and the robot is 0. Following the RTM notation, define the stimulus of the robot
rk to carry out task tj as follows:

srk,tj =

{
Utj

d(rk,tj)
if d(rk, tj) �= 0

∞ if d(rk, tj) = 0
. (4)

This stimulus srk,tj allows us to obtain, by means of (1), the following pos-
sibility response function,

prk,ij =
Un
tj

Un
tj + d(rk, tj)n θnrk

. (5)

If the same stimulus srk,tj is used in (2), then the following exponential
possibility response function is obtained:

prk,ij = e
− θ

n
rk

d(rk,tj)
n

Un
tj . (6)

For convenience to our subsequent discussion we will reference the response
function given by (6) as Exponential Possibility Response Function (EPRF for
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short) and the response function given by (5) as Original Possibility Response
Function (OPRF for short). As stated in Sect. 2.1, both possibility response func-
tions are also indistinguishably operators. Therefore, we will use interchangeably
the concepts of indistinguishably operator and possibility response/transition
functions when we reference the former.

In [5], it was demonstrated that the response function given by (5) fulfills
smooth conditions (column diagonally dominant and power dominant) that guar-
antee the finite convergence (see [4] for a detailed description of such notions)
provided that all tasks have the same utility Utj . Therefore, fixed rk ∈ R, the pos-
sibilistic Markov chain obtained by means of the OPRF converges to a stationary
non-periodic state in finite time (exactly in at most m−1 steps). Following sim-
ilar arguments to those given in [5] one can prove easily that the possibilistic
Markov chain obtained by means of EPRF also converges to a stable state in at
most m − 1 steps.

3 Experimental Results

In this section we will explain the experiments performed to compare the num-
ber of steps required to converge to a stationary state using probabilistic and
possibilistic Markov chains induced from the indistinguishability operators given
in (5) and (6).

3.1 Experimental Framework

The experiments have been carried out under different conditions: position of
the objects (placement of tasks), parameters of the possibility response func-
tions (θrk and n) and number of tasks. All the experiments have been carried
out using MATLAB with different synthetic environments following a uniform
distribution to generate the position of the tasks. Figure 1 represents a set of
experiments where the task have been placed randomly in the environment,
where each blue dot is a task. Furthermore, all the environments have the same
dimension (width = 600 units and high = 600 units). In the shake of simplicity, we
assume that all the tasks have the same utility, i.e., Utj = 1 for all j = 1, . . . , m.

Fig. 1. Kind of environments with 100 task randomly placed. Blue dots represents the
position of the tasks or objects. (Color figure online)
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Following the reasoning made in [7], the θrk must depend on the environ-
ment conditions. During the performed experiments the θrk will depend on the
maximum distance between tasks as follows:

θrk =
nTH

dmax
, (7)

where dmax is the maximum distance between two objects and nTH is a para-
meter of the system. Due to the above-mentioned environment dimensions, dmax

is constant and equals to 800.5 units. For the first time, the nTH parameter has
been introduced with respect to previous papers (see [7]) in order to analyze
how the threshold value impact on the system performance. All the experiments
have been performed with 500 different environments, with different number of
tasks (m = 50, 100) and different values of the power n in the expression of
possibility response functions (see (5) and (6)). The threshold θrk values under
consideration are obtained from (7) setting nTH = 2, 4, 8.

Whichever possibility response function is used, the given by either (5) or (6),
the possibilistic transition matrix, Prk , must be converted into a probabilistic
matrix, in order to be comparable the possibilistic and probabilistic Markov
chain results. To make this conversion we use the transformation proposed in
[9], where each element of Prk is normalized (divided by the sum of all the
elements in its row) meeting the conditions of a probability distribution.

Figure 2 shows some results obtained with 100 randomly placed tasks using
OPRF given by (5), and EPRF given by (6). Figure 2(a) shows the percent-
age of experiments that with the probabilistic Markov process does converge.
If the process does not converge after 10,000 iterations we assume that it will
never converge. As can be seen, in all probabilistic cases around 50% of exper-
iments converges. Although it is not graphically represented, the experiments
that converges need 256.8 steps on average to do it. Figure 2(b) shows the mean
number of steps required to converge using fuzzy Markov chains. Let us recall
that, all fuzzy Markov chains under consideration converge. As can be seen,
there are no significance differences between the experiments that use OPRF
(Original labeled bars) and those that use EPRF (Exponential labeled bars).
Moreover, the nTH parameter or the power value n do not have any impact
on this results. Therefore, we can conclude that when the tasks are randomly
placed in the environment, both possibility response functions provide similar
results on average and both seems not to be affected by its parameters nTH
or n. Moreover, the possibilitics Markov chains, whichever possibility response
functions is used, needs much lower number of steps to converge compared to
their probabilsitic counterpart.

Table 1 shows the standard deviation, σ, of the number of steps required to
converge with 100 tasks when fuzzy Markov chains are considered. Thus, this
table represents the standard deviation of the results given in Fig. 2(b). From
these results, we can state that in most cases the use of EPRF produces a
decrease of the standard deviation compared to the values of σ obtained when
ORPF is used. Similar results, regarding mean and standard deviation, have
been obtained after performing experiments with 50 tasks (m = 50).
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Fig. 2. Experimental results with 100 tasks.

Table 1. Standard deviation (σ) of the number of steps required to converge with
fuzzy Markov chains.

Function n=1, nTH=2 n=2, nTH=2 n=1, nTH=4 n=2, nTH=4 n=1, nTH=8 n=2, nTH=8

OPRF 3.59 3.48 3.56 3.58 3.7 3.52

EPRF 3.58 3.6 3.35 3.57 3.47 3.47

4 Conclusions and Future Work

This paper has presented an empirical comparative analysis of two indistin-
guishability operators (or possibility response function) applied to the conver-
gence of possibilistic Markov chains where the goal of the system is to allo-
cate tasks to a colony of robots using response-threshold methodologies. As was
proved in [5], possibilistic Markov chains outperforms its probabilistic counter-
part when they are used to model response-threshold multi-robot systems. This
paper extends the aforementioned work. In addition, it shows how the use of the
aforementioned possibility response functions in modeling fuzzy Markov chains
provides similar results and they are very robust with respect to their parame-
ters. In the light of the obtained results a lot of new challenges, problems and
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improvements must be addressed as future work. For the time being, we focus
on providing a deeper analysis about how the position of the tasks impacts the
convergence time, both from theoretical and empirical point of view. Other con-
versions from possibilistic distribution to its probabilistic counterpart are also
under consideration. Furthermore, the implementation of these methods using
real robots is carrying out by the authors.
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Abstract. This paper investigates why end-users sometimes find difficult to
fully invest themselves in a Living Lab initiative, at least on the long run. The
paper builds insights on the basis of users’ feedback about four projects cur-
rently managed by the Wallonia e-health Living Lab (WeLL) and paves the way
for renewed models of collaboration that could lead to sustainable satisfaction
and long-term commitment of end-users.
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Community

1 Context of the Research

As any other health care complex system, the Belgian one faces multiple and inter-
twined problems that require innovative solutions [1]. According to the Organization
for Economic Co-operation and Development annual report, Belgium has spent in 2013
10.2% of its GDP in healthcare, that is 1.3% above the OECD average of 8.9% [2].
Most of these costs (78%) are supported by the public authorities, and yet Belgian
patients rank high in the European barometer for self-supporting another 17.9% of the
remaining costs. Confronted to these excessive expenses, the Belgian healthcare system
is slowly undertaking major reforms such as progressive decrease of hospital beds, or
decrease in the average length of hospital stay.

In response to these challenges, the Walloon government launched in 2015 the first
living lab concerned with health and e-health and called it the “WeLL” (for “Wallonia
e-health Living Lab”). The Living Lab methodologies and ecosystem were chosen as
the most promising path to deal with these challenges, mainly because of the
involvement of end-users that would, supposedly, enrich the point of view of health-
care expert stakeholders and lead to more adequate, socially acceptable solutions. This
hypothesis had been since supported by research done by Vanweerbeek et al. [3] that
looked into the specificities of 20 Living Labs around the world, and showed that the
living lab approach is indeed particularly valuable for projects aiming at creating social
value and acceptability (in contrast with those aiming at creating rather economic
value). The WeLL, in operation for almost two years and a half, today gathers a
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community of around 700 members active in 13 on-going projects. This paper builds
on four of these projects and focuses on one of the key issues of managing a Living Lab
that is insuring community satisfaction and its long-term commitment.

2 State of the Art

2.1 Innovation in the Health and Care System

Aside from the expenditure issues mentioned above, Herzlinger summarized the most
blatant challenges health-care systems have to deal with worldwide [1]. In her research,
she points out that health-care systems are highly complex systems involving many
stakeholders, each with their own sphere of influence and personal agenda. These
stakeholders often gather in closed groups and disciplines that sometimes pursue
competing interests, especially when it comes to get a hold on funding and/or
demarcating new-generation medical devices. Considering the management of change
inside such structures, one has to observe that the multiplicity of policies and gov-
ernment regulations sometimes aids innovation, but most of the time hinders it, and that
growing interest for ethics and privacy, especially when it comes to consumers’ data,
adds to the overall complexity of sharing experiences at a national scale.

As a concluding remark, Herzlinger suggests that health-care “consumers” are more
and more engaged and in control of their personal health record (far from the “passive
patient” that increasingly becomes an anachronistic model), and that solutions might lie
in the empowerment of those patients. Research in various disciplines indeed points out
the fact that customers and end-users are no longer willing to undergo a whole process
simply as external observers. Considering themselves as “part of a team” where pro-
fessionals no longer hold positions of omniscient experts, these always better-informed
users expect to have their say all along the collaborative decision-making process. This
“client-led revolution” testifies of how increasingly users want part of the control on the
process, how they don’t hesitate anymore to lead radical changes and decisions [4] and
what kind of active role they are ready to tackle, by suggesting new ideas for instance,
all along the process [5]. As Heylighen and Bianchin already underlined for the field of
design, qualitative assessment of a design process is nowadays related to a “deliberative
cooperation between designers and users”, where “stakeholders will not just happen to
converge in their attitude, but come to converge by virtue of the justification they get
through dialogue” ([6], p. 14).

2.2 Living Labs as a New Model of Innovation

In response to this pressing need to involve and empower end-users, most design,
engineering or related disciplines have progressively introduced notions or method-
ologies such as “co-design” or “open innovation”. These models of innovation anchor
in practice in two ways: either in an institutionalized way or in a “horizontal” way. The
institutionalized way calls for end-users that consciously decide to integrate and take
part to participative, bottom-up initiatives organized for instance by their government
or local communities’ representatives [7]. The horizontal way, on the other hand, is the
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sole innovative consequence of practical problems end-users decide to tackle by their
own means [8].

The Living Lab approach somehow navigates in between: end-users indeed con-
sciously decide to take part to it, but in the meanwhile the Living Lab also stimulates
and supports bottom-up innovations in response to in situ observations of problematic
situations end-users face in their real living or working environments. Considering the
specific challenges end-users encounter in the context of their own private health, the
Living Lab consequently, and adequately, provides both institutionalized, multidisci-
plinary creative guidance as well as space for self-creative exploration.

More specifically, the “Living Lab” concept often refers to “both the methodology
and the instrument or agency that is created for its practice”, be it physical or imma-
terial [9]. Living Labs provide structure, governance and creative methodologies to
support user participation in the collaborative innovation process [10], considering
end-users as co-creators of artefacts, side by side with actors from the public or private
sectors [11–14], artefacts that will be experimented in real-world settings.

3 Users’ Involvement as One of the Key Challenges

Stahlbröst et al. lately researched how users’ motivation, as well as the perceived
usability of social software to maintain connection between these users, might impact
productivity and creativeness [15]. In terms of motivational factors, they found that
interest in innovation was a better predictor of co-creativeness than implicit benefits of
the study (i.e. desire to be socially engaged, stimulated, recognized) or explicit benefits
of the study (i.e. rewards such as study incentives).

Aside from fully involving users while they take part to workshops, the WeLL
more importantly experiences difficulties in users’ long-term engagement and com-
mitment. While online community management and social software certainly are ways
to sustain interest, this paper investigates additional underlying reasons for users’
involvement or non-involvement to such long-term collaborative process. What are the
various factors impacting participants’ return rate? Do users value their participation?
And if they do, in which terms?

4 Design, Methodology and Approach

The methodology consisted first in confronting our research gap to Living Labs
experts’ point of view, and later to reach out to Living Labs’ participants to test factors
of (un)involvement. We organized our research in three steps. We first interviewed
members of the WeLL consortium, experts in Living Labs’ methodologies, in order to
grasp what they thought the more pressing challenges were. We then analysed the
satisfaction surveys each participant was asked to fill-in directly after each WeLL’s
workshop. We finally conducted phone interviews with some of the participants
wishing to keep contributing weeks after their participation to a workshop.

For the first step, we interviewed 10 experts gathered during the first WeLL con-
sortium meeting (around 6 months after the launch of the living lab). This panel was
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composed of a various profiles (academics, private and public sectors experts) and
various backgrounds (lawyer, business consultant, health professional, researcher,
marketer,…). Those experts have various degrees of implication in the living lab (from
day to day work to focused interventions) and all develop specific work/research
related to living labs’ ecosystems (IP challenges, living lab business models,…). These
interviews lasted around 40 min. and were primarily focused on the difficulties related
to innovation in an e-health living lab environment.

For the second step, we collected the satisfaction surveys that participants were
asked to fill-in after every workshop organized during the first year of the living lab
(from January 2015 to December 2015). The Table 1 below presents the repartition of
participants by project. In total, we gather data issued from 13 workshops, either
organized in the context of 3 main projects or organized as one-shot projects.

They were two different surveys with different questions. The first survey was used
during the first 6 months of the living lab while the other was used after that. The
change occurred because the living lab wanted to focus on a more qualitative feedback
in order to better understand why the participants decided to take part to these work-
shops. The first survey was used on 53 participants and was primarily composed of
quantitative questions, while the second one was used on 105 participants and con-
sisted mostly of qualitative questions. From the first one we compiled figures about a
detailed appreciation of the workshop on several criteria (usefulness, originality,
appropriateness of the form, appropriateness of the content, willingness to come back
and willingness to recommend the WeLL and its activities to friends). From the second
survey, we collected and analyzed answers to some of the open questions that are
meaningful to the context of this specific paper (e.g. do you think you’ll keep in touch
with some participants and, if yes, how many? what did you learn during this workshop
(about the project, the technology or the methodology)?).

Regarding the third step, we asked the participants by mail if they were available
for an additional phone interview, in order to collect a more in-depth feedback. The
interview consisted of 10 open questions distributed in three main categories: “work-
shop”, “project” and “living lab”. We tried to understand how participants perceived

Table 1. Name, number of workshops organized and number of participants for each project.

Projects Workshops’ names Participants

Happy
mum

Happy mum
with mothers

Happy mum
with fathers

Happy mum
professional

Happy
mum
co-design

24

Doctors
without
borders

MSF
Idéematon 1

MSF
Idéematon 2

MSF 3D
printing

16

Mens sana Mens sana
exploration

Mens sana
co-design

25

One-shot
projects

Idéematon 1 Idéematon 2 “Image and
me”

Hospitals 93
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their contributions during the workshop (e.g., what would you say about the workshop
after several weeks?), as a whole for the project (e.g., what did you learn? did you feel
you really contributed to the project?) and if they feel involved in the living lab (e.g.,
have you talked about the living lab? Have you met again some participants later on?).
Out of the 158 participants, only five answered the contact email and out of these five
persons, only four eventually answered the interview. Two of those participants went to
the same workshop. Each interview lasted from 20 to 35 min.

5 Main Findings

5.1 Step 1: Testing Our Hypothesis with Experts

The experts interviews enabled us to identify obstacles considered as the main bot-
tlenecks of the current living lab model, seen here both as an ecosystem for collabo-
rative innovation and as a methodology. We clustered these obstacles in 6 main
categories: valorization, field, users, technology, process and relevance.

Valorization is directly related to intellectual property questions: what happens to
ideas created by users and who owns them? The experts (mainly lawyers) were
questioning the intellectual property strategy that the living lab should adopt in order to
provide a fair space for the participants, the project leader and the living lab itself. Field
incorporates all uncertainties specific to the WeLL that is the relationship to the health
and e-health sector. The main questions were mainly about ethics, such as “how can a
living lab be profitable to the health sector while being respectful of patients, for
instance in regard to future involvement with a specific insurance system?”. Users
refers to user involvement in the short and long-term, and questions their interest in the
living lab process: what should a living lab do to keep them involved in the long run?
Technology refers to the paradox between user-centered innovation and the fact that
most of the “e-health” innovations often tend to reduce the implication of human being
in favor of the technology. It also appears that the cost of the technology is a point of
concern, especially because of the WeLL willingness to make each technology as
affordable as possible. Process is about the difficulty to involve end-users in complex
research and development fields. For example, which role can end-users play in the
field of pharmaceutical industry? Experts mainly questioned the suitability of the living
lab approach given various types of innovation fields. Finally, relevance refers to all the
questions related to the quality of the innovation produced using living lab method-
ologies, and in particular in regard to potential impact for our society. These questions
were mostly related to innovation in general and to the capacity for a living lab to keep
producing considerable and continuous innovation in the long term.

Beside concerns related to the specific field of e-health, experts underlined chal-
lenges directly related to end-users, be it respecting their rights as co-creators or
considering their input hand-in-hand with high-level, technological developments.
More importantly, experts spontaneously underlined users’ involvement and long-term
commitment as one of the concerns for Living Labs’ sustainability, this way confirming
our starting hypothesis as valid from a global point of view.
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5.2 Step 2: Evaluating Users’ Satisfaction Through Short Surveys

The first survey, used during the first six months, was composed of seven questions:
four questions were based on a five-points Likert scale, two were fixed-alternative
questions and the last one was open. The first four questions were: did you find the
workshop useful? original? were the format and the content appropriate? Out of the 53
surveys, the “usefulness” mean level was assessed at 3.94 (out of the 5 points of the
Likert scale), while the “originality” mean level was 4.06, “appropriateness of the
format” mean level was 4.32 and the “appropriateness of the content” mean level was
4.34. Most of the participants therefore considered the workshops as meaningful for the
project, original in its methodologies and appropriate both in form and content.

The first of the two fixed-alternative question was “Would you come back to a
future workshop?”. It is worth noticing that although 94.34% (50 out of 53) of the
participants answered yes, only one came back to another workshop. The second one
was “Would you recommend a workshop to your friend?”. Here again, although
98.11% (52 out of 53) said yes, none of the later participants mentioned recommen-
dation by friends as the reason for their participation.

The second survey, distributed to 105 participants in total, consisted mostly in open
questions concerning the workshop and the living lab (did you learn something in terms
of methodology, technology or about the project?, did you feel you could participate
and express yourself freely? with how many participants do you think you will keep in
touch? to whom would you recommend a workshop?, would you like to tell us
something?). The single five-points Likert scale question aimed at evaluating global
appreciation about the workshop in general.

Table 2 summarizes the number of participants that at least answered one word to
each of the open questions. The first question was about whether participants would
keep in touch with other participants (and possibly, how many). About 60% of the
participants answered they would maintain contact with at least another participant. To
the question “did you learn something during this workshop about technology/
methodology and/or the project?”, 76% of the participants answered positively. Most of
them underlined learning about the creative methodology used during the workshop
and a few pointed out learning something about the project. None of the comments
concerned technology. The third question asked them if they feel they could express
themselves enough and freely during the workshop. 92% of the participants considered
they could express themselves as freely as wished and mostly, in their opinion, because
of the animation method and the workshop atmosphere. The next question was about
whether the participants would like to recommend the living lab’s workshops. Only
29% of the participants wrote one or several names for the staff to contact for future
workshops. The vast majority (60%) didn’t answer the question. Regarding the final
question, it is interesting to notice that most open comments were related to the con-
tinuation of the project and the materialization of the workshop’s results (e.g., “What is
the follow up of the project?”, “What will be the tangible results of this workshop?”,
“Interesting but now we wanna see what this workshop will result in”,…).

Finally, it is worth noticing that the return rate was again quite limited. Out of the
105 surveys distributed, only seven participants came back to another workshop. All
seven came back in a follow-up workshop for the project they primarily came for, in
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other words none of the returning participants came for a workshop dedicated to
another project or topic.

5.3 Step 3: In-Depth Phone Interviews for Feedback and to Test
Long-Term Commitment

Out of the 158 participants contacted by email for in-depth interviews, only four
eventually agreed to answer our questions and give some feedback.

They were asked to express again their global appreciation of the workshop they
took part to, sometimes up to several months earlier. Their appreciation didn’t change,
even after several months. One of the participants explained: “I think I gave it a 4 or a
5. And no it didn’t change, I keep good memories. I even contacted the WeLL
regarding a [personal, editor note] project I’d like to develop”.

When asked what they thought they brought to the project, they mostly felt like
they contributed thanks to their experience and expertise, especially when the work-
shop was related to technological matters. One participant comments: “I think I
brought the experience of what is more important and less important. My experience as
a user, but also the experience and the needs of others that I hear about”.

Participants essentially kept in touch with the project through the WeLL newsletter.
None of them contacted the WeLL nor any project leader to have an update about the
project they took part to. Neither did they try to find information on the internet: “I
read your newsletter. I read something like 15 days later that the project leader
explained what she did since the workshop but nothing more. However, if there is a
final report I would gladly read it”. Regarding the living lab itself, the newsletter
seems to be their main source of information. They all read it frequently but not
thoroughly. They were a bit more interested by the project they contributed to, but
found the rest of the information relevant and interesting: “Yes, from time to time.
Depending on my workflow and on my time. I may take a deeper look at some sub-
jects”; “If, for instance, from time to time there is a project you don’t mention, it
doesn’t matter. I’m more in a passive consumer mode”.

When asked about what the living lab should undertake to make them want to come
back, none of the participants gave a specific answer. They were all quite happy with
the experience, and didn’t find it lacked something in particular in terms of feedback or
community follow-up. They mostly pointed out the lack of time for the main reason not

Table 2. Proportion of participants answering at least one word by open question.

Keep in
touch?

Learn
something?

Freedom to
participate

Further
recommendation?

Yes 60% 76% 92% 28.6%
No 11% 14% 6% 7.6%
Maybe 3.8%
No
answer

29% 10% 2% 60%
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to take part to another workshop: “It’s not like there is something missing. I lack time.
If there were more users, we could rotate. Everyone has his own calendar. It could be 4
or 5 persons who would agree on coming, and we could come in alternately to give our
opinions”.

Finally, they recognized they never really talked about the living lab after the
workshop, and when they did it was to a very strict number of people (close friends or
colleagues). Moreover, one of the participants told us she wouldn’t come back because
she thought she would stop bringing fresh information if she came too often: “I wonder
if a newcomer isn’t more suited than someone that already came several times. If it’s
always the same people who work on the projects, the solutions might end up looking
alike”. It is worth noticing that during these interviews, the participants all agreed that
diversity in profile is beneficial for the project although it can lead to various problems
(such as users having difficulties to keep an open mind when it comes to their own field
of expertise). These results are in accordance with Berger [16] who found that the
integration of different profiles is key to the user engagement.

6 Discussion

We see that the experts pointed users’ involvement as one of the main concerns for the
effective and sustainable operation of a living lab. Indeed, the community surrounding
a living lab is one of its most precious value but also one its most intricate aspect. Out
of the six categories experts referred to, the last four directly relate to end-users’
involvement into the Living Lab model and how the Living Lab can lead to ideas and
propositions that will really impact end-users’ everyday life while remaining respectful
of ethical aspects.

As shown by the surveys, users often express their willingness to keep participating
to workshops. They do believe these workshops provide value to the projects. In
practice, however, we observe quite the opposite. The two main causes identified are
the time participants accept to invest to such workshops, and the perception of their
own usefulness in regard of a specific subject. Our research suggests that users need to
feel relevant in order to be willing to participate in projects led by a living lab
methodology.

Our in-depth phone interviews revealed another possible explanation: some par-
ticipants believed that if they come too often, the effectiveness and creativity of the
final solutions would be impacted. Of all people, one could believe that users involved
in a living lab process would understand and appreciate the necessity of feedbacks. It is
important to note that we deliberately chose to make only one mailing in order to assess
the primary interest of the WeLL community in such an in-depth feedback interview.
The fact that, out of the 158 participants, only four agreed to the phone interviews is a
quite revealing indication that the WeLL community is currently not yet fully involved
in the living lab philosophy.

36 C. Elsen et al.



7 Conclusion

This study first reveals that the form and content of the workshop, although considered
appropriate, are not enough to convince users to participate to further living lab col-
laborative workshops. Living labs, more fundamentally, should keep informing their
community of users very specifically on how they contributed and could continue
contributing to their projects. They should be clear on what is expected from the users,
from one project to another. As underlined by Bergvall-Kareborn and Stahlbröst:
“inherent in being a partner, from an end-user perspective, is the power of choice.
People always can choose if, when and to what extent they want to participate” ([17],
p. 367). But to give them the power to choose, the living labs must first provide them
with options to choose from. This can be achieved in being accurate about what is
expected from participants, what are the profiles needed and why these profiles are
fundamental to the project. Our research reveals that if users don’t feel they are relevant
enough to be useful to the project, or feel they don’t have the adequate profile (any-
more), their willingness to come reduces accordingly.

Secondly, most of the users interviewed in this sample didn’t adopt a proactive
stance when it comes to innovation in a living lab environment, even when it was
related to projects they already participated to. If they didn’t receive information about
upcoming workshops, they would not likely search it by themselves. It appears that
most of the time they were expecting to be asked to come back by the living lab itself,
and didn’t feel integrated in the innovation process as a whole. Once again the key
remains in the hands of the living lab staff: it is its responsibility to constantly reach out
and keep the users in the loop of on-going processes.

When it comes to the perception of their own value to the collaborative innovation
process, this research eventually shows that most of the participants perceive their
involvement as positive for the project. However, our results also underline that this
perception seems insufficient to make them want to keep contributing to other work-
shops. The main reason preventing them from being part to a recurring pool of par-
ticipants seems to be the time available for such events. A renewed model of
interaction, as suggested by one of the participants, might be to organize sub-groups of
participants that would rotate and take part alternately to the workshops, while
remaining connected and aware of the project current state of progress.

One of the limitations of this study is the small amount of phone interviews granted
by the participants. Further in-depth feedback should be collected to confirm our
preliminary results, even though the single fact that such a few number of people
agreed to such an interview by itself reveals the state of involvement of the community.

Aside from collecting feedback from a larger range of participants, further research
could expand towards the reasons why participants initially decided to take part to their
first WeLL workshop. A better understanding of these reasons might increase their
return rate, long-term commitment as well as interest of newcomers.
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Abstract. When people work collaboratively on a shared document,
they have two contradictory requirements on their editors that may affect
the efficiency of their work. On the one hand, they would like to know
what other people are currently doing on a particular part of the doc-
ument. On the other hand, they would like to focus their attention on
their own current work, with as little disturbance from the concurrent
activities as possible. We present some features that help the user handle
disturbance and awareness of concurrent updates. While collaboratively
editing a shared document with other people, a user can create a focus
region. The user can concentrate on the work in the region without being
interfered with the concurrent updates of the other people. Occasionally,
the user can preview the concurrent updates and select a number of these
updates to be integrated into the local copy. We have implemented a col-
laborative editing subsystem in the GNU Emacs (https://www.gnu.org/
software/emacs) text editor with the described features.

Keywords: Data replication · Concurrency control · CRDT

1 Introduction

When people work collaboratively on a shared document or artifact, two con-
tradictory aspects may affect the efficiency of their work. On the one hand, a
person would like to know what the other people are currently doing with the
document, so she can avoid duplicating the same work or working unnecessarily
on conflicting ideas. On the other hand, the person would like to be as concen-
trated as possible on her current work without the interference of concurrent
work of other people, particularly when her current work requires deep thinking
and involvement.

One commonly applied practice is that people work independently (offline)
on their own copies of the document. They are able to concentrate completely
on their work, but have no idea what the other people are currently doing with
the document. They must use some additional communication channels, such
as emails, to exchange their copies of the document and get updated about the
c© Springer International Publishing AG 2017
Y. Luo (Ed.): CDVE 2017, LNCS 10451, pp. 39–47, 2017.
DOI: 10.1007/978-3-319-66805-5 5
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other people’s work. Then, they can use some particular features of their editors,
such as the “track changes” feature of Microsoft Word, or third-part tools, such
as diff, to find out the particular updates made by the other people. They
should also be coordinated, again with additional communication channels, for
other tasks, such as who is responsible for integrating the concurrent updates in
the following rounds. Without careful planning and coordination, they may risk
unnecessarily duplicating their efforts on overlapping or conflicting work.

Another possible practice, which is more and more applied lately, is that
people work simultaneously (online) on the shared document with a real-time
collaborative editor, such as Google Drive1. People can see immediately what
other people are doing with the document, so they can avoid duplicating their
efforts. If several people are working simultaneously on the same area of the
document, even if for non-overlapping or non-conflicting purposes, they can be
easily distracted by concurrent updates of the other people. Furthermore, allow-
ing concurrent partial updates to be integrated in local copies may cause other
inconvenience such as compilation errors of software programs.

A middle ground is that people work on their own copies in isolation and are
aware of other people’s work at some specific time, such as at the time of saving
the document or committing the updates to a shared repository.

We present yet another possibility: people can work collaboratively on the
same document in such a way that they can limit the disturbance from other
people’s concurrent updates and at the same time have an overview of the con-
current work, all these in a controlled manner.

We have implemented support for collaborative editing in GNU Emacs, using
CRDT (Commutative Replicated Data Types) and supporting selective undo
[16]. In this paper, we present an experimental feature that lets the user handle
the disturbance and awareness of concurrent updates.

This paper is organized as follows. Section 2 gives a short review on our
CRDT approach to real-time collaborative editing [16]. Section 3 presents the
new features for handling disturbance and awareness through an example.
Section 4 describes briefly how we implemented the features in Emacs. Section 5
discusses related work. Finally, Sect. 6 concludes.

2 Document View and CRDT Model

With a collaborative editor, a document is concurrently updated from a number
of peers at different sites. Every peer consists of a view of the document, a model,
a log of operation history and several queues (Fig. 1).

A peer concurrently receives local operations generated by the local user and
remote updates sent from other peers. Local user operations take immediate
effect in the view. The peer stores executed view operations in Qv and received
remote updates in Qin. During a synchronization cycle, it integrates the oper-
ations stored in Qv and Qin into the model and shows the effects of integrated

1 https://drive.google.com.

https://drive.google.com
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Fig. 1. View, model and operations

remote updates in the view. The peer stores the integrated local operations in
Qout. It also records the integrated local and remote operations in the log. Later,
it broadcasts the operations in Qout to other peers.

Every peer has a unique peer identifier pid. An operation originated at a
peer has a peer update number pun that is incremented with every integrated
local operation. Therefore, we can uniquely identify an operation with the pair
(pid , pun). We use oppid

pun to denote an operation op identified with (pid , pun).
A view is mainly a string of characters. A user can insert or delete sub-strings

in the view, and undo earlier integrated local or remote operations selected from
the log.

A model materializes editing operations and relations among them. It consists
of layers of linked nodes that encapsulate characters. Conceptually, characters
have unique identifiers that are totally ordered. For two characters cl and cr, if
cl.id < cr.id, then cl appears to the left of cr.

Nodes at the lowest layer of a model represent insertions and contain inserted
characters. Nodes at higher layers represent deletions. That is, a higher-layer
node (outer node) deletes the corresponding characters in the lower-layer nodes
(inner nodes).

A node contains the identifiers of its leftmost and rightmost characters. The
identifiers of the other characters (i.e. not at the edges of the node) are not
explicitly represented in the model. An insertion node also contains a string of
characters.

New operations may split existing nodes. Nodes of the same operation share
an op element as the operation’s descriptor. A descriptor contains, among other
things, information about undos, which influences the visibility of the characters.

There are three types of links among nodes: l-r links maintain the left-right
character order; opl-opr links connect nodes of the same operations; i-o links
maintain the inner-outer relations. The outermost nodes and the nodes inside
the same outer node are linked with l-r links. When the view and the model are
synchronized, the view equals to the concatenation of all visible characters of
the outermost nodes through the l-r links.
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Fig. 2. Examples of model updates

Figure 2 shows an example with three peers. The upper part shows the oper-
ations generated at the peers. The lower part shows the model snapshots at
Peer 2. Nodes of the same deletion are aligned horizontally. Nodes with dotted
border are invisible. Characters in light gray are invisible in the view.

Different peers can update the model concurrently. The model data structure
is a CRDT that has the following convergence property: when all peers have
applied the same set of updates, the states of the model at all peers converge.

We refer the interested readers to [16] for more details on the data structure
and algorithms on the model.

Materialization of editing operations in the model makes a number of tasks
easier, including support for selective undo and handling of operation depen-
dencies [16], as well as user friendliness features like display of operation history
and selection of operations to undo or redo, and preview of concurrent remote
operations as described in the following sections.

3 Handling Disturbance and Awareness of Concurrent
Updates

Emacs has a feature called “narrowing” that allows the user to focus on a specific
region of the document, making the rest temporarily inaccessible. We think it



Handling Disturbance and Awareness of Concurrent Updates 43

Fig. 3. An example of collaborative editing with awareness of concurrent updates
(Color figure online)

is appropriate to augment the narrowing feature with non-disturbance control
for collaborative editing, because when a user explicitly applies the narrowing,
she signals the need to be focused and concentrated. No disturbance from the
concurrent updates of the other users is clearly part of such concentration.

When a user narrows to a region while collaborating with other people, the
editor starts a focus region and enters a non-disturbance mode. No concurrent
updates in the region are immediately integrated.

While working in a focus region, the user may occasionally want to know what
the other people are working on in this region. By knowing other people’s work,
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she may be able to avoid duplicated work. She may even selectively integrate
some concurrent updates to adapt early to compatible updates performed by
other people.

Figure 3 illustrates with an example the steps involved in working with a focus
region. Suppose three programmers, Bob, Alice and Tom, work concurrently on
function fill() (in Emacs Lisp), which initially fills a segment of a list with a
given item (Step 1). The lower right part of the figure shows the layout of the
screenshots of the different steps performed by Bob.

Bob would like to generalize fill() to sequences (in Emacs Lisp, sequence
is a general type that includes list, vector etc.). He first narrows down to the
function as a focus region and works in the region without the disturbance of
the concurrent updates generated by Alice and Tom.

When Bob is almost done (Step 2), he takes a preview of concurrent updates
(Step 3). In the preview, every concurrent update is preceded with a leading
dot. The color around the leading dots indicates who performed the updates.
Notice that we support composite updates. For example, a text substitution
consists of a deletion and an insertion; a global substitution consists of multiple
deletions and insertions. The character strings of the updates are underlined.
The insertion part of an update is displayed in blue and the deletion part is in
pink. The surrounding text of the updates is also displayed. This helps the user
recognize the context of the updates. Moreover, the editor keeps a mapping from
the displayed updates to their positions in the document. The user can traverse
up and down the updates in the preview. The current update is highlighted in
yellow in the preview. The cursor in the main document, i.e. the fill() body
in our example, moves accordingly. This helps the user further to localize the
particular updates.

Bob noticed that Alice had capitalized two words in the doc-string and
renamed variable p to tail. Meanwhile, Tom had refactored the code. He added
two lines to deal with the default start and end positions in the list and moved
the assignment of variable n from the loop condition to the end of the loop body.

Bob can traverse through the concurrent updates and selectively integrate
some of them into the main document. In this particular example, he found that
all updates performed by Alice and Tom were compatible with his work and
opted to integrate all of them, which resulted in the fill() function as shown
in Step 3. (Alternatively, Bob may reject some of the concurrent updates. For
example, he may reject the renaming of variable p.)

Bob still had to do some manual work to get the final version as shown in
Step 4.

4 Implementation

Emacs is a widely used open-source text editor. Emacs is also a run-time envi-
ronment of Emacs Lisp. This make Emacs very suitable for customization and
extension. We have earlier implemented the view and the CRDT model described
in Sect. 2 in Emacs Lisp [16]. We have also implemented support for selective
undo and selection of updates through a history view.
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A focus region is marked with the identifiers (see Sect. 2) of the leftmost
and the rightmost characters of the region. To show a preview of the concurrent
remote updates, the peer integrates the updates stored in Qin and displays
those in the focus region in the history view. When the user accepts and rejects
a number of selected updates, the peer marks the accepted ones and undoes the
rejected ones.

When the user exits the preview, the peer handles the accepted and rejected
(i.e. undone) updates in the same way as it normally handles remote updates.
For the updates that are neither accepted nor rejected (i.e. the ones which the
user wants to deal with when she exits the focus region), the peer undoes them
and inserts them in a new queue Qin′ (Fig. 1).

The next time the peer shows a preview of concurrent updates, it redoes the
updates in Qin′ and displays them, together with the new concurrent updates
in Qin.

When the user exits the focus region, she must accept or reject all updates
in Qin′ .

5 Related Work

Most of the existing collaborative editing work is based on operational transfor-
mation (OT) [2,11,12]. A local operation is performed immediately on the local
replica of a document; a remote operation is transformed and integrated in the
local site based on the positions of the existing and concurrent operations. A
critical issue with OT is that, it is hard to design correct operation transforma-
tion functions that is generally applicable to various integration algorithms [6].
One common way to relax certain required conditions for transformation func-
tions is to enforce a global total order in which operations are transformed and
integrated at all sites [14]. As a consequence, OT approaches practically require
the involvement of central servers.

Lately, there appear a new family of approaches to collaborative editing based
on commutative replication data types (CRDT) [1,7–9,13,15,16]. With CRDT,
characters of concurrent insertions are ordered based on the underlying data
structure. One benefit of CDRT is that different sites can integrate operations
in different orders. Thus central servers are not necessary.

To achieve the same features as presented in this paper in OT is non-trivial.
For example, for every remote operation, to detect whether it falls inside a focus
region, we must first transform the operation. To preview an operation and
keep a mapping to its position in the current document, we must also transform
the operation. However, for these different purposes, we must transform the
operations differently. With CRDT, the effect of an integration is materialized
in the data structure, which can be used for different purposes, such as for
selective undo [16] and for focus regions. To detect whether a remote update
falls inside a focus region, we only need to compare the character identifiers of
the operation and of the region.

Awareness during distributed collaboration has got wide attention for many
years, such as in the context of collaborative software development [3,4,10]. A
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recent study suggests that “developers would appreciate having access to aware-
ness information frequently but not in real time; they have, however, diverse
preferences regarding the level of detail in which such information should be
made available” [3]. Without the mechanisms for collaborative editing, tools
typically provide information about concurrent updates with coarse granularity,
such as at a per-file level [10]. On the other hand, they may take advantage of
the capabilities of software development environments to detect conflicts that
are specific to programming languages or platforms [10].

In our previous work, we were able to provide similar awareness features
as presented in this paper [4,5]. Both [4,5] applied OT to localize concurrent
remote updates in the context of local document states. In [4], we combined OT
with a central version control repository. Because local and remote replicas share
some common base version of the document, we need only to maintain operation
histories after the base version. Thus the lengths of the operation histories are
typically short and the OT algorithms do not have a significant run-time over-
head. In [5], we focused on providing awareness without compromising privacy.
For the awareness part, we modeled the document with a layered structure. The
operation history of a document consisted of multiple shorter sub-histories. In
that way, we were able to overcome the performance drawbacks of the OT algo-
rithms. None of [4,5] supported disturbance avoidance, since the focus was on
awareness, rather than integration of concurrent updates.

6 Conclusion

We have presented some features for handling disturbance and awareness of
concurrent updates during collaborative editing. We implemented the features
as part of our collaborative editing subsystem in GNU Emacs. Our implemen-
tation benefited from the CRDT model that materializes the operations and
their relations. We plan to evaluate these features in real use scenarios and make
improvements based on the evaluation.
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Abstract. This paper deals with case-based reasoning (CBR) which
is adapted in the Computer Aided Design (CAD) system. The special-
ized CAD tools of the system allow the designer to visualize general
ideas about projects in the form of design drawings and automatically
transform them into graph data structures. The system’s library pro-
vides source cases representing previously created solutions. Designer’s
requirements are represented by graph patterns and the case library is
automatically searched for cases which fit these patterns. Target cases
result from the cooperation among the human designer and intelligent
software agents. The retrieved cases are evaluated on the basis of specific
design knowledge the agents are equipped with. The presented approach
is illustrated on the example of designing an indoor swimming pool.

Keywords: CAD · Graph data structures · Graph patterns · CBR

1 Introduction

Nowadays the designer often uses a visual language to create design drawings
(early solutions) on the monitor screen during the design process supported by
CAD tools. Using a visual language in the phase of conceptual design character-
izes so called visual design. On the other hand, the process of solving new design
problems is often based on Case-Based Reasoning (CBR), i.e., on the solutions
of similar design problems created in the past.

The paper proposes combining these two methods useful in design. Thus, we
consider a CAD-like environment with the prototype visual design system, in
which the human designer and intelligent software agents [3] cooperate during
the conceptual phase of the design process and a methodology of CBR is used.
The described prototype system – Hypergraph System Supporting Design and
Reasoning (HSSDR) – dedicated to designing building layouts was presented in
[2]. The approach proposed in this paper enhances HSSDR by providing means
of exploring the library of previously created solutions.

HSSDR uses simple drawings to communicate with the designer, but inter-
nally each drawing is represented as a graph. A library of such graphs represent-
ing previously created solutions is a valuable resource, as it allows the designer
c© Springer International Publishing AG 2017
Y. Luo (Ed.): CDVE 2017, LNCS 10451, pp. 48–56, 2017.
DOI: 10.1007/978-3-319-66805-5 6
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Fig. 1. HSSDR’s internal architecture

to take advantage of previously created drawings. Since this library can be quite
large, there is a need to provide the designer with a way of finding the most
promising solutions. This paper proposes a new HSSDR module which uses
graph pattern matching to find those drawings which most accurately match
the designer’s requirements. Then a multi-agent system is used to cooperatively
evaluate retrieved drawings on the basis of specific design knowledge the agents
are equipped with. The internal structure of the extended HSSDR is presented
in Fig. 1.

The designer starts by invoking the search module and specifying his require-
ments. This is done by means of a set of dialog windows specific to the category
of the design problem he is working on. These criteria are transformed into graph
structures, and the case library is searched for graphs which match as many of
these patterns as possible. The list of results is sorted by the number of matches,
so that the solutions which fulfill the largest number of requirements appear first.

In the next step a system of agents, which are equipped with sets of require-
ments related to specific design knowledge, e.g. environmental context, architec-
tural standards, legal norms, fire safety regulations, is used to perform further
evaluation of retrieved design cases. The non-fulfilled requirements are reported
by each agent to the distinguished manager agent, which – depending on the
number of violated regulations – either removes the drawing from the set of
admissible solutions or presents it to the designer.

The designer reviews presented cases, and either selects one of them as a
basis for his new design, or refines his requirements and has the search module
retrieve a new set of candidate solutions. A selected case is transferred to the
HSSDR’s editor, where it can be adjusted before being presented to the client.
There is also the possibility that none of the existing cases are suitable as a basis
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for a new work. In such situation the designer can choose to start his new design
from scratch.

The described new module allows the designer to specify design requirements
related to a given design problem and then find solutions which are most com-
patible with these requirements. This search is directed by graph patterns, which
represent requirements and should be present in the internal representations of
existing solutions. The design requirements checked by agents of the search mod-
ule, which are also in the form of graph patterns, are the ones which are to be
fulfilled by designs in order to be legally realised in a given environment or coun-
try. The number of patterns found in graphs corresponding to existing designs
determines the degree of requirements fulfillment by these designs. The presented
approach is illustrated on the example of designing an indoor swimming pool.

2 Design Process

In our approach the system supporting building design (i.e., HSSDR) enables
the designer to draw building layouts, which are automatically transformed into
their internal representations in the form of special graphs called attributed
hypergraphs [5]. In this way a database of hypergraphs representing all previ-
ously generated designs can be created. This database can be used for reasoning
about the existence similar design tasks by means of CBR [1,7].

CBR methods are often combined with multi-agent systems. In [6] these
two approaches are applied to comparative shopping, while using multi-agent
systems to retrieve information from a set of heterogeneous case libraries in
order to support sharing knowledge between coworkers is described in [8]. Our
approach, where the designs retrieved using CBR are evaluated by intelligent
agents, is oriented to support design in architecture.

At the outset of the case-based design process the designer specifies require-
ments and constraints which should be met by the proposed design. These crite-
ria are automatically transformed into hypergraph structures. Then the library of
hypergraphs representing existing solutions is searched for designs which satisfy
the specified criteria. If one or more designs satisfying the designer requirements
are found they are passed to the multi-agent system. Each agent checks if the
indispensable requirements of the scope it is responsible for are fulfilled by these
designs. There are four inspecting agents: one for fire safety regulations, second
for architectural standards, third for legal norms and fourth one for environ-
mental context. All these criteria are manually translated into corresponding
hypergraph structures and constraints binding values of attributes assigned to
them. The manager agent collects messages related to violated requirements
from other four agents and makes an overall evaluation of designs. The admissi-
ble designs retrieved in such a way constitute an inspiration for the designer. It
is rather rare that the user wants one of the “off-the-shelf” designs. Frequently,
the designer wants something similar to one of the presented samples or a com-
bination of several of them. If a modification is desired a description of a selected
design is copied from the library and the required corrections are made in the
layout editor.
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Fig. 2. Selection of functional areas and component parts of the swimming area

Example. Let us consider an example of designing a swimming pool. In the
first step the designer chooses functional areas which should be present in the
design. Each of the four areas (namely the communication area, swimming area,
changing area and technical area) together with their orientation can be selected.
For each of these areas, the designer can further select rooms which it should
contain. The selection process of functional areas and elements of the swimming
area is shown in Fig. 2. Rules checked by agents are related to the sizes of spaces
and their distances from the exists.

3 Graph Data Structures

In this paper design structures are represented by means of attributed hyper-
graphs [9]. The considered hypergraphs are composed of object hyperedges cor-
responding to layout components and relational hyperedges which represent
relations among fragments of components. Hyperedges are labelled by names
of components or relations. The fragments of components that can be used as
arguments of relations are represented by hypergraph nodes. To express design
features being other type of semantic information concerning layout compo-
nents, attributes representing properties (like shape, size, position, orientation)
are used.

Example. The layout of a swimming pool is presented in Fig. 3. The continu-
ous lines shared by polygons correspond to adjacency relations, the dashed lines
represent visibility relations, while the lines with small rectangles on them cor-
respond to accessibility relations. A hypergraph representing the layout of the
designed swimming pool building is presented in Fig. 4. This hypergraph is com-
posed of thirteen object hyperedges drawn as rectangles and thirty five relational
hyperedges drawn as ovals, where fourteen of them represent the accessibility
relation (denoted acc), fourteen represent the adjacency relation (denoted adj )
and seven represent the visibility relation (denoted vis). Object hyperedges rep-
resent areas or rooms, while hypergraph nodes represent their walls. In this way
walls are treated as objects (not as relations) and thus relations of one wall with
several walls of other adjacent spaces can be expressed.
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Fig. 3. The layout of the swimming pool

Fig. 4. The hypergraph representing the layout of the swimming pool

The hypergraph structure allows the system to store the knowledge about
syntactic aspects of created drawings [4] and therefore makes it possible to effi-
ciently reason about the conformity of designs with specified design criteria.
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4 Searching for Potential Solutions

The conformity of the design solution with the specified design criteria is checked
using semantic and syntactic information encoded in the graph patterns repre-
senting these criteria. When the designer selects functional areas and their ori-
entations, these requirements are translated into hypergraphs. Design require-
ments referring to component parts of each area and to relations between rooms
and areas can be mapped into the corresponding hypergraphs representing the
relations between nodes representing these rooms and areas. For instance, the
visibility relation between two rooms holds if there exist two hypergraph nodes
representing walls and assigned to two different component hyperedges (repre-
senting rooms) and to the same relational hyperedge labelled vis. Moreover the
attributes assigned to these nodes and specifying the wall material should have
the value corresponding to the glass.

Example. Hypergraphs in Fig. 5 represent requirements which say that the swim-
ming area should be placed in the south, the main pool should be visible from the
restaurant, and the sauna should be accessible from the men and women chang-
ing rooms through doors in the same wall. The first two are subgraphs of (i.e.,
are equal to a part of) the graph presented in Fig. 4, while the third one isn’t.
Therefore, the design presented in Fig. 3 does not satisfy the last requirement.

The standard architectural norms for swimming pool designs related to
required areas of spaces or their orientation are checked on the basis of the values
of attributes assigned to nodes representing corresponding spaces. For example
the agent inspecting architectural standards can test if in a given design system
the area of the women changing room is not smaller than one seventh of the area
of the main pool. Fire safety regulations and environment context conditions can
be checked in a similar way.

The reasoning about compliance of generated design solutions with speci-
fied design criteria consists in testing whether the particular hypergraphs can
be found in the graph-based representations of designs and if the attributes
assigned to their elements have proper values. Then designs corresponding to
the hypergraphs which fulfill the predefined number of conditions are sent by
the manager agent to the case visualizer and shown to the designer as potential
valid solutions of a given design task.

Fig. 5. Three hypergraph patterns representing different design requirements
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Fig. 6. Two swimming pool designs and their hypergraph representations

Example. Three example swimming pool designs existing in our data base
together with their hypergraph representations are presented in Figs. 3, 4 and 6.
The first hypergraph from Fig. 5 is found in representations of designs presented
in Fig. 4 and in the top of Fig. 6, while the third hypergraph from Fig. 5 is not
found in any of the shown designs.

Now the method of finding cases which satisfy specified requirements is
described. Given the library of cases containing known solutions to the problem
being solved, the function FindSolutions returns a set of all cases fulfilling some
requirements (together with the requirement satisfaction rates) introduced by
the designer via the visual assistant. The procedures used by inspecting agents
for checking requirements are similar but their input is limited to the cases
returned by the FindSolutions function.

The method search(p,G) is responsible for actually finding a subgraph of
G isomorphic with graph p representing a particular design requirement. As
there may be more than one subgraph isomorphic with p only the first match
is searched for unless the designer explicitly specified a number of times the
pattern should be matched. Although in a general case searching for isomorphic
subgraphs is a hard computational problem, in case of labelled graphs the solu-
tion can be found in practice in much shorter time. Moreover as there is a limited
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Data: L – library of graphs representing cases, R – set of graphs representing
requirements defined by the designer

Result: S – set of cases satisfying at least one requirement, fit – table of
percentage satisfaction rates for these cases

function FindSolutions (L, R)
S := ∅;
for each G ∈ L do // G is a graph representing a case

fit[G] := 0; // counter: how many requirements does G fulfill?
for each p ∈ R do // p is a graph representing a requirement

if search(p,G) = TRUE then
fit[G] := fit[G] + 1;
S := S ∪ {G};

for each G ∈ L do
fit[G] := fit[G] * 100 / |R|; // convert count to percentage

return S, fit ;
Algorithm 1. Searching for matching cases

and well defined number of labels that can occur in a graph representing a design
and each label can occur a limited number of times (for example there may be
a limited number of swimming pools or restaurants in any sport complex) an
index of graph nodes based on labels can be built to improve the search.

5 Conclusions

In this paper a new approach, in which case-based reasoning is adapted in graph-
based CAD-like environment, is proposed. The human designer and the intel-
ligent software agents cooperate during the conceptual phase of visual design.
Moreover, the way of using graph patterns in supporting case-based reasoning
is shown on the example of building design.
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Abstract. This paper deals with smart home technologies which pro-
vide a flexible and comfortable home environment improving the quality
of life for residents. The model of the Home Automation System pro-
posed here integrates devices with one another under the control of an
agent system. The research primarily focuses on the collaboration among
agents which are responsible for the following problems: sensing the data,
diagnosing states, running predefined rules and evaluating the system
actions by gathering feedback from participants.

Keywords: Intelligent environment · Home Automation System ·
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1 Introduction

Nowadays society is interested in finding solution for intelligent buildings, mon-
itoring of energy efficiency, data management and integration of other building
infrastructure systems: utility metering, fire and security systems, etc. Therefore
new software development solutions need to be provided.

The presented research is conducted in creating the extension for Home
Automation System (HAS) with agents control. It focuses on modeling sys-
tem framework that can be used in diagnosing the home and preventing its
participants from uncommon situations. The concept of intelligence has been
characterized by means of the following terms: reasoning, communication, learn-
ing, knowledge, creativity and problem solving. The paper presents a model of
multi agent system that applies to smart home technology.

From the practical point of view this work deals with Lab of Things (LoT) [2]
framework in case of realization of the presented model, i.e., additional devices
can be simply integrated with existing drivers in the LoT framework which deals
also with security issues. To fulfill the expectations, critical states in buildings
and home environments are collected and prioritized. Solutions are defined and
categorized to be used as agent system actions. Knowledge about the home is
gathered and used automatically. Finally, the system decisions are confronted
with user expectations and evaluated in terms of usefulness. The agent system
model is taken into account and applied.
c© Springer International Publishing AG 2017
Y. Luo (Ed.): CDVE 2017, LNCS 10451, pp. 57–64, 2017.
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2 Home Automation

In smart home technology a home environment is treated as a distributive sys-
tem consisted of a group of devices that are components of a network related
to distribution of middleware. From the point of view of the users the system
which coordinates activities of devices and shares its resources is perceived as
a single, integrated computing facility. A smart house provides services, such as
multimedia and light control, energy efficiency control, security monitoring, etc.
It contains a large number of distributed devices such as sensors and actuators
that may be successfully configured with the use of editors. The system interface
for defining and managing rules for household was presented in [8].

In this paper we focus on modeling intelligent systems with agents as main
actors. To do this the real environment is described as a set of possible states
of the world W = {w0, w1, . . .}. The Home Automation System (HAS), denoted
by SHAS , is considered as discrete event dynamic system consisting of users U
and the world environment E. It determines system’s environment denoted by
ESHAS

and is determined by the set ΩSHAS
of states. The changes and actions

are described within multi agent system terminology.

3 Multi Agent Systems

3.1 Related Work

Home systems have been successfully predicted [3] to develop in different
prospective directions including their extension with many intelligent agents.
Multi-agent systems are used for example in power management applications
in smart buildings [1]. In the paper [14] there was a proposition for an agent
system design framework to achieve smart house automation. The structure of
the agent system which observes the environment by sensing devices through a
network was described in [4] and equipped with a reasoning mechanism. Their
different methods of collaboration were presented in [10]. Moreover, the solution
proposed in [5] presents an approach for extracting the meaning of the situa-
tion using semantic agents in order to manage the interaction processes in the
human environment. This paper focuses also on an agent architecture realization
and application that deal with unexpected situations inside environments and
interactions with users. Finally, applying well-established software engineering
methodologies for delivering high quality and robust smart software applications
were described in [11]. These methodologies were taken into account during the
development process of the research presented.

3.2 A Formal Description

To fulfill contemporary expectations different models of intelligent systems were
developed in last decades including Multi-Agent Systems (MAS) at the forefront.
To present it formally, the following definitions are introduced.
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An environment of system SHAS consisting of users U and the world environ-
ment E, determines the system’s environment denoted by ESHAS

. A change of
SHAS occurs, i.e., an interaction between environment ESHAS

and system SHAS

occurs when users U influence an actuator or when external world E influences
sensors. In other words, the interaction is determined by actions.

Let C = {c1, c2, . . . , cn} where n ∈ N denote a finite set of devices and At
is a set of attributes for devices ci, i = 1, . . . , n and Da is the value range of an
attribute a ∈ At.

Let fAt : C → 2At be a function assigning a subset of attributes for each
device of C. Denote by mci the number of ci attributes.

For instance, to a speaker (a piece of equipment) one attribute, loud-
ness is assigned. Loudness is measured in decibels. In our notation we have
fAt(speaker) = {loudnessV alue}, where Dloudness = [0, 80](dB).

Definition. A state of device ci is a sequence s(ci) = (a1(ci), a2(ci), . . . , amci

(ci)) such that aj(ci) ∈ Daj
, where Daj

is the value range of aj , aj ∈ fAt(cj) for
j = 1, . . . ,mci .

In other words the state of each device is determined by a sequence of indi-
vidual values for all attributes assigned to the device.

Definition. A state of system SHAS is defined by a sequence of states of all
devices in C, i.e. s(SHAS) = (s(c1), . . . , s(cn)). Denote by ΩSHAS

all possible
states of the system.

States of the world W are detected in a discrete moments of time and inter-
preted by SHAS . In this way a finite subset W of the set of possible states of W
is determined. Every state of W is represented by a configuration of states of all
devices determined by their attributes value.

There exists a need for defining an environment of SHAS . Let us assume that
the environment consists of users U and the external environment E and denote
it by EHAS . An interaction between the environment and the system occurs
when users U influence actuators or when environment E influences sensors. In
other words, the interaction is determined by events or actions.

The following definition is an extension of the definition of the interactive
environment proposed in [7]:

Definition. An Interactive Environment of SHAS is a structure H =
(ESHAS

, A, Y,Φ, π), where:

– ESHAS
is a system environment,

– A is a set of actions, and
– Y = {f |f : ESHAS

→ A} is a set of functions defining interactions with
environment,

– Φ: W → W ′ is a function that discretizes the worlds state (a way the system
senses the environment), and

– π : W ′ → ΩHAS is perception process which is an interpretation of data
obtained from sensors.
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The above definition represents the structure SHAS with it’s participants,
their actions and the ways the action can be applied. One of the goal is to
extend SHAS by reacting when unsteady situations occur. Their resolution in
general can cause changing the priority of some actions, rolling back some of
them or present other possibilities. Another aim is to add an extension that
is responsible for controlling and evaluating the system flows. In the following
definition actions related to interaction between the environment and system
will be described in terms of a system-agent.

An agent is an autonomous application that can interact with other applica-
tions, following a specific predefined behavior. It can respond to states according
to predefined individual behaviors [15,16]. An agent environment is determined
by the set ΩSHAS

of states. The behavior of an agent is described by an agent
function, called action selection function, defined on the basis of the Interactive
Environment.

Definition. A Smart Home Agent is a triple Ag = (H,ΩSHAS
, g), where

– H is an Interactive Environment of SHAS ,
– ΩSHAS

is an agent environment, and
– g : ΩSHAS

→ Y is a selection function that chooses interactions between envi-
ronment and a system.

Definition. A Smart Home Multi Agent System (MAS) is a structure AS =
(H,ΩSHAS

, Ag1 , . . . , Agn), where

– H is an Interactive Environment of SHAS ,
– ΩSHAS

is an agent environment, and
– Ag1 , . . . , Agn are agents.

The result of work presented here is a model of Home Automation System
with the use of the cooperative agents. The flow is realized by splitting the
functionality to different actors which are: Sensing Agents, Validating Agents,
Decision Agents, Acting Agents and Evaluation Agents (see: Fig. 1). The next
sections will describe these layers more precisely.

3.3 Architectures

Software-based computer systems with properties such as autonomy, co-
operativity, reactivity, mobility can by constructed in many ways. The sys-
tem that is decomposed into agents is characterized by hierarchical relation-
ship among different abstracts and concrete agents classes and identifies agents
instances in the system. It also describes responsibilities of classes, associated
interactions and control relationships between agents. Broadly speaking, MAS
architectures are organized in one of the following ways [13]:

– Hierarchical where agents can only communicate subject to the hierarchical
structure.
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Smart Home Automation System           
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Fig. 1. The diagram of the Home Automation System and its components with multi-
agent collaboration.

– Flat organization where each agent can directly contact any of the other
agents. No fixed structure is applied on the system, however agents may
dynamically form structures to perform a specific task. In addition, no control
of one agent by another agent is assumed.

– Subsumption where some agents are components of other agents.
– Modular organization has a modular organization when it is comprised from

several modules, where each of these modules can be perceived as a virtually
stand-alone MAS.

Hybrids of above and dynamic changes from one organization style to another
are possible as well. Various framework models can be compared in case of
usability for home systems in general. Different models of decision making system
can be considered and designed. To fulfill the expectations, critical states in
home environments can be collected and prioritized. Solutions can be defined
and categorized to be used as a system agents actions.

3.4 Validation

MAS systems operate in an open world, which requires context awareness. In
particular, the character of software agents makes it difficult to apply existing
software testing techniques to them [9], which includes: large amount of sensed
data, non-deterministic behavior of agents (they can learn), cooperation with
other agents (they can work differently in community), etc.
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Concerning multi-agent systems very few research works have been under-
taken in order to provide developers with valuable tools supporting testing
activities. Actually formal methodologies give validation tests that are however
applicable in very few and quite irrelevant cases. The main reason of this lack
is that the activities, which should assure that the program performs satisfacto-
rily, are very challenging and expensive since it is quite complicated to automate
them. Authors conducted research [7] in the area of sensing and diagnosing the
home by using Petri Net representation as input for Validation Agents.

The process of validating decisions of MAS system can be realized in many
ways. We propose two methods. One of them is to perform integration tests by
defining the set of scenarios of a given domain and rate the result of the agent
system work, which are the actions performed after the proper sequences of the
activities occur. Having a set of scenarios, the evaluation of agent is made by
estimation of the sequence of actions proposed by it in different situations. The
number of tests passed determines the system’s intelligence. The second method
consists on real-time interaction and allows agents to generate results online.
The decisions, especially if contradictory occur, are confronted with the users.
Such mediator agent responsible for evaluation is described in the next section.

3.5 Evaluation

According to MAS definition the agent’s work is based on the selection function
that delivers reactions to system state. Let A := {A1, A2, . . . , An} be the set of
actions. System maintaining expectations can generate and apply above rules
in the environment by delegating appropriate Acting Agents. The idea is to
provide MAS system with the external evaluation tool running on-line that could
evaluate system suggestions real-time.

The tests related to running software for the smart built environment need to
be conducted to check which decisions of MAS system are beneficial. The intel-
ligent software for a house should shift from problem-centered to user-centered,
i.e., even more participants should be confronted with automated solutions.

The Evaluation Agent is a separate component apart from the reasoning
mechanism of MAS system due to several reasons, which include:

– possibility to change the MAS system architecture considered in Sect. 3.3.
– performing the analysis in two moments: during commissioning of the system

by installer or during its working in active household.
– using external libraries and tools supporting the HAS work (like for example

different analyzers of Internal representation of MAS system).

MAS systems can be measured by evaluating the success of system agents. Mak-
ing decisions can be rated. An agent that is measured is called rational.

Russell and Norvig [12] group agents into five classes based on their degree
of perceived intelligence and capability: simple reflex agents, model-based reflex
agents, goal-based agents, utility-based agents, learning agents.

There is a noticeable progression of agent-based system architectures starting
from simple agents processing sensors data to self-sensing hybrid multi-agent
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systems [6]. Considering them the progression of their rationalism should be
adequate to their complexity.

Let us introduce measures considered to evaluate level of advance in decision
making.

Definition. Denote by AG := {Ag1 , . . . , Agn} a set of MAS agents. An Feed-
back Measure is a function I : AG × A → R that rates interactions between
environment and a system.

Techniques of testing MAS system can be used to build confidence in using
autonomous agents. The more user scenarios provided and verified the more
accurate the system is. Let S be the set of user scenarios covering environmental
cases represented as: ‘If user does something, then something happens’. The
system knowledge is represented by rules in the State Chart XML format with
associated Feedback Measure values. These ratings increase upon users feedback
while the system runs in the background and learns their activities.

Evaluation Agents can for example measure the coverity of the situations in
the system that can cause the system reaction. Agent system acts through the
selection functions that provide results from the set of actions A. The judgment
of the quality of system work is valuable if the tests are conducted on real
environment with people. However this estimate can be as well evaluated. Let
introduce some system properties that can be calculated upon evaluation:

– Confidence is the measure that evaluates the quality of the actions delivered -
it is a measure that builds developers confidence in developing MAS systems
as well.

– Efficiency is the measure that evaluates the time responsiveness of the MAS
system.

– Safety is the measure of evaluating the damage that can be done by MAS
system in case of performing actions leading to unstable system state.

– Openness is the measure that verifies how well the system accommodates to
new requirements.

4 Conclusions and Other Research

Engineering home automation is a relatively new concept. Due to the large
amount of sensed data, different expectations and often non-deterministic behav-
ior the new models of representations and simulation with tools supporting deci-
sion making during commissioning are in much interests. Including the sugges-
tions made by MAS system this approach helps in building smarter environments
and infrastructures.

This work has presented the model of home automation system with the use
of agents as actors. Each agent, responsible for different functionality, interacts
with others to fulfill the requirements of the system and adopt its parameters
for better execution.
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Abstract. Information security is an important yet challenging area
of education. Much of the difficulty lies in the complexity of security
schemes and the often perceived disjoint between theory and practice.
This paper investigates the topic of adopting cooperative learning for
teaching secret sharing concepts and schemes. The aim of this is to moti-
vate and cultivate an interest in students to learn more about the topic.
By designing hands-on cooperative learning activities, the goal is help
students appreciate the connection between theory and practice, and
to be able to help and encourage each other in their understanding of
the area. In this paper, we analyze the suitability of this group-based
learning approach in relation to addressing the five essential elements of
cooperative learning.

Keywords: Cooperative learning · Cybersecurity · Education ·
Information security · Secret sharing

1 Introduction

Information security is an important area of education that is becoming increas-
ingly essential to address the current cybersecurity landscape where the threat
of cyber attacks is a common occurrence. As such, it is vital to educate and train
individuals in ways of securing information and methods for protecting systems
[3]. Educational institutions not only play an important role in researching tech-
nology that improve resiliency of systems, but are also responsible for growing
a workforce that understands cybersecurity challenges [17]. However, security
education is not an easy task as information security problems are growing more
complex [12].

This paper investigates the use of cooperative learning in information secu-
rity education. In particular, we examine the motivational and practical aspects
of teaching secret sharing concepts via a group-based cooperative learning app-
roach. Secret sharing is an information security technique that fundamentally
involves a set of n parties to share a secret, and as such we believe that it is well
suited for group-based learning. A secret sharing scheme refers to a method by
which a dealer encodes a secret into a number of shares and distributes these
c© Springer International Publishing AG 2017
Y. Luo (Ed.): CDVE 2017, LNCS 10451, pp. 65–72, 2017.
DOI: 10.1007/978-3-319-66805-5 8
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shares to a group of participants. Individually, the shares reveal no information
about the secret. The secret can only be reconstructed when information from
an authorized number of shares is combined [1]. While the underlying notion is
easy to understand, the mathematical details entailed in formal definitions of
certain secret sharing schemes can be daunting and challenging for students to
appreciate and grasp.

Cooperative learning has been defined as the instructional use of small groups
in which students work together to maximize their own and each other’s learn-
ing [9]. Many studies on cooperative learning exist, and it has been contended
that cooperative learning has shown to evoke clear positive effects in terms of
achievement and learning attitudes [7,11]. While cooperative learning is often
use synonymously with collaborative learning, some practitioners make a dis-
tinction between the two. In particular, Johnson and Johnson [10] describe five
elements that should be included in cooperative learning; namely, positive inter-
dependence, individual accountability, face-to-face promotive interaction, social
and interpersonal skills, and group processing.

In this paper, we examine the topic of teaching secret sharing concepts and
schemes through a cooperative learning strategy. We describe the motivational
and practical aspects of employing this approach to this area of information
security education. In addition, we analyze the suitability of this group-based
learning approach in relation to the five essential elements underpinning the
successful adoption of cooperative learning in secret sharing learning activities.
We believe that this strategy can also be applied to other areas of information
security education.

2 Related Work

Innovative approaches to information security education have previously been
proposed and examined by various researchers. These approaches typically moti-
vate and encourage student learning through hands-on and collaborative meth-
ods. Researchers have found that by engaging students in learning activities
outside the classroom, this not only increases the interests of students, but also
effectively bridges the gap between theory and practice.

Among the work conducted in this area, Bhattacharya et al. [2] developed
an approach to improve student learning through the development of a collec-
tion of labware using Android devices. Their purpose was to meet the need for
mobile security education by exploiting the benefits of mobile devices and best
practices in information security education. Their labware approach provided
students with hands-on mobile-security experience to promote their interest and
engagement in security.

To address the practical aspects of information security, a number of other
researchers and educators have examined lab-based approaches facilitate the
learning experience outside the formal classroom structure. Logan and Clarkson
[13] present the challenges and explore the issues involved in designing an infor-
mation security course with lab components that involve destructive actions.
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Terry et al. [17] describe a hands-on computer lab, which they call a cyber bat-
tle lab, for teaching and research in cybersecurity. The purpose of the lab was to
provide students with interactive learning experiences, to allowing them to solve
practical, real-world problems to complement theoretical concepts discussed in
classroom and textbooks [17].

Xu et al. [19] describe a collaborative hands-on approach for network security
education using a collaborative model that encourages knowledge innovation
and contribution through Web-based social platforms and virtualized resource
sharing approaches. Others have also developed virtual laboratories for teaching
information security, and have found that these hands-on approaches to teaching
are effective in learning, especially when it comes to connecting theory with
practice [8,18].

3 Secret Sharing and Cooperative Learning

The concept of secret sharing was first introduced independently by Blakley [4]
and Shamir [15]. Secret sharing schemes are important tools that have found
many applications in cryptography and distributed computing [1]. In general,
in a secret sharing scheme, a secret which is some data, D, is divided into n
pieces, D1,D2, ...,Dn, where n > 1 [15]. These n pieces are commonly referred
to as shares. The shares are split in a way where knowledge of any k, or more
shares, makes D easy to determine, whereas knowledge of any k − 1 or fewer
shares, leaves D impossible to determine. This is known as a k-out-of-n, or (k,
n), threshold scheme.

3.1 Motivation

An example of a simple threshold scheme based on polynomial interpolation
can be described as follows [15]: Given k points in the 2-dimensional plane
(x1, y1), ..., (xk, yk), there is one and only one polynomial q(x) of degree k−1 such
that q(xi) = yi for all i. If D is a number, it can be divided into shares, Di, by
randomly selecting a k−1 degree polynomial q(x) = a0 + a1x + ... + ak−1x

k−1,
in which a0 = D and D1 = q(1), ...,Di = q(i), ...,Dn = q(n). With knowledge
of any subset of k or more of these Di values, together with their indices, the
coefficients of q(x) can be determine by interpolation to find D = q(0). However,
with knowledge of any k − 1 or fewer values, there is insufficient information to
determine the value of D.

Over the years, there have been a variety of different schemes that have been
proposed, with varying levels of complexity. In some secret sharing schemes,
complex numerical computation is involved in share generation and secret recon-
struction, while in other schemes, little or no computation is required. A student
learning the topic of secret sharing can quite easily be overwhelmed with the
complexity in the formulation of some schemes. To address this problem, we
propose an educational approach designed to motivate and cultivate student
interest on the topic by adopting a cooperative learning strategy.
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3.2 Activity Design and Practical Issues

To ease students into the topic, a visual approach to secret sharing can be used
as an interesting and easy to understand starting point. For example, visual
cryptography is a visual secret sharing approach that uses images to conceal
information, and decryption requires no computation. Visual cryptography is a
method of encoding and distributing a binary image, consisting of black and
white pixels, into n shares, each to be printed on separate transparencies (the
white pixels are transparent). When the qualified number of shares, k or more,
are stacked together, the human visual system averages the black and white
pixel contributions of the superimposed shares to recover the hidden information
without the need for any computation.

By organizing students into groups, each student in the group can be given
a visual cryptography share in the form of a physical transparency. Students
will have to combine a certain number of their shares in order to determine
the secret. This is meant to form the starting point for cooperation and face-
to-face social interaction within the group. Once students are comfortable with
this concept, they can be introduced to the formal construction of a general
visual cryptography scheme [14]: The resulting shares can be described by two
collections of n × m binary matrices, C0 and C1, where each row in these matrices
represents the black and white subpixel configuration that are used to encrypt
one share. To encrypt a white pixel in the secret image, one of the matrices in
C0 is randomly selected, whereas to encrypt a black pixel, one of the matrices
in C1 is randomly selected.

Stacking shares together has the effect of ‘OR’ing the m subpixels of the
respective matrix rows. The gray-level of the stacked shares is proportional to
the Hamming weight H(V) of the ‘OR’ed binary vector V of length m. This
gray-level is interpreted by the human visual system as black if H(V ) ≥ d and
as white if H(V ) < d − αm for some fixed threshold 1 ≤ d ≤ m and relative
difference α > 0 [14].

Definition 1. Let k, n, m and d be non-negative integers which satisfy 2 ≤
k ≤ n and 1 ≤ d ≤ m. Two collections of n × m binary matrices, C0 and C1,
constitute a (k, n)-VCS if the following conditions are satisfied:

1. For any S in C0, the ‘OR’ operation of any k of the n rows satisfies H(V) <
d − αm.

2. For any S in C1, the ‘OR’ operation of any k of the n rows satisfies H(V) ≥ d.
3. For any subset {i1, i2, ..., iq} of {1, 2, ..., n} with q < k, the two collections of

q × m matrices Dt for t ∈ {1, 0} obtained by restricting each n × m matrix
in Ct (where t = 0, 1) to row i1, i2, ..., iq are indistinguishable in the sense
that they contain the same matrices with the same frequencies.

The first two conditions are known as the contrast and the third condition as
the security [14]. For example, a (2, 2)-VCS can be represented by the following
two collections of binary matrices, known as the basis matrices of a VCS:
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C0 = {all matrices obtained by permutating the columns of
[
0 0 1 1
0 0 1 1

]
}

C1 = {all matrices obtained by permutating the columns of
[
0 0 1 1
1 1 0 0

]
}

Once the group understands the formal construction, they can then be given
the task of discussing the limitations of such schemes. Traditional visual cryp-
tography faces a number of issues such as the pixel expansion problem, the share
alignment problem, along with visual quality and contrast issues [5]. Based on
the group activity of combining the shares and by understanding the formal con-
struction of the scheme, the problems that arise should be evident to the group.
They can then be introduce to other related concepts, for example, visual cryp-
tography shares consist of a random pattern of pixels. As such, it is easy for an
adversary to identify visual cryptography shares. Extended visual cryptography
on the other hand is a method of encoding shares using meaningful cover images
to reduce the likelihood of attracting attention.

The next task that the students can be given is to cooperatively produce
their own set of shares based a different secret sharing scheme. This will require
them to work together to fully understand the scheme before they will be able
to generate the shares. Each of the group members should individually produce
different share configurations, e.g., one might work on a (k = 2, n = 4), another
(k = 3, n = 4), etc. This way, they will all be working together on the same
scheme, but the specific construction will be different. As such, they can then
verify each other’s implementation since they should all have an understanding
of the scheme.

These activities will involve group members working together and partic-
ipating in hands-on practical tasks of implementing secret sharing schemes.
From a motivational standpoint, they can be given contemporary secret sharing
schemes like using QR codes for secret sharing [6] or other visual secret sharing
approaches like image secret sharing, as opposed to pure mathematical secret
sharing schemes. The aim of this is for students to be able to clearly connect the
theoretical concepts with practical implementations. Studies presented in the
related work section of this paper have all asserted that the hands-on approach
is what helps students appreciate the connection between theory and practice.
Upon successful completion of the tasks, students can gradually be introduced
to more and more complicated secret sharing schemes.

4 Analysis and Discussion

To evaluate the suitability of this group-based learning approach for teaching
secret sharing concepts and schemes, in this section we analyze it in relation to
the five essential elements underpinning cooperative learning. In particular, we
discuss how each element is addressed in the hands-on secret sharing learning
activities, as well as how the individual members of the group are important to
the group’s overall success.
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Positive Interdependence. This has been described as the need for students
to perceive that they are connected with other group members such that they
cannot succeed unless others do [10,11]. In addition, it is important that group
members need to cooperate to achieve the desired goal. This element of cooper-
ative learning is one of the underlying principles of secret sharing, whereby it is
essential for participants to work together in order to achieve the goal of obtain-
ing the secret information from the different shares. Without working together, it
will not be possible for group members to successfully recover the secret. As such,
secret sharing inherently drives the importance that individuals are connected
to other group members and that their goal necessitates the overall success of
the group.

Individual Accountability. This is the property where each student must
be an active member and are held individually accountable to do their part of
the group work. Furthermore, the performance of individual members must be
visible to others [10,11]. It has been stated that individual accountability can
be created through task specialization in that each group member is responsible
for a unique task [11,16]. This element of cooperative learning is clearly present
in the group-based activity where students are given the task of constructing
different configurations of the same secret sharing scheme. This is because all
group members will be able to see the successful scheme implementations of
other individual group members, while at the same time, any member who does
not succeed will mean that there is a configuration of the scheme that is missing.
In this way, individual accountability is present in the group activities.

Face-to-Face Promotive Interaction. This third element takes place when
group members are able to give feedback to one another, which will in turn
encourages other group members [10,11]. The secret sharing activities previously
described must involve group members cooperating to reconstruct the secret
information. Furthermore, but adopting a hands-on approach where individual
members work on different configurations of the same scheme, each member
should have an understanding of the general scheme before they can implement
it in practice. Since they are all working on the same scheme, they can easily give
each other feedback and help members who may not fully understand aspects
of the scheme. This will help to strengthen the knowledge of individual group
members and provide positive support for potentially weaker group members.

Social and Interpersonal Skills. This element refers to leadership, decision-
making, trust building, communication and conflict-management skills [10,11].
This aspect is present in most group-based learning approaches as it relates to
the dynamics of the group. For the group to succeed, many of these should be
present in one form or another.
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Group Processing. This occurs when group members regularly discuss and
assess which actions were effective for achieving the goal [10,11]. Through prac-
tical hands-on activities of implementing different configurations of the same
secret sharing scheme, group members must discuss and evaluate their efforts in
achieving their common goal. In conjunction with other elements where group
members give feedback and encourage other group members towards individual
success, which in turn leads to the overall success of the group, group processing
through regular discussions are necessary to achieve the common group goal.

Many researchers agree that for significant positive outcomes, two of the
most important aspects of cooperative learning are individual accountability and
group goals [10,11,16]. Both of these are very much present and take center stage
in the described secret sharing group activities. Hence, it can be summarized that
the group-based learning approach designed for teaching secret sharing addresses
the five elements of cooperative learning.

5 Conclusion

This paper examines the topic of teaching secret sharing concepts and schemes
through the use of a cooperative learning strategy. The aim of adopting coopera-
tive learning through hands-on activities is to help facilitate student motivation
and to generate their interest to learn more about the topic. Students will have to
work together, and will typically only succeed when other do. At the same time,
their individual performances in their specific tasks will be visible to all members
of the group. Through their interactions and discussions, group members will be
able to assist and encourage one another in these group-based activities. In this
paper, we discuss how the described group-based learning approach addresses
the five essential elements of cooperative learning. We believe that this strategy
can also be applied to other areas of information security education.
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Abstract. Crowdsourcing is a growing topic that has proved to be capa-
ble and cost effective solution for various tasks. Over the last decade it
has been applied to numerous domains, both in research and enterprise
contexts. Though there are several issues that remain open and challeng-
ing in crowdsourcing, here we address the issues of quality control and
motivation. In this paper we present an ongoing work which explores the
use of gamification in crowdsourcing settings, as means to: improve the
task assignment and performance, incentivize people to participate and
control the quality of their work. The developed crowdsourcing hybrid
mobile application is applied to data within cultural heritage domain.

Keywords: Crowdsourcing · Gamification · Quality control

1 Introduction

As an emerging service platform on the Internet, crowdsourcing has shown to
be an effective solution for problems which for computers are difficult to solve
and that require human intelligence [1]. The rise of the Web, the popularity
of online platforms and mobile crowdsourcing [2], has made it easy to reach
crowds of workers that are available at any time to solve micro-tasks called HITs
(Human Intelligent Tasks). However, there are significant issues that appear in
crowdsourcing. In these online platforms, money is the main encouragement for
crowds to participate. For some workers, this is a motivation plus to increase
their profits and become lazy by providing random answers and not consider-
ing seriously the HITs [3] or malicious workers that try to sabotage the system
by providing intentionally wrong answers [4]. In these scenarios, crowdsourcing
may yield to relatively low-quality results, hence control mechanisms should be
applied to maintain the quality of the work. On the other side, in a crowd-
sourcing environment with no monetary reward, a significant challenge it how to
incentivize people to participate. As a result, main incentives used are services,
entertainment or learning [5].

This paper demonstrates a crowdsourcing application within cultural heritage
domain that addresses these two issues through the application of game based
elements to increase the engagement of participants and to improve the quality
of their work.
c© Springer International Publishing AG 2017
Y. Luo (Ed.): CDVE 2017, LNCS 10451, pp. 73–76, 2017.
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2 Related Work

A widely applied preventive quality control mechanism is gold questions [6] which
consists of a set of questions for which answers are known in advance. Its goal
is to remove unethical workers from a task and educate incompetent workers
to improve the accuracy of their answers. However, choosing the test questions
without further considering worker’s behavior and profile is challenging as that
effects the worker’s output. Reputation based systems [7] additionally rely on
reputation score that is computed based on worker’s feedback history to detect
fraudulent workers.

Unpaid crowdsourcing systems additionally face the issue of participation
as workers need extra incentives. A good example are Games with a Purpose
(GWAPs) where users solve tasks while playing the game [8] or by learning [9].
Another method is stimulating contributors [10] by social achievements in form
of scores, ranks and badges.

3 Crowdsourcing Application Design

In this work, we use data from two archival institutions for digital heritage:
Mediatheque1 and Digital Valais2. Datasets contain historical documents (audio,
images, video and text) about the canton of Valais in Switzerland. The crowd-
sourcing application enables users to participate through:

– Data sharing - allows users to insert new data to the multimedia repository
and provide metadata by following a 5-step process in an interactive and
self-descriptive user interface (illustrated in Fig. 2a). The application makes
it relatively easy for the users to transfer their valuable documents such as
photo and video albums, and share them through the application with other
users.

– Data annotation - while integrating existing data and inserting new data into
the repository, two different issues occur: missing information and conflict-
ual information. For instance, some data miss particular information about
the location, description, and sometimes two different dates for the same
record appear. In this section participants are asked to annotate missing
parts and/or solve conflicting data. These issues are designed and generated
as small tasks/questions where users are asked to choose or provide an answer
(Fig. 2c). As the data is specific and related to historical cultural heritage of
the country, maintaining a high quality of users’ annotations is crucial, there-
fore we apply a quality control method through gamification described as
follows.

To enable the requester assess the quality of posted contributions, and to
make the crowdsourcing tasks more attractive and engaging, we apply a game

1 http://www.mediatheque.ch/.
2 http://www.valais-digital.ch/.

http://www.mediatheque.ch/
http://www.valais-digital.ch/
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Fig. 1. Quality control process

(a) Inserting
new data

(b) Quality control process - Play cards game (c) Sample
tasks

Fig. 2. Crowdsourcing application screenshots

based quality control mechanism that considers users’ profiles and their interests.
This process is illustrated in Fig. 1. The play-cards game adapts game-design ele-
ments in a non-gaming context. It acts as a pre-qualification test for users that
are motivated to annotate data, similar to gold questions [6]. This test consists
of 195 cards grouped in 13 categories and each one of these cards has a story
behind. Initially, users provide information about their profile, especially infor-
mation about their interests which fall within one or more of these 13 categories.
Depending on this information, they are forwarded to read and answer ques-
tions/cards related to their predefined interests, hence avoiding unfair exclusion
of workers due to non-relevant questions. For instance, a user that has chosen
sport as his area of interest, he is asked to answer questions within that topic.
He chooses to read the story of the cards and tries to guess the year which is
related to the topic. To boost the motivation of users, two joker cards can be
used. If the user successfully answers 70% of the cards, he is considered later
as a potential worker for solving micro tasks related to that category. User’s
performance is visually displayed: on each category, the accuracy is shown in
form of stars and a progress bar shows the completeness of the questions of that
category (depicted in Fig. 2b).

To further motivate qualified users to participate in data annotation, we
apply a reputation mechanism. Depending on their level of contribution, users
gain reputation points and titles. Top contributors will have the chance to receive
public recognition by the archival institutions.
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4 Conclusion and Future Work

Game design elements are important to affect the human motivation and par-
ticipation in crowdsourcing. In general, gamified approaches have reported an
increase in engagement and output quality of workers [11]. In the near future, we
plan to run an experiment by inviting users to use our application and collect
data. To facilitate the challenge of participation, we have developed a hybrid
mobile application, targeting stationary and mobile users. Further analysis will
be employed to evaluate the quality of users work as well as their interaction
and perception about the crowdsourcing application.

Acknowledgement. This work was partly funded by the Hasler Foundation in the
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Abstract. Nowadays, there is an increasing development of intelligent systems
like online social networks, personalized recommendation systems and
knowledge-based systems which are especially based on ontologies. Personal-
ized recommendation systems applied with online social networking assist
delivering a personalized content to Web-based application users. Indeed, these
systems offer services that can greatly improve the response to users’ needs in
their search for persons or for some products. In order to model these users,
semantic web technologies such as ontologies are used to explicit the hidden
knowledge through using rules. In this paper, we propose to measure the sim-
ilarity between the user context and other users’ contexts in our ontology. Then,
we integrate this measure in recommendation model to infer recommendation
items (raw material, production tool, supplier name, etc.) based on SWRL rules.
The experiments and evaluations show the applicability of our approach.

Keywords: Context similarity measure � User context ontology � SWRL
rules � Knowledge-based recommendation

1 Introduction

In the last decade, recommender systems have been introduced to facilitate the tran-
sition of the Web from the search to the discovery paradigm. Recommendation is a
personalization service aiming at proposing elements of information which are likely to
interest the user. With the increasing technological advances, personalized systems
must adapt perfectly according to the users contexts and meet their expectations and
needs. User Context plays an important role when measuring the similarity between
two users, in order to decide recommended items in a recommendation system. Giving
a clear and concise definition to the context is the object of several attempts. The most
known definition is of Dey et al. [2], in which they defined context as a set of infor-
mation that can characterize a situation to an entity (place, object or person). Context
modeling using ontologies permits to the machine to understand the model and to
reason about such information. Ontology-based reasoning is actually used in many
domains due to its ability to infer new knowledge from explicitly described information
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such as medicine, e-commerce, etc. Many rules languages are used with ontology such
as Jena rules, SWRL (Semantic Web Rule Language) rules, etc. In fact, they permit to
reason on the instances defined in the ontology. This work is involved in the BWEC
(Business for Women of Emerging Countries) project that treats handicraft women
from emerging (Tunisian and Algerian) countries. In this context, in order to improve
the socio-economic situation of these women, an interactive system will be built based
on many works. In a previous work [7], we suggested some recommendations for
training according to the context of handicraft woman without considering the context
of other handicraft women. If we consider the other handicraft women contexts, we can
recommend some raw materials, production tools, suppliers names, or other informa-
tion that can help her in her business. Handicraft woman can use social networks to
search for some useful information. In her searching, she admits an interaction context.
This context is characterized by the fact that is changing every time she connects and
searches. We need to detect this context in order to recommend her some valuable
information. In this paper, we propose an approach for recommending items (raw
materials, production tools, etc.) to handicraft woman. For that, we measure similarity
between user (handicraft woman) context that connects to social network through our
application and handicraft women contexts stored in the ontology. We infer user
interest from his search query. We used SWRL rules for detecting the contexts and
giving recommendation. After that, we give experiments and evaluation to show the
applicability of our approach.

The rest of this paper is structured as follows. Section 2 presents some works related
to context similarity measure and knowledge-based application. In Sect. 3, we present
our context similarity approach for recommendation. Section 4 deals with experiments
from our prototype SoNUMOnto (Social Network User Model Ontology) with evalu-
ation using some known measures. We conclude and give further works in Sect. 5.

2 Related Works

We review, in this section, some works related to context similarity measure for rec-
ommendation models and some other works related to knowledge-based recommen-
dation systems. Hannech et al. [3] proposed a generic model of user profiles based on
their search histories. These profiles are using a contextual similarity measure between
the user query and a target interest and between the interests. In the work of Liu et al.
[6], authors consider semantic similarity in order to calculate similarity between context
segments defined using ontology. For that, they proposed a method for providing
context similarity measure within a recommendation approach. Concerning knowledge
based recommendation, many works are proposed. Hudli and Arvind [4] presented
their approach to build a knowledge-based system that encodes rules. In the work of
Ameen et al. [1], authors proposed a rule based personalization system named
SemRPer for Semantic Web which generates personalized recommendations using a
generic rule reasoner. In literature, in order to perform recommendation, the compar-
ison is done between user profiles or between user profile and product profile or
between items from historical activities of the user. In this work, the main idea is to
compare between two users’ contexts through using contextual parameters, to perform
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recommendation. Contextual parameters represent what are the context elements that
we must compare in order to obtain the correct comparison between two contexts. In
this work, we propose to use three contextual parameters that are representative and can
accurately give good results in comparing two contexts.

3 Context Similarity Measure Approach
for Recommendation

In this section, we introduce our approach to recommend items to a user. Our approach
is composed of three steps: first, we represent user context using contextual parameters.
Second, we calculate similarity between contextual parameters. Finally, we recommend
to user depending on his context.

3.1 Representing User Context

Context modeling is a quite important phase. We adopt in our work that the interaction
context (i.e. the context when the user is interacting with the system) is composed of
three dimensions as in [9]. These dimensions are User, Platform and Environment.
User is described by its perceptual and cognitive abilities as well as its preferences and
its interests. Platform is the set of hardware and software that intervene in the inter-
action. Environment refers to the physical environment supporting the interaction. It is
described by a set of information dependent on the current activity like time, geo-
graphical location, etc.

Content personalization is intimately linked to the user model that is a representation
of its characteristics, which is the ontology in our work. The main classes in our ontology
are Context, Handicraft_woman, Production, Interest, Location, User_query and Rec-
ommended_links. We present, in Fig. 1, a fragment of our ontology to show different
classes that we used to represent the user context (handicraft woman context in our case).

In order to compare two users, several difficulties appear: What is the context of the
user when he is searching for information? Which features do we use to compare two

Fig. 1. A fragment of our ontology presenting user context modeling

Context Similarity Measure for Knowledge-Based Recommendation System 79



contexts? We give example of two users having two different contexts. The first user
context is composed of three instances which are “Bizerte”, “Pottery” and “Pottery
maker”. In the second user context, we find the same location in “Bizerte” but different
Interests and Activities such as “stitches” and “textile craft”.

Hence, we proposed to use three parameters to compare between two users’ con-
texts. In fact, we have noticed that the most important feature in detecting user context
is his location. Secondly, we need to know the user’s interests which represent the
second parameter. In fact, the user’s interests can be deduced from the search terms
saved in his profile in the ontology. The last parameter or feature is the user activity
which can give information about the exact user job in handicraft domain.

3.2 Calculating Similarity Between Contextual Parameters

Several similarity measures are proposed in the literature [5]. Authors in [3] exploit
matching relying on two aspects: semantic aspect and contextual aspect. In our work,
our hypothesis was that matching is based on three aspects: semantic aspect, structural
aspect and lexical aspect. According to this hypothesis, we chose Wordnet as
semantic-based similarity measure, Cosine as vector-based similarity measure (struc-
tural aspect) and Levenshtein as edit-based similarity measure (lexical aspect). In order
to compare user (handicraft woman) context and other users’ contexts in ontology, we
created SWRL rules that takes two terms and compare between them using these
similarity measures. To incorporate these measures in the ontology, we created a custom
built-in that permits to calculate the similarity from a jar file that we created from the
java project where we defined our SWRLBuiltInLibraryImpl java class. “actions:cal-
culate_sim” is our custom built-in that calculates similarity between two terms using the
three similarity measures. We present our algorithm for similarity measure contained in
the java class related to the custom SWRL built-in actions:calculate_sim. In this algo-
rithm, we chose the threshold 0.5 as it is revealed that it is the better value that can be
employed in order to have suitable result. The three measures that we used are weighted
equally because all of them are of great importance for the context detection.

Our Algorithm:

Input: 2 strings s1 and s2 
Output: Boolean, true if similar strings else false 
Begin
Read s1, s2 
float sim1=0, sim2=0, sim3=0, sim_tot=0 
sim1=levenshtein_sim_measure(s1,s2)
sim2=cosine_sim_measure(s1,s2)
sim3=Wordnet_based_sim_measure(s1,s2)
sim_tot:= (sim1+sim2+sim3)/3 
If sim_tot <0.5 then s1 and s2 are different 
Return false 
Else
Return true 
End if 
End
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Before calculating interest similarity measure, we proceed to detect them through a
rule. In fact, when we extract user profile from his online social network account, it is
implicitly extracted without bothering user time and effort. While activity and location
are extracted from his profile, interests are inferred. We consider that user interests are
really important factor in the detection of his context. Indeed, the interests express his
attention to a specific subject. These interests are difficult to be known because they
change with every query he writes when he uses our system. Thus, we noticed that the
query terms that he enters are actually expressing his interests. The proposed rules for
inferring the interest and for similarity measure are presented in Table 1.

3.3 Recommending Items Depending on User’s Context

We integrate these similarity measures in the system to recommend an item to the user
after comparing contexts. In fact, the user can search in the social network through our
application after logging into his account on the social network. Thus, the user
(handicraft woman) profile and context are saved in our ontology. After he logs in his
account via our application, we compare his context and other contexts of other users
(handicraft women). If they have similar contexts, it will be probable that they need the
same raw materials. Otherwise, we will not recommend items to him. This recom-
mendation is mainly based on SWRL rules that we defined. These rules concerns
Production tool and Raw material as items to be recommended. We chose these items
as the domain is handicraft domain and the goal of our work is to help handicraft
woman to improve her socio-economic status. These rules are presented in Table 2.

Table 1. Interests’ detection and similarity measure rules

Rule objective Rule expression

Interests detection Handicraft_woman(?x) ^ has_context(?x, ?y) ^
Interest(?y) ^ Search_query(?q) ^
has_search_query(?x, ?q) ^ query_terms(?q, ?qt)
! Interest_terms(?y, ?qt)

Interests similarity
measure

interest(?x) ^ interest_terms(?x, ?a) ^ interest
(?y) ^ interest_terms(?y, ?b)
! actions:calculate_sim(?a, ?b)

Activity similarity
measure

job(?c)^job(?d) ! actions:calculate_sim(?c,?d)

Location similarity
measure

location(?l)^location(?m)
! actions:calculate_sim(?l,?m)
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4 Experimentation and Evaluation

We perform our experiments on our prototype SoNUMOnto. We used different pro-
gramming tools to achieve these experiments. For the extraction of user information we
used Rest API. The query processing is realized through SPARQL language and
Jena API. Protégé is the ontology editing tool that we used to create our ontology. Pellet
is the reasoner that we used to execute SWRL rules. We used “WordNet Search for
Java” (WS4 J) API for Wordnet based similarity measure. Our system is composed of
four components which are User profile extraction, Interest detection, Comparison
between user context and users’ context in ontology and finally recommendation to user.
We proceed to evaluate our system SoNUMOnto to calculate the error percentage that
produces according to different experiments. We note that we evaluate the performance
of the system to detect the user context not the performance of the system to recommend
item to user. We concentrate on the context similarity measure and inference by SWRL
rules. The scores generated by the similarity measures are of type “double” in similarity
measures methods. We have defined a threshold (th = 0.5) under which we consider that
two contexts are non similar. Greater than this threshold, we consider that two contexts
are similar when executing SWRL rules as presented in Table 3.

Table 2. Recommendation rules based on the proposed similarity measure

Rule objective Rule expression

Production tool
recommendation
rule

Handicraft_woman (?p1)^ Handicraft_woman (?p2) ^
has_context(?p1,?x) ^ has_context(?p1,?y) ^
has_context(?p1,?c) ^ has_context(?p2,?d) ^
has_context(?p1,?l) ^ has_context(?p2,?m) ^ interest
(?x) ^ interest_terms(?x,?a) ^ interest(?y) ^
interest_terms(?y,?b) ^ actions:calculate_sim
(?x,?y) ^ job(?c) ^ job(?d) ^
actions:calculate_sim(?c,?d) ^ location(?l) ^
location(?m)^ actions:calculate_sim(?l,?m) ^
has_recommendation(?p1,?r) ^ has_recommendation
(?p1,?r) ^ recommendation(?r) ^ use_prod_tool
(?p1,?prod) ! recom(?r,?prod)

Raw materials
recommendation
rule

Handicraft_woman (?p1)^ Handicraft_woman (?p2) ^
has_context(?p1,?x) ^ has_context(?p1,?y) ^
has_context(?p1,?c) ^ has_context(?p2,?d) ^
has_context(?p1,?l) ^ has_context(?p2,?m) ^ interest
(?x) ^ interest_terms(?x,?a) ^ interest(?y) ^
interest_terms(?y,?b) ^ actions:calculate_sim
(?x,?y) ^ job(?c) ^ job(?d) ^ actions:calculate_sim
(?c,?d) ^ location(?l) ^ location(?m)^
actions:calculate_sim(?l,?m) ^ has_recommendation
(?p1,?r) ^ has_recommendation(?p1,?r) ^
recommendation(?r) ^ use_raw_material
(?p1,?raw_m) ! recom(?r,?raw_m)
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After comparing three types of average functions, in Table 3, which are arithmetic
average, midrange average and median average, we found that these three functions
give the same results for the five experiments according to the threshold that we fixed
which is 0.5. This justifies our choice to use arithmetic mean average. For experiments
we have not a benchmark that we can test our system with it, related to context
similarity measure and using the parameters that we proposed. Furthermore, Nielsen
and Landauer have produced a formula which could be graphed and by which they
have argued that five users is enough for evaluating small project [8]. Thus, we have
tested our system for five users’ contexts. The evaluation metrics that we used are
calculated over these two measures Prediction and Actual values. Prediction value is
obtained after running SWRL rules with the inference engine. Actual value is the value
that we give to two contexts when comparing them manually. In Table 3, we give
predicted and actual values of context similarity measures. We generate the confusion
matrix for binary classifier related to our system. We use the TP, FP, TN and FN values
in calculating the accuracy, precision, recall and F-measure measures.

• Accuracy = 1 − error_rate = 1 − [(FP + FN)/(TP + TN + FP + FN)]
= 1 − 0.2 = 0.8

• Precision = TP/(TP + FP) = 2/2 = 1
• Recall = TP/(TP + FN) = 2/3 = 0.66
• F-measure = 2 * (Precision * Recall)/(Precision + Recall) = 2 * 0.66/1.66 = 0.79

After this evaluation, we can conclude that our approach can detect that two users
have similar contexts through the comparison between three parameters which are
interest, location and activity. This performance is greatly calculated structurally
through Cosine and Levenshtein measures and semantically through Wordnet-based
similarity measure. All these combinations have generated good results through our
system.

Table 3. Prediction values generated after running SWRL rules

Cosine
measure

Levenshtein
measure

Wordnet
measure

Arithmetic
mean

Midrange Median Prediction
values

Actual
values

Exp1 0.33 0.34 0.57 0.46 0.45 0.34 Different
contexts

Similar
contexts

Exp2 0.33 0.69 0.65 0.54 0.51 0.65 Similar
contexts

Similar
contexts

Exp3 0.33 0.56 0.79 0.56 0.56 0.56 Similar
contexts

Similar
contexts

Exp4 0 0.32 0.43 0.25 0.21 0.32 Different
contexts

Different
contexts

Exp5 0 0.17 0.23 0.13 0.11 0.17 Different
contexts

Different
contexts
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5 Conclusion

In this paper, we gave a new method to calculate context similarity between the current
user’s context and users’ contexts in ontology for recommendation purpose. The cal-
culation method permits to combine different measures and is included in the custom
SWRL built-in that we created. Our ontological model has helped to calculate simi-
larity between contexts and to infer through SWRL rules the suitable recommendations.
We opted for using three parameters to describe contextual information for the reason
that much information about user context should be exploited but not exhaustively. In
further works, we aim at exploring techniques from semantic web and social network
analysis to improve recommendation in social network.
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Abstract. Storytelling is a main source of information for cultural heritage.
Many of our knowledge comes indeed from discussing events with other people.
This paper addresses the benefits of storytelling for preserving cultural heritage.
After introducing a policy for storing, harnessing and reusing personal and
common narratives, it analyses the concrete impact of this storytelling policy for
unleashing the information potential of the narratives.
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1 Introduction

Cultural heritage is the collection of past tangible and intangible facts or events that are
of major importance to understand the present [1]. It is increasingly understood as
digital memory [2]. One way to build historical information proceeds from the col-
lection of narratives by people who lived or witnessed significant events and may
enlighten their interpretation [3]. Such interactive collection of narratives is defined as
storytelling. The traditional archetype of storytelling is the representation of an elderly
person telling a captivating story to a group, where everybody is quiet and listens
carefully to the orator [4]. This paper specifically the relationships between storytelling
activity and the interpretation and exploitation of collected narratives. In particular, we
investigate how the value of collected stories can be increased through a policy to store
and foster the reuse of the information that may be extracted from them.

2 Extracting Information Through Narratives

Storytelling is used in several fields such as historical heritage [5], health monitoring
[6, 7], general and specialised education [8], therapy [9]. While storytelling is an
important source of information for cultural heritage, extracting this information is not
a straightforward process and using it in various context poses a number of challenges
[1]. In the scope of the Locale project we are building a storytelling platform to collect
and interpret stories about facts and events that occurred in Luxembourg and the
Greater Region within the period 1945–1960. In that purpose, we visited several
retirement homes in Luxembourg to interview some residents who demonstrated
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particular interest in the period. In total, more than five hours of interviews were
recorded, which allowed us to extract new and personal stories regarding this fast
evolving period.

2.1 Context of Data Collection

Storytelling narratives are told by people. When dealing with people, we deal with
different ages, various kinds of experiences, personalities and ways of thinking and
coming from several social classes. People are emotional. The way how a story is
narrated depends directly on the person who is telling it. Depending on the story being
told, the person can turn it more affective and personal [10], which may lead to a
different perception of the story when told by another person. The understanding of two
different stories about the same subject coming from different sources opens the pos-
sibility of different interpretations. This leads to problems related with the level of trust
given to the person who has told the story but also to the story itself. Criteria like
reputation, easy understanding, error-free are well known in the field of data quality
[11]. If these criteria are not met, the value of the narratives is compromised and may
lead to their becoming useless. The challenge when obtaining stories from a narrator is
to motivate the narrator to stay unbiased so the obtained information stays the most
neutral possible. The interviews were about collecting stories from after World War II.
This implied discussing about the times lived during and after the war. Obviously, it is
difficult for some of the interviewed to stay completely neutral: they directly felt the
impact of the war, whether by personally experienced events (among which a lot were
important historical ones) or by events lived by people close to them. Sometimes, the
narrator also discussed about events happened before the war to emphasize the dif-
ferences between and after the war and how Luxembourgish population in general was
impacted. The physical conditions of the narrator (which may include health and
memory problems) had to be appropriately taken into account (e.g. breathing difficulty
may turn the understanding of the conversation very difficult). When the conversation
was interrupted because of the need to rest, it may be challenging to regain the flow of
the narrative from the point where it had been stopped. Therefore, different causes
related to the intrinsic content of the story as well as external features makes the
collection of stories challenging. It becomes then even more complicated to extract
valuable and reliable information from people when the subject turns around a sensible
theme - like war memories. Therefore a lot of time in the interview and the immediate
pre-processing of the records was invested to successfully get a significant repository of
narratives about the period of interest.

2.2 Technical Processing of Data

After collecting the narratives of interviewed participants, we investigated and teste
several technical solutions to translate the audio recorded into textual form.

1. Fully-automatic audio to text transcription. The idea is to automatically convert
the narratives either live during the interviews or by post-processing the records.
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Different up-to-date solutions are available: Transcribe [12], Google Speech API
[13], Speechnotes Android application [14]. We encountered several issues when
applying automatic audio to text transcription. With Transcribe, we have executed a
python script in order to process the audio files of our interviews. The result is not
what we have expected. Some words and small sentences are recognized. But others
are completely wrong. We also tried Google Speech API but the result is similar.
Finally, with Speechnotes, used to transcribe in real time a conversation, things
went well when there is only one speaker, who speaks clearly and slowly. However,
when another voice comes into the conversation, the application seems to have
difficulties to continue its work and stops transcribing.

2. Manual audio to text transcription. This method consist of listening to the audio
recordings and fully transcribing the content by hand. Initially, this was intended for
only a small subset of the stories.

3. Semi-automatic audio to text transcription. This combines the 2 previous
approaches in order to manually fill values not detected by the software used or
correct the errors introduced, and allows to save time for processing manually the
most critical records.

Based on the results obtained with these 3 approaches, the solution we have retained
was to execute manually the transcription of all files recorded during the interviews.
We took this decision because of the lack of quality from the results obtained by
applying an automatic transcription but also because a mixed (automatic + manual)
transcription would not be reliable enough. Indeed, automatic transcription introduced
many errors and wrong transcription that we would not be able to detect without doing
a manual transcription.

3 From Personal Narratives to Common Knowledge

We therefore arrived to obtain the content of audio conversations into text files. We are
thus in possession of raw text, without any kind of processing. However, this is not
enough to exploit the information collected. The content must be somehow interpreted
for extracting useful stories. Furthermore, a dedicated format for the stories must be
defined in order that the identified stories may be processed using dedicated applica-
tions, and through a web interface or a web service.

From the full text corresponding to an interview, the first task is to identify the
stories it contains. Then we need to identify each sentence in order to extract the stories
without ambiguity. Finally, for each sentence, we have to interpret its meaning and
value within the narrative. For that, specific terms of the sentences must be recognized
such as a person, a period, a local. Entity Recognition (ER) is a good candidate [15] to
perform this task. Applying the correct ER technique gives the means to interpret each
sentence and each story included on the extracted text. For instance, in the sentence
“Before [Kirchberg] was nothing but fields. Afterwards, the [European Institutions]
were installed and everything changed”, the entity [Kirchberg] must be recognized as a
location and the entity [European Institutions] must be recognized as an organisation.
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So far, we processed 267 raw stories, and we still have some audio files waiting for
transcription to extend the content of Locale storytelling platform.

The subsequent task is to store the stories into a data structure allowing to access and
interpret them for building a common knowledge. The Locale platform is first dedicated
to a centralized knowledge base that will be updated by the inclusion of new stories.
Furthermore, Locale contributes to the reuse of the historical knowledge, in particular
for unveiling the social and historical evolution of the country and its surroundings in
the European context. In this regard, Locale relies on advanced text mining and mul-
timedia visualisation for querying stories (e.g. by people, place, event…), navigating
among them, exploring their relationships, as well as interpreting and representing their
content from different points of view. Locale store the stories using the open JSON
format, to prepare the reuse of the platform by the public at large and ease processing
operations including visualisation relying on the D3js.org library [16].

4 Conclusion

Obtaining precise and reliable narratives from a given population is not straightfor-
ward. Difficulties may arise from different causes, such as weak health or lack of
memory. This becomes even more challenging when the narration involves specific
period or events that impacted life. The narratives may be impacted by feelings and
opinions which may result in imprecise or even incorrect information. We have shown
that if some solutions to extract audio into text files are available, they cannot be yet
used massively and fully automatically. We therefore support that executing a manual
audio-to-text transcription is nowadays the most efficient way. Furthermore, by ana-
lysing how stories can be extracted from raw text, we draw a first step toward the
completion of automated tools. Entity Recognition is an adequate solution to identify
topics involved in sentences in order to understand their meaning and pave the way to
the automatic processing of stories. Last, some clues and indications have been pre-
sented to organise the repository of stories in order that they can be exploited and
reused. Such an adequate strategy is indeed crucial to aggregate stories, increase the
potential to reuse them, and finally enhance the value of collected information.

References

1. Vecco, M.: A definition of culturel heritage: from the tangible to the intangible. J. Cult.
Herit. 11(3), 321–324 (2010)

2. Kalay, Y., Kvan, T., Affleck, J.: New Heritage: New Media and Cultural Heritage.
Routledge, Abingdon (2007)

3. Thomson, A.: The Oxford Handbook of Oral History. OUP, Oxford (2011)
4. Crawford, C.: On Interactive Storytelling. New Riders, Indianapolis (2012)
5. Lombardo, V., Damiano, R.: Storytelling on mobile devices for cultural heritage. New Rev.

Hypermed. Multimed. 18, 11–35 (2012)
6. Chelf, J.H., et al.: Storytelling: a strategy for living and coping with cancer. Cancer Nurs.

23(1), 1–5 (2000)

88 P. Carvalho and T. Tamisier



7. Gubrium, A.: Digital storytelling: an emergent method for health promotion research and
practice. Health Promot. Pract. 10(2), 186–191 (2009)

8. Alterio, M.: Learning Through Storytelling. Higher Education Academy, York (2002)
9. Parker, T.S., Wampler, K.S.: Changing emotion: the use of therapeutic storytelling.

J. Marital Fam. Ther. 32(2), 155–166 (2006)
10. Papacharissi, Z., de Fatima Oliveira, M.: Affective news and networked publics: the rhytms

of news storytelling on #Egypt. J. Commun. 62(2), 266–282 (2012)
11. Pipino, L., Lee, Y., Wang, R.: Data quality assessment. Commun. ACM 45(4), 211–218

(2002)
12. Really, W.: Transcribe (2017). https://transcribe.wreally.com
13. Google. Cloud speech API Beta (2017). https://cloud.google.com/speech
14. Ilan, R.: Speechnotes (2017). https://play.google.com/store/apps/details?id=co.speechnotes.

speechnotes
15. Toral, A., Munoz, R.: A proposal to automatically build and maintain gazetteers for named

entity recognition. In: Proceedings of EACL Conference (2006)
16. Bostock, M., Ogievetsky, V., Heer, J.: Data-driven documents. IEEE Trans. Vis. Comput.

Graph. 17(12), 2301–2309 (2011)

Building Common Knowledge from Personal Historical Narratives 89

https://transcribe.wreally.com
https://cloud.google.com/speech
https://play.google.com/store/apps/details?id=co.speechnotes.speechnotes
https://play.google.com/store/apps/details?id=co.speechnotes.speechnotes


Collaborative Storytelling Using Gamification
and Augmented Reality

Irene M. Gironacci, Rod Mc-Call, and Thomas Tamisier(&)

Luxembourg Institute of Science and Technology (LIST), 41, rue du Brill,
4422 Belvaux, Grand Duchy of Luxembourg

thomas.tamisier@list.lu

Abstract. This paper describes a collaborative digital story telling environment
which uses a tablet, an augmented reality visor and an advanced data mining
back-end system. This paper primarily focuses on collaboration as a method of
designing new stories (from new or existing contents), sharing the experiences
and improving sense of presence, flow and place. It further enhances the
experience through the use of gamification to encourage collaboration and
interaction between users. It also examines issues relating to visualization of
stories.
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1 Introduction

Collaborative storytelling is a means to share and preserve historical knowledge and
especially personal historical accounts that might not be included in standard historical
literature. It relies on the quality of interactions between storytellers and authors and its
main challenge lies in the contextual aspect and complexity of the information, in
particular related to interpretations of words, emotional reactions and cultural back-
ground. The approach described here explores methods used to collect, create and work
with location-based historical content that are implemented in the Locale platform for
authoring and sharing multi-media historical heritage content about the period of 1945–
1960 in Luxembourg and the surrounding Greater Region [1].

Locale’s main features are as follows: first, advanced text and data mining func-
tionalities provide useful knowledge for selective actions to be performed by the
platform users; second, collaborative visualizations allow different users to share views
of the same content with different focuses, and provide an intuitive way for navigating
into complex information; last, different modalities of exploring and editing stories
enhance the spatial dimension and feeling of flow and immersion by using a desktop, a
mobile device, or an interactive augmented reality equipment.

This paper discusses the efficiency of collaboration and augmented reality in Locale
to visualize the large amount of data while increasing the level of engagement by the
end-user.
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2 State of the Art and Challenges

This section details the fundamental concepts addressed in Locale to support the
navigation within a range of stories and increase the potential of interaction about
location-based historical information through data visualization and augmented reality.

New Sense of Time, Space and Presence. Through enhancing the sense of place,
Locale aims to make the user feel as present in the story as possible. There are many
definitions of place [2] and presence [3], however, in general place is a product of
physical properties and higher level emotional aspects, while presence is characterized
by the feeling of being present within a location and sometimes with others. Early prior
work found that users can feel as if they are present within digital story telling envi-
ronments [4, 5] and that augmented reality games can also have an impact on sense of
presence [6].

Augmented Reality. Locale seeks to create a new sense of place, where place is
defined as the physical environment (space) plus augmented contents. For example, a
route can be created which contains multiple stopping points, as the user walks along
they can listen to stories about places, people and events at different locations. Fur-
thermore, if there are many layers or stories at a specific location about a particular
person or event this may give them a stronger sense of history and importance and
ultimately shape their understanding of that place.

User Experience. Locale provides new ways of interaction through the use of an AR
headset, a new type of non-command user interface able to track user movements and
use them to create user interface elements the user can interact with. Additional
visualizations provide: indications of the degree of agreement/disagreement between
sources of information available and links between related information. The overall
picture is of an interactive and immersive storytelling experience where the user can
interact with the contents of the story (notably images and 3D models) in a simpler and
natural way, for example using gestures or voice.

Gamification. Gamification [7] is the process of adding game-like elements to
non-gaming environments. This research aims to use some attractive gamification
features to encourage collaborative storytelling, such as: achievement, interpersonal
relationship, and role-playing [8]. In fact, the users involved in the case study should
achieve a set of goals (achievement), share different tools, experience and knowledge to
reach the goals (interpersonal relationship), and cooperate to reach the goals within
time limit (role-playing). For example, a goal could be to find an object related to the
story in one of the locations and to read more detailed information about this object
(such as ID or owner). This information can in turn be added to the Locale platform.

3 Case Study

Our previous work on location-based augmented reality games [5] illustrated the value
of using collaboration (using two hand held PCs) to assist in collaborative problem
solving and to improve user experience. The Locale platform builds on this idea in

Collaborative Storytelling Using Gamification and Augmented Reality 91



order to offer a concept aiming specifically at a digital story telling context. Locale
enables thus the end-users to elaborate on their story from both an evolving base of
content and a set of technical features constantly updated.

We considers two Locale users equipped with different tools, one with an AR
headset (called Uh) and a smartwatch [9] and the other a tablet (called Ut) and they
collaborate via voice chat. For example, Ut has already uploaded to the Locale system
some contents (e.g. text, pictures, audio and locations) and created a story on the fly
about the period shortly after WW2. The story is a real one, and is comprised of several
locations which together act as a storyboard for the story. Uh should follow the path of
locations included in the story and reach some goals in each location (e.g.: Uh should
find in a location a 3D object similar to the one displayed in their AR headset). At each
step, Uh communicates to Ut some additional data from the real world (e.g.: further
information on objects, places, etc.) and Ut updates the story on the Locale system with
more detailed data. The overall picture is of a system that is progressively populated
with data obtained from an interactive and collaborative gamified experience (see
Fig. 1).

Within the context of Locale, this new architecture defines a scenario-oriented
connectivist learning framework, i.e. where tasks assigned to a user (Uh) are mediated
by a tutor (Ut) responsible for organizing relevant information to perform them [10].
This framework serves as a complete test bench to assess the contribution of
augmented-reality environments in the preservation of personal historical accounts, by
improving awareness of ambient and spatial aspects of real-world location, facilitating
the navigation within location-based information, and interacting with content through
the data processing features provided by the application backend.

Fig. 1. Locale augmented reality architecture
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4 Conclusion

An interactive and collaborative storytelling system with advanced functionalities for
exploring multidimensional data using various data mining strategies has been pre-
sented. The architecture was devised to increase the value of digital storytelling and to
increase collaboration between users through the use of gamification and two devices.
Through an in-depth integration of data processing techniques and an elaborated
scenario-driven interface, this study also opens up new opportunities in collaborative
visualization. In particular, it showcases the power of augmented reality environments
in different fields relying on interaction between users and content through different
learning paradigms such as connectivism.
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Abstract. This article discusses the development of a simple webapp, based on
the famous pong game, using our Internet of Interfaces (I-o-I) architecture, the
application uses virtual interfaces for its interaction. The game allows the
interaction of a variable number of users and different forms of interaction.
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1 Introduction

Pong (or Tele-pong) was a video game of the first generation video consoles published
by Atari, created by Nolan Bushnell and released on the 29th November in 1972. The
aforesaid game is based on the sport of table tennis (or ping pong) [1].

Our example application, pong4, is based on the original idea of this popular and
simple game, our aim is to show the ease with which it is possible to develop virtual
interfaces that are able to control client applications and web pages by means of our
I-o-I infrastructure (Internet of Interfaces), using in turn web pages acting as interaction
devices.

Moreover, we show the possibility to develop applications in a collaborative
interaction environment as different players interacting on the same client application
or web pages can intervene in the game. It is important to observe that, in our view, a
client web page and a client application are practically the same thing.

The fact of choosing a simple interaction game, it is not accidental, we choose this
game for the simplicity of the players’ interaction. These can only move the paddle
upwards or downwards and this allows as to focus on our goals without the need of
generating a complex code for the interaction. This means, we focus on the necessary
components for the interaction among the different system elements and their proper
operation.

The extension to a more complex interaction is just a matter of code complexity in
order to control a wide range of interaction events, but the process of managing these
components and the information exchange among them will follow exactly the process
followed by this simple game.

© Springer International Publishing AG 2017
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2 The I-o-I Architecture

The pong4 is an example of an application integrated in our I-o-I architecture based on
WebSockets. For a better understanding on how this game works, it is important to
describe some components of the I-o-I system. In this case three elements are distin-
guished: the client application, the virtual interface server module and the virtual
interface. We describe these components hereunder.

The Virtual Interface Server Module: This is a special module that allows multiple
virtual interaction devices to be connected to it and offer these elements through a
single WebSocket. In general, web pages designed as virtual interaction devices will be
connected to this module and for the purpose of connecting to the client web pages
through this module. In principle, a single virtual interface module is used for all
interface clients and virtual interface pages. Although it would be possible to use
several if necessary (Fig. 1).

Client Applications: Client applications or client webpages are those that incorporate
a small piece of code, which allows them to connect to the appropriate WebSockets
server, in our case it is connected to a virtual interface server. Once the connection is
made, they obviously interpret this information to give it an appropriate use.

In general, they will be web pages that want to use the interaction devices but they
can also be applications installed in a specific system. They can also handle virtual
mice and keyboards on a conventional computer with some added software.

A special case is those web pages acting as virtual interfaces and that, in essence,
are the interaction servers. But in our architecture, they are treated in the same way
except that when being connected to the WebSockets server, they will indicate their
own function and the client page to which they would send their interaction data. The
virtual interface server module will perform the data sending action.

Fig. 1. Diagram on the connection of the different components integrating the system.
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Virtual Interface Webpage: This component, which must be adapted to the device
executing it, acts as interaction device on either client application or web page. It is
important to mention that for the fact of being a simple web page it admits numerous
designs of interaction interfaces.

3 The Pong4 Game: System Description

It is described both the general view of the system and a detailed description of each of
the different elements in the aforesaid infrastructure, such as the Virtual Interface
Server (VIS), the client application (pong4) and the virtual interface web page. In this
case, the virtual interface requires a kind of smartphone device with acceleration
sensors and gyroscope. These requirements are given by the design of the virtual
interface which make use of them. The web page, which acts as the virtual interface,
registers the movements of the x and y components of the device, being these used as
the interaction parameters. It is crucial to observe that other interfaces permitting the
interaction with the game without using these sensors could be designed, as for
example, a slide button on a web page.

The different components are connected among them through the web technology
of WebSockets. For its part, the VIS acts as the router, since it knows where to redirect
all the messages it receives. That is to say, the messages sent from the virtual interface
web page aiming the client state updating will be sent to the VIS so that it can redirect it
to the corresponding client (Fig. 2).

3.1 Virtual Interface Server (VIS)

The VIS is a server developed with the NodeJs [3] technology whose main function is
to act as router of WebSockets connections, as well as to store the clients and servers
structure, as can be seen hereunder, and to generate a log file for each connected client,
with the aim of being able to analyze the interactions between users and clients.

let VISStructure = [ 
{

id: 1023,
maxUser: 3,
servers: [ 12, 14 ] 

} 
]

As it can be seen in Fig. 3, the actions of the router’s functions are:

1. To accept or reject new users or clients’ requests:
(a) The clients are rejected when an existing client has that same identifier,

otherwise a client structure is created, with its identifier, the maximum number
of users it accepts and the identifiers of current servers.

(b) However, the servers can be rejected for several reasons, the client it wants to
connect either doesn’t exist or doesn’t have space to accept other servers. If the
connection to the server is accepted, it is added to the structure of the client
requested.
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Fig. 2. This diagram shows the connection between the virtual interfaces web pages and the
client application by means of the Virtual interface module.

Fig. 3. General diagram on the Virtual Interface Infrastructure where the three characteristic
elements of it are distinguished. The client is the one receiving the information from the different
server devices and updating its state according to this information. The Virtual Interface Server is
the main node of the infrastructure as it acts as router redirecting the messages to their receivers.
Finally, the virtual interface provides the client with the interaction information to update its own.
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2. To redirect the messages sent by the servers to their respective clients solely with
the server’s identifier, since the VIS has the routes that the messages must follow at
its disposal.

Finally, by generating the log of the messages received by the VIS, the patterns of
the players can be analyzed since both the identification of the own server and the type
of movement it has done are available. In the case of pong4, the type of movement or
the extra information it receives, is the normalized value of the beta coordinate and
gamma the mobile, as it is explained at the point Virtual Interface with which the
movements of all the devices can be reproduced throughout time. The log file format is
the one that follows:

00:25:119 (Current TIMESTAMP)

Connection established with WebSocket
00:25:743
{id: 1, data: {beta: 678, gamma: 189}} (Server action)
00:25:782
{id: 1, data: {beta: 690, gamma: 190}}

3.2 Client Application (CA)

On the other side we have the client application, the pong4 itself. As it can be observed
in the Fig. 4, the game start menu appears on the right hand side of the screen. When
the application starts, it will try the connection to the VIS server, described in the
previous point, as this is the one redirecting the messages to the clients and vice versa.

Fig. 4. After the connection between VIC and VIS, the latter sends the client the information to
generate a QR code which the server devices will connect with. The URL which the QR connects
with, is also indicated. For each accepted connection, a new player with an identifier, a nick name
and a color will be generated.
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In case it achieves the connection to the server, this client application will wait for the
first server to connect to start the game.

By default, the game is based on a match to eliminate the rest of players and each
time the amount of scored goals reaches the prearranged maximum, this player is
eliminated as it can be observed in the Fig. 5. Another difficulty added to the game is
the growth in the number of balls if the players fail to score the opponents.

The way the paddles move on the screen depends on the messages received from
the server. There are different types of messages, for instance new connected server or
game start but in our case the message expected is the paddle movement. This message
will be described whit detail in the next point. It should be said that the client receives
normalized values between 0 and 1 which depend on the orientation of the virtual
interface device.

3.3 Virtual Interface (VI)

The device that hosts the virtual interface can be any smartphone or tablet of the current
market, no matter the operating system or the brand. The only requirement for it to
work is to have a web browser HTML5 compatible, internet connection and, in our
case, both a gyroscope and an accelerometer in order to detect the device orientation.

Fig. 5. Depending on the amount of active players that have not been eliminated, the game map
will be adapted, eliminating the players and closing the goals. In addition, in order to offer more
competitiveness and playability, the option of increasing the number of balls every certain time
interval has been added.
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As it can be seen in Fig. 3, there are three types of messages between the virtual
interface and the VIS:

• ws:connection?module=1023&name=Carlos: When creating the WebSocket, a
request is generated to the VIS, which handles it according to its internal logic,
already described previously. There are two answers to this request:
– ACCEPT SERVER: This generates a unique id for the device and sends it to

the virtual interface. In addition to indicating if it is the administrator of the
requested client (1023 in our case).

– DENY SERVER: The request is not accepted if there is no client or if the client
doesn’t accept more connected users.

• SERVER and data: Any information sent from the server to the client has the
following format: {id:idUser, data:object }, where the field data can be the virtual
interface data that must interact on the client state or the actions of the administrator
server (for example start game) (Fig. 6).

Fig. 6. Screenshots of the virtual interface that sends the data to the client application. In the
screen on the left, we show an insertion of credentials to access a specific client. On the right, we
show the screen where the axes are calculated and the information send.
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In the particular case of the pong4, which is the main topic in this article, the field
data can be:

• Administrator actions: When the virtual interface has the administrator privileges, it
can both start the game at any time it wants and indicate the maximum amount of
points that a player can let in against before being eliminated.

• Status data: To move the paddles, we have opted to use HTML5 API to detect the
device orientation [2] and sent it to the client application. In particular, the players
on the left and on the right (green, yellow), use the Y axis while the other players
use the X axis (red, lilac). The axes orientation in relation to the physical device, it
is shown in Fig. 7.

A JavaScript library, called Gyro.js [4], which combines both the gyroscope and the
accelerometer information has been used to obtain the movement data of the device and
its orientation. With this information a normalization process is performed, so that a
relative value is returned, despite the changes of degrees in the axes of the coordinates.

4 Results

We have developed an example webapp, pong4, which allows the interaction of a
variable number of users with a set of virtual interfaces using our I-o-I (Internet of
Interfaces) architecture. The application can run on any device that supports web
browsers compatible with HTML5 and webGL. Interaction devices can be diverse and
are independent of the client application. It is necessary that the device running the
client application and the devices running the virtual web page interface are connected
to a local network or the internet.

Fig. 7. This figure shows the axes orientation in relation to the physical device. (Color figure
online)
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5 Conclusions

The use of our I-o-I architecture, simplifies the development of applications with the
need/possibility of interaction of multiple simultaneous users. It is also possible to use
different virtual interfaces for this purpose so a multimodal interaction is possible. In
addition, since the virtual interfaces are web pages, these interfaces can be adapted to
different devices and to different methods of interaction, it is only necessary to adapt
these virtual interfaces to the devices or to the preferences of the users.
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Abstract. Social media are using several automatic, semi-automatic
or even manual labeling approaches in order to match the shared con-
tents with their users’ interests. The low degree of Click Through Rate
(CTR) on the social media platform, however, suggests that labeling of
shared contents and users’ active interests contain inaccuracies, lead-
ing to unsuccessful matching. One of the main reasons of unsuccessful
matching is the heterogeneity of the labels assigned to the contents and
users’ interest. In our previous work, we have proposed the Interactive
and Dynamic Collaborative Labeling (IDCOLAB) framework in order to
collect homogeneous and commonly agreed opinion of a group of users
who are knowledgeable about the assigned labels dynamically. An essen-
tial step of IDCOLAB is Semantic Augmentation Method (SAM) which
enables collaborative labeling of shared contents by dynamically aug-
menting semantically related labels to labels assigned initially to the
contents and users’ interests. A goal of the augmentation process is to
avoid irrelevant and noisy labels. We have applied SAM on COD which
is a collaborative labeling platform based on IDCOLAB framework and
evaluated SAM with two separate focus groups in the domains of Artifi-
cial Intelligence and Entrepreneurship.

Keywords: Emergent semantics · Collaborative labeling · Semantic
labeling · Dynamic community formation · Knowledge sharing · Informa-
tion retrieval · Recommender systems · Social semantic tagging systems

1 Introduction

The main purpose of many businesses and individuals who publish contents
about their products, services or professions on the Web is to communicate
them with relevant audiences. Reaching audiences who are interested in, pas-
sionate about, or even expert in, the content of the shared resources increases
the chance of enlisting their engagement with those contents. Appearance of
social networking platforms made on-line publishers optimistic about reaching
and engaging more relevant users to their contents on the Web. Although social
c© Springer International Publishing AG 2017
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networking platforms have provided the opportunity of reaching larger number
of audiences in a shorter time, they cannot yet guarantee the relevance of shared
contents to users’ current active interests and in consequence they have not been
successful in increasing users’ engagement. Most of the current popular social
networking platforms have very low degree of Click Through Rate (CTR). CTR
metric can show what percentage of the users who have visited a content (e.g.
an advertisement) clicked on it for doing any type of further engaging activi-
ties with that content (i.e., reading, signing up, buying, etc.). Relevance of the
content of the recommended resources to the current users’ interest plays an
important role for maximizing users’ engagement. Statistics show much higher
CTR on the specialized websites and weblogs that are providing very specific
contents to their audience rather than general-purpose websites and weblogs.
Even the most popular social networking platforms usually have less than one
percent CTR which makes contents publishers skeptical about the effectiveness
of their marketing campaigns on such platforms. The main reason of not being
able to target relevant users is that such platforms have little information about
their users general interests and even less on their current active interests. Most
recommendations by social networking platforms are based on their users demo-
graphic information or history of their activities which cannot necessarily give
useful information about their current active interests. In our previous work we
have demonstrated the importance of dynamic and collaborative labeling over
static and heterogeneous labeling [1]. Our proposed framework, called IDCO-
LAB, addresses the shortcomings of the current social platforms for interactive
and dynamic collaborative labeling and matching of the most relevant contents
with the active users’ current interests. In Sect. 2.1, We describe in detail the
main issues in the design and architecture of current static platforms that are
problematic for dissemination of “knowledge contents”1. In Sect. 2.2, we describe
in brief the main steps of IDCOLAB framework which are described in detail in
our previous paper [1]. The main contribution of IDCOLAB is in addressing the
sparsity problem by introducing Semantic Augmentation Method (SAM).

A key contribution of SAM is in decreasing the heterogeneity among assigned
labels that is one of the main existing challenges in most labeling and matching
systems. This paper describes the mechanism and accuracy of SAM in decreasing
heterogeneity and its empirical evaluation. In Sect. 3 we describe SAM in detail.
We have applied SAM on COD which is a collaborative labeling platform based
on the IDCOLAB framework and evaluated it in a challenging environment in
the domains of Entrepreneurship and Artificial Intelligence.

2 Background and Motivation

This section covers the background and context of our work in the area of collab-
orative labeling platforms and recommendation systems for knowledge-sharing.
1 By “knowledge content” here we mean those contents that are conveying some piece

of knowledge for the relevant users. Such contents are usually specific and specialized.
The other characteristic of knowledge contents is that they can be retrieved and used
at any time by relevant users and they do not usually expire over time.
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2.1 Problems of Static Social Platforms

The design and architecture of most current popular social networking platforms
are aimed at “trendy contents”2. These platforms are not suitable for dissemi-
nation of “knowledge contents”.

1. Users of such networks usually have to be directly connected to the pro-
file page of the publishers to be able to have access to their shared con-
tents. “Friendship connections” on Facebook3, “following” users or “hash-
tags” on Twitter4 or users’ “connections” to the companies or users profiles
on LinkedIn5 or Xing6 are not necessarily even representing the current active
interests of their users.

2. Experience shows how fast trends can be spread on the current platforms
mainly because of the density of users’ connections and matching of temporal
interest of the majority of users with trendy contents in the short period of
time in which they are visible for the users. Professional knowledge contents,
however, usually do not get much visibility because they have a very short
time span to be visible for relevant professional users who have to be directly
connected to the account of content publisher. Therefore, knowledge contents
usually do not receive enough engagement and the results disappear fast
because of the chronological ordering of most social networking platforms.

3. The feedback mechanisms of current social networking platforms are not suit-
able for collecting professional feedback on knowledge contents. Users’ feed-
back mostly represent relevance or quality of the content publisher with its
audience rather than the relevance or quality of the shared content itself. For
instance, Facebook users are mostly showing their “thumbs up”(or “like”) on
the contents that are shared by their favorite connections. Therefore, those
feedback cannot be used for evaluation of users’ interests or relevance of the
contents to their interests.

4. Although users’ perception and interests might change over time, most current
approaches assign fixed labels to them because they postulate a fixed source
of knowledge. The new social systems need mechanisms which enable them to
accurately recognize and label the shared contents and users’ current interests
dynamically.

In the design of IDCOLAB framework we have taken into consideration all
the above mentioned problems of static social platforms for knowledge-sharing.

2 By “trendy content” here we mean those contents that are usually very general and
can be relevant to the majority of users. The relevance of such contents, however,
usually diminishes rapidly because they typically represent some events. Therefore,
the interest of people in those contents decreases drastically over time.

3 https://www.facebook.com/.
4 https://twitter.com/.
5 https://www.linkedin.com/.
6 https://www.xing.com/.

https://www.facebook.com/
https://twitter.com/
https://www.linkedin.com/
https://www.xing.com/
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2.2 Interactive and Dynamic Collaborative Labeling (IDCOLAB)
Framework

In order to match relevant knowledge contents with users’ interests, we need to
first identify both the contents and interests accurately. A variety of automatic
and semi-automatic methods exist for extracting characteristics of the Web con-
tents and users’ tastes and assigning representative labels to them in order to
match relevant entities to each other. In our initial experiments we tried to use
the already existing systems to add dynamic contents’ and users’ labeling fea-
tures. We could simulate our proposed approach by using the available labels on
such systems but we could not evaluate the quality of our dynamic labeling and
matching since we could not update the source of knowledge and improve the
recommendations based on the new defined labels on such systems. In order to
improve contents’ and users’ representation with relevant labels and in conse-
quence increasing the accuracy of recommendations of relevant contents to the
users’ current active interests, we have designed the IDCOLAB framework. This
framework enables dynamic labeling and matching of the users’ current interests
and shared contents on the Web in four main recursive steps described below.
We have also developed COD7 a new model based on IDCOLAB that has all
the resources, elements and procedures that we designed for such an interactive
and dynamic system.

(I) In the initial step, we create a knowledge-base which includes almost all the
main concepts in a specific domain of knowledge and also semantic similar-
ity measures between them through a source of knowledge like Wikipedia8.
We use the initial extracted knowledge for semantic labeling of the shared
contents and users’ interests in the next step. We need to map plain key-
words to the meaningful concepts that are defined in our knowledge-base
in order to prevent ambiguous labeling.

(II) In the second step, IDCOLAB automatically recognizes Name Entities9

from the content of the shared resources and also from the customized
interest list of the users and assigns appropriate labels to them. We use
Wikipedia articles (i.e. DBpedia concepts) as the reference of the semantic
labels assigned to the shared contents and users’ interests.

(III) In the third step, IDCOLAB automatically forms communities of relevant
users around each of the shared contents based on the similarity of the
initial assigned labels to the content of the shared resources and users’
interests. Forming relevant communities of interested users around each of
the shared contents, however, is a challenging task for the system consid-
ering the heterogeneity of the initial labels assigned to the users’ interests
and contents. In order to address this problem which can cause a low degree

7 https://www.COD.OOO/.
8 https://www.wikipedia.org/.
9 Name Entity Recognizers (NER) like Alchemy API, DBpedia Spotlight, Extractive,

OpenClalais and Zamanta could be used for mapping extracted keywords to mean-
ingful concepts or semantic labels. In this experiment we used DBpedia Spotlight.

https://www.COD.OOO/
https://www.wikipedia.org/
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of similarity even between relevant entities, IDCOLAB uses Semantic Aug-
mentation Method (SAM) which is described in Sect. 3.

(IV) In the fourth step, IDCOLAB gathers the collective opinion of the evolving
communities of most relevant users based on their interactions with the
assigned labels and improves the accuracy of labels’ relevance to the con-
tents and as a consequence the accuracy of recommendations dynamically.

As a proof of concept we have developed a model based on IDCOLAB
called COD (Collaborative Ontology Development), which is an interactive and
dynamic collaborative semantic labeling platform to facilitate exchange of knowl-
edge contents. COD has been used as a model to evaluate our proposed frame-
work in practice. The main contributions of the proposed framework is in the
third and fourth steps. Fortunately, the results of the third and fourth steps also
have beneficial effects on the preceding steps. Collaborative labeling activities of
the relevant users formed around each of the shared contents can influence the
weight of the assigned labels and as a result influence SAM in the formation of
communities of more relevant users around each of the shared contents.

2.3 Related Work

COD falls in the category of social semantic tagging systems that allow for the
annotation of resources with tags extended by semantic definitions and descrip-
tions that also evolve collaboratively within the same system [2]. A few social
semantic tagging systems exist, namely Bibsonomy [3], Faviki10, GroupMe [4],
Twine11, Annotea12 [5], Fuzzzy13 [6] and SOBOLEO [7] with different features
and purposes. To the best of our knowledge, only COD enables interactive
and dynamic collaborative labeling while addressing the mentioned problems
in Sect. 2.1. The IDCOLAB framework enables COD to form dynamic com-
munities of most relevant users around each of the shared contents through
augmenting semantically relevant labels to the initial heterogeneous labels that
are assigned to the objects. Heterogeneity and sparsity of the labels assigned
to the contents and users is one of the most common problems of the match-
ing algorithms, referred to as the “Cold Start” problem in collaborative tagging
and recommender systems [8]. Different solutions exist for addressing the spar-
sity problem. Many use Principle Component Analysis (PCA) or Eigen Value
Decomposition (EVD) in Latent Semantic Analysis (LSA) in order to reduce
dimensions or features [9]. Using such approaches removes less significant labels
from the collection to achieve higher degree performance and similarity between
objects. These approaches are not promising solutions for labeling systems, how-
ever, removing a label only because it is not used frequently in the whole collec-
tion (i.e., which is mostly the case in labeling systems), doesn’t guarantee their
low importance and representativeness for an object. Semantic Augmentation
10 http://www.faviki.com.
11 http://www.twine.com.
12 http://www.annotea.org.
13 http://www.fuzzzy.com.
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Method (SAM) uses all the available labels and even augments more relevant
labels in order to bring the similarity measure between each pair of objects to a
higher or a lower degree with a reasonable performance.

3 Semantic Augmentation Method (SAM)

The IDCOLAB framework enables interactive and dynamic collaborative label-
ing and matching of the shared contents and users’ interests based on the opin-
ion of the formed communities of most relevant users around each of the shared
contents. IDCOLAB uses SAM in order to address the initial sparsity problem
known as “Cold Start” problem by augmenting semantically relevant labels to
the heterogeneous but possibly relevant labels that are assigned to the users’
interests and contents. In the design of SAM’s algorithm we had to take into
consideration the following challenges:

(1) Heterogeneity of the Labels: In most labeling systems, more than 90%
of labels are used less than 10 times for the contents or users. Frequency of
the labels assigned to the objects in both automatic and manual labeling
systems always follows the Power Law pattern. Approaches that measure
semantic similarities between concepts in most knowledge domains are reli-
able. SAM uses some of the most reliable semantic similarity metrics for
choosing relevant labels to the assigned labels to each object. For instance,
if label i is assigned to object j (i.e., by the system or by relevant users’ col-
laboration), in addition to having frequency of assigning label i for object j
with value X for the cell with index [i, j ] in the Label-Object (LO) matrix,
we also increase the value of the cell [k, j ] of LO matrix with values “M
times X ”. M is a value between zero and one that represents measured
semantic similarity between label i and label k.

(2) General vs. Specific Labels: SAM’s algorithm has to automatically
decide on the labels that should be augmented to the used labels of an
object and how much they should have influence on the similarities between
objects. SAM cannot treat all the labels the same. In every domain of knowl-
edge there exist some general and some specific concepts. Labels that are
referring to the general concepts are relevant to many labels rather than
labels that are referring to specific concepts. If many of the assigned labels
to an object are specific, SAM considers more semantically relevant labels
to the assigned labels to be augmented to the LO matrix. On the contrary,
if the used label is referring to a general concept, few other very relevant
labels will be augmented to the LO matrix. SAM automatically sets the
threshold on the number of the labels that are going to be augmented for
each label based on a) Inverse Document Frequency (IDF) or b) Quantile14

metrics. If IDF of a concept in the whole collections of collected concepts

14 In our experiments we considered quantile of distribution of each concept (or label)
similarities with all the other concepts (labels) in the collection as one of the metrics
for setting threshold on the number of labels going to be augmented.
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(or labels) is higher, it usually means the labels that are referring to those
concepts are more specific. In Entrepreneurship domain which IDF mea-
sures (i.e., or specificity of the labels) were more diverse, IDF was a good
metric for choosing the threshold on the number of labels that should be
augmented relevant to a used label. On the other hand, most of the labels in
A.I. domain were referring to very specific concepts with very high and close
measure of IDF s to each other. Therefore, we have decided to use quantile
metric for choosing the threshold for number of relevant labels that SAM
augments for each of the used labels.

(3) Preventing Augmentation of Noisy Labels: If SAM augments every
related label to the used labels, after some time every object becomes rele-
vant to every other object. Because every label is somehow relevant to the
others, after several SAM iterations the LO matrix will be saturated. There-
fore, SAM has to be selective in choosing augmented labels. Furthermore,
By augmenting each of the semantically relevant labels to the used labels
of an object we are adding a new feature for measuring similarities between
objects. The new feature might bring two objects closer to, or further from,
each other. If the augmented label is not relevant enough to the assigned
labels, however, it will add a noisy feature which does not have the right
effect on similarity measures between objects. Choosing the right source of
knowledge for similarity measurements among the concepts in a domain of
knowledge and also the right threshold for number of relevant labels that are
going to be augmented for each label guarantee preventing augmentation of
noisy labels.

(4) Performance of Dynamic Semantic Augmentations: We model the
main entities of our collaborative labeling system with three disjoint sets of
U (representing Users), L (representing Labels) and O (representing labeled
contents or Objects) that are vertices of a hypergraph. We represent three
facets of this hypergraph including its entities and interactions between them
with three matrices LU, LO and OU. Values of the cells in these matrices
represent the frequency of their co-occurrences. Having a proper data struc-
ture enables SAM to guarantee high performance dynamic retrieval and
updates. We have optimized the mechanism of SAM algorithmically and
mathematically in order to update correspondent cells of the large matri-
ces in a reasonable time (e.g. in this experiment in less than a second we
could choose and update correspondent labels of each object with more than
17’000 features) as soon as any interaction (i.e., new labeling or voting on
the assigned labels by relevant users) occur on the COD platform.

4 Evaluation: SAM in Action

We had originally run an experiment on the “Entrepreneurship” domain which
is still running on the COD platform. In that experiment we could show how
IDCOLAB could enable “CODer Entrepreneurs” (or COD users who were inter-
ested in Entrepreneurship domain) to benefit from such a dynamic labeling and
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matching system [10]. We are still testing and improving the COD platform
continuously in different aspects based on opinion of a focus group of entrepre-
neurs who are using it. However, in order to also examine the performance of
the semantic recommender engine of the platform in utilizing Semantic Aug-
mentation Method (SAM) and evaluate its accuracy in labeling and matching
tasks we have designed a new challenging experiment. We have decided to run
SAM this time on a completely different kind of domain. Unlike the broader
domain of Entrepreneurship which includes very diverse concepts (or labels), we
wanted to run this new experiment on a more specific domain which includes
very specific concepts. We have done this new experiment on the focused domain
of “Artificial Intelligence (A.I.)” to examine SAM on a more challenging labeling
and matching task and observe the effect of domain breadth on its accuracy. If
SAM could still (a) recognize relevant interests that are labeled with hetero-
geneous but semantically similar concepts or (b) distinguish interests that are
labeled with some common concepts but with some diverse concepts that are not
semantically relevant, in such a specific domain, we could have more confidence
in its mechanism and accuracy. To do so, as subjects, we asked for volunteers
among researchers of three institutes15 whose domain of research were relevant to
A.I. to participate in this experiment. After registering on the COD-AI platform
that was the customized version of COD for this experiment, each of those A.I.
researchers could search among Wikipedia concepts for those labels that could
represent their current active interests. They could also bring some knowledge
contents that were interesting for them and wanted to share with other inter-
ested researchers without knowing who might currently have similar interests.
During this experiment, 92 knowledge contents were matched with the interest
lists of 25 researchers based on semantic similarities between their labels. One
of the main differences between this experiment and our previous experiment
was users’ behavior in labeling tasks. In Entrepreneurship domain we have a
variety of startups, investors, business angels, venture capitalists with different
backgrounds from “ICT”, “Clean-Tech”, “Bio-Tech” and so on who are using
very diverse labels from different disciplines for the knowledge contents they
share and also specifying their interests. In A.I. domain, however, although we
had researchers with different backgrounds like “Statistics”, “Robotics”, “Com-
putational Science”, “Biology”, “Computer Vision” and so on, all were labeling
contents and their interests mostly with specific concepts that were often seman-
tically relevant to each other. We have generated initial Label-Object (LO) and
Label-User (LU) matrices based on the initially assigned labels to the shared
contents or users’ interests. As we expected, similar to any other labeling sys-
tem, we had very high sparsity of 98% on the LO matrix and 96% on the LU
matrix with 373 unique labels initially assigned to the contents and users’ inter-
ests. After applying SAM on LO and LU matrices with 95%, 90% and 80%
quantile thresholds, the number of unique labels increased to 4’709, 9’095 and

15 (1) The Swiss A.I. Lab IDSIA (Istituto Dalle Molle di Studi sull’Intelligenza Artifi-
ciale), (2) Faculty of Informatics of University of Lugano, (3) Institute of Computa-
tional Science of the University of Lugano.
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17’242 respectively. Although we could reduce sparsity of LO and LU matrices in
Entrepreneurship domain by 18 to 20%, on the specific domain of A.I. sparsity of
the matrices remained almost the same even though it has meaningful effects on
semantic similarity measures. In Entrepreneurship domain we used IDF and in
A.I. domain we used Quantile as the threshold for choosing the number of most
relevant labels to the used labels to be augmented to an object. SAM could bring
two labeled objects closer or farther by adding relevant similarity features (or
labels). We have done a qualitative evaluation of the differences that SAM made
on the measured semantic similarities of the objects based on labels assigned to
the object before and after augmentations.

Fig. 1. The left matrix shows semantic similarity measures between objects (including
both labeled users’ interests and knowledge contents) after applying SAM in compar-
ison with semantic similarities between objects before applying SAM in the middle
matrix. The right matrix shows the effect of applying SAM by subtracting similarity
matrices before and after semantic augmentation by SAM by subtracting the middle
matrix from left matrix.

We picked the top 20 maximum and minimum values of the right matrix in
Fig. 1 for qualitative evaluation of the SAM’s accuracy. We showed the results
to the experts in A.I. domain and asked their opinion on (a) the correctness of
augmented labels to the users’ interests and knowledge contents; and (b) on the
correctness of their effect on objects similarity considering the augmentations.

For instance, one of the researchers has chosen “Python (programming lan-
guage)”, “Deep Learning” and “Artificial Neural Network” and the second
researcher has chosen “Recurrent Neural Network” as the labels representing
their current active interests on the COD platform. Considering only the ini-
tially assigned labels to the researchers’ interests, the measured semantic simi-
larity between these two researchers’ was zero but after augmentation of seman-
tically relevant labels to the initially assigned labels, the semantic similarity
of researchers’ interests has increased by 40%. Because there has been many
relevant common labels between “Deep Learning” and “Recurrent Neural Net-
work” (e.x, like “Convolutional Neural Network”, “Types of Artificial Neural
Networks”, “Feedforward Neural Network” and so on) after semantic augmen-
tations.

In the contrary example, “Information Retrieval” has been the only common
label between two researchers’ interests lists. However this common label could
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cause initial semantic similarities between these two researchers as high as 50%
without considering their other diverse interests in this specific domain. But after
applying SAM, the semantic similarity between these two researchers decreased
to 15% considering low semantic similarity of their other used labels. Although
both of the researchers were interested in “Information Retrieval” domain, con-
sidering their other interest labels, for example one of them is more interested in
“Blogs” and the other one in “Sentiment Analysis” or “Topic Model” that are
different specialties in “Information Retrieval” research domain. Therefore SAM
correctly lowers the similarity measure in this specific domain.

These two examples show how well SAM can influence increasing or decreas-
ing semantic similarity between objects by considering the combination of all the
labels that are assigned to the users’ interests or the contents. Experts agreed on
the correctness of the augmentations by 97% and on the correctness of their effect
on the similarities’ changes considering the correctness of the augmented labels
by 100%. This high degree of accuracy in opinion of the experts in A.I. domain
shows that the SAM mechanism is behaving reasonably for (a) automatic aug-
mentation of the semantically relevant labels to the initial heterogeneous labels
and also (b) in having the right effect on the similarity measures between object.

5 Conclusions and Future Work

The goal of businesses and individuals who use social media is to generate and
share contents that will help them reach and engage relevant audiences. In
response, social media platforms use recommendation engines to match users
with contents relevant to their interests. We propose IDCOLAB as a framework
for dynamically updating of the users and Web contents identified characteristics
based on the latest collective interactions and opinion of the evolving communi-
ties of most relevant users.

We have evaluated IDCOLAB with an implemented model of it called COD
in the “Entrepreneurship” and “Artificial Intelligence” domains to see if we can
improve accuracy of the recommender engine and as consequence reach and
engagement opportunity of the relevant audiences to the shared contents in that
domain.

IDCOLAB enables COD to form dynamic communities of interests around
each of the shared contents by utilizing SAM which is augmenting semantically
relevant labels to the heterogeneous labels that are assigned to the users’ interests
and knowledge contents manually or automatically.

In this paper we have presented the mechanism of SAM and the results of
its evaluation in a more specific domain of Artificial Intelligence in contrast to
our previous evaluation on a more general domain of Entrepreneurship. In our
future work, we plan to also evaluate users’ satisfaction on the recommendations
based on SAM in these two domains directly on the COD platform.

Three general takeaways from our experiment with the two domains are:

– Choosing the right threshold for augmentation of semantically relevant labels
to the initial labels should depend on the broadness of the domain. According
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to our experiments,IDF is a good metric if the domain is broad and we have
both general and specific concepts. Quantile, on the other hand, is a better
metric for setting the threshold when the domain is more specific.

– Although done commonly, removing dimensions (labels) by using PCA is not
a good approach for labeling systems because it removes labels just because
they are used rarely in the collection. While it is true that the frequency
of labels in most labeling systems is low, mere frequency does not indicate
a labels’ lack of importance or representativeness of the object. SAM could
address the heterogeneity problem among the assigned labels by augment-
ing semantically relevant labels to the initial labels while preventing noisy
augmentation.

– SAM is capable of increasing or decreasing the initial similarity among objects
automatically based on the examination of other labels. Our experiment indi-
cates that the increase and decrease were successful according to expert eval-
uation in Entrepreneurship and Artificial Intelligence domains.
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Abstract. Nowadays, mobile-based data collection can advantageously replace
paper-and-pencil questionnaires. The data rate production is very high and the to
collect and store them are increasing as fast as the strategies for analysing and
processing reducing the time for data processing. This paper describes how to
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1 Introduction

Teacher’s Pedagogical Practice Monitoring. To meet the fourth commitment:
“Accompaniment and monitoring of the pedagogical practice in Schools”, one of the
Eight School Management Commitments given by the government of Peru [1], the
Director (the Principal in a School) promotes pedagogical practices monitoring to
improve the teacher’s performance in their schools. How can a teacher improve the
pedagogical practices in K-12 schools (K-12 comprises the sum of primary and sec-
ondary education in Peru)?, through the accompaniment and monitoring promoted by
the school principal. There are three important aspects to conduct adequately the
monitoring task: pedagogical use of time, use of pedagogical tools and use of edu-
cational materials. These three axes imply respectively: (a) prioritizing the develop-
ment of high cognitive demand activities, reducing those that do not necessarily
contribute to the achievement of learning; (b) use of pedagogical tools provided by the
Ministry of Education, called “learning routes”, guidelines for curriculum planning,
learning sessions or others, with the aim of guaranteeing learning achievements; (c) use
of educational materials and resources distributed by the Ministry of Education.

According to González et al. [2], an evaluative culture can be defined as the set of
values, agreements, traditions, beliefs and thoughts that an educational community
attaches to the action of evaluation. Bolseguí and Fuguet [3], point out that the eval-
uative culture is an evolving concept that refers to evaluate on an ongoing basis. The
evaluation processes and functions require multi-dimensional variables and has a high
reliance on effective information communication among DRE (from Spanish Dirección
Regional de Educación), UGEL (from Spanish Unidad de Gestión Educativa), School
(in Spanish Institución Educativa or IE), Director and Teachers [4].

After the monitoring process, it is necessary to analyse and interpret the results and
it is important that data be properly displayed; this topic has been widely discussed by
the authors around data visualization [5]. Most frequently, a key feature of such an
approach is to show relationships between different data groups of a given statistical
selection to compare relative proportions between several indicators [6].

Interactive Data Visualization. Interactive data visualisation is a basic concept on
how a reader or writer (person that inputs data to the system or person that sees the
report results in different representations) can interact with the information. The readers
want to customise the variables of the report, use dashboards panels and interact with
queries for data interpretation in multiples devices including personal computers,
mobile devices like cell phones or tablets [7]. The writers prefer enter data using digital
questionnaires similar to inputting data in paper written questionnaires. However, it’s
necessary to define clearly the dataset and data definition, intuitive user interfaces,
because data visualisation by itself can’t automatically reveal the meaning and story
behind it, this means that data visualisation is more than simply display raw data with
visual representations [8]. Displaying numeric results is more attractive for people’s
attention. Showing the information using shapes, statistical graphs, with different
colours, enabling sense-making in different layers [9] is better than simple tables or
plain text values.
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Collecting Data with Questionnaires. During the past years, collecting data using
paper based questionnaires was a good traditional method; nevertheless, it has some
problems described as follows: (a) difficulty to process huge amount of questionnaires
(b) expensive cost of paper base questionnaires (c) time delay in the systematization of
data for subsequent queries and reports (d) expensive cost in translating paper based
questionnaires to centralised databases, (e) in case of error, it is difficult to modify the
marked response.

Online data collection could advantageously replace paper based questionnaires in
some cases, because, it can reduce the logistic burden, the cost and the duration of data
processing [10]. Also, in cases of mistakes, it is possible to change immediately the
marked response.

This article presents a strategy for monitoring teacher’s classes in Apurimac-Peru;
for this purpose, a mobile and web based system was implemented to collect data using
tablet-based questionnaire. After collecting data using the mobile-based questionnaire,
the system processes the data and shows the obtained results using statistical charts
sharing achievement results for each teacher. This information is useful for the Monitor
and Principal who can then use improvement strategies to help underperforming
teachers. In addition, the tool also allows you to display statistical graphs of the results
by teacher, by school, by province and other options. This also allows the Directors of
DRE, UGEL and School to make decisions to improve teacher’s class session.

Section 2 of this article presents and discusses the work related to data visualisa-
tion, web based and paper based questionnaires and cooperative design outcomes;
Sect. 3 explains the design and implementation of the proposed strategy; Sect. 4
explains the evaluation methodology used to validate the proposed strategy; finally,
Sect. 5 describes the conclusions and future work of this research.

2 Related Works

Data visualisation is a general term that describes any effort to help people understand
the significance of data by placing it in a visual context. Patterns, trends and correla-
tions that might go undetected in text-based data can be exposed and be recognized
easily with data visualization software. There are techniques for facilitating data
selection in the data transformation process [11], techniques for selecting chart type and
visual components (e.g., line style, point face, axis range) automatically in the visual
mapping process [12]; and techniques for changing visual effects to clarify the user’s
viewpoint and assertion easily in the view transformation process.

Hardre et al. [13] conducted a research titled “Testing differential effects of
computer-based, web-based and paper-based administration of questionnaire research
instruments”. They investigated the conversion of questionnaire instruments for digital
administration systems, both self-contained and web-based, is widespread and
increasing daily. In this study, two university student samples were administered 16
questionnaires across three separate administration conditions: paper-based,
computer-based and web-based. Overall, few differences in data quality were observed
between administration conditions despite some evidence in favour of paper-based
administration (PBA) over the other two. Effective responses of participants favoured
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the PBA over web and computer-based administrations. Implications for research use
of digital systems for data collection are discussed.

Touvier et al. [10] conducted a research titled “Comparison between web-based and
paper versions of a self-administered anthropometric questionnaire”, it was applied to
the medicine field; they argue that online data collection could advantageously replace
paper-and-pencil questionnaires in epidemiological studies by reducing the logistic
burden, the cost and the duration of data processing. The results show that he
web-based version was preferred by 92.2% by users. In conclusion, the quality of
information provided by the web-based anthropometric questionnaire used in the
NutriNet-Santé Study was equal to, or better than, that of the paper version, with
substantial logistic and cost advantages.

Sánchez-Figueroa et al. [14] conducted a research titled “Designing Cooperative
Social Applications in Healthcare by Means of SocialBPM” they argue that the
appearance of the so-called first-generation of social tools such as blogs, wikis or
content management systems CMS made possible for the Web to be used as an
interaction, especially for healthcare purposes. The business world, not to be left
behind, is rapidly catching up with this change in interpersonal communications,
allowing third parties (clients, patients, colleagues, providers, etc.) to participate in the
process execution by performing social operations such as voting, commenting,
ranking, sharing, following, inviting, etc., this integration must be participative with
understandable notations to include social interactions in Business Process Modelling
(BPM). The study denotes the combination of social technologies and BPM.
Social BPM eases both, the cooperative design of social processes, and their cooper-
ative execution.

3 mSIREMAP: Design and Implementation

To acquire requirements for a Pedagogical Monitoring and Accompaniment Regional
System - mSIREMAP (in Spanish: Sistema Regional de Monitoreo y Acompañamiento
Pedagógico para dispositivos móviles), we gathered information from interviews of the
DRE’s workers. The goal of these interviews was to define system requirements and
test the software functionality; each user used the software and gave us feedback for
possible improvements of the tool. Such activity was done in meetings during the
design and implementation. The analysis highlights that the most relevant information
to collect data into the questionnaire is described as follows: the monitored teacher, the
monitoring date, the topic to be developed in class, pedagogical use of time in the
learning sessions, use of pedagogical tools by teachers during sessions class, use of
materials and educational resources during the class session, and so forth.

Educational Business Process Management for mSIREMAP. The process starts
when DRE proposes a schedule for monitoring and defines the items for the ques-
tionnaire and then UGEL proposes the Specialists to develop the monitoring process
(previous task). Each Monitor has one or more schools assigned to perform monitoring
task, to accomplish this purpose they must define a route to visit each school, and then
the Monitor starts with the teacher’s monitoring session. The Monitor evaluates the
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teacher’s development in classroom and uses a tablet (or personal computer) to fill out
the questionnaire with sixteen questions oriented to measure three aspects: pedagogical
use of time, use of pedagogical tools and use of educational materials, Finally, the
Monitor returns to his/her UGEL and when the internet connexion is available the filled
out questionnaires in the tablet are downloaded to the database server, then the System
processes the data and generates reports that are available for all users. The entire
process is shown in Fig. 1.

System Architecture
In Apurimac, more than 60% are rural schools without internet connexion, so for this
reason mSIREMAP was designed to fill out questionnaires in tablets without internet
connexion (off-line mode). Once the internet connexion is available, all the filled out
questionnaires are downloaded from the tablet to database server. This is the context of
the developed information system.

The system architecture is composed of three tiers: the data tier, the business tier
and the presentation tier. In the Data Tier the DRE’s server stores the operational data
in a Mysql Database, this data is related to each monitoring, a teacher’s attributes,
answers given by the Monitor for each question. In the Business Tier, a Web server
stores php pages and procedures to optimize queries. The Presentation Tier shows the
questionnaire based on HTML (Hyper Text Mark-up Language), CSS (Cascade Style
Sheets) and JavaScript files to decorate and validate webpages of the client side per-
sonal computer and mobile devices like tablets. Figure 2 shows the logical architecture
of the proposed tool.

Questionnaire Design. The questionnaire is designed with CSS, HTML and php files,
with two types of interfaces: one for mobile devices like a tablet and the other one for
personal computers. The questionnaire has three important sections: The first section
contains general information like: monitoring school, teacher monitored name, name of
monitoring specialist, monitoring date, questionnaire name, and so forth. The second
section contains sixteen questions divided in three sub sections: Pedagogical use of
time (four questions), use of pedagogical tools (eight questions) and use of pedagogical
materials (four questions). The third section contains the punctuation summary of each
item defined in the second section.

Fig. 2. System architectureFig. 1. BPM for mSIREMAP.
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Assigning Reached Level. Each questionnaire has 16 questions divided in three
sub-sections. To determine the teacher’s evaluation reached level, specialists use a
distribution, as shown in Table 1. For example, if the teacher gets a score of 16, then,
the acquired level is “Initiation”; if the teacher gets a score of 30, then, the acquired
level is “In Process”; and if the teacher gets a score of 40, then, the acquired level is
“Achieved”.

Questionnaire Cooperative Design. It is important to remark that the second section
of the questionnaire interface was designed with the perspective of how it will be
understood and used by the user (Monitor in this case). The user interface was based
upon an explicit understanding of users, tasks, and environments; it was driven and
refined iteratively by user centred evaluation. Fill out the questionnaire as close as
possible to fill it out in a paper based questionnaire was an important user requirement.
The first version of the software used a list-box to select the score (one two or three),
then the second version was using a radio button to select the score, but none of the
previous options were accepted by end user; finally, in the third version we used the
“finger-touch” strategy to mark the punctuation with “X” over the number (or a click
on non-tactile screens), this option was the best one and seemed natural to the end-user.
The “finger-touch” and “mouse-click” icons used to mark the punctuation (Fig. 3).

Other important user requirement was the automatic and instantaneous calculation
of the summary punctuation for each item in the third section.

4 Evaluation of the Proposed Strategy

Focus Group. The validation of the tool was conducted with Education Specialist
(workers) of the DRE-Apurímac through focus groups. The events took place on May
22, September 21 and October 22, 2015, in a meeting room of the Pedagogical
Management Area of DRE. The participants were four evaluation specialists. All
participants had significant years of experience in monitoring and supervising educa-
tional schools.

Before starting the activity in each iteration, the developed system was briefly
explained and shown to each Monitor. Then, each Monitor login into the mSIREMAP
system giving the username and password assigned previously and then access to the
teacher class session questionnaire.

Some questions were asked to the Monitors: the first question was: “will the use of
the designed software help you to make it easier to fill out questionnaires for moni-
toring teacher’s class session?”, they all answered that in their opinion that assumption

Table 1. Distribution of reached level according to punctuation and colour assigned.

Item Reached level Punctuation Colour

0 Initiation 0–16 Red
1 In process 17–32 Orange
2 Achieved 33–48 Green
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was valid; then they were asked: “does the use of tablets to fill out questionnaires
reduce the time to process data compared with paper-pencil based one?”, they all
replied that a positive answer would be valid. After this simulated process, the Mon-
itors provided us feedback, suggestions and opinions, and finally agreed that the system
can help and improve questionnaires time process, cost to process it and decision
making.

Daily Meeting in Cooperative Design
A daily team-meeting methodology was used by the software developers to synchro-
nise the technical problems, the requirement status, in some of these meetings the
customer (Principal) and user (Monitor) were involved frequently; it means that they
were part of our software development team. The participation of the customers in
every meeting was important, because we could ask directly about the change in the
software requirements, the ambiguous software requirements and they also had the
opportunity to test the look and feel of the mobile-based questionnaire.

http://siremap.nybblebots.com
Monitoring School: Las Mercedes 
Name of Monitored Teacher: Juan Quispe
Name of Monitoring specialist: Manuel Ibarra
Monitoring Date: 27/03/2017
I)Pedagogical use of time

Description Punctuation
1 The teacher uses more time in pedagogical activities than 

non-pedagogical activities 1 2 3

… … … … …
4 The teacher plans the pedagogical activities measuring the 

time in the learning session 1 2 3

II)Use of pedagogical tools
5 The teacher problematizes or generates cognitive conflict 

according to the learning paths 1 2 3

… … … … …
12 The teacher adapts, if it is necessary, strategies according to 

learning paths 1 2 3

III) Use of educational materials
13 The teacher uses educational materials opportunely 1

… … … … …
16 The teacher presents the session plan 1 2 3

Summary
I)Pedagogical use of time 1 4 3
II)Use of pedagogical tools 2 6 12
III) Use of educational resources 0 4 4

total 3 14 19

X 
X 

X 
X 

 
X 

Fig. 3. Questionnaire filled by the monitor (education specialist).
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5 Conclusions and Future Work

The mobile devices have captivated the interest of the educational society, and are
being inserted in the daily tasks of the people. This has generated many possibilities to
create software-based solutions in many scenarios, for example in education field. This
paper describes a cooperative design and the strategy to collect data using tablet-based
questionnaires to monitor teacher’s session learning. The Monitor uses the tablet to fill
out the questionnaire in schools without internet connection (more than 60% of
schools), then when internet connection is available, the Monitor download all ques-
tionnaires from the tablet to a database server, finally the system process data and the
reports are available for all users. The tool was tested with 10865 mobile-based
questionnaires in 1453 schools in 2015 and 2016. According to the opinion of the
Monitors, the proposed strategy allows them to reduce time collect and process data,
they feel that the system is easy to use because the interface is similar as to paper–based
questionnaires; also, the Principal could have accurate information when making
decisions based on the questionnaire indicators.

For the future, we are improving the tool by giving the Monitor the option to get the
coordinates (latitude, longitude) of each visited school; then these coordinates will be
marked and shown as Point of Interest in Google maps when internet connection is
available. On the other hand, two new functionalities will be added to the application:
Monitoring Schools and UGEL mobile-based new questionnaires.

Acknowledgments. Thanks to the Education Specialist Edith Montalvo and the Principal
Walter Altamirano of Regional Education Apurimac in Peru.
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Abstract. The modelling of 3D shapes is a challenging problem. Many inno-
vative approaches have been proposed, however most 3D software require
advanced skills that hinders collaboration and spontaneous ideation. This paper
proposes a novel framework that allows designers to express their ideas in 3D
space without extensive training such that they can reuse their 2D sketching
skills collaboratively in teams.
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1 Introduction

Sketching is a technique used by designers to rapidly represent and communicate ideas.
Sketches are often freehand paper drawings allowing ideas to be quickly captured as
ideas may leave ones head as quickly as they emerge [1]. Operating computer for
making sketches is often too cumbersome and time-consuming and are often thus
hindrance to the creative process [2] and collaborative design teams. Sketches may take
many forms, including 3D objects. For example, product designers may create 3D
sketches using flat perspective drawings.

Sometimes, one wants a more immersive representation than a simple one-view
rendering. It may for instance be a panoramic image or sketch of some
three-dimensional space that allows viewers to observe a scene in all directions [3–5]
using spherical coordinates [6], or it may be some artefact to be explored through
virtual reality. To create such experiences designers have to use some modelling tool.
This process is often time-consuming, require special software operation experience
and the resulting models may look like the finished products when rendered
photo-realistically.
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During the last two decades, courses related to the practice of drawing both 2D and
3D, including 3D modeling, has vanished from fundamental and high school curricula.
This becomes a huge shortcoming in the development of students’ abilities and tools
needed in any creative process. Moreover, this is a challenge for society, in particular
for educational boards and teachers worldwide that need new tools, methods and new
approaches in the development of their course contents.

Thus, students who become the future professionals, is less able to visualize and
physically interpret 3D space, such as the reading of 2D representations including
drawings, sketches and renderings, and the right visualization of any 3D representation
including physical objects, sculptures and products.

The novel contribution of this paper is a sketching framework that allows designers
to quickly represent imperfect three-dimensional shapes. The sketch is drawn as two
images. The first image represents the origin of the shape in a two-dimensional flat
plane with its texture. The second image provides the shape information as height.

2 Background

A study of physical 3D modeling [7] involving three groups of participants with
different levels of knowledge and experience in such area (professionals with over five
years of experience, design students and those without any such knowledge), evaluated
the capacity of the participants to translate and interpret 2D drawings in 3D physical
models. The results were compared to results from a similar study conducted 21 years
earlier. The results showed that all the participants had difficulties in translating the 2D
information into 3D physical models. The students came first followed by the expe-
rienced professionals and those without knowledge. This phenomenon was especially
noticeable during the start of the sculpturing phase where one searches for the basic
shapes of the models. The results are quite different from those observed in the 1989
study, where the participants without any knowledge came first following by the stu-
dents in second. The overall level of difficulty was lower compared to the results of the
2010 study. Therefore, the results suggest that offering students a narrower contact with
courses focusing on 2D and 3D representation has contributed to reinforcement of this
problem in Brazil, in particular, where this study took place.

In a study of the design studio application of visual media in the design collabo-
rative groups [8] the researchers concluded that the design workflow including both
CAD and sketching have advantages over isolated digital and manual workflows.
Accordingly, the seamless transition between sketch and digital media seems to be
beneficial especially for design novices because of the translation from tacit knowledge
to explicit actionable knowledge. Furthermore, the communication in design studios
benefit from a mixed method design process, such as initiating a quick conceptual
sketch followed by detailed conceptual analyses. The current CAD solutions offer sharp
transition between sketching, digital conceptualization and analyses.

The literature on sketching in 3D is vast and several innovative techniques have
been proposed. Most of the techniques are based on modelling directly in 3D [9, 10] by
somehow creating and shaping objects from simple primitives and placing these in a
scene. Other approaches allow 3D shapes to be constructed from curves [11]. There are
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also domain specific tools that limit some of the choice provided by the general purpose
modelling tools, and may thus be easier to use. For example, Ijiri et al. [12] proposed a
3D sketching tool for flower construction where the user first create a crude initial
sketch and then the sketch is gradually refined where components are reused. Such
tools are easier to use and can be used to generate very complex models, but the range
of possible models are very limited.

Since the operation of 3D modelling tools often is difficult and require training
several researchers have attempted to turn original line drawings on paper into 3D
models. Most of these methods document concept implementations that can convert
very simple sketches [13] and acknowledge that this is a difficult problem. Varley et al.
[14] concludes that the success of such systems depends on the number of lines in the
original sketch and whether the sketches represent certain basic shapes, as there are
many shapes that it is easy for humans to recognize but very hard for machines.

Another approach is to sketch on top of 3D-dimensional views, being it real
images, virtual reality or augmented reality, and then infer the three dimensional
models from the 2D projective sketch and information about the scene geometry [15].
Example applications include annotation and sketching in archeological sites [14] and
sketching and modelling of cartoon like scenes for animation [17]. Ambiguities in
where points in the 2D sketches are in the 3D model can be resolved fixing the points
using multiple views of the scene [16].

Simplifications can be made such as in the Harold system [18] where the goal is not
to make photorealistic models, but rather understandable 3D environments that can be
navigated. They introduced three drawing modes, namely billboard, terrain and floor.
The billboard mode allow the user to edit planar sketches in the environment, or
billboards. These billboards remain flat in the scene but are affected by the perspective
projection as the user moves around the scene. They represent recognizable flat rep-
resentations of objects in the scene, although the objects themselves are not
three-dimensional. The terrain mode allows the ground to be modelled with hills and
valleys, and the floor mode is used to model the floor.

Common for animation and sketching is that it is not necessary to make accurate
and complete models, but rather sufficient scenery to create an experience. In addition
to flat or billboards, curved canvases has also been proposed as objects that are easily
drawable by 2D means to create scenery suitable for animation and “film-sets” and then
these canvases can be placed anywhere in the scene [19]. Another approach for
sketching 3D experiences is to sketch projective scenes from various angles and then
combine these into panoramic images that can be viewed with panoramic viewers [20,
21]. Such 3D experiences are though only observable from one point and no actual 3D
information is captured.

More interactive methods has also been proposed such as the Napkin sketch [22]
where a napkin is placed on a table and the world is viewed through a tablet computer
with a camera. The tablet tracks the napkin to gain information about the observation
point of the tablet. The designer then draw on top of the touch screen showing the view.
The stroke information can then be combined with the scene information to build the
model. Moreover, the user can immediately move around the model.

A totally different approach is the use of database systems containing existing
models [23, 24] where a sketch is made of a scene, and then through manual
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intervention the scene is broken into objects. Relevant objects are found in a model
database. Finally, the computer helps place these objects back in the original world
according to the sketch.

Some of the 3D modelling methods that are focused on 2D input include those that
uses planar cross sections of the scene or objects. Then multiple planar sections can be
combined in various placement of the 3D scene to obtain the 3D model [25, 26].
Various perspective views of an object can also be used to build a 3D model of an
object. This for instance has been used for generating 3D models of cartoon characters
based an artist’s renderings from different angles [27].

Reliefs has also been mapped onto three dimensional objects using line drawings
[28] where the 2D dimensional line drawing controls minor surface offsets on the
three-dimensional object.

The relief approach can be considered a special case of shading based modelling
where a shade is used to control the height of an object’s surface [29]. Another
approach is to use a shade of gray to indicate height of a surface where white means no
offset, medium gray some offset and black max offset. One practical approach
employing this scheme took simple line sketches as input, the system would come with
a first suggestion to a height map based on shading which then the designer could
adjust and edit through paining operations before the final model is rendered into the
3D model [30]. Another attractive prospect of shading based modelling method is to
create models from photographs [31].

One problem with shading based approaches is that humans are unable to objec-
tively asses the absolute intensity of a tone as neighboring colors affect each other.
Simultaneous contrast occur as the effect that the same level of gray is perceived
differently if it is surrounded by darker gray than when it is surrounded by a lighter
gray. For this reason this study instead attempts to use fixed colors instead of shades of
gray based on the assumption that it is easier to distinguish the main color classes than
shades of gray.

3 The Proposed Method

3.1 Assumptions and Motivation

The motivation of this work is to allow people without 3D perspective drawing
experience to make 3D illustrations. The framework is not intended to be as accurate
and general as state of the art modelling software.

This work leans on the observations that modelling software require training and
are generally hard to use. The proposed framework was designed to be used inde-
pendently of specific software packages, hence allowing users to rely on skills they are
already familiar with, namely drawing and sketching on flat two-dimensional surfaces.
A rationale for 2D sketches is that they can be produced fast and thereby facilitate rapid
and spontaneous ideation processes.

User indicate heights directly in the sketch. Unlike previous approaches that use
gray-levels, the current approach uses a palette of distinct color hues. This is because it
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is hard for humans to determine the absolute intensity of a color [32–34]. Colors, on the
other, hand are easier to recognize. These colors represent discrete height levels.

To allow for smooth shapes represented by the values between height-levels, a
visual gradient semantic is proposed. This semantic allows smooth height transitions
between the various levels for arbitrary shapes, where the level of smoothness can be
controlled. The gradients are made automatically as it is challenging to manually make
gradients for arbitrary shapes. Moreover, it is very hard to control the nature of the
gradient to achieve the desired 3D shape. This is because it is very difficult to visualize
the mapping between a gradient and the corresponding shape in 3D space. Another
advantage is that it is easy and quick to alter the shape sketch.

3.2 Sketching Language

A shape can comprise a texture image, a shape image or both. The texture image is
simply a direct representation of what will be painted onto the object. In our imple-
mentation, the color white is used to code transparency in the texture.

The shape image defines the height variations in the z-dimension by default. The
user simply uses colors and shades of gray to define the height contour. In the current
implementation the 12 hues on the color wheel defined by the projection of the color
cube was used to define the various heights. The colors of the color wheel were
representing equally spaced heights along the z-dimension. Yellow was defined as base
height at 90° on the color wheel. Warm colors defined positive heights relative to the
base, and cold colors defined negative heights.

It is difficult to manually create gradients between the hues that correspond to
desired smooth transitions. Instead, shades of gray were used to define areas of gra-
dients. That is, a gray area between two different colors are defined as an area of
gradual transition from one color to the other. To avoid a transition being affected by
certain color regions, black is used to define no transition and is instead replaced by the
nearest color.

The level of gray controls the smoothness of the gradient. Dark gray signals linear
interpolation and light gray signals smooth interpolation, where the degree of bright-
ness is related to the degree of smoothness.

The texture image and height image are dependent on each other, and each of these
can be used as basis for overlay tracing with respect to each other. Overlay tracing will
ensure that the content of both the texture image and shape image are aligned.

3.3 Preprocessing Height Maps

The height maps are preprocessed [35, 36] before the 3D model is generated. First,
checks are made to ensure that the texture image and the height map images have the
same dimensions. If they are different, the height map image is resized to match that of
the texture map using an off-the-shelf resampling algorithm.
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Second, the image is quantized into discrete hues and shades of gray to emphasize
the discrete steps and eliminate inaccuracies incurred by drawing applications. The
saturation of each pixel is used to determine if it is color or grayscale.

3.4 Gradients Algorithm

The gradient algorithm is similar to the classic Gouraud shading algorithm, but con-
siders arbitrary shapes. The algorithm for detecting the gradients first scan all the pixels
to find all color pixels that is the neighbor of a gray or gradient pixels. These border
points represent the color pixels around a given gradient area. These points are orga-
nized according to color.

A list of color pixels neighboring black areas are also extracted, and these points are
the surrounding pixels of a black area. The border pixels between black and grey areas
are not recorded, that is the boundary between the gradient area and blocking areas.

Next, the gradient pixels are filled as follows. For each pixel x, y the closest edge
pixel for each color category is detected, and then two largest edge pixels are selected,
namely pixel x1, y1 with color c1 and pixel x2, y2 with color c2. The color c of the
gradient pixel at x, y is thus computed by interpolating between color c1 and c2
according to the distance between the gradient pixel and the two border pixels. More
exactly, the linearly interpolated color was

c ¼ c1d2 þ c2d1
d1 þ d2

ð1Þ

where d1 and d2 where computed using

di ¼
ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi

xi � xð Þ2 þ yi � yð Þ2
q

ð2Þ

Linear interpolation was used for grays centered at value 192. For a softer inter-
polation the smoothstep function, Ken Perlin’s 6 h order step function and a 7th order
polynomial step functions were used.

Hues are represented on the color wheel from 0 to 360°. Since the height origin is
located at 90° the following H(x) transformation was used before the interpolation of
the color values and again used to convert back to the color wheel representation:

H xð Þ ¼ 90� x; x\270
450� x; x� 270

�

ð3Þ

Finally, black pixels are filled with the color of the closest edge pixel.

3.5 Model Building

Finally, the model is built as follows. For each pixel i. j on the texture and height maps,
the corresponding color point [x, y, z, c] in space is generated, where x ¼ i � d, y ¼ j � d,
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z ¼ Hðheight i; jð Þ thickness360 and c ¼ hexture i:jð Þ. Here, d is the unit distance between
consecutive points in the model space. If the width of the object in physical space id
with, then d = width/xpixels, where xpixels is the number of pixels in the texture along the
horizontal direction.

Next, thichness is the maximum height bound of the object, height(x, y) is the pixel
value of x, y in the height map and texture(x, y) is the pixel value at x, y in the texture
map. Note that white pixels in the texture maps are considered transparent and not
included in the final set of points. Sets of four neighboring points make up polygons,
namely pi,j, pi+1,j, pi+1,j+1 and pi,j+1 with the color of pi.j.

4 Case Studies

A height map interpreter and model synthesizer was implemented in java. The PLY
format was used to represent the 3D models as polygon meshes. The models were
rendered using CloudCompare.

Figure 1 shows a simple example of the modelling technique where the height map
comprises a red background with yellow handwritten text, the yellow and red are both
on the warm side of the color wheel and relatively close. The resulting image shows
this text as a highened relief on top of the flat plane. A wood texture was also used in
this example giving this example the impression of a carved wooden plate.

Figure 2 (top) shows an example of constructing a set of stairs. The ground is
modelled with the blue and each consecutive step is modelled using a color up on the
color wheel from light blue, via cyan to two shades of green. The bottom example
illustrate the use of interpolation where there soft ramps are created on each side of the
stairs. The soft ramp is indicated using a medium gray color. To ensure that it only
interpolates between the top stair marked in green and the floor the two black lines are
used to separate against the sides and the other stairs.

Figure 3 shows how to modelling a bathtub. First, the top edge of the bathtub is
modelled using magenta and the tub bottom is modelled using blue. A rounded rect-
angle is used to get the roundedness of a bathtub. Then, a lighter gray is used to
indicate a smooth interpolation between these two levels. Next, a uniform light brown
is used for texture and white is used to cut out the top of the tub and the drain.
Therefore, only the brown pixels in the texture map are included in the model.

Fig. 1. Text engraving (Color figure online)
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Figure 4 shows how to model a chair. First, the chair is modelled using the height
map. Blue is used to model the floor as a thin line around the edges of the image and
the seat itself is modelled using green, which is in the middle of the height scale. The
backrest is modelled using magenta creating the highest top of the chair. A medium
dark gray is used to specify smoothed interpolation from the ground to the seat.

The area of the interpolation is made wide allowing the decoration of the chair legs
to be modelled more accurately. The first chair is decorated with a uniform red texture.
The middle chair has four distinct legs cut out using white and the final chair is
decorated with a more elaborate pattern and brown legs.

5 Experimental Evaluation

An experiment was carried out to test the hypothesis that the proposed framework
simplifies 3D modelling. Eight male participants working as web-developers were
recruited. None of the participants works with 3D. The experiment comprised ten tasks
presented in increasing order of complexity involving designing a cube, open box,
staircase, Mexican pyramid, cylinder, skyscraper, ramp, pyramid, cone and ramp with
stops. A complete and interactive JavaScript version of the framework running in a
browser was used for the testing. No texture mapping and only linear interpolation was
included in the tasks. The participants were tested individually. They were given
instructions and time to familiarize themselves with the tool.

Fig. 2. Stairs (Color figure online)

Fig. 3. Bathtub (Color figure online)
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All the participants managed to perform all the tasks and Fig. 6 shows that all
participants managed to design the skyscraper, cylinder and Mexican pyramid on the
first attempt. The most difficult task was the ramp with stops. Here, five of the par-
ticipants made a total of 12 reattempts before successfully completing the task.

Fig. 4. Chair (Color figure online)
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Figure 5 shows that the cylinder and the cube were the fastest models to create both
taking less than 30 s on average. The mean time to complete the remaining tasks
increased gradually from 53.1 s for the cone to 111.2 s for the side ramp. Clearly, the
time to complete the tasks correspond with the complexity of the task. Note also that
the task completion times varied across the participants. However, a within-subjects
repeated measures anova reveals the time to complete the ten tasks were statistically
different (F(9, 63) = 3.49, p < .001).

The participants were also asked to complete a subjective survey after the session.
The results support the hypothesis that the tool is perceived as easy to use. On a seven
point Likert scale, the participants responded as follows: Easy to use (M = 6.1, SD =
0.6), easy to learn (M = 6.4, SD = 1.1), easy to recover from mistakes (M = 6.4,
SD = 1.1), satisfaction with the results (M = 5.9, SD = 0.6) and satisfaction with the
tool (M = 6.1, SD = 0.6). Clearly, all the responses are in the high end of the scale.

6 Conclusions

A simple method for modelling 3D objects using intuitive 2D sketches was presented.
Shapes are specified using a color height map. Interpolation allows for smooth tran-
sitions between different height-plateaus of the model. Gray levels are used to control
the smoothness of the interpolation. The models are decorated with textures where
white is used to specify transparency and is used to make cuts and holes in the objects.
The models can be generated with any drawing program and does not rely on any
particular 3D modelling software. Closed objects such as spheres cannot be modelled.

The proposed method combined with digital stylus has a potential to be integrated
into a design process and workflow as an initial quick conceptual sketch tool, whose
outputs can be later used in more advanced computer software for analyses. The results
of the conducted experiment show that users are able to get grasp of declarative
command knowledge [37]. By introducing the pre-learned hot-cold color metaphor and
gradients, a novice may have a better chance of effective adoption of specific

12

8

8

4

1

1

1

0

0

0

0 4 8 12 16 20

Draw a ramp on the side

Draw a ramp

Draw an open box

Draw a cone

Draw a staircase

Draw a pyramid

Draw a cube

Draw a Mexican pyramid

Draw a cylinder

Draw a skyscraper

No. a empts

Fig. 6. Number of attempts per task. Error bars shows number of participants with reattempts.

132 F.E. Sandnes et al.



procedural knowledge. Further testing is necessary to study acquisition of strategic
knowledge of this CAD software and its adoption in a design workflow.
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Abstract. The digital transition is changing the way architectural firms are
making design. The BIM technology, which tends to become mandatory for
legal and competitive reasons is both convincing because of its parametric and
global modeling sides and frightening because of changes caused by the arrival
of new digital tools. Indeed, our basic postulate is that the emergence of new
digital tools must necessarily be followed by the emergence of new practices
and new project management in design stage.
This research focuses on innovative project management methods and col-

laborative practices allowing to facilitate the integration of new digital tools in
order to create innovative practices and methods adapted to computer-assisted
and collaborative architectural design. We take inspiration from agile methods
and practices born in the software engineering world in the 1990s. Agile
methods are innovative project management methods that focus mainly on a
better reactivity. We have thus identified that a better reactivity is corroborated
to a better collaboration around the understanding and repartition of design
tasks.
Thus, we focus in particular in this paper on elicitation of architectural

intentions and refinement of design tasks in collaborative groups of students
working on a BIM project. For this purpose, we have set up a collaborative
matrix that students fill up by explaining together their architectural wills and
intentions for this project exercise. Naturally follows a defining “tasks to be
done” process, which we will detail in this paper.

Keywords: BIM � Agile methods � Agile practices � Collaboration �
Architectural design � Project management � Collaborative and digital uses �
Collaborative and digital practices

1 Introduction

Our research takes place in the French architectural design field where the digital
transition still has not succeeded to implement BIM technology. Nowadays, on the
field, we notice that this transition is only seen through a technological approach. We
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make the assumption that this could be a major reason explaining why the transition is
still at an early stage of the BIM evolution.

We propose in this article to adopt a more human-centered approach in order to
make evolve project management methods relying on BIM technology. Current
methods need to be improved to complete the digital transition, and in this research, we
seek to evaluate if methods used in software engineering, like so-called agile project
management methods can be applied to the architectural field. These methods have
been created to meet the needs of a greater responsiveness and customer involvement,
and for being applied on a non-linear and iterative design process, as such architectural
design [1]. Links between BIM technology and agility are numerous: such as adapt-
ability to change, the will to reduce information redundancies, or to improve com-
munication between actors [2, 3].

The experiments we are conducting propose to apply agile design practices in
architectural school study projects, in order to help them correctly identify design tasks,
their perimeters as also their complexity. This experiment protocol consists of three
steps: the students translate collaboratively their architectural intentions, then identify
the tasks that they should do, and finally estimate their complexity and duration. These
steps are done using agile practices based on a tool for design assistance called
“Conceptual matrix” and an agile practice called “Planning Poker”. Expected results
are improvements in adaptability, reduction wastes and communication.

2 Context of AEC in France

The world of architecture, engineering and construction (AEC) in France, more par-
ticularly in the field of architectural design, is currently going through an important
period of changes; digital field as well as collaborative practices are in a phase of
transition and adaptation while the BIM technology becomes a regulatory demand in
public construction. However, there is some inertia from architects towards Building
Information Modeling. This trend is based on the French architecture firms’ size. Most
of them are small (90% of it have 9 or fewer employees, and 75% have 4 or fewer
employees) [4], but also in the current socio-economic context which encourages low
investment in the medium and long term.

In the construction context, proven working methods, such as LEAN Management
for production activities or agile methods developed in the software engineering field,
tend to apply to the construction field. We can mention LEAN Construction [5], which
particularly targets the management of working site, or methods which bet on humans
and lead to a reduction of waste and accidents [6]. It aims to make the actors
responsible and to ensure that they take care of each other, while trying to anticipate
everyone’s needs. BIM technology and these innovative project management methods,
and especially agile methods [2, 3] share common values such as the application of
better communication and a significant reduction in the “work to be redone” [3].

The experiments we propose are part of a research focusing on agile practices
identification, their implementation in BIM oriented experiments for measuring their
benefits within architectural student’s projects on the one hand, and on the other in
architectural firms.

136 H.-J. Gless et al.



Our analysis is that BIM implementation issue cannot be resumed by a simple
technological problem, it is crucial to study the situation in the light of a global digital
transition of the architecture firms through a collaborative practices approach.

Indeed, architecture students and architectural firms we meet are becoming more
and more informed and aware of the concept of BIM, but we noticed that the task
definition remains a difficult activity to perform in the design process because it often
depends on other tasks performed by other actors, or simply difficult to quantify.

3 Agile Practices Experiments in Architectural Design

3.1 Toward an Agile Architectural Conception

Agile methods are innovative project management methods that have emerged in the
software engineering field in the 1990s. Wanting to be more pragmatic than traditional
methods, they involve more the customer in the production chain by realizing
numerous feedbacks and demonstrations in order to correctly identify his needs. They
also follow three other fundamental values which are: collaborating team, working
production, and responding to change. In addition to these four values, we found
twelve agile principles which are by example a frequent work delivery, encourage
face-to-face conversations, or making emerge self-organizing teams.

We can also add that these methods are based on an iterative, incremental and
evolutionary productive cycle. On regular cycles, we develop a functional model
improved by incremental functions. This model regularly evolves with the customer
feedbacks. We then can see the links which are forged between the BIM technology
and agile methods. The true nature of BIM technology is to evolve by design cycles,
and its parametric side allows it to be responsive to change.

We have thus oriented our work towards methods allowing the different actors of a
project to better identify the definition of a task in its whole complexity. We were
inspired by the Suh’s matrices [7] and created a table called “Conceptual Matrix”
adapted to an agile architectural design.

Conceptual matrix is a tool that allows to “write down” the designers’ architectural
intentions. This matrix makes it possible to collaboratively express the needs or
intentions of a project in order to prepare the realization of BIM tasks. These tasks will
be first “refined” by the use of another agile practice: the “planning poker”.

3.2 Elicitation Process: Writing Down Architectural Intentions

Elicitation is the act of formalizing an idea, a concept or an intention to be understood
by its interlocutors. Or, in a collaborative context, the main goal is to be on the same
page as its coworkers.

For this purpose, we have designed a conceptual matrix that project actors fill up
together to confront their ideas and their understandings of architectural subjects.

As we seen in Fig. 1, conceptual matrix is an online spreadsheet where we find in
rows the inputs (the intrants): the programmatic elements of a project, the needs of the
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project manager or his constraints; and in columns the outputs (the extrants): the
geometric or semantic translation of the inputs.

The conceptual matrix allows the different actors of a project to formalize con-
ceptual elements by keywords and sentences to compare each other ideas. The main
goal is not to fill all the spreadsheet cases, but to give actors a way to collaboratively
determinate concepts and expectations by dialogue and debate. The matrix is a tool
which valid intentions explorations.

Once achieved, this conceptual matrix makes it possible to realize a list of tasks to
be executed, which we will define and specify with a planning poker.

3.3 Refinement Process: Perimeter Identification and Duration
Estimation of Tasks

We have formalized the definition of a task according to the following characteristics:

• Title: how we name a task
• Complexity: allows a debate to define what constitutes the task
• Duration: in minutes or hour with a deadline
• Attribution: who will be in charge of this task

While title is defined after realization of the conceptual matrix, the other charac-
teristics are defined during a planning poker. The planning poker is set of 13 cards with
facial values from 1 to 100 and following an exponential distribution (1, 2, 3, 5, 8, 13,
20, 40 and 100).

Fig. 1. Example of a conceptual matrix filled up by one student group
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Each turn corresponds to the definition of a task n. Thus, for the definition of the
complexity of the task n, each player chooses a card of his game, poses face down in
front of him, then return them at the same time. The objectives are to encourage
negotiation between participants, avoid biased opinions following the first speaker, and
allow all actors to speak (the “I do not know” card does not exist). When the discussion
is over, participants choose a compromise value before doing the same process for the
duration estimation, then move with the next task.

In Fig. 2, time estimations of each group 1 student for each task have been reported
under the “Student x” label. “Estimation” bar is the final result of the group estimation
after debating. “Real time” is the time measured at the end of the task. These last two
values are reported in the Fig. 3.

Even if their estimates of time or complexity are mistaken, they allow the actors of
a project to start the negotiations, to find who does what, who has the best skills to
carry out the task, and bring them closer to the optimal effective duration. Indeed,
necessary exchanges and debates permitted to highlighting the different skills and
expectations of each actor. We then notice that high or low estimations of time for
realize a task show either a lack of knowledge about the subject complexity, or on the
contrary a high appreciation due to an expert view. Ensuing exchanges permit all the
actors to understand the overall scope of the task to be accomplished.

Fig. 2. Students estimations for a BIM exercise with planning poker
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3.4 Protocol and First Experiments

Protocol
During a short BIM collaborative school exercise, Master 2 architecture students have
had to use these processes to properly express their architectural desires and intentions.
The groups were composed of architects students, building engineers students, and
general engineers students.

We followed this protocol:

• Theoretical phase: introductive course on agility, followed by a planning poker
explanation.

• Practical phase: conceptual matrix presentation, filled collaboratively.
• Practical phase: matrix translation in tasks (titles), followed by a planning poker.
• Practical phase: project modeling, where durations are measured by students and

reported in a table for analysis.
• Data gathering: students make a report of their matrices, results of planning poker

and real tasks durations, with a comment on the practices.
• Data analysis: bias sort and practices improvement.

The theoretical phase allows the students to understand the challenge involved in
making the project management evolve in parallel with the digital tools, and to adopt
simple and effective agile methods. The practical phases enable students to apply the

Fig. 3. Students estimations and real durations of the BIM exercise
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presented collaborative practices as exercises. Finally, data phases allow students to
debrief their work and their matrices in order to adopt a task reference estimation for
their future project; they also allow us to have students’ feedbacks on the experiments,
in order to improve the elicitation of intentions and the refinement of tasks process for
the next school year.

Since spreadsheets matrices are online, we can collect data after the experiment. We
then compare estimations in these spreadsheets with the real duration work, and sort
concluding bias like bad subject comprehension, computer failure, or any unexpected
event (keeping in mind that adaptability to change is nature of agile).

Experiments
The next figure shows estimations and measurements of duration tasks. Students have
converted the conceptual matrix in a task table with planning poker corresponding the
practical phases. Their goal was to import a point cloud from another course they
followed before, position it in a BIM software, design the existing building thanks to
this point cloud, design their architectural project with the help of the conceptual matrix
and export the result for another course. The class was divided into four groups of four
students, mixed academic origins and skills.

As we see in Fig. 3, some total estimations and real durations can be really dif-
ferent. Three groups estimate total work for 120–150 min, the last one 380. Final
durations are between 310 and 370 min. The gap is due to hard tasks (import point
cloud and position it) that only Group4 has planned. The Group1 has not accounted in
its estimation this task, and has just got the work of another group. Sort this two tasks,
each group correctly estimate their design tasks with the help of the conceptual matrix
and dialogues and debate resulting from.

4 Conclusion and Perspectives

The experiments propose a defined process for students to make collaborative projects.
The exchanges allow to collaboratively filling up spreadsheets in a rational and
objective way to compare and measure wills and architectural intentions. Following by
a planning poker, they can estimate the duration of their work in a BIM environment by
an efficient manner thanks to their own skills and experiences.

The perspectives opening to us are now twofold. First, a work on field to implement
our agile-BIM practices with an architectural firm wanting to realize a BIM transition.
After the translation of agile methods to architectural field, we must then confront and
transmit them to professionals. Indeed, we will commit ourselves to testing these
innovative practices for the agencies, having no R&D department. Second, another
pedagogical experiment during a semester duration project studio. We will be then able
to confront our work with long architectural projects. Moreover, this paper shows the
first two agile practices that we have experienced, which are more team-oriented. The
next ones will be more customer-oriented, like a scrum-like method translated for our
needs, a stand-up meeting, and a management dashboard which will be supported and
fed with our matrix, providing an overall project view for the designers.
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Abstract. This article describes the first implementation of a new SAR, spatial
augmented reality, equipped here with a IPM, interactive projection mapping. It
presents and analyses it as a new configuration of CSCW, Computer-Supported
Cooperative Work. It reveals its success (support encouraging the collective
understanding of complex shapes) but also the precautions and limits of this
system of graphic interactive projection on a 3D model (delicate calibration,
cognitive overload of utilization). It gives details of the adjustments to the status
of co-participants (more passive), the status of work space (becoming an
extended we-space) and the status of the common artifact (unmovable but
polymorphic).

Keywords: Human computer interface for cooperative working � User
interfaces for concurrent visualization � Spatial augmented reality (SAR) �
Interactive projection mapping (IPM) � Case studies of cooperative design in
architecture and engineering

1 Introduction

1.1 The Stakes in Collaborative Design

The technical and economic stakes in big construction projects, forces one today to
begin the preliminary design work in a multi-disciplinary fashion: architects, engineers,
technicians, builders, and managers. Therefore users find themselves involved in
dynamic participation already in the “competition” phase [1]: together, they have more
or less fifteen weeks of work to imagine, develop and pre-design a large scale archi-
tectural object with many functional, structural, formal and economic dimensions.
Today, in addition to their technical expertise, the designers must imperatively consider
the idea of collaborative design [2]. But how to master the complexity of such a human
enterprise?

Modern-day communication and information technologies provide innovative
means to achieve this but most of them (BIM systems, building information modeling
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and PLM (product live management) concern the sharing of detailed but asynchronous
information.

Our work focuses rather on the linkage of competence, in real time, for meetings of
experts and project reviews [3]. We try to equip co-designer meetings, during which the
participants find themselves around the same table and interact, often graphically, on
shared documents.

1.2 Spatial Augmented Reality

We have designed and set up different tools to encourage multi-disciplinary collabo-
ration in the design process, all based on the idea of SAR, spatial augmented reality.

This is defined as a real space onto which virtual information is projected, per-
ceived and, above all, manipulated at the same time by different participants [4]. Our
co-design environments allow them to visualize and vote, by a show of hands, to
annotate documents shared in real time. Specifically, the co-design environments are
composed of a surface for graphic work, real and flat (wall, desk or table) on which all
the documents that are useful for the design work (drawing, plans, sketches, texts,
photos, perspectives, etc.) are projected. Software, named SketSha (for sketch sharing,
Fig. 1) enables the synchronous manipulation and annotation of the documents with
the help of a digital pen. It also enables one to invite another post, with the same
characteristics, to join the session and integrate in the same way on the shared docu-
ments, in co-presence or remotely (in this case, with the support of a video-conference
system [5].

1.3 Support to the Collaborative Design Configurations

We have developed and set up several configurations of augmented collaborative space
(SAR), in order to respond to the precise collaborative situation conditions. As
explained earlier [3, 7], they concern:

• Remote Consulting (RC), to consult remote experts peer to peer (with graphic
console and video-conference).

Fig. 1. SketSha, real time sketch sharing software.
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• Collaborative Remote Meeting (CRM), for team work of geographically distant
designers (with interactive desk and video conference).

• Group Co-located Review (GCR), to review the collective project in a big group in
co-presence (with desk and interactive wall).

• Group Co-located and Remote Evaluation (GCRE), to review the collective project
with the co-participants in co-presence and others at a distance (with interactive
desk, video-conference and interactive wall).

Each SAR configuration has been validated by being set up in an advanced training
project for Architectural Engineers Masters Degree at the University of Liège. The
observation and practice of their uses have shown real contributions to the quality of
the collaboration, especially by reconsidering several statuses such as the status of the
participants, the status of artifacts and the status of work spaces [7, 8].

We have shown that the SAR facilitates sharing of view points, construction of
common referential operations and cognitive synchronization; in this way, they par-
ticipate in the construction of a mutual conscientiousness of the activity and make the
participants’ status converge, developing the exchanges between them instead of
competition.

Likewise, by their capacity to share graphic interaction in real time, the different
SAR, assure the immediate “action/perception” coupling. Each co-author can maintain
the causality link between the statements and the perception of the line on the shared
artifact, giving it an operational status of boundary object shared interactively between
the collaborators [9].

Finally the implementation of these SAR led to the revision of the
“co-presence/remote” dichotomy in synchronous collaboration proposed by Johansen
in 1998 and reused by Ellis et al. [10] revealing the emergence of a “distance in
co-presence” situation when an interaction that is based on both a direct modality
(conversation in the same physical space) and an indirect modality (the annotation of a
virtually shared artifact on differentiated physical supports but situated in the same
place) is established.

2 The Research Question

Therefore, the SAR configurations implemented provide new means enabling collab-
orative practices around design artifacts. However, until now, the discussions and
interactions were only possible for projected 2D documents (plans, cross-sections,
schema, photos, views, etc.) while, in all design works, the use of physical objects is
frequently observed to support the reflection process (reduced technical model,
industrial prototype, architectural scale-model, etc.). When the shape becomes more
complex (for example, organic or non-structured architecture), classical projected 2D
presentations are indeed not enough to easily communicate the necessary information.
The use of three-dimension artifacts remains in fact an effective means to assure this
kind of communication. The first solution that comes to mind in these digital envi-
ronments would be to simulate the physical object by a 3D digital model. But to use
this type of virtual model for the purposes of presentation/creation, it is necessary that
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the co-designers have at their disposal a CAD software permitting synchronous col-
laborative work. However, this type of interaction in real time is not obvious on
complex digital models because it is subject to numerous technical constraints: very
heavy software interface, high-speed 3D information, management of users’ interaction
contradictions, etc.

Therefore, our research proposes to study the use of a real physical model in
augmented design. The principle is to put the model in the Group Co-located Review
(GCR) and to project the information on this model, in particular to be able to interact
on the 3D surface for annotation in real time.

To encourage exchanges and understanding between designers working on com-
plex volumetric or technical projects, it is necessary to mobilize two ideas that have
been little articulated in collaborative design until now: (1) the technology of “pro-
jection mapping” with (2) the capacity to integrate synchronous graphic interaction,
both in support of the idea of “interactive projection mapping” (IPM) described below.

3 Current Uses of “Projection Mapping”

The projection of images and animations on physical surfaces is a technology that has
been available for several years. Without going into a technical description of this kind
of augmented reality [8], let us identify 3 principle elements of which it is composed:
(1) 3D support, which is the physical element on which the projection is made; (2) the
projection system and the video sequences or the images, which are the graphic ele-
ments calibrated and adjusted to the object on which they are projected; (3) finally the
manual or automatic command system that manages the projection sequence.

Projection on physical objects of different scales (natural elements, water surface,
buildings, urban models, furniture, etc.) are broadcast more and more in public spaces.
Depending on their use, two categories can be distinguished.

• Projections of shows, which concern “sound and light” exhibitions showed to a
large public during special events. This projection shows predefined and synchro-
nized animations, often on existing urban elements, augmented by the projection to
represent new visions of space. Arousing artistic emotion, this augmented reality is
foremost meant to entertain the spectators but not to interact with it. (see the
examples given in the Figs. 2a, b and 3a here below).

• Interactive projection which, beyond the projection of preliminary synchronized
images, stand out by the stakes of complementary interaction with the augmented
object. The physical element serves therefore as the support for information that can
be adapted on command (custom made scenarios). The interaction with the object is
then carried through the bias of the command system, in the form of a game of
buttons causing this or that projected episode on demand (see the examples given in
the Fig. 3b below).

Certainly, both scenarios described here augment the object through projection.
However, even if this is announced as interactive, it follows one or another previously
defined scenario: it is not possible to get away from scripts that are planned and
pre-recorded. They are not useful to collaborative design work.
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4 Towards a “Interactive Projection Mapping” (IPM)

To enable collaborative interaction around an object in a synchronous way, a new
configuration of SAR is proposed. Called “interactive projection mapping” (IPM), it is
set up in the university context mentioned above (point 1.3) and is composed of:

• an architectural model, a white-colored reduced model of a building, which makes
up the physical support on which interactive information is project, and which is
placed on a table in the core of a group of collaborators;

• a series of still images, chosen and organised beforehand to contain the initial digital
information, augmenting the model (presentation scenario);

• a high resolution beamer, located above the reduced model, projecting the digital
data sent by SketSha software;

• a digital tablet, an Apple iPad® or a Wacom Companion®, on which SketSha
works and whose interface permits an actor to interact, with an electronic stylus in
real time (collaborative situation).

Together they enable the projection of the initial presentation scenario, composed
of the preliminary still images on the physical model and to interact on the information
projected at any time with the pen from the tablet.

Fig. 2. (a) Audio-visual show at festival of lights in lyon (www.fetedeslumieres.lyon.fr),
(b) Immersive art experience in the Carrière de lumière (http://carrieres-lumieres.com/en),

Fig. 3. (a) Dining experiences with “Le Petit Chef” (www.ilovebelgium.be/dinner-and-show-
le-petit-chef), (b) Historical interactive mockup of Nantes city (http://devocite.com/?page_
id=1202).
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5 Context of the Implementation

This new configuration of IPM-SAR was implemented in 2016 in the context of an
architecture workshop at the 1 Master architecture civil engineers level at the
University of Liège in which one of the developed projects presented strong formal
particularities: conceived to accommodate two auditoriums in the heart of the city of
Nîmes (France), this ambitious architectural project was characterized by a complex
exterior shape (organic architecture) to accommodate cultural functions such as com-
plex organizational limits on interior spaces linked to the spectacle (Fig. 4).

A group of two student-designers tried at first to master this double complexity, by
means of a parametric digital 3D model developed by Rhino® and Grasshoppers® [11]
but the realization of this sophisticated virtual model ran up against the limits of
manipulation of the model, which was very complicated to permit efficient evolution of
its multi-constraint shape. So they chose to work on their real model with a 1.5
meter-long physical model made in clay. This malleable matter permitted the devel-
opment of their concept and to adapt it in a fluid and rapid manner throughout the three
months of their design work.

However, we observed, during different reviews of the intermediary projects, all
carried out on the configurations presented in point 1.3, a clear difficulty to commu-
nicate their complex project based on the traditional 2D elements.

This case study answers the hypotheses raised in the problem (point 1.2): in fact,
the physical model was at the heart of the design considerations, but lacked a means to
communicate the under-lying intentions of the complex formal renderings. Therefore
the new IPM-SAR configuration was adopted to support the trial of the final presen-
tation of this architectural product. To meet the pedagogical demands, two concerns
needed to be mastered: (1) present the result of the design from still images calibrated
on the white model and (2) assure the defense by permitting a graphic interaction in real
time on the augmented model in answer to the questions and remarks of the jury. The
scaling and the rotation/translation of the images on the white model were supported
through the basic functions of Sketsha, the mapping between the images and the model
was realized with some landmarks common to both supports (as it is necessary to
guarantee the matching of the model to the projected images).

Fig. 4. Architectural plan (ground floor) and perspective drawing.
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6 Observations and Discussion

The implementation of the situation was held in December 2016 (Fig. 5). It concerned
the 2 student-designers, who sat at either end of the 1,80 m � 1,20 m projection table,
and several evaluating experts who sat on a 3rd side of the table (E). One of the
students (S1) assured the presentation by drawing with SketSha on a tablet (T). The
clay model, painted white (M), was augmented by different images and by his inter-
actively projected drawings. The other student (S2) commented on the interaction by
hand (Fig. 6). A camera recorded (C) the whole presentation sequence to enable the
analysis which follows.

Fig. 5. Interactive Projection Mapping implementation.

Fig. 6. Interactive Projection Mapping in action: the first student is drawing lines on the mobile
tablet, whereas the second student is commenting on the augmented white model while these
lines are appearing simultaneously for the whole jury.
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6.1 Qualitative Observations

First, let us emphasize the success of the experiment: and the jury declared that it was
filled with enthusiasm by the formula and assured us that they had well understood the
speech and the complexity of the presented model. The trainers confirmed that the
understanding of the project proved to be better than that noticed during earlier reviews
which had only used projected 2D documents.

Indeed, several members of the jury attended intermediate presentations of the same
project without the IPM and they were able to compare both types of the presentation.
Specific project information (like users’ access, pluvial flow, structure principles, etc. -
notions difficult to develop and to argue in complex architecture), were all understood
by the whole jury (even the members who discovered the project for the first time).
This fact comforts us about the interest that the use of the IPM in the SAR can have.
This first test was promising, so, during its next use, other means will be used to
develop validation criteria around this notion of communication efficiency.

The implementation of this configuration led us to realize the importance of good
calibration of the projection with the physical object. Of course, this calibration con-
cerns the position and the scale of the projected images whose characteristic points
must correspond to those of the model, but also the position of the model in relation to
the projector, in order to reduce the inevitable impact of self-caused shadows on the
model itself.

The experimentation of the new IPM-SAR then enabled us to observe that an
important cognitive load had to be put into play by the drawing participant. Even
though he knew perfectly well his presentation speech, the video shows that the drawn
actions slowed down or even temporarily suspended his oral expression. The causes of
this difficulty, noticed more in this configuration than in the other SAR, can be
explained by (1) the necessity of permanent mental reorientation of the annotated
drawing, taking into account that the tablet is mobile compared to the model which is
stable and (2) the necessity to assure that the drawing, shown in 2D on the tablet, is
correctly reflected on the 3D surface of the model. Drawing while looking only at the
model proved to be impractical because of the relief of the object and the lateral
position of the participant. Finally the project presentation by its augmented 3D model
was not sufficient: if it proved to be a powerful means of communication to explain
complex shapes, it had to be be completed by a presentation of classic projected views
(plans, intersections, interior views of the model, etc.) that were put into play here in
another SAR, in this case on the interactive whiteboard (GCRE SAR).

6.2 Adjustment of the Statuses in the IPM-SAR

How does the status characterizing the earlier SAR evolve? Referring to those recalled
in point 1.3, we can notice that the new IPM-SAR configuration brings the following
adjustments.

The status of the participants has temporarily returned to a classical one: the posture
has remained that of students and evaluators. This is due to the conditions of the first
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experiment that gave the means of interaction to one lone participant (the student
drawer), the others could only remain passive in relation to the augmented object.

The work space has kept its status of we-space, bringing together all the partici-
pants in co-presence in the same collaborative space. However, this could be qualified
as “extended we-space” because it integrates all the persons in the projection space
(concept of “collaborative bubble”) around the augmented artifact that is the catalyst.

The status of the artifact is very special in the IPM-SAR. Due to its size and weight
(1.5 m one side and 30 kg.), it is evidently unique and unmovable during the inter-
action, in contrast to other documents put into play in the earlier SAR, whose pro-
jection enabled the alternation in the work space. However, this uniqueness is enriched
by the polymorphic quality of the physical support: the object can include interactive
projections of multiple subjects, as do the flat surfaces of the other SAR. Here, the
model of the building is augmented, for example, by the 3D graphic representations of
the supporting structures, by the flux of internal circulation, by the position of vertical
circulation (elevators) or even by the sides of the roof to collect rainwater. Let us also
notice that, in any case, the flat surface of the table remains accessible around the 3D
model and enables annotations and interactive drawings like the other SAR (the idea of
second drawings [12].

7 Conclusions and Perspectives

This article describes the first implementation of a new SAR, spatial augmented reality,
equipped with a IPM, interactive projection mapping. It presents it and analyses it as a
complementary configuration to the 4 configurations already known in the heart of
CSCW, Computer-Supported Cooperative Work. It points out its success (support
encouraging the understanding of complex shapes) but also the precautions and limits
of this system of graphic interactive projection on a 3D model (delicate calibration,
cognitive overload of utilization). It gives details of the adjustments to the status of
co-participants (more passive), the work space (becoming here an extended we-space)
and the common artifact (unmovable but polymorphic). To go beyond the observed
limits in this first experiment we plan two main actions:

• to make the participants active by putting at their disposal a personal tablet that will
enable them to take control in their turn of the interaction with the shared 3D
artifact;

• to complete the interface of the SketSha software which establishes the graphic link
between the collaborators and the artifact, by an auto-orientation function of the 2D
drawing shown as graphic support on individual iPads, in relation to the fixed
orientation of the augmented model.

This last action will enable us to reduce the cognitive load that is necessary for the
graphic interaction on the tablet: no matter what position and orientation of each
participant, he can draw an image that corresponds to his point of view on the shared
model.

The Interactive Projection Mappingas a Spatial Augmented Reality 151



Acknowledgments. The LUCID-Ulg team thanks C. Vergnaud and E. Stylianidis, first-master
students in architectural engineering 2016–17 of the ULg, for their investment in this experiment
and for the risk-taking that they consented to in their final jury.

References

1. Skair, L.: The transnational capitalist class and contemporary architecture in globalizing
cities. Int. J. Urban Regional Res. 29(3), 485–500 (2005)

2. Visser, W.: Co-élaboration de solutions en conception architecturale et rôle du graphico-
gestuel: point de vue de la psychologie ergonomique. In: Détiennes, F., Traverso, V. (eds.)
Méthodologies d’analyse de situations coopératives de conception: Corpus MOSAIC.
Presses Universitaires de Nancy, Nancy, pp. 129–167 (2009)

3. Ben Rajeb, S., Leclercq, P.: Using spatial augmented reality in synchronous collaborative
design. In: Luo, Y. (ed.) CDVE 2013. LNCS, vol. 8091, pp. 1–10. Springer, Heidelberg
(2013). doi:10.1007/978-3-642-40840-3_1

4. Furth, B.: Handbook of Augmented Reality. Springer, New York (2011). doi:10.1007/978-
1-4614-0064-6

5. Safin, S., Leclercq, P.: User studies of a sketch-based collaborative distant design solution in
industrial context. In: Luo, Y. (ed.) CDVE 2009. LNCS, vol. 5738, pp. 117–124. Springer,
Heidelberg (2009). doi:10.1007/978-3-642-04265-2_16

6. Safin, S., Juchmes, R., Leclercq, P.: Use of graphical modality in a collaborative design
distant setting. In: Dugdale, J., Masclet, C., Grasso, M.A., Boujut, J.F., Hassanaly, P. (eds.)
COOP 2012. Springer, London (2012). doi:10.1007/978-1-4471-4093-1_17

7. Ben Rajeb, S., Leclercq, P.: Apports des configurations spatiales augmentées aux activités de
formation par projet. In: van de Leemput, C., Chauvin, C., Hellemans, C. (eds.) Activités
humaines, technologies et bien être, pp. 171–178. Sciences Publishing, Paris (2013)

8. Ben Rajeb, S., Leclercq, P.: Spatial augmented reality in collaborative design training:
articulation between i-space, we-space and space-between. In: Shumaker, R., Lackey, S.
(eds.) VAMR 2014. LNCS, vol. 8526, pp. 343–353. Springer, Cham (2014). doi:10.1007/
978-3-319-07464-1_32

9. Star, S.L.: The structure of ill-structured solutions: heterogenous problem solving, boundary
objects and distributed artificial intelligence. In: Distributed Artificial Intelligence, vol. 2,
pp. 37–54. Morgan Kaufmann Publishers Inc., San Fransisco, (1990)

10. Ellis, C.A., Gibbs, S.J., Rein, G.: Groupware: some issues and experiences. Commun. ACM
34(1), 39–58 (1991)

11. Tedeschi, A.: Parametric Architecture with Grasshopper: Primer. Le Penseur (2011). ISBN
8895315103

12. Leclercq, P., Elsen, C.: Le croquis synthé-numérique. In: Leclercq, P., Martin, G., Deshayes,
C., Guena, F. (eds.) Actes de la conférence SCAN, Séminaire de Conception Architecturale
Numérique: Apports de l’image numérique en conception. Université de Liège, Belgium
(2007)

152 X. Calixte and P. Leclercq

http://dx.doi.org/10.1007/978-3-642-40840-3_1
http://dx.doi.org/10.1007/978-1-4614-0064-6
http://dx.doi.org/10.1007/978-1-4614-0064-6
http://dx.doi.org/10.1007/978-3-642-04265-2_16
http://dx.doi.org/10.1007/978-1-4471-4093-1_17
http://dx.doi.org/10.1007/978-3-319-07464-1_32
http://dx.doi.org/10.1007/978-3-319-07464-1_32


Extension-Evaluation-Based Alternative
Resource Selection for Cloud Manufacturing

Li-Nan Zhu1(&), Wan-Liang Wang1, Yan-Wei Zhao2, Xin Xu3,
and Jing-Hui Hu1

1 School of Computer Science and Technology, Zhejiang University of
Technology, Hangzhou 310023, People’s Republic of China
{zln,wwl}@zjut.edu.cn, hzbellahu@163.com

2 Key Laboratory of Special Purpose Equipment and Advanced Processing
Technology, Ministry of Education, Zhejiang University of Technology,

Hangzhou 310023, People’s Republic of China
zyw@zjut.edu.cn

3 Engineering Design Group Co., Ltd., Zhejiang University of Technology,
Hangzhou 310023, People’s Republic of China

xuxin@zjut.edu.cn

Abstract. As one of the networked collaborative manufacturing modes, cloud
manufacturing was put forward in the early 2000s and has gained more and
more attention by governments and research institutions in recent years. Because
of the diversity and uncertainty of cloud resource, the cloud manufacturing
platform should have the ability of manufacturing risk evaluation to search a
suitable alternative resource when a certain cloud resource fails suddenly during
the manufacturing process, with the aim of making the probability of the
alternative resource failing again come down to the lowest and enabling the
manufacturing process implemented well. In this article, a new risk evaluation
method based on the extension theory is proposed. The details and a theoretical
example study are introduced, and the result shows that the proposed method
reflected accurately the manufacturing risk and could effectively support alter-
native resource selection for cloud manufacturing.

Keywords: Alternative resource selection � Manufacturing risk evaluation �
Extension theory � Cloud manufacturing

1 Introduction

Attributed to cloud computing theory and application, cloud manufacturing (CMfg), as
the extension and development of networked manufacturing, was put forward in the
early 2000s, and has gradually risen and become the main direction of manufacturing
industry. CMfg reflects the idea of “distributed resources being integrated for one task”
and “integrated resources being distributed for services”. It achieves the many-to-many
service mode, which provides multiple users with services at the same time by
aggregating and centralized managing distributed resources and services [1]. CMfg is a
stable, robust and flexible manufacturing system with strong self-repair ability. When a
certain manufacturing node fails due to a sudden reason such as blackout or natural
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disaster during the manufacturing process, the system can search an alternative
resource to finish the manufacturing task. In this condition, the manufacturing risk
evaluation of alternative resources is very important. Because the sudden failure of the
original manufacturing node has damaged the stability of the whole manufacturing
process in a certain extent, this puts forward higher requirement on the manufacturing
reliability of alternative resources, and system needs to choose an alternative manu-
facturing resource in lower manufacturing risk, so that the probability of the entire
production process destroyed again comes down to the lowest. In this paper, we will
propose a manufacturing Risk Evaluation method based on Extension Evaluation
(REEE) for alternative resource selection in CMfg.

The remainder of this paper is organized as follows. Section 2 briefly describes the
problem on alternative resource selection. The extension evaluation model is intro-
duced in Sect. 3. Section 4 presents a theoretical example study. Finally, Sect. 5 gives
the conclusion.

2 Problem Description

2.1 Structure of Cloud Manufacturing

In the research result from our previous work [2], cloud manufacturing is a kind of new
manufacturing mode, which connects different manufacturing resources with modern
information technology such as Internet, RFID, and so on. There are three kinds of
roles: (1) The Resource Demander (RD), who is the demander of products, manu-
facturing resource or service; (2) The Resource Provider (RP), who is the provider of
products, manufacturing resource or service; (3) The Manager, who designs, develop
and maintain the cloud manufacturing equipment and related software. So, the cloud
manufacturing system is composed of cloud manufacturing platform (CMP) and cloud
end (CE), and CE contains cloud demander (CD) and cloud provider (CP) which are
corresponding to RD and RP respectively.

2.2 Scenario Description

In CMfg, manufacturing resources located in different areas are diversity and com-
plexity, so they always hold uncertainty for completing the manufacturing task. Due to
emergence situation such as equipment failure, enterprise management failure, natural
disaster and breach of contract, a manufacturing resource (a manufacturing node in the
manufacturing lifecycle) may not finish the manufacturing task such as product design,
processing and test analysis in accordance with the original plan. This sudden failure
requires that the CMP should have the abilities of manufacturing risk evaluation,
manufacturing task re-planning, and dynamic adjustment for manufacturing plan, in
order to rapidly search an alternative resource to make the whole manufacturing pro-
cess not be destroyed and the probability of the alternative resource failing again come
down to the lowest. Just showed as the Fig. 1, when the manufacturing node CSi
failures, there are many alternative manufacturing scheme consist of one or more
manufacturing resources, which have three categories of relationship: (1) Serial
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Manufacturing Chain (SMC); (2) Same Product Parallel Manufacturing Chain
(SPPMC); (3) Different Product Parallel Manufacturing Chain (DPPMC). In the final
analysis, the core question is to evaluate the risk of every manufacturing unit.

3 Manufacturing Risk Evaluation Model Based on Extension

In this section, we will detail the calculation procedure of the new manufacturing risk
evaluation algorithm REEE.

Step 1: Define the classical field and the limited field.
Assume,

R0 ¼ N N1 N2 � � � Nm

C V1 V2 � � � Vm

� �
¼

N N1 N2 � � � Nm

C1 a11; b11h i a12; b12h i � � � a1m; b1mh i
C2 a21; b21h i a22; b22h i � � � a2m; b2mh i
..
. ..

. ..
. . .

. ..
.

Cn an1; bn1h i an2; bn2h i � � � anm; bnmh i

2
666664

3
777775
,

where R0 is the matter element with the same characteristics, and means the set of the
same kind of manufacturing resource; Nj is the risk evaluation level, and j ¼
1; 2; � � � ;m; Ci is the risk evaluation index, and i ¼ 1; 2; � � � ; n; Vij ¼ aij; bij

� �
named

the classical field is the value range of risk index Ci on the level of risk grade Nj, and hi
can be open interval ðÞ, or closed interval ½�, or half open interval ½Þ and ð�.

Assume, Rp ¼ P;C;Vp
� � ¼

P; C1; V1p

C2; V2p

..

. ..
.

Cn; Vnp

2
6664

3
7775 ¼

P; C1; a1p; b1p
� �

C2; a2p; b2p
� �

..

. ..
.

Cn; anp; bnp
� �

2
6664

3
7775, where

P is the set of all alternative resource; Vip ¼ aip; bip
� �

named the limited field is the
value range in risk index Ci of all the alternative resource. So, Vij � Vip

ði = 1; 2; � � � ; n and j = 1; 2; � � � ;mÞ must be hold.

CS1 CSnCSiCS4

CS2

CSi1

CSi4 CSi5 CSi6

CS3

CSi2

CSi3

CSi7

CSi8

CSi9

Fig. 1. Alternative resource selection in cloud manufacturing
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Step 2: Describe the matter element to be evaluated.

The matter element to be evaluated is described as

q; C1; v1
C2; v2
..
. ..

.

Cn; vn

2
6664

3
7775. Here, q is the

certain alternative resource to be evaluated; vi is q’s value in risk index Ci.

Step 3: Define the weight.

Define the weight fi of risk index Ci, so
Pn
i¼1

fi ¼ 1 must be hold.

Step 4: Define correlation degree between Ci of q and every risk grade Nj.
Establish extension correlation function as formula (1) to calculate the correlation

degree between Ci of q and every risk level Nj.

Kj við Þ ¼
q vi;Vij
� �

q vi;Vip
� �� q vi;Vij

� � ; q vi;Vip
� �� q vi;Vij

� � 6¼ 0;

�q vi;Vij
� �� 1; q vi;Vip

� �� q vi;Vij
� � ¼ 0:

8><
>: ð1Þ

Here, q x; a; bh ið Þ ¼ x� a + b
2

�� ��� 1
2 b� að Þ.

Step 5: Calculate the correlation degree between q and every risk level Nj with the
formula (2).

Kj qð Þ ¼
Xn
i¼1

fiKj við Þ ð2Þ

Step 6: Calculate the evaluation result.
Set Kj0 qð Þ ¼ max

j2 1;2;���;mf g
Kj qð Þ, the evaluation result of q is level j0. Set

Kj qð Þ ¼
Kj qð Þ �min

j
Kj qð Þ

max
j

Kj qð Þ �min
j

Kj qð Þ ð3Þ

j� ¼

Pm
j¼1

j � Kj qð Þ
Pm
j¼1

Kj qð Þ
ð4Þ

Thus, j* is the level variable characteristic value of q.
This model can be used where there is standard evaluation index and level. But if

not, the classical field can be defined by user’s requirement, and the limited field is the
union of classical field and the value range of resource to be evaluated.
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4 Theoretical Example

4.1 Experiment Introduction

Take the car tire as an example, and the experiment result will be analyzed and
compared with the method of fuzzy pattern recognition (FPR) [3] and fuzzy evaluation
(FE) [4].

Experimental hardware environment: Lenovo Notebook Computer (ThinkPak
T61), CPU is Inter® Core™ 2, 1.80 GHz, and memory is 3 GB.

Experimental software environment: The operating system is Windows XP Pro-
fessional (32 bit), and programming software is Microsoft Visual C++ 6.0.

4.2 Example Data

According to the characteristics of car tire production, we adopt the following four
evaluation indexes: (1) index C1, total manufacturing task; (2) index C2, capacity load.
Set the total manufacturing capacity is MCt, the manufacturing capacity needed by the
task on-load is MCh, and the new task C1 is MCn, thus C2 is MCnð Þ= MCt �MChð Þ �
100%; (3) index C3, historical completion rate, here we set the time range is the recent
three years; (4) index C4, equipment depreciation rate. There are 8 candidate resources,
every index value of which is showed in Table 1, and the weight of every risk index
given by the technicians of enterprises is as Table 2.

There are five risk levels from the lowest to the highest: N1, N2, N3, N4 and N5, and
the classical field and the limited field of every level in every index given by domain
experts are showed in Table 3.

Table 1. The values in every risk index of the 8 enterprises

ID 1 2 3 4 5 6 7 8

C1 2500 2500 2500 2500 2500 2500 2500 2500
C2 0.8860 0.5630 0.8882 0.8829 0.6942 0.8201 0.5568 0.8830
C3 0.9675 0.8769 0.8845 0.9566 0.8689 0.9062 0.8269 0.8175
C4 0.1091 0.2727 0.3818 0.1818 0.6545 0.2727 0.8182 0.1818

Table 2. The weight of every risk index

Risk index C1 C2 C3 C4

Weight f 0.1437 0.3311 0.1683 0.3269
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4.3 Result and Analysis

Showed in the experimental result as Table 4, the enterprise No. 1 is the best one, and
its risk level is 1 with strong trend to level 2, so the accurate risk level is 1.941. The
result comprehensively and accurately reflects the manufacturing risk.

Comparatively speaking, the risk level of each resource can only be explained
simply by FPR, and the deviation can’t be shown. In addition, through the method of
FE, the best and the worst vector is gotten by values in each index of candidate
resources, then calculate the membership degree of candidate resource relative to the
best vector, and the biggest one would be chosen. This method is influenced deeply by
the amount of candidate resources, so the much the candidate resource is, the more
accurate the result will be, or vice versa.

5 Conclusion

With the increasingly fierce competition in the global market and increasingly serious
energy and environmental issues, the integration and sharing of manufacturing resource
has been becoming more and more important during the design, production, usage and
reproduction of the product and related services. As a kind of “Cloud Theory”, CMfg

Table 3. The classical field and limited field in every risk index

Risk index C1 C2 C3 C4

Classical field N1 [0,1000] [0,0.65] [0.99,1] [0,0.1818]
N2 [1000,2000] [0.65,0.8] [0.95,0.99] [0.1818,0.5091]
N3 [2000,3000] [0.8,0.9] [0.87,0.95] [0.5091,0.6545]
N4 [3000,6000] [0.9,0.97] [0.7,0.87] [0.6545,0.8182]
N5 [6000,10000] [0.97,1] [0,0.7] [0.8182,1]

Limited field [0,10000] [0,1] [0,1] [0,1]

Table 4. The result of experiment

ID 1 2 3 4 5 6 7 8

N1 0.2946 −0.1483 −0.4863 −0.3604 −0.3798 −0.3901 −0.3162 −0.3707
N2 −0.0656 0.0106 −0.0782 −0.1256 −0.1406 0.0431 −0.3698 −0.2478
N3 −0.2440 −0.2205 0.0217 −0.1438 −0.0508 0.0504 −0.2758 −0.1622
N4 −0.4813 −0.3693 −0.2139 −0.4343 −0.1555 −0.3717 −0.1027 −0.2219
N5 −0.6844 −0.5784 −0.5200 −0.6489 −0.4576 −0.5886 −0.3275 −0.5570
max 0.2991 0.0106 0.0217 −0.1256 −0.0508 0.0504 −0.1027 −0.1622
j0 1 2 3 2 3 3 4 3
j* 1.941* 2.218 2.846 2.422 2.846 3.519 3.535 2.715
FPR 2 1* 2 2 3 2 5 2
FE 0.8080 0.9357* 0.5056 0.7693 0.1783 0.7509 0.1926 0.7832
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has been gradually accepted and paid more attention by research institutions and
enterprises all over the world. However, because of the diversity and uncertainty of
resource, it is a need that the CMP can evaluate the manufacturing risk of resource, and
rapidly search an alternative resource when a certain manufacturing node fails suddenly
during the manufacturing process. In this paper, we proposed a manufacturing risk
evaluation method based on extension. Extension evaluation model can show not only
the risk level, but also the membership degree to risk level with the level variable
characteristic value, so that we can get more accurate risk value.
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Abstract. Spacescapes are often shaped by spatial behaviour. However, their
dynamic complexity makes it difficult for them to be simulated in AI-based
environments. As a result, degrees of uncertainty often arise when one describes
spaces, trying to give shared importance to structural, fundamental, peculiar
spacescape qualities.
This paper explores space ontologies built by human agents. With the use of

app features of personal smartphones, students of the Technical University of
Bari have explored an urban commercial street. The results they obtained in the
context of spatial cognition have been analysed and discussed for environment
planning and management.

Keywords: Spatial behaviour � Spacescape � Urban planning

1 Introduction

Over time many scholars [3, 5, 6] have studied spacescapes, as knowledge-intensive
entities that humans adapt for their life. It is difficult to simulate spatial behaviours in
virtual environments due to their dynamic complexity. Hence, agents who use them in
their daily life, often wonder about the basic features, or ‘fundamentals’, of space-
scapes. Questions arise by agents living and moving in these spaces. On the one hand,
it is recognized that humans understand well designed space architecture more easily
than amorphous spaces. Yet, the overload of landmarks and symbols in cities often
gives rise to social marginality and negatives effect on some people. Goodman claims
that when people try to give a common meaning to spacescape structural, fundamental,
peculiar qualities, there is often an amount of uncertainty [4]. In artificial intelligence
there is a need for this kind of fine-tuning characterization of space. In fact, when
planning automatic navigation it is essential for robotics to have a sort of ontological
representation of space. Cognitive science and AI need each other. As a result, an
increase in the knowledge on human behaviour in space emerges. In strategic spatial
planning space imaging can be of great interest. In fact, it can be seen that it results in a
stronger representation of the structural, invariant, resilient characters of the environ-
ment. This is essential for the development and management of human spaces. This
paper aims to look at human agents shaping space ontology, with a spatial cognition
approach in an urban layout. Students of the Spatial Planning course in the Polytechnic
University of Bari (Italy) have explored a commercial street in the centre of Bari.
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In order to develop this task, they were asked to take photos of significant places of
their choice and take notes on their sensations and perceptions along the street. They
were also asked to record their path and collect data using automatic app features of
personal smartphones. Chapter two deals with research background and aims. Chapter
three describes the experimentation layout and the fourth chapter carries out data
analysis and discusses relevant results achieved in the context of spatial cognition. The
conclusion extends the outcome with particular reference to broader perspectives of
complex environment planning and management.

2 Research Background

Pedestrians spontaneously use all their senses to immerse themselves in the urban space
experience. It implies the perception and recognition of some particular elements
available in the surrounding environment. The study of spatial cognition using a
camera aims to explore and possibly understand what are the fundamental elements of
urban space, in terms of people’s relation to them. In fact, the visual experience often
imprints in people the first impression of space [8]. This is even more interesting in the
particular case of historic urban spaces, which are rich with architectural details. The
experimentation is mainly aimed at assessing:

1. whether, when and why pedestrians’ attention is captured by significant features of
the urban environment. Features are intended as significant when useful to
accomplish a navigation task and/or when able of capturing the pedestrians’
attentions due to their own characteristics. Knowing what scenes and elements are
significant helps us understand people’s spatial experience;

2. if favourite spacescapes emerge from analysing photos taken on location points.

The on-site experiment aims to collect measurable data in order to extract qualitative
information about the urban context. In fact, we assume that features frequently taken
may represent significant elements. The next step could be the analysis of both col-
lected pictures and preferred photo-taking locations in order to understand if and how
the elements of the urban space could influence pedestrians explorative behaviour, i.e.
their idea about space and their feelings during the experimentation.

3 Description of the Experimentation

Almost 200 individuals, aging 20 to 26, took part in the experiment. They were
recruited among the students of the Technical University of Bari. The experiment was
carried out individually. The study area is located in the city centre of Bari (Italy). The
central area offers many services, offices and shops and it is usual to bump into public
performances and recreational events. The experimental pathway runs between the
station square, through the main square of Piazza Umberto, to the last block of Via
Argiro - a pedestrian street where it is possible to stroll around comfortably (Fig. 1).

All the participants had to start from a given starting point: the rail station square.
Then they were allowed to walk freely, exploring the urban environment to reach a
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designated destination located in the last street block of Via Argiro. The total length of
the pathway is approx 1 km. Participants were not allowed to use navigation supports,
so increasing the possibility that the trail was influenced more significantly by the real
surrounding environment [2]. Further, start and end points of the trail were predeter-
mined to minimize the dispersion of gathered data, so as to better manage ex-post
statistical analysis. Participants were asked to use MyTrack smartphone app (not in use
anymore) to record the path and take photos. The app automatically registered infor-
mation such as photo-taking time and geographic coordinates of locations. They were
also asked to make comments on electronic sheets, when they felt that the features of
the context deserved it. Amounts of photos and statements were not limited. Moving
through the urban environment, participants came across various scenes and cityscapes.
They freely recorded what they considered interesting and relevant. At the end of the
experiment, written comments and photos were filed and categorized for subsequent
analysis. In general, the navigating agent was to perform a sequence of navigation
tasks. At the starting point, the agent looks at the neighbouring spaces trying to relate
herself to the spatial environment, in order to work out what is the most suitable
direction for her navigation activity. In this location, she receives feedback from the
surrounding space and may decide to take photos and write comments to fix signs and
impressions. As photos and notes are geotagged, the location of snapshots and com-
ments is determined. Then the agent activates MyTrack path recorder (time starts
running) and starts walking along her decided path. During this walking activity, she is
supposed to be unable to write comments or take photos: yet path length and elapsed
time are recorded for subsequent analyses. If the agent decides to stop somewhere
along her navigation, than she can take photos and/or written comments, that will be

Fig. 1. The experimentation layout.
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recorded by GPS coordinates and times. Each agent’s records are summarized in a
synthesized framework sheet, for final analysis aims, as reported in the following
example (Table 1).

Basing on such database, within the above general research framework, the present
paper deals with preliminary findings of a more extensive analysis still ongoing.

3.1 Some Discussion Notes on the Experimental Outputs

The experimentation leads to several interpretations of data. Below we present a focus
on the cognitive visualization of space made by agents and conveyed by the collected
urban space snapshots. The pathway as shown in Fig. 2 runs through a uniform grid of
city blocks. To schematize the path in the aftermath, we subdivided it into eleven
elements of the same length, corresponding to the blocks and taken the length of the
block as base unit. Moreover, the very length of the block fits the maximum distance
that is possible to take with a camera smartphones devices are equipped with in a
bi-dimensional urban environment. For this sequence of blocks, the shape of space,
made by architectural elements and their composition, is similar to each other, so that
moving through it urban formal and aesthetic patterns are easily recognizable. This
fact, together with the linear development of the path, makes the agent experience of
the experimentation somehow monotonous. This situation is fundamental for us,
because we want to investigate how small detail and changes in a uniform urban
environment, perceived just around the agent personal area, may attracts the pedes-
trian’s attention modifying his understanding of space. For that reason, it is also

Table 1. Record sheet of agent #67 navigating activity (excerpt).
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plausible to speculate that it is the agent’s position along the path, in relation to the
level of accomplishment of the task of reaching a fixed end, which affects decisively
the agent’s level of attention through the surrounding environment. From another point
of view, the sharp alternation between green and built up areas and between
multi-purpose and targeted space, as for car and pedestrian streets, also as an effect on
participants’ perception (Fig. 2).

Then, we identified the most frequently reported elements in the photos, trying to
infer qualitative information. To this purpose, the elements in the photos were classified
into typological categories such as (a) Landmarks (distinctive, symbolic and
well-known urban elements) [7]; (b) Long perspectives street views; (c) Small urban
elements (natural such as plants and artificial such as street furniture); (d) Outstanding
elements (sharply interrupting the continuity of the spatial structure); (e) Historical and
modern facades; (f) Street signals and advertisements; (g) Other (Tables 2 and 3).

The next figure (Fig. 3) shows the percentage of each typological categories
according to the photo-taking location, i.e. considering each street block.

The aim of the previous considerations was to depict an organizational layout on
which to investigate the reasons why they took certain pictures, i.e.: because they are

Fig. 2. Pathway subdivision.

Table 2. Shows the total number of photos taken for each category (a–g).

Category (a) (b) (c) (d) (e) (f) (g)

Nr. of photos 86 178 219 79 134 52 45

Table 3. Shows the total number of photos taken for each street block (1–11).

Street block (1) (2) (3) (4) (5) (6) (7) (8) (9) (10) (11)

Nr. of photos 122 39 129 78 91 65 90 53 60 40 19
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interesting to participants per se; because they support/hamper the progress of the
movement task; because they enhance the understanding of space environments.

We did not get any direct information from participants to answer this question: yet,
we tried to investigate on possible correlations with previously identified categories and
at the late day the place where the photos were taken. We recognized that some of these
categories are strongly linked with more than one of the three suggested hypothesis.
However, this assumption needs to be fully validated. Some elements in the cityscape,
i.e. benches, asphalt pattern, ornamental flower pots etc. identically repeat along the
path, so appearing as hardly useful for spatial orientation. It could be more plausible
that they were captured because of their peculiar appearance as small urban elements.

Conversely, other elements are unique along the path. Even if they may not look
either significant in terms of their shape or from an esthetic point of view, they can be
useful to accomplish the movement task, as in the case of road signs and advertise-
ments. Moreover, they attract the pedestrian attention because of the written infor-
mation they convey. Finally, other elements such as historical and architectural facades
could perform both functions at the same time. Furthermore, we recognize that par-
ticipants often interpret urban space at the scale of long perspective views. It allows
them to catch macro elements such as facades, views of buildings and long streets,
without capturing a specific detail. In fact, several photos capture sets of big elements
structuring the surrounding cityscape: their approximate prospective field measuring
20 mt. to 100 mt. We hypothesize that these photos reveal the moment when the
exploring agent tries to allocate herself into her mental path.

On the other hand, the attention is often captured by micro-urban elements, such as
the type of pavements, the specific furniture, the zebra crossing, or the species of plants.
In this case, the depth of the photo field shortens and it varies from 2 mt. to 5 mt.
Interestingly, there is a photo subject repeated many times, which represents the
scaffolding between two buildings. We speculate that it is a surprising occurrence,

Fig. 3. Snapshots distribution.
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because the explorer suddenly comes across a vacuum along the curtain walls of
buildings filled with an unexpected solution (outstanding element). Paying attention to
the architectural composition of the prospects is quite frequent among participants. In
particular, building fronts different from the monotonous constructions scheme, such as
glass, modern and historical facades, attract their attention (historical and modern
facades). It is worthy to note that participants take very few photos of temporary
elements, such as pedestrians, street artists, cars and animals, in fact they are almost not
present in any of the above mentioned categories. Photos refer mostly to permanent
elements. We speculate that it is due to the fact that, moving towards a target, par-
ticipants tend to focus their attention on characterizing elements of the surrounding
space. In fact, the reported elements are easy to be located in a spatial cognitive map
and therefore easy to be recalled in succeeding navigation. From this point of view it
must be said that elements belonging to the set named “interesting for participants per
se” represent typical features of the local surrounding environment, although they did
not help participants in the orientation task, as explained before. Finally, we observed
the preference toward certain photo taking points. In fact there is a high density of
photos taken at crossroads and street corners. According to some literature [1], it can be
related to the circumstance that they represent decision points along the path.

4 Conclusion and Outlooks

This target-orientated study of cityscape exploration tries to analyze some relations
between walking agents and urban spaces. The study aims to show up either implicit or
explicit features of the interacting nexus between human agents and the spatial envi-
ronment of a city center, driven by the search for a specific location target. The
possibility of using ITC-based equipment to record the route was oriented to improve
the precision of outcomes. As a matter of facts, this made it possible to draw out each
agent’s path with the best accuracy granted by the used device. The particular analysis
carried out here, even if qualitative, was oriented to find out the classes of photo
subjects and to connect them with the most probable causes of capturing the agent’s
attention. Indeed, it is assumed here either that the photographed elements could
support the spatial orientation of navigating agents, or that they hit agents’ attention
because of their embodied characteristic aesthetical features, or both aspects. In all
cases, the present analysis may be helpful to understand the extent to which some
elements of city spatial environments are able to influence the orientation task in
walking agents, even indirectly or unconsciously. Furthermore, image protocols of this
experimentation seem to show that agents preferred almost totally to disregard tran-
sitory elements, i.e., items that were not permanent but moving along the urban space
scene, such as other people, cycles, cars, buses and the like. That occurrence may be
related to the fact that during their process of inherently building up the spatial cog-
nitive map of the navigated environment, agents could not consider mobile items as
stable reference points. As a final remark, a further aspects can be reported, apparently
in line with the outcomes of some evolving literature [9]. In particular, photo snapshot
locations seem to largely correspond to major decision-making points for walking
agents. In general, the present research gives rise to a number of intriguing issues in the
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field of spatial cognition of city environments. As it was possible to store the locations
of photo snapshots and of walking notes with embedded GPS coordinates, an articulate
investigation on results is possible for deeper research perspectives. In particular,
deeper analyses will be carried out (i) on the text notes in relation to their exact place
and time and (ii) on the time of displacement for each block. A final correlation of the
previous analysed aspects will aim at referring it to the precise point and time where
path notes and photos were taken. This might possibly explain if there is a drop in
attention from the start point to the end, which, in fact, results in a reduction of the
number of photos and notes taken at different stages of the path. Their right combi-
nation may lead to a more comprehensive representation of the space ontologies built
by human agents.

Being a preliminary study, such questions can be addressed only partially and
require more detailed analysis that is currently being organized on collected datasets.
Also new experimentations are planned in order to complement issues resulted so far,
possibly based on more articulated and heterogeneous samples of agents, in terms of
different age, field of work/activity, residence and so on. Such initiatives represent an
interesting perspective for future research investigations.
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Abstract. The success of a digitally developed architecture project requires a
new vision of collaboration and design practices and the adaptation of the
current ones. The recent innovative tools and media extend the design capa-
bilities, and foster the proposal of complex architectural solutions.
This paper aims to evaluate the existing interactive synchronous collaboration

technologies and solutions. The evaluation must reveal their potential advan-
tages and future uses for professionals and education in the architecture, engi-
neering, and construction (AEC) industry are assessed. Furthermore,
suggestions are made on how to improve the current synchronous collaboration
practices in decision-making sessions. Such suggestions consider the complexity
of 3D-based project and the multidisciplinary of a project team.
The paper introduces a summary of the current digital AEC practices and

identifies digital synchronous collaboration requirements for an efficient
decision-making session through observation and evaluation of several collab-
orative session experiments.

Keywords: Computer-supported collaborative work � Architecture �
Engineering and construction � Multi-user interface � Natural interaction �
Decision-making session � Building Information Modeling � 3D model

1 Introduction

AEC project development practices have centuries of history, but recent decades have
brought a digital-age challenge into the field. Since the project development was
transferred not only to a digital sheet but also, to a virtual 3D model of the building, the
classic practices of the field had to evolve [1]. Thus, the new tools must resolve the old
tasks, and the new aims cannot be achieved from the usual approach angles.
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This paper is based on an evaluation of AEC collaborative practices and on
experiment observations. It provides the basis for further development of digital syn-
chronous collaboration tools and methods for the Building Information Modeling
(BIM) projects (at the international research project 4D Collab). Identifying the effi-
ciency factors is essential for a proposal of collaborative work optimization, and is also
a key for the digital collaboration protocol definition. The solution must foster natural
interface usages and the use of a BIM project model as main support for a
decision-making collaborative session (CS).

2 Synchronous Collaborative at AEC

2.1 Digital Age and BIM in AEC

A transformation of conception process will bring a change to the work habits, as well
as an adaptation of work methodology to a modernized toolkit. The generation of
pioneers in digital architecture has prepared some theoretical and practical basis
through many experiments [1]. However, the current generation suffers from a lack of
digital tool practices methodology. Yet, the extended 3D models and BIM practices
have been integrated into the project development by certain AEC professionals.

Nowadays, many of the AEC professionals develop their projects with the help of
the digital tools and practices. But not all of them have yet fully integrated, into their
project development and design, the work with 3D semantic enriched models, which is
fundamental for the BIM project management and development methods [1, 2]—«The
building information model is a three-dimensional geometric model that is data rich»
[3]. Though, the AEC projects developed with the innovative digital practices of 3D
modeling reveal the advantages of the improved communication, coordination, and
production on a project due to the possibility of interacting with the 3D model content
[4]. Such an approach adds a supplementary model components and information
annotations to the geometry visualization [5].

The complexity of project model development engages intense collaboration of all
AEC professionals; they should find their own new efficient ways of cooperation on a
project. Such a modernization of the current practices aims to simplify the work
methods and to improve the quality of the project. But as with any innovation, this
takes time before complete integration into professional practices, due to the appro-
priation period. So, the next important step towards BIM-oriented work methods and
progressive project management requires us to question the collaborative practices of
the AEC project design [6]. The projects conducted with the integration of these
practices benefit from improvement in the development coordination inside the project
as well as in the communication around the project. These new aspects increase the
project complexity. Such a complexity leads to efficient method development for
collaboration and exchanges, for a better representation and visualization, for an intense
discussion and for more participative decision making.
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2.2 Collaborative Development of an AEC Project Basis

Every collaboration approach values the specific features, which correspond to the
needs of the work process. For an AEC decision-making a synchronous collaboration
has traditionally been the most relevant approach of the interactions on a project [7].

The AEC project collaboration hinges on project content. The project scale (a small
residential, a large public building, or an urban project) and the development phase
(concept, design development, technical design, construction) will together define the
development strategy [3]. And such a connection was summarized as a BIM
sociotechnical system [8] (Fig. 1), where a project technical core (3D CAD, Intelligent
Models, Information Management) prepares a project data and work tools for the
collaborative manipulations. So, the project progress relies on this system, where the
synchronous collaboration plays the role of the first social base to operate the project
and creates a work field for further larger scale interactions.

The social part of the AEC sociotechnical system coordinates with the top of the
collaborative continuum concept [9] (Fig. 1), because the representation is based on a
level system, where the evolution and the complexity grow with the levels along the
continuum, as the complexity increases in a sociotechnical system. There are greater
levels of trust, time and committed effort in the relationship progressing through the
collaborative continuum, which means that every core must fulfill its purpose.

2.3 Collaborative Workspace Experiments

Collaboration engages all the users to share the same environment, to bring the same
vocabulary to a work process and to unite project information [7, 10]. Many research
works have been dedicated to developing Computer-Supported Collaborative Work
(CSCW) scenarios and environments for AEC and design, therefore various collabo-
rative solutions experiments were performed to reveal potential usage: a 3D virtual
workspace environment, a holodesk with direct 3D interactions on a see-through dis-
play, life-size 2D sketch representations and hybrid ideation space with an even more

Fig. 1. (Left) collaborative continuum concept according to A. Himmelmann [7] (right) a BIM
sociotechnical system.
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immersive environment [11–14]. The CSCW session analysis reveals an importance of
a quality interaction (gesturing, navigation, annotation, viewing [15]).

3 Collaborative Experiment Summary

A synchronous collaborative workspace must ensure the physical workspace comfort,
along with the uniformity and usability of the virtual workspace [1, 14, 15], which
provides ergonomic interactions with the session workflow.

3.1 Protocol

An efficient collaboration relies on the pertinence and the quality of the equipment set,
of the interactions and of the collaborative approach choice. A specific protocol
organizes the CS. Beforehand the equipment set puts the physical space in order: room
measurements and insulation, distances between the equipment and collaborator
spaces, as well as, accesses and circulation. Afterwards the equipment setup creates a
virtual workspace environment by virtue of the hardware and software installation.

The protocol also includes a collaborative scenario, determined by the CS main
objective and interaction requirements. Every CS has an established checklist (equip-
ment, data, users) and corresponding scenarios for a preparation phase (data gathering,
scheduling), for the collaboration phase and for the session feedback phase, since every
session passes through these phases. Every preparation phase starts from a CS
objective, project data, and participants’ definition, and then launches a scenario choice
(equipment, interactions, roles, etc.). Nevertheless, a protocol leaves a space for an
improvisation during the CS. Through the collaboration phase users work with the
project data: visualize, manipulate, and annotate. Annotations create a new data and a
feedback on the project development.

3.2 Objective

The performed experimental sessions have primarily targeted an identification of
possible uses for the digital synchronous collaboration protocols on an AEC project.
And at the same time, they also have quest for the digital collaborative method
advantages and limits, for uses in the AEC industry. The final objective is the speci-
fication for efficient new equipment and better protocols.

3.3 Equipment Description

The decision-making scenario was experimented at the Digital Synchronous Collab-
oration Workspace (DSCW) of the research center MAP-CRAI (Fig. 2). The DSCW
associates two digital touch screens, a horizontal one called “The table” (98 in), and a
vertical one “The wall” (46 in). Both displays are plugged to computers and use a
collaborative software “Shariiing” (by Immersion) for the CS experiment.
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The Shariiing software creates a unified digital environment for the project work-
flow (images, textured 3D models, web pages, pdf files, txt files, etc.) and for homo-
geneous interactions (upload, visualization, manipulation, annotation, browsing and
sharing). The annotation tool functions as a digital pen, so the annotations are mainly
sketches or notes. The annotated document is always saved as a new 2D image, so
there is no modification made to the original digital 3D model; however, this means
that it cannot operate enriched BIM models.

3.4 Content for a Decision-Making Session

A design development scenario was investigated at the AEC project decision-making
session, with a renovation of residential tower as CS subject (Kennedy tower, Nancy,
France). The AEC project at a design development stage [3] is typical for a creative
development activities. The goal of the session was to design renovation solutions of an
exterior facade and an interior entrance hall.

All the participants work in the AEC field, and DSCW experiments gathered them
around the subject as users-interactors at the DSCW with a role on a project (architect,
client, BIM manager, engineers). The following 2D documents, typical for an AEC
project workflow, were uploaded to Shariiing: urban master plan image; facades
photos; entrance hall interior photos; the tower master plan, ground floor plan; typical
floor plan; local urban development plan text document. In addition, and as a main
subject of the study, the 3D digital model of the building with its neighborhood context
(BIM NV3 [16]) was suggested by the experiment as a main collaborative interactions
base, due to the fact that such a model contains all the information to ensure the
creative design development without additional sources.

CS proceeded in a following way: informal part; aim and contents by a collabo-
ration manager for the participants; then a problem-solving part - problem visualiza-
tion, annotation of the existing documents through creative sketching, interprofessional
discussion, solution visualization and evaluation; followed by a summary and further
definition of development tasks, with an informal farewell at the end. After the first
task, users achieve the next one with a higher level of confidence.

Fig. 2. Design development decision-making session at DSCW of MAP-CRAI, 2016
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A value engineering scenario was also surveyed at the CS, with the ongoing
project of an architecture agency Mil Lieux, in Nancy, France. The decision-making
was on a design development project stage with a client, a BIM manager, engineers,
and an architect at CS. The goal of the CS was to find a solution for the heating
equipment repositioning and for the building borders on unit (Fig. 3).

3.5 Interaction Observation

The interaction during the CS was observed from four main perspectives: visualization,
manipulation, annotation, and coordination.

Visualization. The first step was always the overview of the CS content. The docu-
ment quality and the manipulation ergonomics defined the choice of a visualized
document as a work base, and not the relevance or complexity of the represented
information about the project on a document. After a while simultaneous visualization
of the same document in a separate window for every user was replaced by a solo
document visualization on a larger support surface with an only one person in charge.

Manipulation. Operation, control and management manipulation types were per-
formed. The choice of a document depends directly on the architect’s (or other
session-leading professional) habits and working methods. A scale change and detail
zoom manipulation appeared as a strong argumentation support. The comparison of
document versions was another major kind of manipulation. Even with an annotation
as the main activity result, users tended still to focus on a verbal discussion to prove
their point rather than to explain an idea by sketching or annotation.

Annotation. The annotations are an outcome from the creation or decision-making
interactions (Fig. 4). Users were often focused only on a 2D annotation of one doc-
ument, mostly on a 3D virtual model. A creative sketching type of manipulation was
most commonly used on the pictures of the project, and on the 3D model fixed views.
Meanwhile, an independent sketch drawings and text notes have been used only once.
AEC typical procedure was the most efficient: two types of documents were annotated
simultaneously - the 3D model fixed point of view and a floor plan. The annotations
appear mostly to complete the sketched idea rather than to define a task or a problem.

Fig. 3. (a) Value engineering session, ongoing AEC project of Mil Lieux agency; (b) annotations
on a 3D model and a floor plan, Mil Lieux agency.
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Coordination. Contrary to the professional fixed roles distribution, the CS roles are
not fixed. The guiding session role is not permanent, and it passes from one user to
another through the development of ideas and interventions, which indicates a certain
level of interaction fluency. Experienced professionals from the field had no difficulty
in adapting themselves to a new CS method, and were taking less time to achieve the
task than their less experienced colleagues.

3.6 Interpretation and Discussion

The study highlights some notable advantages of the DSCW, but also some challenges
to overcome in order to fully benefit from its potential.

Advantages. Efficient decision-making CS are possible with the existing setups of the
DSCW. On the equipment level: the most prominent advantages are the quality of the
document display, simultaneous visualization, and multi-user interactions. On a
decision-making support level: the possibility of 3D digital model interaction enables a
very complex level of project management. And on a coordination level: an additional
value is the unification of all the document types within the same work environment
which follow the same logic.

Limitations. On the equipment aspects: a certain technical improvement and tool
development should be undertaken to achieve the addition of new values for the digital
synchronous collaboration. The main criticisms are related to the annotation toolkit’s
lack of instruments, navigation, and ergonomics, and to the CS report creation. The
most important problem is the navigation comfort level, users would not interact with
the document if it is hard to manipulate. On a decision-making support aspects: A
pencil-case, line type choice and the layers have been traditionally a part of the AEC
practices and their analog presence is crucial for the DSCW. And the current 3D model
use is not yet well adapted for interactions on it. Also, a clear and structured feedback
of the CS should be developed. And on a coordination level: Digital synchronous
collaboration is relatively new for AEC professionals. DCSW Equipment manipulation
and appropriation effort are required for task completion, therefore it takes time to find
an efficient mean of expression.

Fig. 4. Design development session: a. interior hall photo, b. 3D model, c. floor plan.
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4 Conclusions

The digital collaborative workspace technology implementation and current tests by
some professionals will raise the future standards, and certainly arouse a wider
implementation into the collaborative practices at AEC industry. The DSCW use is
simple enough to make the users feel confident in their tool manipulation skills, so the
lack of a DSCW use experience has no influence on the collaboration process.

The future work should focus on a technical improvement research: ergonomics,
simplicity navigation, additional equipment and instrument development. And also
must consider a development of the AEC BIM project collaborative protocols and uses
according to the project phase of development (conception, technical design, con-
struction) and the project contents, with a full integration of the BIM methods and on a
large scale long-term collaborative AEC projects.
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Abstract. In this paper we suggest an ubiquitous system with an
implicit HCI. A basic concept of a middleware as well as design rec-
ommendations for future creativity and collaboration environments in
an engineering context are presented in this paper.
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1 Introduction

This paper is structured in four section to show our design method. The following
section gives a summary of findings from interviews with engineers and from an
eye tracking study done to reveal known creativity techniques and their use.
Based on our findings we propose in sections two to four the basic concept and
three recommendations for designing such MBSE/CSCW systems to overcome
the gap stated before, namely (1) transformation of artifacts, (2) component
based architecture and (3) domain specific augmentation. In Sect. 5 we describe
the usage of cognitive services to enhance creativity support systems using sketch
recognition as an example.

2 Creativity and Collaboration in Engineering

New methods in engineering will be more and more characterized by collab-
oration and interdisciplinarity throughout the engineering design phases and
product lifecycle. New trends in engineering like model-based systems engineer-
ing (MBSE) are demanding appropriate software systems to meet the changing
requirements in the engineering process [1]. MBSE is defined as a formalized
usage of modeling to support the definition of requirements, development, veri-
fication and validation of a system beginning with the concept and development
phase as well as all the subsequent phases in the product lifecycle [2].

c© Springer International Publishing AG 2017
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Working in distributed and/or co-located engineering teams, using all kind
of software apps and tools people are accustomed to from private life, leads to
altered expectations of users and their user experiences and consequently to the
need of new methods [3]. With an MBSE approach, methods known from the
field of computer science are combined with engineering methods with respect
to the criteria listed above.

In the research project “Digitaler Produktlebenszyklus(DiP)1”, engineers are
confronted with MBSE using a graph based design language for modeling. From
this model all other engineering artifacts like CAD drawings or simulations can
be generated. One of the main challenge for the engineers in this project is, that
the workload moves towards early ideation phases where creativity of the engi-
neers is the key element. This early ideation phase in the creativity process is
characterized by generating, developing, and communicating new ideas. Tradi-
tional engineering workflows like in mechanical engineering are therefore more
and more adapted to workflows known from creative and software engineering
teams [4].

The transition to this kind of model-based engineering is challenging. Ana-
lyzing the traditional engineering process reveals a gap of support in the ideation
phase with respect to process and thus tool support. Setting up and using com-
puter supported collaborative work (CSCW) is not common either. The main
focus of our research is to overcome that gap by using methods from CSCW and
by enhancing the ideation phase in MBSE. Within the research Project DiP we
propose such an approach. The goal of the project is to show that it is possi-
ble to digitize the complete product lifecycle by applying model driven systems
engineering using design grammars and creating a single central model contain-
ing all the information for every domain involved in the product lifecycle. For
the analysis of the requirements we used a two-folded approach: a field study
with interviews for gaining qualitative insight on the engineering working envi-
ronment and an eye tracking study in a controlled environment for quantitative
feedback.

2.1 Collaboration in an Interdisciplinary Research Project Using
Model-Based Systems Engineering

We conducted semi-structured interviews with engineers who have a traditional
engineering background to gain insight on collaborative work within engineer-
ing groups. The engineers we interviewed are research associates in the research
project. In our first round of interviews, we asked about collaboration in the
domains the different engineers are working in. One unexpected result was,
that computer supported collaborative work, i.e. engineers working on the same
model, does not happen. Right now engineers are only using repositories to store,
share and work remotely on the models. In follow-up interviews we will discuss
the outcome of working with such repositories as a next step of our research.

1 dip.reutlingen-university.de.

http://dip.reutlingen.university.de


Collaboration and Creativity Support 179

Because of the interdisciplinary nature of big engineering projects it seems to
be common to meet using highly specialized infrastructure to support collabora-
tion with teams all over the world. However our findings showed that these rooms
are rarely used nowadays. Nearly all of the engineers we interviewed are aware
of such a room, but hardly used it for various reasons, e.g. the room is too far
away from the workspace or there are organizational drawbacks like reservation
and the like.

These obstacles hinder spontaneous creative collaboration sessions within
interdisciplinary engineering teams. After working together with the engineers
for about 18 months, they started to communicate via synchronous and asyn-
chronous team chat systems. We analyzed the usage and found, that only 16%
of the communication consisting of 10500 messages, was written with a collab-
orative aspect in mind. The remaining 84% are simple direct private messages.
These findings show that CSCW and working with such systems is strongly
affected by personal communication patterns and the underlying need for rela-
tions. To enhance task focused communication and thus collaboration advanced
approaches in terms of User Experience are necessary.

2.2 Creativity Support in CSCW Systems

Computer-aided innovation (CAI) systems are used to support the actual design
process of a product. In an engineering context, these systems are often based on
the theory of inventive problem solving developed by Genrich Altschuller. (See
[5] for a state-of-the-art overview on those systems).

At Reutlingen University, an interactive system called “Accelerator”2 is cur-
rently being developed to support web-based learning. Our goal is to extent this
CSCW system to be able to support creativity techniques. As part of a study
on Accelerator, we asked a group of 35 participants consisting of 24 computer
science students, 2 chemistry students, 2 engineering students, one professor
(Informatics) and 6 participants from the faculty staff with an engineering back-
ground about creativity techniques they know and use. We presented a selection
of well known techniques which were evaluated beforehand in terms of the pos-
sibility to implement and use them in a web based CSCW system (see Table 1
for the results and [6] for further reading on creativity techniques).

We conducted this study using an eye tracker. A visualization of the different
creativity techniques as well as a short textual description o the techniques
were shown to the participants. The techniques were shown in groups of three
techniques at a time, followed by the question which ones they already knew and
which ones they have already used. We had only two participants who did not
know any of the techniques or have used them before.

2 accelerator.reutlingen-university.de.

http://accelerator.reutlingen-university.de
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Table 1. Known (left) and used (right) creativity techniques

3 Design Recommendations for Future Collaboration
and Creativity Support Systems

There are multiple resources and best practices for designing collaborative sys-
tems (see [5] for our findings and basic requirements). We can therefore give the
following three recommendations for future collaboration and creativity support
systems in the field of model-based systems engineering:

1. Allow the transformation of artifacts to make data reusable.
We need to find solutions to support the transformation of different engineer-
ing artifacts throughout all stages of the product lifecycle. As an example, we
use a scenario about hosting collaborative sketching sessions using tablet PCs
with pencil support. A number of engineers would sketch out the idea of how
to solve the problem (in this example we assume the engineers are sketching
UML class diagrams). The sketches are then discussed together. Using cog-
nitive services like sketch and text recognition, we are able to transform the
digital hand written sketches into a machine readable digital representation.
This representation is then imported into a software tool to further detail the
model of the design language intended to solve the engineering problem (see
Sect. 5 for more information about the usage of cognitive services). Working
within the software tool, it should be possible to access a repository contain-
ing already solved problems. This allows the engineers to reuse parts of other
projects for the current project in progress.

2. Centralize the data and knowledge to allow fast exchange of infor-
mation and data.
The analysis of the team communication showed that discussions about a
model, the engineers are currently working on, is not only tied to the actual
model. Instead of working and discussing directly using the actual represen-
tation of the model, screenshots are used in real-time communication. This
poses the problem, that it is not possible to work together on a model in an
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interactive way having a direct feedback. By centralizing all data, communi-
cation and visualization, we are enabling designs that support communication
and visualization systems with direct manipulation and feedback.

Currently we are working on a modular chat based system which is able
to provide different visualization and interaction modules at any time (see
Sect. 4), allowing engineers to adaptively use different combinations of CAx
modules in various discussions happening in the chat system at the same
time. Within the system a feedback to the user can be enabled for different
types of engineering models.

3. Allow domain specific augmentation and visualization of data.
Working together with different engineering disciplines, we found that every
discipline uses their own languages, metaphors and tools to communicate and
solve problems. In our research project every discipline is working on the same
central model. However our intention is not to have the user to adapt to a
certain way of interaction or visualization that seems to be suitable for every-
one. Our vision is, to generate visualizations and interaction paradigms not
only tailored to the domain or the current project state but also to the work-
ing environment including other people, devices, location and so on by using
a multi sensory approach for situation detection combined with information
derived from a central model, thus having a setting for an implicit HCI.

4 Basic Concept

Figure 1 shows the basic design of our system. In an approach using a represen-
tation, data and analysis layer, we augment the power of the human intellect
with data generated by analysis of all available data in the ongoing engineering
project. To do this, we transform the product model into a separate but synchro-
nized working model. This approach enables us to augment the model without
taking care of how the base model was created. We focus on creating a system
for the user group that adapts to the user in contrast to an approach that require
the user to adapt to the system. Therefore we need to provide data structures
that allow fast, easy and unrestricted editing, manipulation and augmentation
of the project data or its visualization. Because of the adaptive design of the
system, different representations and visualizations of the data can coexist in
different versions.

In [5] a deeper insight into the requirements for our system as well as a con-
ceptual base and an example scenario is presented. The high grade of adaptability
of our system requires a highly modular system architecture. In the example of
a modular chat system used for both team and personal communication within
an interdisciplinary engineering team we will explain our modular approach fur-
ther. The chat system is a component in the representation layer shown in Fig. 1.
Figure 2 shows the component based modular approach to the chat system.

The chat system, introduced in Sect. 3, is a structured accumulation of differ-
ent components. The benefit of this approach is, the possibility to exchange the
components to make the chat system suitable for different needs. For example
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Fig. 1. The basic concept of the system

Fig. 2. The component based architecture of a modular chat system

one could replace or extend the message component by the functionality to view
CAx models without the need to make changes to the chat system itself. Just
like the message component we could replace the whole massages component, to
quickly allow the usage of one of the creativity techniques discussed in Sect. 2.2
in a virtual team scenario. We are currently developing multiple prototypes of
this chat system to choose the the most appropriate technology for our modular
concept.
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5 Augmenting Engineering Artifacts Using Cognitive
Services

Combining new emerging technologies, methods and algorithms are key com-
ponents in our vision. There are multiple providers of cognitive services like
Microsoft Cognitive Services3, IBM Watson4 or more specialized providers like
MyScript5 focusing on special problems like sketch or text recognition. Using
these services we are able to enhance our system by the possibilities of machine
learning and artificial intelligence in a simply and efficient manner.

For augmentation of artifacts, especially with creativity support in mind,
we are able to use services providing search and discovery, agents, classifica-
tion, retrieving and ranking, visual recognition, auditory recognition, knowl-
edge exploration and recommendation functionality. Currently we are working
on sketch recognition and automated classification of engineering sketches and
diagrams as one example of an implicit HCI. The sketch recognition is the first
step, from which numerous actions could be automatically triggered (e.g. gen-
erating events like calendar inputs and the like). For this purpose we are using
MyScript as a provider for sketch recognition.

At the moment our goal is to detect a subset of the UML class diagram.
This will allow engineers to sketch out their solutions using a pen and paper like
natural form of interaction. While sketching, our system identifies the classes and
generates a machine-readable version of the sketch, that can be imported into the
working environment to allow for further multi-modal forms of interaction. See
Fig. 3 for a basic approach of sketch recognition using MyScript as a cognitive
service for sketch recognition.

Sketch Recognition Geometrical 
Forms and Text Classification Exchange Model Transformation Machine 

Readable UML

Fig. 3. The process of sketch recognition for UML-classdiagramms

6 Summary and Further Work

We described our vision of future collaboration support in MBSE and showed the
importance of supporting engineering creativity. By giving recommendations for
the design of such systems and providing examples of how we think these recom-
mendations can be implemented, we showed how an adaptive approach, enriched
by cognitive services can be a solution for future collaboration in engineering.

We need to focus our work on implementing prototypes to further validate
our findings and show the advantages of implicit HCI for CSCW and creativity

3 https://www.microsoft.com/cognitive-services.
4 https://www.ibm.com/watson.
5 http://www.myscript.com/.

https://www.microsoft.com/cognitive-services
https://www.ibm.com/watson
http://www.myscript.com/
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support systems. A first approach will be to use interconnected input and output
devices like pico projectors to augment the workspace and engineering artifacts.

Acknowledgments. The project “Digitaler Produktlebenszyklus” (dip.reutlingen-
university.de) is funded by the European Fund for Regional Development (EFRD -
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Abstract. Research emphasizes the importance of BIM use to be collaborative
in order to reap its benefits. However, little research has been conducted
regarding the impact at the organizational level of breaking boundaries between
specialties for a more collaborative approach to design using BIM. The origi-
nality of this longitudinal research is to present not only the challenges of an
architecture firm in adopting a multidisciplinary collaborative design, but also
the challenges of a Construction Engineering approach to research. Various
research strategies derived from activity theory and cognitive sciences were used
more or less successfully to accelerate the transition from fragmented to inte-
grated design practices.
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1 Introduction

This paper is a critical review of a recently completed longitudinal study that was
undertaken in order to study the dynamic transformation of a specific actor within the
construction industry: an architecture firm. Initially, the firm requested help from the
research team in order to increase collaboration between its various departments and
specialties. Later, the architecture firm demanded help on implementing Building
Information Modeling. For the research team, these request for help were an oppor-
tunity to pursue research on two concepts: the cogeneration of knowledge and the
radical transformation of practices through the introduction of BIM as a disruptive
technology. For the remainder of this paper, we will refer to the architecture firm as the
partner.

BIM proposes to address the issues of collaboration and innovation as well as to
increase performance by promoting the stakeholders use of a single shared work
platform. However, little research has been done to understand the implications of
adopting such a platform in a fragmented environment constituted of multiple disci-
plines. An environment where each discipline may be understood as a unique social
world, with its own culture, organization of work and artefacts.

The research perspective guiding the longitudinal study was Construction Engi-
neering and Management (CEM). CEM is a response to the critics made about how
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research has been done traditionally in the field of construction Traditional research has
been criticized as being overly focused on theoretical and conceptual issues at the
expense of the needs expressed by industry, particularly by applied disciplines [1].
Many of the problems researched in CEM are related to the organizational, the man-
agerial and the social dimensions of construction. Consequently, innovations emerging
from CEM frequently involve modifications to practices and procedures grounded in
the social sciences. Consequently, the idea that “knowledge emerges as aspect of
practice – or ‘praxis’ p. 95” [2] is also relevant to CEM. Accordingly, to the studies’
concern for praxis, it shares many of the characteristics of an Action Research or
Participative Action Research study. Hence, it also shares many of the risks of such
studies with regards to achieving change and being helpful.

As stated previously, this paper aims at providing critical view of the CEM research
strategies explored in the longitudinal study. Consequently, the paper will present a
retrospective critique of the issues and challenges experienced by the research team
while conducting the three-year study to help the partner. The critical review will focus
on the management of the researcher-client relationship and will be grounded in
concepts from the field of organizational development (OD) field. OD has a history of
investigating the researcher-client relationship in the context of organizational change
[3]. Consequently, we believe that the CEM field can learn from the OD field in order
to guide interventionist research practices. Moreover, we believe that concepts from
OD can help explain some of the challenges met by CEM researchers when trying to
research and instigate change within organizations. It is within this context that this
critical analysis, or meta-study, is situated. This meta-study is a first step in trying to
create bridges across the CEM and OD research fields in order to advance the research
practices of the CEM field. The contribution of this paper are two-fold. Firstly, from a
knowledge generation perspective, a number of gaps within current CEM practices are
identified and possible solutions are discussed. Secondly, from an engage scholarly
perspective, this paper strives to contribute to the tearing down of walls across disci-
plinary silos.

2 The Longitudinal Study: A Summary

The research team, which we will refer to as the team for the remainder of this article,
concerned by the study primarily investigates the reconfiguration of practices through
transformational technologies, such as BIM, or practices such as Lean construction. To
achieve this goal, the team actively seeks industrial partners that are interested in
contributing to the production of new practical knowledge: praxis. The team’s research
perspective is inspired by the concept of knowledge coproduction [4]. This concept is
grounded in the belief that researchers must acquire transdisciplinary skills and engage
in the co-generation of knowledge with industry.

The partner, notwithstanding its multidisciplinary nature, defined itself as an
architecture firm. The partner employs architects, engineers and other specialties. A key
goal that motived the partner to contact the team was its desire to transform its siloed
working environment. The partner’s intention for desiring such as transformation was
to foster a more collaborative and synergistic approach to construction design.
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This was perceived as a great opportunity for the team to study the impact of the
introduction of new technologies on work patterns. The study was done across two
separate both interdependent projects. It first started with a small research project
focused on a very specific problem to demonstrate the value that the partner could
achieve by working with the research team. The second project was far more ambi-
tious; its objective was to transform CAD oriented practices to BIM oriented ones.

The theoretical framework guiding the first research project was Activity Theory
(AT) [5]. Two reasons motivated the research team to adopt this theory. Firstly,
according to the team, it is well suited to explore the realm of professional practices,
which are built around specific artefacts. Secondly, in accordance to AT, an inter-
vention method called Change Laboratory (CL) is provided by the literature for fos-
tering work design related change. During the first project, two Change Laboratories
[6] were conducted and they were greatly appreciated by the partner because they
exposed issues and contradictions in their organization of work that were hindering
collaboration. The results were convincing enough for the partner to engage in a
three-year research relationship with the research team for a second project.

For the second project, in conjunction with a theoretical grounding in AT, a Share
Lab Workshop (SLW) intervention was used. The reason for using this second inter-
vention will be explained in a subsequent section. The intervention was used in order to
guide the implementation of BIM across the organization.

2.1 Challenges in the Research Process

The core principal team member for the first project was a student, a PhD candidate,
whose thesis was directly related to the project. The student prepared for the project by
receiving training from an international research ground that is recognized for its
expertise in AT as well as the planning and execution of the CL. Given that the partner
appreciate the results of the first project and given that the intention of the second
project was similar but at a larger scale, it was the intention of the research team to use
AT and the CL intervention for the second project. Moreover, it was expected by the
partner that the research team, as experts, would plan and execute once again the
intervention. However, the team was faced with the challenge that the student that had
received the training was no longer part of the team. Moreover, the team did not have
any other members with the necessary knowledge and experience that would be cap-
able of meeting the expectations of the client. In order not to lose face as well as to
secure the partner as a field for research the team decided to develop a new inter-
vention, a SLW, with another international research team. The creation of the new
intervention was perceived by the research team as a desired solution because it solved
the problem of providing the partner with an intervention and it allowed the research
team to establish a new research collaboration.

The partner was content with the results of the SLW. Accordingly, the partner
requested that the project go further and wanted BIM to be implemented across the
organization. Moreover, it was the partner’s expectation that the team design and
orchestrate the necessary process for the implementation. The team faced two key
challenges with this new request. Firstly, the principal member of the team responsible
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for the project, a research associate, had to take a one-year leave of absence. This left
the team once again in a vulnerable situation from an expertise perspective. Still
wanting to please the partner as well as to secure the research field, the research team
accepted. For the research team, this was a great opportunity to develop further the
research team’s skills and knowledge on how to foster changes in industry practices.

From the execution of the BIM implementation process surfaced multiple chal-
lenges that the team had to cope with. Firstly, the partner was not committing adequate
resources to the project because of its concerns for billable hours and cost control.
Secondly, the implementation process that was selected by the team fostered a
bottom-up approach but the process was experiencing friction with the top-down
decision-making culture of the organization. Quickly, the research team was “stuck”
acting as mediators between employees and upper-management with regards to
expectations, decision-making, resource allocation, etc.

The researcher realized that multiple organizational dimensions (culture, power,
finances, etc.) were influencing the BIM implementation process, the subject of the
research project, and were not taken in account. It was not the intention of the team nor
a lack of willingness on their part, but the organizational dimensions are not generally
considered in CEM research. Typically, the underlying concern of CEM is to suffi-
ciently please industrial partners in order to achieve research goals, which are often
about testing theories and tools with the aim of developing artefacts and methods for
future research projects.

3 The Role of a Researcher: Expert or Helper?

The question of what is the nature and the contours of a researcher’s role in the context
of a working relationship with an industry partner is an important one. Underlying this
question are sub-questions such as: “what should the researcher be expect to do and
contribute?” and “what should the partner be expect to do and contribute?”

The first question is particularly important and basically can be restated has: “Is the
researcher acting like an expert (or not) and what should he (or shouldn’t he) do?”
Moreover, we would content that this question is just as critical as the question on how
CEM research should be conducted because these two questions are inseparable. What
follows is both a reflection on what we have learned as well as a framing of our
learnings with literature that provides appropriate language that we wish to share with
the CEM community.

Unknowingly, the research team was trying to reach two objectives: do research
and be helpful. However, the objective of being helpful was only identified in retro-
spective. One might be surprised how such an objective could be overlooked but in the
context of research, we would content that all researchers believe that their work is
useful and helpful. Nobody wishes to do useless activities. However, given that
researchers strive for the discovery of new knowledge, the objective of being useful
was easily overlooked, especially with the team’s methodological concerns. The
consequence of not actively reflecting on this second objective meant that the research
team never reflected on the question: what does it mean to be useful and helpful in the
context of working with the partner. In the context of the case study, the research team
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tried to help the firm with multiple objectives (as well as reach their own objectives).
What is important to account for is that the research team, by trying to help a human
system (the partner), exposed itself to the important issues of designing helpful
interventions as well as defining what is not helpful. Moreover, with respect to being
helpful, the researcher must actively manage the fine line between his responsibilities
and those of the human system.

How the researcher frames and manages the previous aspects will determine the
methodological foundation of a research project but also the potential risks of the
project, because of the underlying assumptions of the methodology. It is also this
relationship between defining what is helpful and choosing a research methodology
that links both concerns: the role of the research about being helpful and how to
conduct research.

A research project may have a number of intentions. The intention of a project will
determine the type of knowledge that it contributes. Given a desired research intention,
a researcher must select amongst a number of research methodologies and data analysis
techniques. When the desired outcome is concerned with the adoption of some tech-
nology by an organization, depending on the researcher’s assumptions about the nature
of technology, the nature and existence of organizations and the nature of the
technology-organization relationship, the researcher will implicitly or explicit select a
particular research intention. In the case of this article, BIM related technologies as well
as the interventions are considered technologies. If the researcher assumes that tech-
nologies may be designed and understood separately from organizational or social
concerns, then the researcher will probably initiate a project with the intention of
pursuing knowledge about solving the problem that is adopting technologies. If the
researcher selects a research methodology that is congruent with his intention, he will
probably select Design Science Research (DSR) [7]. If the researcher assumes that it is
necessary to consider technology within a specific organizational or social context, but
is still concerned with solving a technology problem, then the researcher will probably
select Action Design Research (ADR). However, if the researcher believes that the
desired outcome is mostly about changing human systems, then the researcher will
adopt an interventionist methodology such as Action Research (AR), Clinical Inquiry
Research (CIR), etc. Given length restrictions, it is not possible in this article to
systematically explore the risks associated with different research methodological
choices. Instead, we will contrast intervention oriented methodologies because of the
nature of the study under critic: Action Research (AR) [8], Participative Action
Research (PAR) [9] and Clinical Inquiry Research (CIR) [10]. Before going further, we
acknowledge the fact that multiple research methodologies are associated with PAR
and that PAR is not a homogenous body of practices, but for space restrictions, it is not
reasonable to explore the particularities of each methodology. However, many of the
methodologies share some common ground that will be the focus for the discussion.

AR and PAR, as research methodologies, are similar in that they both acknowledge
the situated and contextual nature of organizational and social change. Hence, they
both avoid risks caused by pursuing universal truths that do not exist. However, AR
and PAR are very different in another respect. AR projects are initiated and guided by
the concerns of the researcher. Hence, the researcher is ultimately responsible and
accountable for the project’s outcome. At the opposite, PAR projects are typically
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initiated by clients. However, since it promotes an equal share of responsibility and
accountability between the client and the researcher, such projects are not just guided
by the concerns of the client, the needs and biases of the researcher are at play. As such,
AR projects expose themselves to risks that they will try to create change that is
unwanted by the client and/or is biased by the researcher. PAR projects are exposed to
the risk that the research project will fail because of the incompatibility between the
needs of the client on one hand and the needs of the research on the other.

In the context of this case study, the research team did not explicitly select a
research methodology in order to guide the projects. The choice was implicitly made by
the fact that they made interventions and by the guidelines of the intervention methods
they used: CL and SLW. Few articles have made an explicit link between a CL and a
research methodology. Some have argued that there is a difference between a CL and
AR [11]. We would argue that a CL is a particular type of AR intervention because it is
focused on creating change and that method for achieving that change is controlled by
the researcher. We would make a similar argument for the SWL intervention. Con-
sequently, the project was exposed to the risks that project would try to create a change
that was not desirable for the client or was biased by the researchers. In simpler terms,
the research project was exposed to the risk that the research team would pursue goals
and behavior in ways that were not helpful for the client. In the challenges perceived by
the research team, we can clearly see instances of this when the team did the necessary
to “save” the research field and choose intervention methods that “they” deemed
adequate without necessary taking in consideration holistically the partner’s context.

Edgar Schein defined that three general stances were possible when striving to be
helpful [3]. Each stance is rooted in different assumptions about the meaning of what is
helpful and how one should act: doctor, expert, process consultant. In the doctor stance,
the helper is useful by unilateral make a diagnostic and defining an appropriate solution
for the client. Hence, the helper assumes that only he has relevant knowledge. In the
expert stance, the helper accepts the problem as defined unilaterally by the client and
unilaterally defines an appropriate solution. Hence, the helper assumes that the client
identified the proper problem and assumes that only he as relevant knowledge for
defining the solution. In the process consultation stance, both the client and the help
participate in the diagnosis as well as design of the solution. Hence, the process
consultation stance assumes that both parties have relevant knowledge to contribute.
However, this stance has another important assumption, which is that the helper must
not solve the client’s problems but must transfer the necessary knowledge, through the
collaboration, so that the client way, learn how to solve his current and future problems.
The other stances are not concerned with transferring knowledge.

The collaborative nature of the process consultation stance for investigating
problems and helping a client is very similar to PAR approaches. However, this is one
fundamental different that can make a big difference, and we believe made a big
difference in this case study. Process consultation as a means to learn about human
systems change was coined by Edgar Schein as Clinical Inquiry Research [10]. As
mentioned previously, it is similar to PAR insofar that is it concerned with creating
organizational change that is initiated by the client systems. However, it is different
than PAR because is subjugates the research concerns of the researchers to the needs of
the client and believes that responsibility of the outcome of the project cannot be
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shared; it must stay with the client. CIR, because of its clinical heritage, is grounded in
the notion of always being helpful from the perspective of the client systems needs and
problems because anything else would be considered harmful from a clinical per-
spective. CIR also believes that everything a researcher does is an intervention…
nothing is neutral. In other words, both the decisions to gather data and the means of
data gathering are interventions. In addition, other subtler behaviors of the researcher
are also considered interventions such as how the researcher enters and maintains the
working relationship with the client. Typically, PAR practitioners are not concerned by
what is considered an intervention and what it not. Given the fact that a CIR practi-
tioner will subjugate his needs and concerns in order to stay focused on those of his
client, if he deems it necessary, he will not shy away from a confrontational inter-
vention that could end the working relationship. By definition, a CIR practitioner must
not collude with organizational dynamics that are problematic, especially those that
directly concern what the client is trying to achieve. Consequently, the CIR practi-
tioners will necessarily at times need to confront the client with regards to such
dynamics at the risk of generating sufficient cognitive dissonance and anxiety to put an
end to the working relationship. A PAR practitioner will not necessarily be concerned
by the notion of colluding hence will not necessarily confront the client on such issues.
Ultimately, a CIR practitioner will put an end to a partnership is what is most helpful.

In the longitudinal study, the research team had a deep concern for establishing a
working relationship with the firm in order to gain the opportunity to investigate certain
phenomena. Consequently, in retrospective, it became clear that the team never
questioned if the interventions they were doing were congruent with what they were
trying to achieve nor if how they were managing the working relationship with the
client was appropriate. For example, implicitly, the research team wanted to help the
organization adopt BIM as well as make the necessary adjustment to the organization.
However, the team used an expert stance for their intervention, hence not transferring
the necessary knowledge to the organization. Moreover, when the client demonstrated
on multiple occasion that it did not have sufficient time to allocate to the project, which
wasn’t behavior that was congruent with the changes that the organization desired, the
research team didn’t confront the client in fear of losing the opportunity to do research.
From a clinical stance, it would have been necessary to constantly keep the client
responsible for the project and the desired outcome and walk away from the project is
the client was not willing to help itself. From an organizational development per-
spective, CIR uses a strategy for change based on the reeducation. Such a strategy is
only possible if the client willingly and actively invests time and energy in the reed-
ucation process.

4 Discussion and Conclusion

CEM Researchers are confronted with the requirement to generate new knowledge
while helping the industry to move forward with better, more collaborative practices.
To achieve this, new research approaches have been adopted in recent years to conduct
these field researches. However, from a socioconstructivist perspective, they cannot
ignore the bias that could result from the researcher’s desire to demonstrate empirically

Research Issues in Attempting to Support an Architecture Firm Transition 191



the value of a theory or the changes required to adopt a new technology. Moreover, as
explored in this paper, when working with a human system, it is necessary to go
beyond strict research methodological concerns if one wishes to be helpful. The critical
analysis of the study, which we believe is not atypical from the studies pursed by other
research teams in the CEM field, revealed that the research team might not have been
helpful in the end. The partner might be happy with the outcome of the activities but
that does not mean that the necessary change took place. This is similar to when patient
get relief from taking medication that relieves symptoms but do not make the necessary
change to solve the underlying problem.

The goal of this paper was not to propose solutions but to expose issues related to
not questioning the nature of the relationship and the role of the researcher within a
partnership. With the acceleration of changes, cogeneration of knowledge was pro-
posed by social science as a means to cope with the need for generating praxis.
However, consideration of the needs and expectations of industrial partners as well as a
clarification of the researcher’s role are required to provide the appropriate conditions
to instantiate knowledge cogeneration processes.
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Abstract. This paper deals with evaluation of architecture designed by multiple
users. Presented approach concentrates on comparison of two languages – a
language of an assessed building and a language of its context. The proposed
method requires a CAD-like system to be equipped with an agent capable of
some cognition and creative thinking that will allow to assess the project on the
basis of its structure and given surroundings. Therefore, the system must contain
a knowledge base about the context language and be able to extend it on the
basis of designer’s actions. The internal structure of the design requires con-
ceptualization, which is performed on the basis of a visual perception model.
Also, some sense of aesthetics should be present. Methods of graph represen-
tation of a design, defining the context language by automatic preparation of its
graph grammar, and evaluating aesthetic fitness are presented.

Keywords: Computer aided design � Collaborative design � Aesthetic measure

1 Introduction

Every city consists of a mix of different approaches to architecture design. Human
concepts, goals, creativity and opportunism interwave to constitute inseparable whole.
A task performed by an architect when designing a new building to fit in existing
context is complex and requires wide knowledge about culture, history and present
expectations of the place. It is not about imitation – a real dialogue does not simply
consist of repetition of other side’s words, it is constant questioning and contribution
combined with deep respect.

However, everyday life shows that the dialogue is often broken by inconsiderate
interlocutors. Some of them want to overshadow the rest, other simply do not care. It is a
matter of stormy discussions whether (and to what degree) aesthetics of architectonic
objects should be subject to inspection [3]. Of course, everyone would prefer to live in
an environment full of harmony and beauty, but what exactly do those concepts mean?
Who has a right to decide? And what are the costs of prioritizing aesthetic values over
others? Although aesthetics is strongly dependent on individual preferences and
architecture very often refers to subtle cultural allusions understandable only for
experienced recipients, we believe that a tool which enables automatic assessment of
everyday designs in order to give an idea about their relation to the context could
improve the process of environmental planning. In result multiple designers would be
able to confront their ideas with unified aesthetic measure able to detect some basic
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defects of a conception. This paper deals with a problem of defining a method of such
measurement. It is not our goal to question individualism of great masterpieces. Instead,
we would like to prepare a tool based on human visual perception process that can alarm
a designer of “everyday” architecture – like a private house or a block of flats – when
there is something controversial in a way their work responses to the context. This can
lead to a greater coherence of public spaces formed by multiple contributors.

There have already been some attempts to define, verify or provide coherence in
computer-aided design. Soddu [2] has created generative software called Argenia,
capable to produce designs of complex cities with consistent identity. Our approach
concentrates on comparison of two languages – a language of an assessed building and
a language of its context. In response to designer’s action of adding a component to the
project’s drawing an internal graph representation is created. On the basis of the current
internal structure a graph grammar containing production rules that enable generation
of the given graph is determined. Finally, a graph grammar of the resultant building and
a graph grammar of its context are compared and level of both harmony and novelty of
a new building can be assessed. Methods of graph representation of a design, defining
the context language by automatic preparation of its graph grammar, and evaluating
aesthetic fitness are presented. The first section describes application of a visual per-
ception model in graph representation of an object, while the next one presents
implementation of composite graphs adjusted for the purpose of aesthetic measure.
Further sections contain a description of graph grammars used to define architectonic
context and a method of aesthetic evaluation. Finally, some conclusion is made.

2 CAD-Like Environment for Aesthetics

Although Computer Aided Design (CAD) belongs to well-established research areas,
aesthetic evaluation of architecture in context is very rarely supported by a computer. To
change this situation CAD-like systems should be equipped with an agent capable of
some cognition and creative reasoning. This involves many internal mechanisms and
processes, including background knowledge, ability to learn, ability to conceptualize and
sense of aesthetics [1]. Aesthetic evaluation can be performed on a CAD-like system’s
internal structure, which represents objects in the form of an architectural drawings
created through the user interface and is used for wide variety of operations, like e.g.
verification of building standards. Knowledge-based systems or knowledge-based
agents are committed explicitly or implicitly to some conceptualization.

2.1 Conceptualization

A conceptualization is an abstract view of the world that we wish to represent for some
purpose. It is based on objects and concepts that are assumed to exist in some area of
interest, and relationships that hold between them. Computational ontologies are the
means to formally model the structure of a system, i.e., the entities and relations that
emerge from its observation [6]. In this paper our view of the world is based on the
Biederman’s Recognition-by-Components perception model (RBC), which assumes
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that human brain recognizes objects by identifying shape and relations of its compo-
nents [4]. Their extraction requires to find edges and sharp concavities. Resultant
component lacks sharp concavities and its edges mark it out from the surroundings,

even when they are partially covered by
something else. The idea to use a visual per-
ception model in assessment of aesthetics is
not accidental. Human evaluation of aesthet-
ics is a complex cognitive process, heavily
bound to perception. Figure 1 presents a
building divided into components according
to RBC theory and its graph representation
that is machine readable. Each graph node
represents one component, while each edge

represents a relation of attachment. Human brain is very sensitive to any kind of order.
Identifying order in complex structures is crucial for comprehension. Aesthetic value of
an object is associated with the amount of information it provides to satisfy one’s
curiosity and the level of order it represents to enable understanding. Therefore, it
seems necessary to regard some relations of order in computational assessment of
aesthetics. Windows of the building from Fig. 1 are arranged in a deliberate way – all
aligned to the same line. This can be represented in graph by a hyperedge, capable of
connecting more than two nodes. Figure 2 shows a hyperedge of alignment relation
(the square with label A) added to the building graph added to the building graph. In an
object there may be many different lines and planes that components are aligned to.
Representing each alignment relation by a separate hyperedge (Fig. 3) enables to assess
the level of order more accurately.

As it has been considered, architectonic objects are defined as sets of related
components. Investigation of a structure they constitute and its reference to the context
enables to find some information about aesthetic impression that may be given to a
viewer. There are many requirements for a building to harmonize with its surroundings,
especially other buildings that are designed often by a lot of different architects. A large
part of these requirements responds to a very subtle (and hard to define in a formal
way) dialog between culture and individualism. However, many others reflect a basic
need of order and can be used quite easily in computational measurement of aesthetics.
It is possible to verify whether a new building corresponds to its neighbours’ style by
investigating shapes and relations.

Fig. 3. Hyperedges in building graph

Fig. 1. Building graph
Fig. 2. Hyperedge in building graph
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According to RBC theory, each component of an object’s structure may be char-
acterized by two sets of properties, non-accidental or metric ones. Non-accidental
properties, like cross section shape, its symmetry and size change, as well as axis shape
describe features of a solid that are easily recognized independently from the point of
view. Another group, metric properties, involves parameters of a solid that can be
easily mistaken and their perception may vary depending on the point of view, for
example length, width or exact location. All these properties can be used as attributes of
a graph node in order to fully define components of an architectonic object.

Components of an object can be related to each other in
many different ways. Again, RBC theory provides a list of
such relations. It is presented in Fig. 4, enriched by an overlap
relation for the purpose of architecture design. These relations
are represented by edges in a graph structure and can be
attributed by some metric values. For instance, an end-to-side
relation in which a basis of the first component is attached to a
side of the second one may be described by geometric data
informing where exactly the connection occurs. Analogically,
a hyperedge used to represent a relation of alignment may be
attributed by a definition of a plane.

It seems necessary to notice that mentioned relations take
place between component’s sides rather than between whole
solids. It is a chimney’s bottom basis that is attached to a roof

side and windows’ bottom bases that are aligned to a common line. In order to keep
such information,
composite graphs are
used [5]. Figure 5
presents a composite
graph of the building
from Fig. 1. For
clarity, only one
window is presented.
Each node consists
of bonds represent-
ing component’s
surfaces. Their num-
ber may vary depending on the solid’s cross section shape. The first bond (in black)
represents a top basis, the second one (in grey) – a bottom basis, while the rest of bonds
(in white) represent other surface types (it is enough to specify whether it is a large or a
small side of a solid in case of size difference). Planar components are treated like a
solid of height equal to 0 and lack non-accidental attributes describing size and axis as
well as bonds other than a top basis bond.

Except from an ordinary edge, the bonds can be joined by a hyperedge representing
a relation of alignment. According to Birkhoff’s remarks about aesthetic measure [4],
complexity of an object is increased by lines and planes that are not perpendicular or
parallel to the ground. Therefore, we have decided to attribute the relation of alignment
by values “straight” and “skew” not to lose information about complexity.

Fig. 4. RBC Relations

Fig. 5. Composite graph
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Summing up, internal structure of a designed architectonic object may have a form
of a composite hypergraph. Its nodes represent building’s components, its bonds –

component’s surfaces, its edges – spacial relations between components, and its
hyperedges represent relations of components alignment. Graph edges connect surfaces
bonds instead of components nodes which enables to store more detailed information
about the whole object.

2.2 Knowledge Base and Learning

A sole structure of an evaluated building is of course not sufficient to assess its fit for
surroundings. It is necessary to provide some architectonic context in which the new
object is intended to be placed. It will be then possible to compare properties of the new
building with general style of the context in order to assess coherence and novelty.
Although context style can be very difficult to define fully, for the purpose of initial
aesthetic evaluation it seems sufficient to compare some basic properties, like size,
components’ shapes and relations between them.

In the proposed aesthetics evaluation method, each building added to the project
constitutes context for further designs. Multiple designers may compare their propo-
sitions with surroundings defined by others. Assessment on the basis of RBC theory
does not require very detailed and accurate models, because mostly non-accidental
properties are taken into account. It means that components’ shapes are important, but
their exact geometric parameters are disregarded by the aesthetic measure. Therefore,
the user interface of a design system may consist of a set of basic shapes and some
simple modification tools. This approach makes it relatively quick and easy to insert
already existing context, so the project of collaborative design may start with some
predefined surroundings. Let us consider an example when a new housing estate is
built. In the beginning the building plot is empty, but there may be some objects fast
beside and style of the estate ought to be consistent with them as well. The project
should then start with predefined context, reflected in the internal representation as any
other buildings, and with an empty area for new objects. Every new building added to
the housing estate project is then verified on the basis of the internal structure and may
be saved to constitute the context for a new design, or deleted. Evaluation can regard
houses designed by different architects and in different time.

A dialog with architecture context is too sophisticated to be assessed by compu-
tational measure. However, especially in everyday architecture design for private
investors, it may be very useful to have a tool alarming when a project is too eccentric
or imitates another building.

It is easy to notice that the project’s internal graph grows during design. In case of
large projects it will soon become inefficient to perform operations of pattern search on
a complex structure. The solution is to make use of the coherence of designed objects.
Every settlement has its own language – buildings’ styles correspond with each other,
some patterns repeat. Having a formal structure of each building in the form graph, one
can define a grammar of the settlement language. Graph grammars consist of pro-
duction rules used to transform one graph into another. Figure 7 shows a grammar able
to generate buildings presented in Fig. 6. This is a simple grammar that can be
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automatically created on the basis of the building graph. Every relation between
components is represented by a production rule. The left side of the production contains
a subgraph that is to be transformed, while the right side – the same subgraph after
transformation. Only non-accidental attributes of nodes that define shape are set. This
reduces number of rules – attachment of a roof to a prism is defined only once,
although such relation occurs twice in the buildings from Fig. 6. For clarity,
non-accidental attributes’ values have been presented as a sketch of the shape they
describe.

Every building added to the project may extend existing grammar or use its rules.
During the design process, every relation between components is remembered as a
number of applied production rules. In result frequency of each production of the whole
architectonic context can be computed. Figure 8 presents a new building added to the
one in Fig. 6, while Fig. 9 shows grammar consisting of two production rules used to
generate the new object. Once it is accepted and added to the context, the graph
grammar of the context is extended by these additional rules.

Fig. 7. Graph grammar of the buildings from Fig. 6

Fig. 6. Exemplary buildings

Fig. 8. New building

Fig. 9. Graph grammar of the new building from Fig. 8
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3 Aesthetic Measure

A system capable of evaluation of architecture in context ought to be equipped in some
sense of aesthetics. It should be able to find both analogy and novelty and decide
whether their ratio is appropriate. In order to solve this problem we propose to compare
an internal structure of the assessed building with an internal structure of the context. In
case of the presented idea both of them are graph structures which can be generated by
a graph grammar. The previous sections contain description of graph representation of
the project’s drawing and a method of determining graph grammars. In this section we
are going to present aesthetic measure based on graph grammar comparison. This will
allow to assess to what degree a language of context is used by a designer and how it
can be enriched by a new building.

Figure 10 contains mapping of grammar rules of architectonic context from Fig. 7
into the new building grammar from Fig. 9. For each rule of the grammar of the
context, the most similar rule from the building grammar has been found. The simi-
larity level is assessed only between isomorphic subgraphs from right sides of pro-
ductions by verification of their attributes. In the presented example the rule 1 has been
mapped into the rule 6, and the rule 2 into the rule 7. There are no rules from the
building grammar that can be mapped into the production rules 3, 4 and 5. Attribute
values’ differences have been presented in the column “Diff”. Production rules are
divided into two categories – those which contain a relation of alignment (order rules)
and those which do not (structure rules). For each rule ratio is computed by dividing a
number of occurrences (“Occ”) of the given production in generated objects (context or
a new building) by a total number of production rules of the given category. If there are
no rules belonging to a category, the ratio value is 0. Let ratio1 and ratio2 denote ratios
of the grammar of the context and the building grammar, respectively, and d is a
number of attribute values’ differences between subgraphs. For each production its
grade g is computed according to the formula:

Fig. 10. Computation of similarity level
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g ¼ � ratio1�ratio2j j � 0:1 � d

The final grade consists of a sum of rule grades and represents similarity between a
language of the new building and the language of its context. It is easy to notice that
this value is always smaller than or equal to 0. A low value describes an object very
different from the surroundings, while a value equal to 0 indicates a building of a very
low level of novelty.

In order to test the presented method of
evaluation let us consider a piece of architecture
that is appreciated for its regard to the sur-
roundings – Małopolski Ogród Sztuki by
Ingarden & Ewý (Fig. 11, from www.iea.com.
pl). The language used by the building resem-
bles the language of a context to a large degree
except from the fact that the windows are
aligned to non-parallel lines. In the graph
structure it is represented by an alignment
relation attributed by “skew” value. The total
grade of similarity to the context has been
computed as −1.49.

4 Conclusion

The presented concept of aesthetic evaluation of architecture in context may be a step
to achieve a tool to combine ideas of multiple designers. In result, some feedback about
the designed object will be given to its creator, regarding human visual perception
process and consequential aesthetic preferences. Further work will concentrate on
extending the concept of context, which is not only limited to surrounding buildings,
but also consists of historical buildings and cultural references. Ideally, the obtained
system will be able to substitute a city planner in case of everyday architecture
acceptance/rejection issues.
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Abstract. Multimodal operating systems such as Apple or Android are being
integrated into several platforms and devices, increasing users’ connectivity
experience. Recently, both operating systems (OS) had been integrated into
modern vehicles, extending connectivity possibilities to road transport, pro-
viding them with new driving experiences for the user. In the present study we
attempt to evaluate, under a holistic scope, the users’ experience with these
systems while driving. We have developed a new scale based on a user-centered
and cooperative design approach which will be tested for the first time in a
two-case study. With this scale, we will assess the main variables that influence
the user’s experience when interacting with in-vehicle smartphone integration
systems while driving. We hypothesized that the scale will be capable of dis-
criminating between both systems, their tested functions and between users.
Despite results seeming to support this hypothesis, further research with wider
samples and systems is needed.

Keywords: Cooperative user experience design � In-vehicle integrated �
Operative systems � Multimodal human machine interfaces

1 Introduction

In this paper we focus on the development of a tool for system user experience
assessment. This tool is based on a cooperative design approach including several
frameworks from human factors literature: affective design (Khalid and Helander [1];
Norman [2, 3]), Technology Acceptance Model (Davis et al. [4]; Davis [5]), Atten-
tional Model (Kahneman [6]) and Multiple Resources Theory (Wickens [7]). Using an
already existing set of tools [8–10] and our new tool; we assess two in-vehicle systems
that provide an interface for using smartphone applications while driving. Applications
run inside the user smartphone and then a middleware (which is permanently installed
in the vehicle) is used enabling communication between the mobile device and the
instrument panel. The panel does not only project application data through a cus-
tomised user interface, but it can also be controlled by the user. Thus, the smartphone
data is accessible through the instrument panel to run applications using, for instance,
voice commands (among other communication channels). Integrating the smartphone
represents remarkable advantages: first, it enables the driver to automatically customise
the services offered by the car related to the applications that s/he has installed on the
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phone. Furthermore, it avoids having to install a Wi-Fi generating system in the car,
since the device can perform the anchoring function. Finally, it is much easier to update
apps from the smartphone than from the vehicle. This solution is also preferred by
manufacturers, as it allows the development of applications following the guidelines for
a specific platform, without the need to take into account the characteristics of the
instrument panel that will display this information.

2 Method

As a case study, an Android user - owning a Samsung Galaxy S6 Edge running
Android Lollipop 6.0.1 OS - and an iPhone user - owning an iPhone 5S running iOS
10.2.1 - were recruited. Both participants completed three trials testing Navigation (N),
Multimedia (M) and Phone call (P) functions while driving. After each trial, partici-
pants had to fill out a set of scales composed by the Driving Activity Load Index [9],
the System Usability Scale [8], the Acceptance Scale [10] and the Global User
Experience System Assessment, our new scale.

3 Results

3.1 System Usability Scale

Figure 1 shows the usability results for each three experimental conditions. As can be
seen, the Android system (AOS) gets a score of 92.5/100 in N conditions, while iOS gets
a score of 85/100. In M condition, this pattern is reversed; as the score of the AOS is
50/100 whereas the iOS score is 87.5/100. In the third condition, P, both systems
obtained similar high scores: 95/100 the AOS and 100/100 the iOS. These results suggest
that for both OS, the P function is the easiest to use, followed by N and, lastly, M.
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3.2 Driving Activity Load Index

Figure 2 presents the workload scores for the different experimental conditions with
their respective OS. The scores in general terms, are relatively low, given that the
maximum is 60. Both OS obtain similar workload scores. N function proves to be the
most demanding condition for the driver using iOS, with a score of 25.3, while for the
driver using AOS it proves to be the least demanding (21.9). In the condition inter-
acting with M function, this pattern is reversed, the iOS system being less demanding
to use (23.3) than AOS (27.1). Finally, in the P condition is where the most notable
differences between the two OS have been observed, with AOS being especially
demanding (28.8) when compared to iOS (17.7).

3.3 Van der Laan Acceptance Scale

According to this scale, system acceptability has been evaluated in two different
subscales: usefulness and satisfaction. Results for AOS are presented in Fig. 4. These
results suggest that M is the most useful (M = −.2; SD = .46) and satisfying (M = 1.5;
SD = .86) function in this system. On the other hand, iOS acceptance results are
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presented in Fig. 3 and suggest that while N is the most useful (M = −0.8; SD = .15)
function, P is the most satisfying (M = 0.5; SD = .14). Overall results do not allow
clear identification of the most acceptable OS.

3.4 Global User Experience System Assessment

We have used this case study to carry out a first exploratory analysis of the tool, and the
descriptive statistics showed a high standard deviation from the mean (>1) except for
items 9 (SD = 0.518) and 14 (SD = 0.408). The overall scores for each OS in the three
experimental modalities are presented in Fig. 5. These results show that for the iOS
user, the greatest experience was provided by the P function, while for the AOS user it
was the M. Global results suggest that AOS provides a better user experience in all its
tested applications. However, as may be apparent, there are no big differences between
the same system’s functions in both cases, showing a homogenous global pattern of the
OS user experience clearly differentiated in both participants.

4 Conclusion

This study opens the gate to the development of new user experience assessment tools
based on a cooperative design framework. We attempt to assess usability, acceptance,
workload and affective design features in a simple and efficient manner. As a case
study, results do not allow us to determine the validity of this scale, but provide some
interesting first data about its acceptance and application. The GUESA scores followed
a similar pattern to that observed in the set of comparable questionnaires, which may
suggest that we are on the right path. Therefore, further research with wider samples
and different systems is needed in order to carry out a factorial exploratory analysis to
determine the factors underpinning the scale.
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Abstract. In the construction industry, an efficient management of information
flow as well as enhanced communication and collaboration among stakeholders
are crucial to improve construction process management. Construction processes
are still managed by means of paper-based documents, e.g. scheduling. To
ensure on-time delivery of projects and automate construction management,
especially scheduling and monitoring process, a mobile application based on
Lean Construction methods is being developed within the ACCPET project.
This application aims to improve productivity, collaboration between project
participants as well to provide tailored information to the user. To reach this goal
the following methods and technologies have been adopted: Location-based
Management System, Last Planner System, Tiered Structure methodology and
Building Information Modelling. This paper describes concept, framework and
functionalities of this mobile application.

Keywords: Lean Construction � Mobile application � Construction processes �
BIM

1 Introduction

1.1 Research Background

The construction industry (CI) is a project-based industry characterized by hetero-
geneity, extreme complexity and fragmented supply chain. Its complexity is increased
by mutual relationships between different stakeholders involved in the construction
process [1] as well as by necessity for effective cooperation, communication and
collaboration on construction site [2]. Over the years, the CI has been struggled by a
difficulty in sharing information between construction project participants, which is a
primary cause of its poor performance [2]. Moreover, the productivity and reliability of
construction processes are highly affected by the accurate and timely information
availability on site [3]. Therefore, an efficient management of information flow as well
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as better communication and collaboration among project participants are crucial to
improve construction processes.

In major construction sites, information is still managed by means of paper-based
documents, including construction drawings, construction log and scheduling. This
situation leads often to misunderstanding between stakeholders, construction errors and
low ability to make rapid and right decisions. Construction scheduling is an essential
part of construction projects. The main reason for still manual generation of scheduling
is caused by not sufficient software support [4].

In recent years, the adoption of Information and Communication Technologies
(ICT) in the CI has had a significant impact on both productivity and economic growth of
construction companies [5]. Many improvements have been already done, especially in
monitoring of building quality, where wireless sensor networks have been adopted to
control building systems or to detect the degeneration of building materials [6, 7].
However, the monitoring of construction processes need still IT support combined with
Lean Construction (LC) methods to provide automatically real-time information on
construction progress, to streamlineflowofwork and todecrease cost andproject delivery.

This paper describes a concept, framework and functionalities of a mobile appli-
cation to support the construction management system based on LC methods. The
mobile application, so-called SiMaApp, is currently being developed within the
ACCEPT project. More information on the ACCEPT project can be found on web
page: www.accept-project.com.

2 Construction Management According to Lean Principles

2.1 Location-Based Management System (LBMS)

The LBMS consists of planning and scheduling of construction works. It considers that
the project is broken down to physical location, to which different activities can be
assigned [8]. Each activity is defined according to location hierarchy level, so-called
Location Breakdown Structure (LBS). Construction activities and their controlling
should refer always to those locations. Organizing activities by locations allows user to
get more comprehensive information, avoid interruption between different trades, and
enhance constancy of the workflow [8]. In recent case studies, a successful imple-
mentation of LBSM in software and tools have been observed [9–11]. However, they
are still lagging in supporting real-time monitoring of construction works.

2.2 Last Planner System (LPS)

LPS is complementary to LBMS and it focuses more on the collaboration processes of
planning and task commitment, which engage all project participants to ensure the
achievement of agreed goals. It aims at increasing schedule reliability, streamlining
flow of work and reducing cost and project delivery. The authors in [12] claim that
every construction task can be technically gathered into four groups during its exe-
cution phase: SHOULD-task, CAN-task, WILL-task and DID-task. According to [13,
14], the SHOULD-CAN-WILL-DID (SCWD) process is supposed to be applied in five
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consecutive steps, which are characterized by corresponding plan phases with
increasing level of detail: (1) Master Scheduling, which sets up milestones and dura-
tions; (2) Phase Scheduling, which defines construction plan involving project par-
ticipants, identifies handoffs and operational conflicts; (3)Make Ready Planning, which
considers 4–6 week look-ahead planning to ensure that work is made ready for
installation; (4) Weekly Work Planning, which defines daily commitments to perform
during the following week; and (5) Learning and Improvement Planning, which
monitors progress of scheduled activities and evaluates successes and failures of the
previous week’s plan. LPS uses a percent planned complete value (PPC) to establish
how well the planning system is working, and Reason for non-completion (RNC) pa-
rameter to prevent the recurrence of errors in successive work plan [12].

3 Construction Management System in SiMaApp

3.1 Tiered Structure Methodology

A Tiered Structure (TS) methodology has been created for the ACCEPT system to
improve its communication and information flow as well as to structure its architecture
and develop its modules in a simple and understandable way. This allows users to have
direct access to information relevant for their requirements. The TS methodology is
comprised of four tiers (Tier 0–3) and establishes the breakdown structure of a con-
struction project in SiMaApp, responsibilities of project participants (owner) and
construction process controlling though KPIs as shown in Fig. 1.

Tier 0 represents high-level of project information - building level and construction
phase (e.g. building A, superstructure respectively), where tailored information are
delivered to a client and general contractor by means of a Gantt chart. The Gantt chart
visualizes graphically status of construction works, highlighting with different

Fig. 1. Tiered structure methodology (Color figure online)
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colors – works on schedule (green), behind schedule (orange), ahead schedule (blue).
Users are also informed about accumulated delays in terms of days as well as about the
overall building progress.

Tier 1 refers to Construction work package level (e.g. concrete works). Relevant
information are provided to the owner (e.g. Project Manager), who can control through
graphical representation the overall task progress, performance ability ration (PAR),
reason for non-completion (RNC) and percentage planned completed (PPC). The
owner of this tier has access to Gantt chart of construction works, which can be filtered
by location, construction phase and status of construction works. The status of con-
struction works on Gantt chart are represented graphically as in Tier 0.

Tier 2 is related to Construction task level (e.g. concrete slab) with its responsible
figure – site manager. Site manager can manage information at task level using Gantt
chart in an analogous manner to the previous tiers.

Tier 3 represents the lowest level of project information – Construction activities
level, which defines a sequence of construction works that should be performed by a
crew to complete a task on Tier 2. These activities define a workflow (e.g. concrete slab
workflow), which is created by a foreman. Tier 3 is the most important level, since it
manages and controls construction works at detailed level. It creates a basis for the
monitoring of the entire construction process. Each scheduled activity is monitored
though a daily checklist, which collects data from field (percentage of work comple-
tion) to calculate progress and performance KPIs. These KPIs (Tier 3) are used to
derive KPIs to upper levels.

3.2 Integration of Lean Construction to BIM and Ms Project

The SiMaApp application takes advantage of both lean construction methods and
Building Information Modelling (BIM) to improve the reliability of scheduling and
monitoring phase of construction works in a collaborative way. The master schedule of
a construction project is prepared according to LBMS needs in Ms Project. It means
that construction tasks are organized by locations, previously defined in the project.
Each of construction task is defined by WBS code (WBS –Work breakdown Structure)
and LBS code (Location Breakdown Structure). The combination of both codes pro-
vides a unique nomenclature for each task, so-called WBS/LBS code, which is used in
the ACCEPT system to identify a specific task in a specific location. This codification
is established based on WBS’s and LBS hierarchy levels [8]. The use of BIM provides
better 3D representation of construction project as well as provides metadata related to
building components and materials. In the ACCEPT project, it is extremely important
to link construction tasks to their respective components and materials in BIM model,
because it allows a graphical representation of where construction works should be
executed and how they are progressing. For this reason, a plugin for Revit software has
been developed, which exports xml. file containing BIM metadata combined with
scheduling data from Ms Project as well as obj. file with 3D geometry of a model. The
xml. file is imported to the ACCEPT system, which merges scheduling data with BIM
metadata. This operation is done by means of WBS and LBS codes, which have been
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inserted in BIM model and Ms Project beforehand. It allows the visualization of
location-based scheduling Gantt chart in SiMaApp (Fig. 2).

3.3 SiMaApp Functionalities

SiMaApp is a process engineering tool for field created according to Lean Construction
(LC) methods. It is designed to provide users with intuitively working functionalities
that enable the implementation of both LPS and LBMS. The application is available for
Android mobile devices such as smartphones and tablets. According to TS method-
ology, SiMaApp provides users with tailored information such as: (a) project
scheduling and work commitments for crews; (b) project data: project drawings,
construction details, component and material inventory, obtained from BIM model;
(c) up-to-dates reports of construction progress; (d) alerts and notification (user-user
and system-user) to inform about any occurred problem on site or about deviations in
construction progress. Moreover, this application allows users (foremen) to manage
resources such as workers, crews and shared equipment, materials and digital assets
(e.g. instructions, videos, 3D models, technical documents, etc.).

In this paper, authors focus on SiMaApp functionalities, which are related to the
project scheduling and construction process monitoring according to Tier 3. In this
context, SiMaApp allows site managers/foremen to automate the following phases
using data from both Ms Project and BIM model of the construction project:

• Planning of construction activities (workflows);
• Detailed schedule of construction activities on a weekly basis;
• Daily controlling of activities by worker and site manager or foreman;
• Monitoring of activity progress and performance for scheduled week;
• Weekly reports, notifications and alerts.

Fig. 2. Location-based Gantt chart in SiMaApp
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3.4 Workflow Scheduling

The concept of “pitching” described in [15] is used to apply LBMS to SiMaApp and
thus entails the opportunity to schedule and monitor location-based tasks on a daily
basis. Consequently, this concept offers wide possibilities for real-time measuring of
the entire construction process according to TS. One “Pitch” is defined as the maximum
daily job content that can be done by a composed crew of workers within a certain
location. Since SiMaApp is managing construction works at Tier 3, it is foreseen that
the user schedules all construction activities by assigning those pitches to their dedi-
cated location and to a crew. Before workflows are available in the SiMaApp, they
have to be created in advance. The automatic creation of workflows is not possible so
far since some information (quantity/consumption rate of an activity) needed for its
creation is not usually embodied in BIM model and neither in master schedule. The
foreman creates a workflow in SiMaApp for a location-based task. Start/end date, task
quantity and duration are already available, since they derive from the master schedule.
The first activity inherits the start date and its duration is calculated based on con-
sumption rate or one pitch, quantity and number of assigned crew size.

Once the workflow is created, the foreman can schedule these activities in calendar
using a weekly work plan and assign resources to them (Fig. 3). Crew(s) with selected
workers can be chosen from the Crew Database and assigned to each activity. A shared
equipment (e.g. crane), construction components/materials and digital assets can be
assigned to an activity as well. Construction components and materials can be selected
from BIM inventory. Since they are linked to a specific location-based task, BIM
elements of this task are only displayed. Finally, based on scheduled workflow,
SiMaApp automatically generates a list with work commitments and sends it to
involved workers by means of To Do List functionality in SiMaApp.

Fig. 3. Workflow scheduling in SiMaApp
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3.5 Construction Process Monitoring

A daily construction progress monitoring is performed at workflow level (Tier 3) and it
controls progress and performance of scheduled location-based activities. The moni-
toring process is done by means of checklists available in SiMaApp. The checklist
displays all location-based activities scheduled on that particular day, providing infor-
mation about the programmed daily work content (Daily work goal). It is the crew’s
duty to fills out the checklist at the end of working day and indicates the percentage of
completion for each activity as well as the reason for non-completion, if the daily goal
has not been achieved. At the end of each working day foreman has to countercheck to
verify worker’s input data. Final foremen’s input data will be used for calculations of
construction process KPIs. If a crew has not met the activity daily goal on one day, the
remained work content will be considered during the following days. With this, an
updated daily work content will be calculated automatically, indicating a Dynamic daily
goal, whose total fulfilment would still lead to an accurately timed completion of the
entire activity. In SiMaApp, there will be integrated an alert system, which controls
continuously values of KPIs and triggers notifications to site managers and foremen,
when values for monitored KPIs are out of range. For instance, a possible alert’s
condition is when a dynamic daily goal exceeds the initial daily goal by more than 10%.
This threshold can be set up based on how much backlog of work a crew can catch up
with per day or how many extra working hours per day are allowed. Moreover, workers
have a possibility to send manually a feedback to foremen if the workload is too high.

The KPIs that are going to be monitored at each tier are represented in Fig. 1.
Regarding PPC, fully completed tasks will be considered to provide information
regarding scheduling reliability and smoothness of the workflow. Daily PPCs and the
overall PPC can be used during regular LPS meetings. Special emphasis is given on the
recording of RNC, which need to be discussed regularly during the meetings in order to
truly disclose root causes for completion failures. Moreover, SiMaApp provides a
usable framework for the implementation of LPS. Last but not least, daily so-called
PAR-Values [8] for each task and their comprising activities can be calculated.

4 Conclusions

This paper describes a framework of SiMaApp mobile application for scheduling and
controlling of the construction process according to Location-based Management
System and Last Planner System. The Tiered Structure methodology has been created
for this application to improve its communication and information flow as well as to
provide users with tailored information. SiMaApp functionalities allow user to manage
and control scheduling data as well as construction process KPIs. It can analyze data and
visualize them more effectively using Gantt chart, graphs and activity/task status. This
application empowers users involved in LPS to reduce waste and cost, smoothen pro-
cesses, improve productivity as well enhance collaboration among different stake-
holders. The first prototype of SiMaApp functionalities has been developed using Excel
sheet. In the meantime, the SiMaApp application is being developed and its function-
alities are going to be implemented by the end of 2017. Considering the current
development phase, it has not been possible to evaluate benefits of this application and
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to test user acceptance and feedback. It is planned that fully working Excel sheet and
SiMaApp will be validated in three European construction sites this summer.
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Abstract. In current industrial settings, data is dispersed on numerous
devices, systems and locations without integration and sharing capa-
bilities. With this work, we present a framework for the integration of
various data sources within an industrial setting, based on a mediating
data hub. Within the data hub, data sources and sinks for this indus-
trial application are equipped with data usage policies to restrict and
enable usage and consumption of data for shared analytics. We identify
such policies, their requirements and rationale. This work addresses an
industrial setting, with manufacturing data being the primary use-case.
Requirements for these policies are identified from existing use-cases and
expert domain knowledge. The requirements are identified as reasonable
via examples and exemplary implementation.

Keywords: Industrial data · Data aggregation · Policies · Data hub

1 Introduction

Industrial data utilisation and usage is currently influenced by a number of
domains such as Cloud Computing, the Internet of Things (IoT), smart ser-
vices and smart data analytics [2], artificial intelligence, machine learning, and
data mining. The previous concepts and technologies are all part of the fourth
industrial revolution, called Industry 4.0 [6]. One commonality of these concepts
is the increased reliance and foundation in data. Industrial settings and espe-
cially manufacturing enterprises create and consume large amounts of data from
numerous data sources and sinks.

While endeavours in the field of Industry 4.0 are promising approaches to
provide new insights into and to create opportunities from the analysed data and
the underlying processes, many problems arise. Formerly isolated data sources
are integrated which can cause compliance issues, privacy, security or even legal
violations. Moreover, often business critical data and details about processing
steps and whole production processes are to be analysed by data scientists, which
are often externals to the data-owning companies and, furthermore, are currently
rare. This is due to the fact that the knowledge and expertise about analytics
c© Springer International Publishing AG 2017
Y. Luo (Ed.): CDVE 2017, LNCS 10451, pp. 215–219, 2017.
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algorithms, techniques and platforms is typically not part of the core business
of manufacturing companies. Further problems arise from the heterogeneity of
data sources that must be unified and adapted for efficient and shared usage.

On the one hand, this trend is mainly driven by developments in IoT, allow-
ing devices of reduced size and price. This miniaturization facilitates bringing
out many sensors in manufacturing environments to collect data about pro-
duction processes, processing steps of machinery, and surrounding parameters.
Environmental parameters include humidity, light irradiation, and temperature
in production environments [3,10] and many more. On the other hand, cloud
technologies and evolution of new analytical approaches and platforms enable
the rapid processing of the acquired large datasets, even on-line via stream-
ing analytics frameworks. Analytics platforms, such as Apache Flink [11], are
developed under the constraint to be highly optimized to provide application
programming interfaces and libraries specifically for developing analytics algo-
rithms among runtimes and integration middleware. Flink allows data to be
either processed via batch jobs or continuous data streams. Such analytics plat-
forms and algorithms often profit from processing data in parallel, distributed
among dynamically allocated compute nodes. Thus, they can leverage the scal-
ing capabilities of cloud infrastructures, platforms and services, be it in public,
hybrid or private clouds.

With this work, we propose a data integration and sharing framework that
is constrained by a set of policies to enable the secure and efficient usage of dis-
tributed data sources within industrial environments. New optimization oppor-
tunities in manufacturing processes are leveraged by integrating data from a
manifold of different data sources to overcome their isolation and enable holistic
analysis approaches.

2 Related Works

Yu et al. [12] provided a rationale for the sharing of information amongst business
partners, especially within a supply chain to minimise risks and uncertainties.
In the context of clinical data, Malin et al. [8] discussed requirements, such as
privacy, for data sharing to achieve beneficial results. These authors identified
regulatory and legal constructs as restrictive functions. Gardner et al. [7] also
researched the academic and medical domain of data sharing with mandatory
requirements for specific cases and distinguished forms and methods of sharing,
such as direct, i.e. two party, and public sharing. The work by Zhao et al. [13] on
the secure data sharing over untrusted cloud storage providers also influenced our
work, since issues of transitivity of rights are discussed therein. Breitenbücher
et al. [4,5] showed how policies can influence the deployment of applications,
e.g., to enforce secure passwords or deployment in specific regions. Current work
on the issue of data sharing is mainly focused on scientific data sharing, thus,
only partially applicable for our industrial setting and, furthermore, does not
explicitly combine the multitude of problems encountered, such as privacy and
compliance awareness, security and heterogeneity of data.
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3 Secure Data Integration and Sharing Framework

To enable the collaborative usage of data among partially competing entities,
trust is required in safekeeping of information and enforcement of rules or poli-
cies. With this work, we propose such a trusted instance in form of policy enforce-
ment directly at the logical location of the data source or sink. We present a
secure data integration and sharing framework, that enables that every such
source or sink is equipped with a filtering and access software component. This
component is under the direct control of the respective data owner.

Finally, sharing data for enabling analytics approaches among many data
sources can ultimately be extended to scenarios where formerly classified data
is shared with external companies in an aggregated and obfuscated form. Thus,
business secrets remain protected while new analytics opportunities are gener-
ated. Each of these issues demand that data security and privacy have to be
assured to protect the data from illegitimate and undefined uses.

See Fig. 1 for a depiction of the implementation schematics. In this figure, the
data hub is shown as the central rectangle that allows access to the four depicted
data-sources and sinks (S1–S4), which can be of diverse type such as databases,
machine and sensor data or file data, for authorised parties. The access is medi-
ated through the triangular software adapters on premise of the data owner. The
policies (indicated as P1–P4) are directly attached to the adapters and under
the control of the data owner. These policies, of which there can be multiple for
each source, are propagated from the source to the consumer or user, as data
hubs can function as data sources and sinks for further data hubs, thus, allowing
for propagated access. In the figure, Party A and Party B, both make use of the
data hub. Both parties can be distinct and from different entities, with different
properties of ownership of the data sources. The proposed framework is com-
prised of the data hub, the corresponding adapters and the policy enforcement

Fig. 1. Framework architecture overview
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component. The geometrical shapes in the figure indicate the variety of different
data source types.

We implement adapters for various data sources and sinks that transform
data to be uniformly accessed through the data hub. The data from the data
hub is exposed through the OData protocol (OASIS Open Data Protocol [9]).
This protocol enables third party software to interact with the data hub and its
exposed data in an uniform and standardised method. The data hub integrates
the varying schemas of the data sources so that unified querying and application
of policies is enabled. Constraint and policy application is enforced at each point
equipped with a policy.

We present in this work findings from the project SePiA.Pro [1], which inves-
tigates these issues in the above described context. Furthermore, we illustrate the
elaborated requirements for protecting industrial data in the context of Indus-
try 4.0 endeavours via data policies. Such data policies are means to specify con-
straints, restrictions, or instructions that apply to the data, taking into account
aspects such as data accessibility, utilisation, processing, obfuscation, storage
or generation. The policies extend common access control rules and restrictions
to incorporate concepts such as temporal, logical, and organisational triggers.
The policy definition is flexible and extensible to allow individual and specific
policies to be defined by implementing parties. It is further discussed, how and
through which means, i.e. systems and parties, such policies are enforced at
several points in time of the lifecycle of smart services—specifically at mod-
elling time, deployment time, and runtime—to overcome the above mentioned
obstacles. Specific scenarios for enabling trust and enforcing implementation are
analysed within this work. We also discuss the concept of attaching data policies
to relevant data sources. The rationale for such an attachment of policies is to
secure and protect data from manufacturing environments in standards-based
deployment models such as cloud computing. These models are used to provision
smart services and wiring them with arbitrary data sources, such as databases,
data aggregation services, industry specific machine to machine or IoT related
data streaming endpoints. We provide and discuss exemplary policies, such as
the restriction of data consumption within specific premises or logical groupings
within enterprises.

4 Summary

In this work, the rationale for data sharing components is provided. By attaching
policies to data sinks and sources we have provided a method to enforce require-
ments for data processing for all involved parties. The parties are shown to keep
sovereignty over their respective data, thus, potentially increasing the acceptance
of collaborative data usage. It was shown, that such data usage can enable the
creation of future smart services without the risk of unintentionally exposing
sensitive data to unauthorised parties. We have shown, that the data hub as a
central component for such shared data usage, can enable secure, privacy and
compliance aware collaboration on data.
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Abstract. In this article, a surface tension fluid simulation algorithm based on
IISPH is proposed. Based on the SPH algorithm, the surface tension and the
adhesion model are constructed to solve the problem about particle clustering,
fluid surface area minimization and interaction between different particles. The
method can make the simulation effect of fluid be more in line with the actual
physical scene. Furthermore, an adaptive time-stepping method is added in the
algorithm. The efficiency of the simulation is significantly improved compared
to the constant time-stepping.

Keywords: Surface tension � Cooperative visualization � Adaptiving time
steps � Implicit Incompressible SPH

1 Introduction

Fluid phenomenon exists widely in our daily life, such as rain, oil and so on. As a
visualization technique, the fluid simulation has important applications in the field of
collaborative visualization, and also has been a great challenge at the same time. Fluid
simulation methods can be broadly divided into two categories: Eulerian method and
Lagrangian method. In the Lagrangian method, the Smoothed Particle Hydrodynamics
(SPH) [1, 2] method is a very popular algorithm because of its simplicity. The early
SPH used the EOS equation to directly calculate the pressure of the particles, which is
called standard SPH (SSPH) [3, 4]. The SSPH has a good effect on the simulation of
compressible fluids, but it will lead to a strong sense of compression in the visual.
Later, Becker et al. used the Tait equation to replace the ideal gaseous equation and use
a high hardness control coefficient, which is called Weakly Compressible SPH
(WCSPH) [5]. The WCSPH significantly increases the authenticity of the simulation by
limiting the time step, but reduces the efficiency of the algorithm. In order to improve
the efficiency of the algorithm, Solenthaler and Pajarola proposed Predictive-Corrective
Iteration SPH (PCISPH) [6]. PCISPH can set the global maximum density fluctuations,
and use Predictive-Corrective Iteration to achieve fluid incompressibility, and the
algorithm eliminates the limitation of time step in WCSPH, which improves the overall
efficiency of the algorithm by 10–50 times [7]. There are other similar algorithms, such
as the Local Poisson SPH [8] and the Position Based method [9]. The above methods
are based on the state equation to calculate the pressure, there is another way to achieve
fluid incompressibility by projection method, which is called Incompressible SPH
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(ISPH) [10–12]. The main idea of this method is to use the force outside the pressure to
predict the middle speed of the particle, and then solves the pressure Poisson equation,
and finally calculates the other properties according to the pressure, but this will make
the calculation cost significantly improved. To solve this problem, Ihmsen et al. pro-
posed the Implicit Incompressible SPH (IISPH) [13]. IISPH constructs a similar iter-
ative algorithm by carefully constructing the pressure Poisson equation and solving the
linear system by using the Relaxed Jacobi method. IISPH is better than PCISPH in
algorithm stability, convergence speed. Cornelis et al. demonstrated the excellent
properties of IISPH once again by combining IISPH and FLIP methods [14].

Surface tension is an important physical property of fluid phenomena, and its
simulation research has been an important part of the fluid simulation. The surface
tension is generated by the cohesion between adjacent fluid particles. Using SPH
method to simulate the surface tension of the fluid is a very challenging problem. The
density of the fluid particles at the fluid and air junctions is too small because of the
lack of neighbors, and this causes a problem of particles clustering. In addition, there
are many other problems, such as surface curvature minimization and momentum
conservation. In 2005, Tartakovsky and Meakin [15] proposed a method by using
molecular cohesion to produce fluid surface tension, which uses cosine functions to
control the gravitational and repulsive forces between particles. Becker and Teschner
[16] used the kernel function of the SPH method to replace the cosine function to
control the computational range of the gravitational force. However, both of these
methods can not effectively solve the problem of particle clustering. Later, Akinci et al.
[17] proposed a method of constructing cohesion and implemented on PCISPH. This
method can solve the above problems. However, when the surface tension or the
attraction force acting on the fluid is the main force, the time step is limited.

We propose a surface tension fluid simulation algorithm based on implicit
incompressible SPH method. The experimental results show that the surface tension
and adsorption force model proposed in this paper can minimize the surface area of the
fluid. Furthermore, the efficiency of the simulation is significantly improved compared
to the constant time-stepping.

2 Modeling of Surface Tension and Adhesion

Similar to Akinci et al.’s method [17], our surface tension model effectively solves the
problem of gravitational repulsion and the minimization of the fluid surface area.

First of all, the cohesion between the particles will be computed based on the size of
the distance between the particles to create gravitational and repulsive. The cohesion
between the particles will produce gravitational and repulsive forces according to the
distance between the particles. Similar to the force between the molecules, when the
distance is too large to produce gravity, the distance is too small to produce repulsion
until the gravitational and repulsive balance. The form is as follows:

aci ¼ �d
X
j

mjðxi � xjÞ eðjxj � xijÞ ð1Þ
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where j is the neighbor particles of i, m denotes mass, x denotes the displacement of
particles, and e is a spline function.

As can be seen from (1), the spline function e determines the nature of F, just like a
kernel function. F should meet the following conditions: when the distance between the
particles is less than a certain threshold, F is the repulsive force; when the distance
between the particles is greater than the threshold, F produces gravitational force. It can
be deduced that the spline function e is a piecewise function form. In this paper, we use
the spline function proposed by Akinc et al. [17]:

e rð Þ ¼ 32
ph9

h� rð Þ3r3 h
2 r� h

2 h� rð Þ3r3 � h6
64 0\r� h

2
0 otherwise

8<
: ð2Þ

In order to better simulate the microscopic characteristics of the fluid surface, we also
need an additional force to minimize the fluid surface area.

aki ¼ �v
X
j

ni � nj
� � ð3Þ

where v is the correction factor, and n is to avoid the display of the calculated surface
curvature:

ni ¼ l
X
j

mj

qj
rW jxi � xjj

� � ð4Þ

where l is the scaling factor.
In summary, the complete surface tension can be expressed as:

asti ¼ wij a
c
i þ aki

� � ð5Þ

where wij ¼ 2q0
qi þ qj

is the control factor.

The adhesion is different from the surface tension, which is caused by the inter-
action between the different types of particles. The adhesion of this paper is mainly for
the fluid-solid coupling problem, as following:

aadi ¼ �c
X
k

wbk xi � xkð Þg xi � xkj jð Þ ð6Þ

where c is the adhesion coefficient, wbk is the volume of boundary particles, g is a
spline function:

g rð Þ ¼ 0:01
h5

� r � 3h
4

� �2 þ h2
16

h
2 ^ r� h

0 otherwise

�
ð7Þ

222 X. Liu et al.



3 Adaptiving Time Steps

The upper bound of the time step of SPH numerical simulation is given by CFL
(Courant-Friedrich-Levy). It can ensures that the velocity of the numerical propagation
is faster than the velocity of the physical propagation, so that the numerical calculation
is stable and convergent.

DtCFL � kv
h

vmax

� �
ð8Þ

where vmax ¼ max
i

vik k is the maximum of all fluid particles velocities, kv\1 denotes

safety factor.
In addition, the fluid simulation algorithm based on the SPH method also needs to

consider the force of the fluid particle (the acceleration produced by the force):

Dtf � kf
h
fmax

� �
ð9Þ

where fmax ¼ max
i

dvi
dt

�� ��, kf\1.

The final time step requires consideration of both of the above conditions:

Dt�min DtCFL; Dtf
� � ð10Þ

Algorithm 1. Adaptiving time steps for surface tension fluid simulation

1 while animating do
2 for all particles i do
3 search neighbor particle j
4 for all particles i do
5 compute ( )iρ , ( )p i

6 compute st
ia , ad

ia
10 for all particles i do
11 compute the total acceleration total

ia
12 compute time step by (10)
13 for all particles i do

14 update ( ) ( )*
i

p
i

i
i

tF t
v t t v

m
Δ

+ Δ = +

15 update ( ) ( ) ( )i i ix t t x t tv t t+ Δ = + Δ + Δ
16 t t t= + Δ
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4 Experimental Results

In this section, we show the capabilities of our approach. Firstly we compare the
simulation results with surface tension and without surface tension. Then, we discuss
the improvement of computational efficiency by adaptiving time steps. All timings are
given for an Intel 3.50 GHz CPU with 4 cores. The simulation software is parallelized
with OpenMP.

4.1 Surface Tension

The following figures show the flow of a water-drop on the board. First of all, the
water-drop acts as a free falling body. Then the water-drop moves around on the board
when it touches the board. We use the IISPH method without surface tension and
adhesion firstly. The fluid particles present a loose state, which is more severe at the
edge of the fluid (Fig. 1). After rendering, the grain is still very strong in the edge of the
fluid (Fig. 3), which is clearly inconsistent with the actual physical scene. After using
the method in this paper, the fluid particles are not in a loose state and the effect of the
fluid edge has been significantly improved (Fig. 2). After rendering, the fluid surface
becomes smoother and ensures surface area be minimized (Fig. 4). The fluid becomes a
slightly flat water-drop shape eventually (Table 1).

Fig. 1. Simulation without surface tension before rendering

Fig. 2. Simulation with surface tension before rendering

Fig. 3. Simulation without surface tension after rendering

224 X. Liu et al.



4.2 Adaptiving Time Steps

We designed a large 3D dam-break experiment to verify that our adaptive time-
stepping algorithm improves the computational efficiency. The setting parameters of
the experiment are shown in Table 2.

The results of 3D dam-break experiment are shown in Table 3. In order to compare
difference of the running time in different methods, we calculate the calculation time of
the same experimental scenario in fixed time steps, and adaptiving time steps. Through
the data in the Table 3, we can find that the adaptive time step algorithm has 4.27 times
the acceleration ratio compared with the fixed time step.

Fig. 4. Simulation with surface tension after rendering

Table 1. The simulation parameters of experiment

Parameter Value

The scale of simulation domain 8 m � 8 m � 8 m
The density of fluid particles 1000 kg/m3

The smooth radii 0.2 m
The width of fluid particle 0.1 m

Table 2. The simulation parameters of 3D dam-break

Parameter Value

The scale of simulation domain 12 m � 12 m � 8 m
The number of fluid particles 153 K
The number of boundary particles 73 K
The smooth radii 0.2 m
The width of fluid particle 0.1 m

Table 3. The experimental result of 3D dam-break

Method Total calculation time Speedup ratio

The fixed time steps 128 min
The adaptiving time steps 30 min 4.27
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5 Conclusions

We propose a surface tension fluid simulation algorithm based on implicit incom-
pressible SPH method. The experimental results show that our method has better
surface tension effect compared to IISPH without surface tension. Under the influence
of the surface tension, the fluid particles will gather with each other rather than disperse
without restraint. At the same time, our method realizes the minimization of the fluid
surface area, which makes the fluid surface become smoother. Furthermore, we sug-
gested an adaptive time-stepping method which reduces the overall computation time
for the simulation.

Acknowledgments. This work was supported by National Natural Science Foundation of China
(No. 61572075) and The National Key Research and Development Program of China (Grant
Nos. 2016YFB0700502, 2016YFB1001404)
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Abstract. Ubiquitous is one of the essential features of what should
be the desktop of the future. In practice, this concept covers several
issues related to multi-users collaboration, remote applications control
or remote display and secure access over IP networks. With its stan-
dards and capabilities, WebRTC provides a new vision of real-time com-
munications services that can raise these challenges. In this paper we
present a WebRTC-based middleware solution for real-time multi-users
remote collaboration. It allows a full desktop setup where everyone can
see what other users are doing and where they position themselves in
the shared workspace. In contrast to standard WebRTC’s Peer-to-Peer
architecture, our system supports a synchronous communication model
through a star topology. It also improves network bandwidth efficiency
by using hardware video compression when the GPU resource is avail-
able, though assuring a very low latency streaming. In this way, we can
maintain awareness and sense of presence without changing the usual
practices of the users in front of a desktop. Several use cases are pro-
vided and a comparison of advantages and drawbacks of this solution is
also presented to guide users in applying this technology under real-life
conditions.

Keywords: WebRTC · Remote display · Multi-users collaborative envi-
ronment

1 Introduction

The requirements related to teamwork and mobility especially in corporate envi-
ronments as well as in science and academic environments are becoming increas-
ingly requested. This new way of working on spatially and temporally distributed
systems has become a more commonplace practice especially with the emer-
gence of remote collaboration tools allowing a group of people to share their
resources or to create in a common effort. In this sense and for a growing range
of devices, the availability of these tools has to be ensured particularly in terms
of security and accessibility, for instance, from traditional computer as well as
c© Springer International Publishing AG 2017
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from mobile devices like smartphones and/or tablets. Web technologies through
modern capabilities of browsers enable today the development of cross-platform
software systems as capable and powerful as desktop applications [1]. From this
point of view, the Web has opened a new way for the development of cloud
hosted Internet-based collaboration apps [2] and other means of interaction.
Online collaboration tools can be classified in two categories: synchronous vs.
asynchronous communication tools. Unlike asynchronous communication, syn-
chronous communication involves an ongoing real time character and can take
place face-to-face irrespective of distance. Although this distinction tends to fade,
the feeling of presence has become crucial in all collaborative environments [3,4]
especially with the recent development of immersive collaborative solutions [5,6].
This observation has been partly achieved by the widespread use of both HPC
and graphics virtualization that has brought significant changes to corporate
networks by delivering for instance an immersive, high-quality user experience
for everyone [7], from designers [8] to engineers [9] and other mobile profession-
als or simple office workers. This technological innovation used widely in many
industrial sectors is one of the most disruptive of our time.

However, if current software solutions partially and specifically address – e.g.
in terms of online collaborative work, video conferencing, multi-users remote
control or remote display – the issues raised by the “desktop of the future” [10],
it must be noted that (i) there is no integrated environment today around all
of these elements and (ii) data privacy is not always guaranteed which can be a
serious problem of sovereignty for all strategic institutions.

Whether they are research projects as well as commercial systems, there are
many collaborative online solutions used today in areas such as health [11], col-
laborative visualization [3,4,8] and learning [12,13] with specific software devel-
opments related to whiteboarding collaboration [14–16] for instance.

Regarding commercial products, software market can be segmented into three
fields: (i) online collaborative solutions first such as those offered by Cisco with
Spark or Amazon with Chime, (ii) multi-users remote control next with Screen-
hero and (iii) remote visualization after all through solutions like Citrix HDX
3D Pro, HP RGS or Nice DCV.

In this paper we present our solution called USE Together. This middle-
ware is a secure multi-user collaborative system allowing professionals to share
their applications and data in real time, accessible from any device, over any
network. It enhances your communications in terms of (i) user QoE by deliver-
ing HD in real time with low latency, (ii) simplicity of use based on standards
such as WebRTC and HTML5 with zero-client deployment (iii) security without
data transmission but only pixel on a Peer-to-Peer architecture with encrypted
streams and (iv) flexibility of use by supporting both SaaS, on-premises and
host-to-host deployment modes. Our contribution is based on the hybridization
of solutions supporting native web access, GPU encoding and multi-cursor man-
agement, summarizing the best of both world. The reminder of this paper is
organized as follows: in Sect. 2 we propose a brief overview of the main function-
alities of WebRTC before introducing, in Sect. 3, our contribution USE Together
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and its architecture. Then we present and discuss in Sects. 4 and 5 some use
cases and their performance. Finally, conclusion and future works are given in
Sect. 6.

2 WebRTC

WebRTC (Web Real Time Communication) [17] is a technology that allows real-
time Peer-to-Peer communication between browsers without the use of additional
plugins. WebRTC is designed “to enable rich, high-quality RTC applications to
be developed for the browser, mobile platforms, and IoT devices, and allow them
all to communicate via a common set of protocols” [18]. WebRTC was open-
sourced by Google in 2011 and after that an ongoing work started to standardize
the protocols associated with it by IETF and its browser APIs by W3C. Interest
and support for WebRTC has been since growing steadily. Today, the most
advanced WebRTC implementation is offered by Mozilla Firefox and Google
Chrome and includes three APIs:

1. MediaStream, which allows an application to stream media from the users
web camera and microphone or from a screen capturing.

2. DataChannel, which allows to share arbitrary data between peers. This layer
is an important feature of WebRTC allowing the development of all kind of
Peer-to-Peer applications and collaborative solutions.

3. PeerConnection, which represents the glue between MediaStream and Dat-
aChannel by providing a handshake mechanism for two machines to exchange
necessary information so a Peer-to-Peer connection can be set up.

The architecture of WebRTC including the signaling server is shown in
schematic Fig. 1. Although WebRTC aspires to enable Peer-to-Peer communi-
cation between browsers without relaying data through any intermediary, the
use of a server is still required for two reasons: the first reason is the obvious
one, a web server is needed to serve? the actual web application that utilizes
WebRTC. The second reason is less obvious. A server is required in order to
initialize sessions between the clients that need to communicate. This process is
known as Signaling and is responsible for the exchange of the initial (meta) data
of session descriptions (using SDP and ICE framework) which contain details on
the form and nature of the data which will be transmitted. These information
can include network data, such as IP addresses and ports, media metadata such
as codecs and codec settings, bandwidth and media types, error messages or user
and room information. PeerConnection API is used to achieve this process.

3 USE Together Overview and Implementation

Based on the native C++ APIs implementation of WebRTC by Google, USE
Together is structured around two modules: USE Signaling and USE Engine.
The implemented and developed solution with all its elements with respect to
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Fig. 1. (a) WebRTC system architecture and (b) peers connection topology – star –
where a callee (noted Ce) sends captured media to each caller (noted Cr) which, in
turn, transmit their inputs with transactions of control messages in both cases.

the architecture is illustrated in Fig. 1a. In the two following subsections, to give
a better understanding of the overall architecture to the reader, we will illustrate
the description of each module with a typical usage scenario: a user A starts a
collaborative working session S on his desktop and a user B wants to join S.

3.1 USE Engine

The USE Engine module consists in two major sub-systems: the former, called
‘USE Engine Core’, acts as the central point of communication between the host
(which initiates the collaborative session) and the remote users who join it. In
terms of network topology (cf. Fig. 1b), one can see a collaborative session as a
star where the host is located in the center and each remote user resides in a
branch. Thus, the ‘USE Engine Core’ part is essentially dedicated to receiving
and delivering data to each branch over WebRTC channels: video and audio
streaming (resp. input and control messages) over Media Channels (resp. Data
Channel). The latter sub-system, named ‘USE Engine GUI’, is an application
responsible for the following tasks: (i) capturing an entire desktop or a spe-
cific window, (ii) capturing local video and/or audio data (eg. from a webcam),
(iii) encoding the resulting streams and transmitting it to ‘USE Engine Core’,
(iv) injecting keyboard and mouse input events from remote peers and (v) spec-
ifying multiple settings to configure the session.

When the user A wants to start a collaborative working session, he just starts
USE Engine, which automatically creates a working session S and registers it on
USE Signaling (described below). The session is now active and can be reachable
by any remote user who knows the session name and the session password.

In order to provide the best possible experience to the user, USE Engine espe-
cially focuses on addressing two typical issues related to collaborative softwares:
latency and multiple user inputs management. With traditional remote desktop
visualization tools, the user generally has to deal with high latency which could
be annoying while using real time applications remotely. USE Engine exploits
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the latest technologies in terms of screen capturing and video encoding respec-
tively with the use of the NVIDIA’s GRID and NVENC APIs. The first one,
(GRID), provides direct access to video memory while NVENC makes use of a
hardware H.264 encoding chip, integrated since the release of Kepler NVIDIA
GPUs, to produce a low latency H.264 video stream. Obviously, if the desktop
is not equipped with such hardware, a fallback mode provides a desktop capture
system based on OS APIs and a CPU encoding framework delivering either an
H.264 (still with a low latency profile) or a VP8 video stream. The last issue
lies in the input events handling of each connected user on an operating sys-
tem natively thought for a single usage. To that end, USE Engine includes two
interaction modes: a synchronized one, where a user can seamlessly take the
control anytime he does a specific action (mouse clicks or keyboard usage) and
if nobody already did, ignoring the other users input events for the duration of
those actions, and a token-based one where a user has the control as long as he
keeps the token (set by the session administrator).

3.2 USE Signaling

As mentioned in Sect. 2, an auxiliary server, which acts both as a web server
and as a signaling server, is required to set up the Peer-to-Peer communication
between user A and user B. Firstly, user B has to log himself, then specify the
session name and the associated password. USE Signaling is then able, from
the session name, to identify the user who initiates the collaborative session (in
our case, user A) and to relay messages between A and B during the signaling
stage. Signaling can be defined as a classic handshaking phase during which the
two users exchange network information (to find the best network route between
them) and their session descriptions (a data structure containing streaming capa-
bilities of a specific machine/browser couple) to negotiate a compatible way to
exchange data. As soon as the negotiation is done, the peer connection (and the
associated communication channels) can be created between A and B. At this
point, B is now connected to S and can work collaboratively with user A.

4 USE Cases Description and Discussion

Two kind of use cases have been realized with a common objective to stay focused
on what is essential to application area by centralizing data and applications for
a remote multi-peer collaborative access.

For manufacturing industries case first, USE Together has been used as a
project management tool to enable its users to work remotely with different
CAD applications. Project review, synchronous co-design, simulation and visu-
alization are the main functions tested in a multi-user collaborative framework.
As we can see in Fig. 2, four users interact synchronously on a same 3D model
during a project review phase. The second use case was carried out within a
biomedical environment with different softwares visualization. Mainly based on
GPU-accelerated direct volume rendering algorithms, these tests confirmed the
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Fig. 2. Example CAD viewer application. The actual image shown on screen is being
rendered remotely. The four users connected to their browsers can interact simultane-
ously on the 3D model.

compatibility of the system with GPU-intensive resources applications without
altering facility to encode the output video stream in real time. Several scenar-
ios have been designed to work remotely with different partners on a collegial
basis in order (i) to jointly annotate and navigate in a set of biological data
obtained through a slide scanner and (ii) to engage HPC resources to visualize
and interact with simulations remotely.

In both cases, USE Together has received a large endorsement by:

– increasing users’ productivity on load-intensive applications and complex data
through remote access on centralized resources.

– enhancing performance of teams with a real time collaborative solution run-
ning on a same application instance.

5 Performance Analysis

In order to test our solution, different experiments over several hundred kilo-
meters between the server and three simultaneously connected clients were con-
ducted. All these results are reported on Table 1, which also includes the spec-
ifications of the various materials used. On the server side, we used a virtual
machine (VM) equipped with an Intel Xeon E5-2650v2 @ 2.60 GHz (8 cores),
32 GB of RAM and a NVidia GRID K2 of 4 GB of VRAM mounted in PCI
Passthrough as GPU. This VM runs on Windows 7 Pro with a desktop res-
olution configured in HD. We used both the Unigine Valley Benchmark and
FreeCAD workload to simulate real user behavior and/or monitored the follow-
ing user experience and scalability metrics in fullscreen for three kinds of image
quality setting (Low/Medium/High) with NVIDIA GPU based H.264 encoding
(NVENC high performance low latency preset). On the client side, three device
types were used with different network accesses for each of them (see Table 1).
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Table 1. Performance comparison on three terminal types and network connections.

Specs terminal Network

connection

Packets recvd

(K)/lost

Bytes recvd (Mo) Mean bitrate (Mb/s) FPS

L/M/H L/M/H L/M/H L/M/H

#1 Desktop

Quadro M4000

ADSL

RJ45

64/110/258

6/96/469

63/111/280 1.81/3.12/7.88 30/30/31

#2 Laptop

Intel HD4000

ADSL Wifi 75/110/265

38/551/8500

72/115/295 1.99/3.22/7.95 22/23/22

#3 Tablet

Tegra K1

4G 76/150/247

11/72/394

73/157/270 1.92/4.31/7.30 21/18/14

All these elements show that USE Together has achieved to bring a smooth
experience on both of the use cases over any network, from 3G/4G to Wifi and
Ethernet, with a mean bitrate of about 3.2 MB/s for a full HD remote display.

6 Conclusion and Future Works

This paper proposed a WebRTC-based collaborative multi-user solution enhanc-
ing communications of a group by enabling them to share their applications and
data in real time over any network. This solution called USE Together can be
deployed on various hardware environments in a secure way and be accessed
through a simple web browser without using any additional software nor plugin.
Composed of two modules allowing (i) to connect two peers and (ii) to exchange
encrypted streams between peers, USE Together is able to address many chal-
lenges in relation to pervasive computing like capabilities to offer interactive
shared workspaces in a collaborative way and to maintain calculation accessi-
bility through “invisible” resources while guaranteeing a good level of confiden-
tiality during exchanges. Exclusively based on a web implementation today, this
solution should also evolve to provide end-point devices support like specific 3D
displays and VR/AR devices.
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Abstract. Scheduling analysis, which focuses on the evaluation, test-
ing and verification of the scheduling systems and the algorithms used
in real-time operations, is critical to a number of research areas such
as databases and transaction management. In order to better under-
stand the field of scheduling, we select and investigate 9,611 papers about
scheduling from five SCI journals which have published many excellent
papers about scheduling. This paper presents a collaboration analysis of
the scheduling field. In addition, we generate three networks to analyze
collaboration patterns between scientists, including co-authorship net-
work, keyword co-occurrence network and author co-keyword network
to show the collaboration relationship between authors in the field of
scheduling. The research findings from our work can help researchers
understand the research status of scheduling and gain valuable insights
on future technical trends in the scheduling field.

Keywords: Visualization · Scheduling · Social network analysis ·
Research collaboration

1 Introduction

In the field of computer science, scheduling is the methodology that assigns
appropriate resources to complete certain tasks. More specifically, scheduling is
about defining the sequence and time allocated to the activities of an operation.
It is the construction of a detailed timetable that shows at what time or date jobs
should start and when they should end [3]. For the last ten years, many scientists
have shown their significant interest in scheduling problems. Scheduling is a
relatively steady field of research, in which the stable interest and practice has led
to thousands of publications over the years. Recently, some researchers presented
the literature review for the scheduling field [2,3,19]. Those work makes us to
deeply understand the field of scheduling.

Scientific publications in the scheduling field have reflected such active scien-
tific activities. Scientists could use empirical measures to analyze scientific output
of the specific field so as to better understand the dynamics and structure of the
c© Springer International Publishing AG 2017
Y. Luo (Ed.): CDVE 2017, LNCS 10451, pp. 236–243, 2017.
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scheduling research development. For example, researchers study the develop-
ment status in many subjects, including cloud computing [10], knowledge-based
systems [6], intelligent transportation systems [13,14] and fuzzy sets [5] and
so on. Science mapping analysis discovers conceptual structure and scientific
evolution in a particular field [15]. Meanwhile, scientometrics on a particular
field could find its different subtopics so as to get high-level papers and follow
high-impacted researchers. Therefore, it is helpful and necessary to analyze a
particular field by intelligent techniques to find the evolution directions of the
field.

However, it is surprising that not much work has been done to scientometrics
analysis of the scheduling research. Naturally, there are some major questions in
the scheduling field which remain to be answered as the following:

(1) Who are high productive authors in the scheduling field? What are the hot
topics in the field? What are the technical trend?

(2) How do the authors cooperate? Which topics do active authors focus on?

In this paper, we aim to answer the above questions from the data of pub-
lished papers in the scheduling field. Although many journals have topics about
scheduling, we select five top journals as our data source. The selected jour-
nals indexed by SCI are Journal of Combinatorial Optimization (JOCO), The
Journal of Scheduling (JOSH), Operations Research (OR), Management Science
(MS) and the European Journal of Operational Research (EJOR). We retrieve
thousands of papers from these five journals to analyze collaboration pattern.

In this paper, we present a comprehensive scientometric study about biblio-
graphic analysis related to scheduling area. To the best of our knowledge, this is
the first scientometrics study that assesses the scheduling field. We collect and
analyze the data published by the five journals over a 10-year period from 2006
to 2015. We present the visual pictures to show the relationship between the
researchers. Based on our results, this paper makes the following main contribu-
tions:

(1) We collect the data about 9,611 papers from five top SCI journals in the
scheduling field from the Web of Science. We analyze the basic statistical
results for the scheduling field.

(2) We construct three networks, including co-authorship network, keyword co-
occurrence network and author co-keyword network in the scheduling field
to show the relationship between scientists.

The rest of this paper is organized as follows. We overview the related work
in Sect. 2. Section 3 describes the details on the dataset used in the paper. In
Sect. 4, we present collaboration patterns. Finally, Sect. 5 concludes the study.

2 Related Work

In this section, we first present an overview of scientometrics analysis in several
subjects and then discuss some review papers about the status of the scheduling
field.
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In recent years, scientometrics has widespread developed in many sub-
jects, for example, cloud computing, intelligent transportation systems (ITS),
knowledge-based systems and fuzzy sets and so on. In 2011, Cobo et al. [5] pre-
sented an approach to analyze the thematic evolution of a given research field.
In 2013, Cobo et al. highlighted the conceptual structure of the ITSs research
field in the period 1992–2011 based on the journal of IEEE transactions on ITS.
Recently, we presented an analysis framework for the ITS field [21]. In 2014, the
evolution and state of cloud computing research was studied based on a large
bibliographic data base [10], which provided a better understanding of publi-
cation patterns, research impact and research productivity in the area of cloud
computing research. In 2015, Cobo et al. presented a bibliometric analysis about
the conceptual evolution of ‘knowledge-based system’ journal and some of its
performance bibliometric indicators based on citations, as the evolution of its
impact factor, its H-index, and its most cited authors/documents [6], by using
the scientific content of the journal from 1991 to 2014. In 2016, Muñoz et al.
combined different biblimetric tools to analyze the evolution of the cognitive
structure of e-Government field [16]. However, there are no related biblimetric
work about the scheduling field.

Meanwhile, some scientists reviewed the literature on scheduling. In 2006,
Zhu and Wilhelm focused on the class of scheduling problems that involved
sequence-dependent setup times (costs) [22]. In 2010, Cardoen et al. provided a
review of operational research on operating room planning and scheduling [3]. In
the same year, Potts and Kovalyov presented an extensive literature scheduling
with batching, giving details of the basic algorithms, and referencing other signif-
icant results [19]. They focused on two types of scheduling models that required
batches to be formed. In 2013, Van den Bergh et al. presented a review of the lit-
erature on personnel scheduling problems [2]. Different to their work, our paper
studies the status of scheduling field by the biblographic dataset from five top
related journals. In this paper, we use the GN algorithm to study collaboration
patterns in the scheduling field.

3 Overview of Dataset

In this section, we introduce the method to get our data and the property of our
dataset. Meanwhile, we present the results of data statistics.

3.1 Data Source

We select five influential journals which have published many high-quality papers
about the field of scheduling.

(1) Journal of Combinatorial Optimization (JOCO) (link.springer.com/journal/
volumesAndIssues/10878) promotes the theory and applications of combina-
torial optimization, which is an area of research at the intersection of applied
mathematics, computer science, and operations research.

https://springerlink.bibliotecabuap.elogim.com/journal/volumesAndIssues/10878
https://springerlink.bibliotecabuap.elogim.com/journal/volumesAndIssues/10878


Collaboration Patterns at Scheduling in 10 Years 239

(2) Journal of Scheduling (JOSH) (llink.springer.com/journal/volumesAndIs
sues/10951) provides a global forum for the publication of all forms of
scheduling research. JOSH is one of the top journals in the scheduling field.
It focuses on the cutting-edge of the scheduling field and has the highest
impact factor (1.028 in 2016) in the scheduling field. Therefore, JOSH could
provide a more comprehensive view on the scheduling research area within
a relevant time frame.

(3) Operations Research (OR) (pubsonline.informs.org/loi/opre) aims to pub-
lish high-quality papers that represent the true breadth of the methodologies
and applications that define its field.

(4) Management Science (MS) (pubsonline.informs.org/loi/mnsc) is a cross-
functional, multidisciplinary examination of advances and solutions support-
ing enhanced strategic planning and management science.

(5) The European Journal of Operational Research (EJOR) (www.journals.
elsevier.com/european-journal-of-operational-research) publishes high qual-
ity, original papers that contribute to the methodology of operational
research and to the practice of decision making.

3.2 Data Statistics

First of all, we obtain data from five journals from the website of Web of Science.
We extract 10 years data from 2006 to 2015 using a web crawler. Then, we
construct three collaboration networks by GN algorithm [8] and visualize them
by Ucinet NetDraw.

Our study intends to cover a large part of peer-reviewed articles in the
scheduling field published over the last decade. We aim to obtain the meta-
scientific findings of the scientometric study in the scheduling field.

Our dataset includes five related journals, which are JOSH, JOCO, MS, OR
and EJOR. We only retain original papers with abstracts and keywords. There
are 9,611 papers in our dataset. Figure 1 shows the distribution of publications
per year and presents a deeper insight into contribution patterns.

Fig. 1. Paper published per year in five
journals from 2006 to 2015

Fig. 2. Largest component (size= 229)
(Color figure online)

https://springerlink.bibliotecabuap.elogim.com/journal/volumesAndIssues/10951
https://springerlink.bibliotecabuap.elogim.com/journal/volumesAndIssues/10951
http://pubsonline.informs.org/loi/opre
http://pubsonline.informs.org/loi/mnsc
https://www.journals.elsevier.com/european-journal-of-operational-research
https://www.journals.elsevier.com/european-journal-of-operational-research
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4 Analysis of Collaboration Patterns

We implement the Girvan-Newman algorithm (GN algorithm) to cluster authors.
Different colors represent different clusters and the sizes denote the number of
collaborators [8]. Consequently, it is interesting to visualize the collaboration
patterns in layers of countries, institutions and authors.

4.1 Co-authorship Network Analysis

In order to find co-authorship effectively, we only study authors who published
more than two papers. The researcher-level co-authorship network compose of
1,953 nodes and 586 components. The average degree is 1.39.

In Fig. 2, the first largest component has 229 nodes. The average degree is
2.72 and clustering coefficient is 0.37. Therefore, the cooperation time between
authors is 2.72, which is a tight relationship in the average relationship of
authors.

(1) In the blue cluster: Cheng, T.C.E. (Chair Professor of Management, The
Hong Kong Polytechnic University, China), Ng, C.T. and Yuan, Jinjiang are
three productive authors [4]. Both Cheng, T.C.E. and Ng, C.T. are from The
Hong Kong Polytechnic University. Yuan, Jinjiang is from Zhengzhou University.
Their main research focuses on scheduling and combinatorial optimization. (2) In
the read cluster: The representative nodes in this cluster are Sethi, Suresh P [17]
and Janakiraman, Ganesh [11] from The University of Texas at Dallas. They
focus on scheduling and sequencing of robotic cells. (3) In the yellow cluster:
Glover Fred [9] and Gendreau Michel [20] are dominated in this cluster. Glover,
Fred is from University of Colorado, USA, whose research focuses on mathe-
matical and computer optimization, applied to systems design and so on. In our
dataset, Gendreau, Michel published 19 papers which is cited by 506 papers. He
is interested in the research of operation research, stochastic optimization and
so on.

Fig. 3. Second largest component
(size= 95) (Color figure online)

Fig. 4. Third largest component
(size= 77) (Color figure online)

Figure 3 shows the second largest component with 95 nodes. The average
degree is 2.42 and clustering coefficient is 0.33. In this network, Laporte, Gilbert
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has the largest number of collaborators (degree = 33). He is one of the productive
authors and majors in operations research, distribution management and math-
ematical programming. Cordeau, Jean-Francois [7] and Puerto, Justo play key
roles in the red cluster. Cordeau, Jean-Francois is a professor from HEC Mon-
treal, Canada and Puerto, Justo [18] is a professor from Universidad de Sevilla,
Spain. They focus on combinatorial optimization, mathematical decomposition
and so on. Iori, Manuel plays a key role in the purple cluster, whose H-index is
19 from Google Scholar.

Figure 4 visualizes the third largest component with 77 nodes. The average
degree is 2.69 and clustering coefficient is 0.52. Zhu, Joe in the pink clustering
and Xu, Yinfeng in the blue clustering are both in the list of top ten productive
authors.

Fig. 5. Keyword co-occurrence net-
work (Color figure online)

Fig. 6. Author co-keyword network
(Color figure online)

4.2 Keyword Co-occurrence Network Analysis

The keyword co-occurrence network includes 324 keywords and 1,187 links. It
refers to similarity between keywords. And similar keywords represent a topic.
Two keywords have the closer relationship when they co-occurred more times.
So we only analyze keywords that co-occurred more than ten times.

We cluster them and identify 20 topics. In Fig. 5, each cluster has its own
color. We regard the largest degree node as the topic of this cluster. The nodes
in Fig. 5 denotes the hot topics in the scheduling field. The blue cluster are
the biggest cluster in the keyword co-occurrence network. In the blue cluster,
keywords includes ‘Decision-making ’, ‘Inventory ’, ‘Performance’ and ‘Manage-
ment ’, in which there are three most frequent keywords. The red cluster as
the second biggest cluster contains ‘Combinatorial optimization’, ‘Genetic algo-
rithms’ and ‘Tabu search’. ‘Scheduling’ in the yellow cluster represents the third
biggest cluster.

4.3 Author Co-keyword Network Analysis

Author co-keyword network indicates authors’ common interests. To focus on
outstanding authors’ common interest, we only consider authors who have pub-
lished more than 5 papers and two authors’ co-keywords number must be more
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than 30. Figure 6 has 346 nodes and 1,127 links. Authors are partitioned into
common interest groups. We identify 16 clusters.

The most noticeable clustering is the red one, which includes many productive
authors, such as Cheng, T.C.E. and Ng, C.T. The second cluster is the blue one,
which includes Laporte, Gilbert and Lim, Andrew. Netessine, Serguei as the
center of the yellow cluster focuses on operations management and supply chain
management [12].

5 Conclusions

Over the recent years, the scheduling field attracts the significant interest of sci-
entists and thousand of papers about scheduling have appeared in the literature
[1]. In this paper, we collect 9,611 papers from five SCI journals’ data about the
scheduling field as our data source. We visualize the citation distributions from
2006 to 2015, which shows there are a long delay of citation time-window.

We construct three networks (co-authorship network, keyword co-occurrence
network and author co-keyword network) to analyze collaboration patterns. The
results of our experiments find that Cheng, T.C.E. and Ng, C.T. collaborate very
closely. We also identify some active keywords, such as ‘Optimization’, ‘Perfor-
mance’ and ‘Data envelopment analysis’, which show the research tendency of
the scheduling field.

For the further research, we intend to obtain more papers about scheduling
field from other journals and conferences as well as visualize collaboration struc-
tures among authors per year in order to understand the evolution of this field
better.

Acknowledgment. This work was supported in part by the Natural Science Founda-
tion of China under Grant 61502069, by the Natural Science Foundation of Liaoning
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Abstract. Digital 3D models and their visualizations are increasingly being
used in many fields of research, engineering design and humanities. They enable
people to see objects in perspectives not available in 2D images. It would be
useful if a group of people in a classroom, laboratory or across distances can
collaboratively discuss their observations drawn using 3D models. We describe
a simple system that allows a group of people to share in real-time their views of
a 3D model using their devices ranging from mobile phones to large video walls.
We evaluated the system performance and usability with 3D models of digitized
cultural heritage objects.

Keywords: 3D models � Digital cultural heritage � Interactive visualizations �
Video walls

1 Introduction

Digital 3D models are increasingly being used for research, education and presentations
of objects. One field where digital representations of physical objects are used is
museum collections. The Europeana1 portal includes digital images of millions of
artefacts. A small but increasing number of objects are now available also as 3D
models. A Sketchfab2 service is a popular solution for web-based access to 3D models.

Digital representations can document the current state of artefacts (which may
deteriorate), allow study of artefacts without physical contact and might serve as a form
of backup, to help restore precious artefacts, should a damage occur.

We foresee bigger potential of 3D models for education, research, scientific col-
laboration and popularization. We concentrate on tangible three-dimensional objects,
because this part of cultural heritage is now less well represented in digitalized forms
than flat works, such as prints or paintings.

The rest of the paper is structured as follows. We identify the main requirements in
Sect. 2. We discuss design options and describe a possible solution in Sect. 3. We
present an experimental evaluation in Sect. 4. Finally, we draw conclusions and pro-
pose directions for future work in Sect. 5.

1 www.europeana.eu.
2 www.sketchfab.com.
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2 Requirements

We wanted to provide an environment for teachers, students and researchers that would
allow them to collaboratively view, discuss and compare 3D models. A widespread
availability of mobile devices, such as phones and tablets, can be utilized to turn them
into personal navigation and visualization devices. At the other end of the size range,
video walls made from LCD panels are now commonly present in visualization
facilities at universities and can be used as working interactive space. There are several
requirements for 3D visualizations of objects to be more useful for education, research
and collaboration:

• Requirement R1: scalability of visualizations for devices ranging from mobile
phones to large video walls, which are useful for class work, research and to enliven
physical exhibitions.

• Requirement R2: presenting multiple 3D models simultaneously for comparison. It
is useful to see both a “big picture” for context and details, without the need to
zoom or pan, allowing people to concentrate on the content.

• Requirement R3: low-latency network sharing of 3D models among multiple
devices. This can enable real-time discussions and collaboration for a group of
people within one room as well as for a group distributed in different places.

Museum institutions typically see two areas where 3D models can be useful. First,
as a next generation of online presentations of digital cultural heritage, bringing new
opportunities when compared to still photographs. Second, as an addition to physical
exhibitions, providing visitors with more information, hands on feeling of the exhibited
objects and making the exhibition more attractive especially for young visitors.

For distance collaboration and interactive feeling of remote object manipulation,
the latency between commands and visualization changes should be as low as possible.
An empirical evidence has shown that for the user to feel that a communication system
is not affecting a workflow by its latency, the one-way delay should be less than
approx. 150 ms [4].

3 Related Work

Europeana (see footnote 1) is a multilingual access point to Europe’s cultural heritage
in a digital form, allowing to search through millions of digital objects provided by
European museums, galleries, archives, libraries and other institutions, whose objective
is the preservation of cultural heritage. Many countries also have their national data-
bases of digital cultural heritage.

Digital heritage is in these databases are currently represented predominantly by
still photographs, audio and video samples. A small number of models can be seen in
3D PDF documents specified in the Universal 3D (U3D) format. However, the inter-
action possibilities in 3D PDF are limited and it cannot be seen from within a web
browser, a PDF viewer needs to be started externally.

Guarnieri et al. [1] describes a complete process of creating and presenting 3D
models of cultural heritage using only open-source and free software. Models can be
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seen in a web browser, which however requires an X3D plugin and the solution is not
scaleable to allow distributed rendering such as for LCD walls and remote access.

Scopigno et al. [2] stresses importance of tools beyond pure visualizations, which
would help researchers to work with digitized cultural heritage, such as fragment
restoration and shape analysis.

Hermon [3] suggests a process of creating 3D models in archaeology from multiple
sources of information and using them to assist research work, such as reconstructions.
This was confirmed in our talks with people in archaeological institutes.

Visualisation laboratories and class rooms are now commonly equipped with walls
from LCD panels of various sizes and configurations, thanks to their decreasing costs.
To share such a wall by multiple visualizations and to utilize the total resolution of all
LCD panels, some software for distribution of application visual output is needed.
A commonly used system is the Scalable Amplified Group Environment (SAGE2) [9].
The SAGE2 system can drive LCD walls of different sizes and configurations in a
scalable way. It is web-based using multiple web browsers running in a full-screen
mode, stitched together to cover the LCD wall. Application functionality is divided into
client and server side. The client side is implemented in JavaScript and runs inside web
browsers that display the content. The server side can provide content to be streamed to
the wall and exchanges synchronization messages between clients. The SAGE2 system
can run on any web browser-based device, including tablets and mobile phones.
SAGE2 requires two web interfaces - one for applications in a full-screen mode and
one for the SAGE2 controller (for starting new applications, etc.).

4 Design

The requirements R1 for scalability and R2 for multiple 3D models to be presented
simultaneously for comparisons and study can be in part satisfied by using an LCD
wall in a class room or laboratory driven by the SAGE2 software. Although the wall
content is displayed by multiple web browsers, they cannot be directly used to open
Sketchfab web pages and interact with the 3D models. One model can span multiple
web browsers and the pan and zoom done in one web browser would not be shown in a
synchronized way in other web browsers.

Therefore we used the Sketchfab Viewer API to implement a SAGE2 Sketchfab
Viewer application that can show a Sketchfab model across multiple web browsers.
Synchronization is done by exchanging SAGE2 messages through the SAGE2 server.
Multiple instances of the SAGE2 Sketchfab Viewer application can be started and
presented at the same time. Each window of any application instance can be freely
moved and resized, while always keeping the full resolution across any number of LCD
panels. The SAGE2 Sketchfab Viewer application provides the following features:

• scalability across arbitrary number of web browsers for large LCD walls
• orbit look and zoom with adjustable speed
• presentation of Sketchfab 3D animations
• presentation of annotations
• presets for easy switching between multiple modules
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The Sketchfab Viewer applications is freely available from the SAGE2 app store3.
A user in a distant room can use a regular PC or a laptop to connect to a remote

SAGE2 server and display the content of the wall on its screen. However, given the
smaller size of the PC monitor or even a tablet or mobile phone display, it may be
useful if a user has an option to see a selected model separately and still be able to
interact with the model in a synchronized way with other users.

To satisfy the requirement R3 also for mobile devices, we have developed a Mobile
extension to the SAGE2 server. It allows users to start a SAGE2 application directly in
web browsers of their mobile devices. In order to utilize the smaller screen size, the
browser can be switched into a full-screen mode. The user can switch between multiple
application instances even in a full-screen mode by a one-touch selection of the
application in the upper left corner. It eliminates the need for a separate tab for the
SAGE2 control page. Presentations of multiple 3D models on an LCD wall using
multiple instances of the application along with sharing a selected model on the user’s
mobile device is illustrated in Fig. 1.

Some features provided by Sketchfab web interface are missing in the Sketchfab
Viewer API, such as automatic detection of the model visual centre for intuitive
rotation. The Sketchfab Viewer API assumes a rotation centre at the coordinate origin,
which can be anywhere, even outside the model.

Touch control and gestures recognition are implemented using the Hammer.js
library. The press and release, pinch to zoom and pan events are mapped to WebSocket
messages, which are exchanged through the SAGE2 server with web browsers of other
users, allowing all users to see the same application content.

Message exchange between devices and SAGE2 server is illustrated in Fig. 2.
When a user moves a finger on a touch screen of a mobile device, the following

Fig. 1. Sharing a 3D model between an LCD wall and a mobile device

3 http://apps.sagecommons.org.
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sequence of events takes place to change the camera position of a 3D visualization for
all connected users:

• A Hammer.js library inside the user’s web browser detects the user’s gesture
• The application calculates an offset from the previous position
• The application sends a pointerMove (rotate) or pointerScroll (zoom)

WebSocket message to the SAGE2 server to inform it about the change of the
position of the user’s pointer

• The SAGE2 server distributes this message to all user’s web browsers
• Each application instance receives the message (including the original instance) and

changes the model view accordingly. It is important that each application instance
renders the model in a resolution of the user’s devices, which can range from
300 � 200 pixels on a mobile phone to tens of megapixels on an LCD wall

• In order to change the model view, the application calculates the new position of the
camera and its direction and then calls the setCameraLookAt function of the
Sketchfab Viewer API:

api.lookat( 
    [ 0, 13, 10], // camera position 
    [0, 10, 0],   // target to look at 
    4.3           // duration of the animation in seconds 
); 

Fig. 2. Message exchange between devices and SAGE2 server
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5 Evaluation

We did several experiments to check scalability (R1), multiple model ability (R2) and
low-latency distance sharing (R3) for various kinds of 3D models of cultural artefacts.
We used a set of models created from three sources: (a) modelling applications Blender
and 3ds Max, (b) photogrammetry software (Agisoft Photoscan and custom software
used for the Langweil digitization project4) and (c) 3D scanner Creaform Go!Scan 50.
We selected several models that differ significantly in the number of faces and vertices
and in the size of textures. Characteristics of the selected models are summarized in
Table 1.

The last column in Table 1 shows the time from the user’s request of a change in
the camera position to the actual change of visualization measured by the timeline
monitoring in the Google Chrome DevTools. The used PC was a Dell 3610 with Xeon
E5-1603 2.8 GHz, 8 GB RAM. We can see that the update time is more affected by the
texture size than by the mesh size of the underlying 3D structure. For smaller textures,
the response time is within the recommended limit (see Sect. 2). For larger textures,
performance optimizations will be needed. A demonstration of synchronized interac-
tion with a 3D model on an LCD wall, a PC and a mobile phone can be seen online5.

We conducted a subjective usability evaluation test in order to obtain user feed-
back. Subjects were random students (5) from the Faculty of Information Technologies
and the Faculty of Architecture. The former were supposed to have more technological
background, while later tended to be more oriented towards one of the targeted
application areas. Each subject used his/her mobile device while a person in the tea-
cher’s position was looking at the LCD wall. The evaluation environment is shown in
Fig. 3. Each subject was asked to perform 12 tasks on 3 models. For example, to show
peer students and the teacher a specific part of a model or to compare parts of two
models. The subjects should then indicate their perceived level of difficulty to perform

Table 1. Models used for evaluation

Model name Source Size of
textures

Number of
faces

Number of
vertices

Visualization
update time

Amphora Blender 1.2 MB 95k 95k 193 ms
Vessel Blender 1.41 MB 56.1k 56.1k 200 ms
Langweil - 09 Photogrammetry

and modelling
35.4 MB 800 613 483 ms

Langweil - 27 Photogrammetry and
modelling

264 MB 29.3k 17.1k 551 ms

Cup 3D scanner (Creaform
Go!Scan 50)

48 MB 273.3k 136.6k 177 ms

4 http://www.langweil.cz/index_en.php.
5 https://youtu.be/Aj79dycaoYQ.
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individual tasks. Due to a low number of subjects, the results are not statistically
significant, but provide useful qualitative feedback. The most important usability issues
can be summarized as follows:

• Satisfaction with usability of elementary navigation functions was 75% for camera
orbit look, 60% for zoom and 35% for pan

• The centre of the orbit look should preferably move along with pan and zoom to be
at the centre of currently visible model part

• The sensitivity of the orbit look and pan should decrease with zoom in
• When a navigation function was initialized on an LCD wall or on one mobile

device, the responsiveness of visualization changes on other devices was fully
acceptable and not causing any distraction in group collaboration.

6 Conclusion

Current technologies such as WebGL, SAGE2 and Sketchfab API allow creation of
applications for visualizations of 3D models scalable from mobile devices to large LCD
walls. A 3D model can be accessed by multiple users concurrently, enabling real-time
discussions, distance teaching and collaboration. For instance, distance access to dig-
itized cultural heritage can contribute to the protection of collection items by mini-
mizing physical handling for e-learning, research discussions and to enhance museum
exhibitions. In our measurements, response time depended more significantly on the
texture size than on the model mesh size. The technology allows embedding 3D models
into current web-based portals, such as Europeana.

Fig. 3. Usability evaluation of SAGE mobile extension
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Abstract. In the procedure of the Chinese medical tongue diagnosis, it’s
necessary to carry out the original tongue image segmentation to reduce inter-
ference to the tongue feature extraction caused by the non-tongue part of the
face. In this paper, we propose a new method based on enhanced HSV color
model convolutional neural network for tongue image segmentation. This
method can get a better in tongue image segmentation results compared with
others. This method also has a great advantage over other methods in the pro-
cessing speed.

Keywords: Tongue image segmentation � Convolutional neural network �
Snake model

1 Introduction

Tongue diagnosis is a unique diagnosis method of the Chinese traditional medical
science. Doctors can get the information of patients’ illness conditions by observing
their tongue features [1]. It’s important to diagnose the patient’s health condition and
make a prescription. Modern research shows that tongue diagnosis, as a unique
diagnosis method to identify the functional status of human body, has great value in
diagnostics, so it’s necessary to inherit and carry forward tongue diagnosis.

The automation process of tongue diagnosis based on tongue image analysis is to
analyse tongue features by extracting them from tongue images captured by digital
image device. So, the tongue body segmentation is the first step of tongue image
analysis and accurate tongue body segmentation can reduce interference caused by
non-tongue body of the face to tongue feature extraction [2, 3].

Image segmentation is the hot research field all the time, and there are several
methods which can be used in tongue image segmentation. Currently the method
applied to tongue body segmentation are mainly traditional image processing algorithm
such as threshold segmentation method, region growing method, cluster partition
method, watershed transform method, edge detection segmentation method and snake
model method [4–7]. The snake model method has better performance than the others.
But all of these methods of tongue segmentation still have their imperfections because
it’s hard to precisely divide tongue and lips as their colors are similar.
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In some of the collected images, the boundary of the human body’s facial region
and the tongue body region is not obvious, and the color of the face area and the tongue
area is relatively similar. In this case, the threshold segmentation method can’t obtain
accurate segmentation results, and the effect of segmentation method based on snake
model is bad because the energy function of snake model can’t converge. Besides the
snake model method can’t use RGB image directly and need to convert RGB image to
gray image in advance.

In recent years, deep learning has developed rapidly and deep neural network in
image understanding has achieved good results. The convolutional neural network is an
application of the deep learning method in image processing field [8, 9]. In this paper
the enhanced HSV convolutional neural network based method for tongue body seg-
mentation was proposed for the first time. Set the enhanced tongue image as the input
of convolutional neural network and calibrate the image of tongue body as the tag of
tongue, then use convolutional neural network to conduct training. The convolutional
neural network finally output a binary image of the tongue body which has same size
with the original tongue image. The white area of the binary image is the tongue body
and the black area is the non-tongue body of the face. Merge the output binary image
with the original image, the resulting image is the image of tongue body extracted by
the convolutional neural network.

Specially, we did some preprocessing for the image in order to obtain more exact
features. Firstly, we convert image from RGB color model to HSV color model because
that the HSV color model can show the tongue edge more clearly. Then we use image
enhancement to strengthen the edge. Our method which used enhanced HSV color model
based on convolutional neural network obtain a good effect in the tongue image
segmentation.

2 Enhanced HSV COLOR Model

2.1 HSV Color Model

Generally, the extracted image data was RGB color model. The RGB color model is an
additive color model in which red, green and blue light are added together in various
way to reproduce a broad array of colors. And the HSV color model is another rep-
resentation of the image attribute value. HSV stands for hue, saturation, and value, and
is also often called HSB (B for brightness). In our experiments, we convert image from
RGB color model to HSV color model because we found that HSV color model was
easy to show the tongue rough edge.

As we can see in the Fig. 1, the hue channel of the tongue image shows a distinct
edge between the tongue bottom edge with the face and the saturation channel of the
tongue image shows a distinct edge between the tongue top edge with the mouth.
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2.2 Image Enhancement

After convert RGB color model to HSV color model, we Contrast Limited Adaptive
histogram equalization (CLAHE) [10, 11] to enhance the tongue image in order to
obtain a clearer edge.

AHE algorithm is a histogram method in order to improve image contrast locally by
the cumulative distribution function. But image is often distored by AHE because the
image local contrast was improved too much. In order to solve this problem, we limit
the local contrast. In the histogram equalization, the relation of the mapping curve T
and the cumulative distribution function (CDF) is shown as in (1).

T ið Þ ¼ M
N
CDF ið Þ ð1Þ

The cumulative distribution function (CDF) is the integral of the histogram of the
gray scale so we can limit the slope of the CDF to limit the contrast.

d
di
CDF ið Þ ¼ Hist ið Þ ð2Þ

We cut the histogram obtained in the subblock so that the amplitude is lower than a
certain upper limit, and the cut-off portion can’t be discarded. We also distribute the cut
value evenly over the whole gray interval to ensure that the total area of the histogram
unchanged (Fig. 2).

Contrast Limited Adaptive histogram equalization (CLAHE) can’t be applied to
multi-channel image directly so we apply CLAHE to each channel of HSV image and
then merge these three channels. The tongue image was enhanced obviously by this
method and our result was shown in Fig. 3.

Fig. 1. Split RGB image into HSV channel (Color figure online)
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3 Convolutional Neural Network

The convolutional neural network is a multi-layer artificial neural network which can
extract features from input data automatically and it was always used to classify
images. In convolutional neural network, each layer is composed of many 2-dimension
planes and each plane is composed of many independent neurons. Neurons in two
adjacent layers were interconnected but neurons in a same layer were not connected
[12]. In the convolutional layer, neurons are locally connected with the next layer’s
neurons and this structure can reduce the number of the weight params. But in the
full-connected layer, all the features are connected to the full-connected layer neurons.

3.1 Convolutions

Natural images have the property of being stationary, meaning that the statistics of one
part of the image are the same as any other part. Therefore, the features that we learn at
one part of the image can also be applied to other parts of the image, and we can use the
same features at all locations. Having learned features over small patches sampled
randomly from the larger image, apply this learned feature detector anywhere in the
image. Specifically take the learned features and convolve them with the larger image,
thus obtain a different feature activation value at each location in the image [13].

3.2 Max Pooling

Features that are useful in one region are also likely to be useful for other regions
because of the stationarity property of image. Pooling is an operation to aggregate

Fig. 2. CLAHE

Fig. 3. Enhance image by CLAHE
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statistics of these features at various locations. Divide the convolutional features of
image into pooling area by defining pooling size, then obtain the pooled convolutional
features by meaning pooling or max pooling. Pooling is effective to reduce dimension
of the features and improve results (less over-fitting).

3.3 Rectified Linear Unit

Instead of sigmod and tanh, we choose ReLU [14] as activation to model a neurons
output. These saturating nonlinearities are much slower than the non-saturating non-
linearities. CNNs with ReLU are trained several times faster than with tanh on
CIFAR-10 dataset. Moreover, when executing back propagation, sigmod and tanh will
cause gradient vanishing because of saturating, which leads to information loss. ReLU
makes some output of neurons zero that causes sparse of network, which prevents
overfitting.

3.4 Dropout

Dropout [15] is a recently-introduced technique preventing overfitting when train data
is not that much. Dropout sets part of the output of each hidden neuron to zero. These
neurons do not contribute to the forward pass and do not participate in back propa-
gation. Every time input is presented, parts of the hidden neurons are “deleted” ran-
domly. The architecture trains lots of networks with some neurons and learns more
robust features that are useful. Most correct subsets of networks impact on final result,
but other subsets are abandoned. A 50% dropout rate is employed to discourage the
co-adaption of feature detectors, which is proved better. Figure 4 shows the operation
mode of dropout.

3.5 Full-Connection

The last layer before output layer in the convolutional neural network is full-connected
layer. Each neuron in the layer connected to all the features which was generated by the
convolutional layers.

Fig. 4. Half of hidden neurons are dropped out
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4 Enhanced HSV Convolutional Neural Network

4.1 Convolutional Neural Network Model

In the experiment, we used a ten-layer convolutional neural network to train the tongue
image. The convolutional neural network structure was shown as Fig. 5.

From Fig. 5, we can see that the input layer is a marked tongue image which is a
color picture. The 2, 4, 6 and 8 layer are the convolutional layers and the second lay uses
5 * 5 convolutional kernel and others use 3 * 3 convolutional kernel. The 3, 5 and 7
layer are the max pooling layers and their pooling size is 2 * 2. The 9 layer is the
full-connection layer with 2048 neurons. The 10 layer is the output layer with 128 * 128
neurons and we can transform the outputs to a binary image as the tongue outline.

4.2 Dataset

The original tongue images were captured from a hospital by a digital camera. There
are 264 tongue images in total and we used 211 tongue images for training and 53
images for test. We cut the training tongue images randomly (reserve at least 70%
tongue body) to generate more training data. Standardize the original tongue images
and make the tongue images in same size. Draw the outline of the tongue artificially in
the standardized image, then blacken the tongue body. Executing the XOR operation to
the marked tongue image and the original image, the resulting image is outline of the

Fig. 5. Convolutional neural network structure (Color figure online)

Fig. 6. Image preprocessing result (a) standardized tongue 128 image (b) marked tongue image
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tongue and the tag of the original tongue image which is the training target of the
convolutional neural network. The standardized tongue image and the marked tongue
image were shown in Fig. 6.

5 Experiment Result

After training and testing the convolutional neural network, the tongue body seg-
mentation result was shown in Fig. 3, we can see that the tongue body was accurately
segmented by the convolutional neural method.

To validate the availability and practicability of the proposed algorithm, take a
tongue image for example, we do the contrast segmentation experiment with traditional
snake model algorithm and the proposed improved snake algorithm. The result image
of these two methods are shown as Fig. 7.

In Fig. 8, we can see that the proposed tongue segmentation method based on
convolutional neural network obtained a better result than the method based on snake
model. The former tongue segmentation method kept more details of the tongue than
the latter method especially in the part of the tongue edge where the color of tongue
was similar to the color of face. Result by the snake model method get a poor

Fig. 7. Experiment result

Fig. 8. Comparison of EH-CNN method and snake model method (a) result by EH-CNN
(b) result by snake model (Color figure online)
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performance when the edge was indistinct and in this case the tongue contour line often
moves in the wrong direction. In our experiments, there are several tongue images
which didn’t get a convergent contour lines by using snake model method. We use the
mean error pixel rate to evaluate these two segmentation algorithms, result was shown
in Table 1.

Our enhanced HSV convolutional neural network also has a great advantage over
the snake model method in the processing speed. When apply these methods to large
amounts of data, faster processing speed has more import application value. The
processing speed comparison of these two method was shown in Table 2.

6 Conclusion

The convolutional neural network is used widely in image recognition. The proposed
tongue segmentation method based on enhanced HSV color model convolutional
neural network obtains good results particularly performs better in this condition. That
the tongue image has an indistinct edge between the tongue body and the face. Tongue
image segmentation by snake model method can’t get a convergent tongue contour line
occasionally. However, we get lower mean error pixel rate by using our enhanced HSV
convolutional neural network. Besides, the method we proposed in this paper has a
great advantage over the snake model method in tongue image segmentation.

This method also has potential to get better results by increasing the number of
training samples and making the artificial marks of tongue body more accurate. Our
next stage is to optimize the network structure by adding more layers and fuse
multi-layer data features.
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Abstract. In this paper, we propose an interactive visualization system for
tropical cyclone data analysis. We collect historical tropical cyclone data, clean
and preprocess them into a unified form for the following visual analysis. We
design several views based on direct visualization and feature visualization to
facilitate user understanding of the physical characteristics of tropical cyclones.
Additionally, we use Support Vector Machines (SVM) to predict the tropical
cyclone trajectories for users to make a deep analysis and assessment of the
cyclone’s movement features. In this visual analysis process, we provide mul-
tiple linked views for physical characteristics exploration and cyclone trajec-
tories prediction. Our system also supports multi-resolution analysis with
temporal and spatial filtering. The experiments and user study demonstrate the
effectiveness of our system.

Keywords: Cooperative visual analytics and communication � Tropical
cyclone � SVM

1 Introduction

Tropical cyclones are often associated with severe weather conditions and can cause
natural disasters. To understand and predict tropical cyclone trajectories and their
destructive power is always the aim of governments, enterprises and research institu-
tions. However, it is difficult to grasp the multi-faceted features of tropical cyclones and
predict their trajectories, since they are dynamically changing with the environmental
field and the local terrain that they pass by. In this paper, we propose a visual analysis
system to study and explore the features of tropical cyclone and to predict their tra-
jectories. This system combines automatic computation on historic data with the
knowledge of experts in this field, which facilitates the analysis efficiency and quality.

In the interface, as shown in Fig. 1, we allow users to explore and analyze multiple
attributes of cyclone in temporal and spatial domain simultaneously. We offer multiple
views for visual analysis. Our main contributions are:

(1) We adopt the Similar Environmental Field method and SVM (Support Vector
Machines) to predict the tropical cyclone trajectory. The combination of these two
methods can provide a good result.
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(2) We design a visual interface for physical characteristics visual exploring and
trajectories prediction, which supports data filtering with multiple dimensions.

2 Related Work

We briefly review related work in the following areas: trajectory prediction, visual
analysis of trajectories.

2.1 Trajectory Prediction

The activities of tropical cyclones are affected by various factors, e.g. bogus vortex and
Monsoon Season. Liu et al. [1] adopted smooth scalar field to consider the uncertainty
of tropical cyclones and calculate a set of their trajectories. Then, trajectory prediction
based on similar environmental field is proposed [2]. The similarity among studied
areas mainly includes two types: the first one is based on the distance (Hamming
Distance and Euclidean Distance etc.) between two areas and the second is the simi-
larity coefficient/disparity, whose absolute value is close to 1 for two similar areas and
0 for two different areas. Wan et al. [3] found that Hamming Distance produced slightly
better result than other methods and was applicable for rainstorm prediction. Xue [4]
claimed that the tropical cyclone is a complex weather system, which still needs human
experience when in the analysis of similar environmental data.

Support Vector Machine (SVM) is adopted for trajectory prediction in recent
studies [5]. The basic idea of SVM is, through the nonlinear transformation defined by
kernel functions, to transform the input space to a high dimensional space, in which we

Fig. 1. An overview of our interface. (a) The spatial view, showing tropical cyclones,
trajectories and nearby pressures at certain time. (b) The view of predicted trajectories, supporting
comparison and analysis of various prediction algorithms. (c) The disaster assessment view,
showing the influence index of tropical cyclones in different areas based on relevant historical
records. (d) Time series statistics supporting zoom and filtering. (e) The parallel coordinate
graphs, comparing two tropical cyclones from multiple dimensions. (Color figure online)
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can find a non-linear relationship between input and output variables. SVM has the
advantage of high precision even with small amounts of sample data. SVM has been
used in many research and application areas [6]. We also employ SVM in this paper, as
will be presented in Sect. 4.2.

2.2 Trajectory Visual Analysis

Trajectory visual analysis has been commonly studied. Ferreira et al. [7] proposed a
method for trajectory visualization and analysis of the origin-destination (OD) data,
including start and end positions, as well as other attributes associated with the path.
Chen et al. [8] explored the sparse trajectory data with the help of modelling the
uncertainty of the Gauss mixture model. Willems et al. [9] used the method of point
polymerization to deal with the problems of dense-point visualization. Hurter et al. [10]
proposed how to select a particular trajectory with certain properties, without consid-
ering event interactions. Wang et al. [11] focused on the interaction between these
events, and pay attention to the problem of traffic congestion. Wang and Yuan [12]
studied on hurricane visualization and used a fold line to connect the path so as to
highlight the hurricane’s spatial locations of trajectory. Lundblad et al. [13] studied the
influence of meteorological conditions on the ship sailing trajectory by using the
parallel coordinates.

Different from the traffic OD tracks, tropical cyclones’ trajectory has no limited
activity range and change with the surrounding environmental field, which increase the
complexity of visual analysis. When the number of trajectory points increase, the
problem of the occlusion appears, which is pretty disadvantageous for the study of
interaction and relative motion among tracks.

3 Data

3.1 Data Sources and Components

Our data mainly consists of two parts:

(1) The historical best route data of tropical cyclone comes from China Meteoro-
logical Administration [14]. It includes tropical cyclone data from 1949 to 2014 in
the Northwest Pacific Ocean (including the South China Sea, north of the equator,
west of longitude 180°), composed of multiple trajectory lists, each of which
includes a unique international number, a cyclone name, longitude, latitude,
central minimum pressure, central maximum wind speed and time stamp etc. Data
in each list is arranged according to the time sequence, and its interval is 6 h.

(2) The environmental field data is from the reanalysis data sets in National Centers
for Environmental Prediction (NECP) and National Center for Atmospheric
Research (NCAR), which is collected at 500 hPa height every 6 h. The data
includes time, latitude and longitude coordinates as well as pressure values with a
spatial resolution of 2.5o � 2.5o.
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3.2 Data Preprocessing

Firstly, data sets are constructed into a unified data format as is shown in Table 1. All
the data are co-related through composite-ID of time as well as longitude and latitude.
Thus, once the pressure, the wind and other parameters of a tropical cyclone at a certain
moment within a certain area are known, we can easily find the corresponding envi-
ronment field data of the same time within the same area. Then, only the research data
within the range in [99oE, 158oE] � [3oN, 52oN] are extracted. Next, the Linear
Interpolation method is used to enhance its resolution up to 1.25o � 1.25o. Fix the
missing data due to the acquisition equipment problems by averaging the monitoring
data from the Japan Meteorological Agency (JMA), the Korea Meteorological Agency
(KMA) and the U.S. Joint Typhoon Warning Center (JTWC).

4 Trajectory Prediction Methods

Tropical cyclone trajectory can be affected by many factors. Therefore we combine two
prediction methods in 4.1 and 4.2, and identify the suitable application occasions for
each method through visual analysis with comparison (described in Sect. 6).

4.1 Trajectory Prediction Based on Similar Environmental Field

The key to find similar tropical cyclone trajectory is to discover the movement char-
acteristics of tropical cyclones’ surrounding environmental field along with the
cyclones. We use a comprehensive assessment of environmental field method [15] for
judging the trajectory similarity of two tropical cyclones, and introduce 14 types of
factors as criterions. These factors are shown in Table 2. Both the grid data’ spatial
distribution and the change trend of the tropical cyclone trajectories are considered for
the similarity comparison. By similar criterions computation, the similarity index SIi of
each criterion is calculated by the Formula 1. When we predict a tropical cyclone
trajectory, we query the long history data set and we can find a similar tropical cyclone
ensemble based on the similarity computation of 14 types of factors of SI. The one with
the most similar environmental field is taken as the candidate prediction result.

SI ¼
X14

i¼1
SIi ð1Þ

Table 1. The unified data structure.

YTD Time Longitude Latitude Pressure Wind

900101 1200 112.1 23.1 1000 10
… … … … … …

141231 2400 113.1 25.1 999 10
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4.2 SVM-Based Trajectory Prediction

We use the data of tropical cyclone including the central pressure, the wind speed, the
moving speed, the latitude and longitude, the original place, the date and time from
1949 to 2009 as the input of SVM, and the difference value between longitude and
latitude as the output.

The specific trajectory prediction is as follows. For a tropical cyclone trajectory, the
input at t moment and the output at t + 6 moments are used as a set of input and output
values of SVM. Assuming that each tropical cyclone has m pairs of input and output
values, and there are n tropical cyclones involved in training, thus we get a total of
m � n pairs of samples for training and construct the SVM model. Finally we can
input the actual related test value of an interested tropical cyclone at current time and
obtain its predicted trajectory position offset after 6 h by SVM. By combining the
latitude and longitude of the current time, the latitude and longitude of 6 h later can be
calculated. Similarly, if the input and output values at t moment and t + Δt
(Δt = 6,12,���,168) moment are used for training, the position offset after Δt (Δ t = 6,12,
…,168) hours will also be obtained when inputting the testing data at current time t.
After other necessary calculation, the information of location, pressure and wind power
of the predicted trajectory can be obtained.

5 Physical Characteristics Visual Exploration

We design several views for the visualization of trajectories, geographical distribution
and time series statistics of tropical cyclone. We also provide scalable time series
analysis and interactive parallel coordinates for comparison analysis.

(1) As shown in Fig. 1a, we use different color dots to represent different intensity
of a tropical cyclone. According to experts’ advices, we adopt purple, pink, orange,
earth yellow, lemon yellow and green to respectively represent different intensity levels
from high to low, and use lines with consistent colors to connect track points according
to their different intensity. (2) We use an isobar icon moving along the trajectory lines
to indicate the state of tropical cyclone movement. (3) We use black dot to represent the
extinction or merging of tropical cyclone. (4) In addition, we provide auxiliary
information tips to facilitate the analysis. When moving the mouse to a certain point of
a trajectory, information such as the time of occurrence, the central minimum pressure

Table 2. 14 types of factors of the comprehensive assessment of environmental field.

Num Criterions Num Criterions

1 Time 8 Current 500 hPa height field
2 Location 9 Initial 500 hPa wind field
3 Central air pressure 10 Future 500 hPa wind field
4 Center maximum wind 11 Current 500 hPa wind filed
5 Initial velocity of cyclone 12 Initial guidance flow field
6 Initial 500 hPa height field 13 Future guidance flow filed
7 Future 500 hPa height field 14 Current guide flow field
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and the central maximum wind speed will be shown, and the current pressure of
environmental field will also be shown on the map.

We offer a time series plot to show the occurrence frequency of the tropical
cyclones based on the historical data (see Fig. 2a, the number of occurrence in 2004 is
the biggest and the number in 2003 is relatively small). We also provide a scalable time
slider supporting for choosing any period of time while avoiding the dense and blurred
drawing effect during long time intervals observation and analysis. Thus, users can
interactively explore the occurrence of tropical cyclones by filtering the tropical
cyclones of interested time range, and extract trajectories within these periods for
further analysis.

Furthermore, users can drill down to observe the multiple parameters along with an
interested tropical cyclone and study the relationships among the parameters of dif-
ferent trajectories by a parallel coordinate. From Fig. 2b we know that there is a
deviation in latitude prediction and the prediction accuracy of minimum pressure is
relatively high with a possible reason of a slight change of the pressure. Since we
occasionally pay attention to the relationship of some interested cyclones, thus we also
offer the brushing operation to filter the items for further analysis.

6 Visual Analysis on Trajectory Prediction

Firstly, we take the cyclone Morakot (international ID number: 0908) cross the Hualien
area of Taiwan province on August 8, 2009 as our experiment object. We extract the
useful data, such as shape index, center pressure, wind speed, longitude and latitude,

Fig. 2. (a) The statistical line chart of the occurrence frequency of the tropical cyclone appeared
from august 22, 2002 to september 27, 2004. (b) Comparing the actual situation with the
prediction results of multiple attributes. (c) Brushing on 1th axis and selecting of the interested
data on august 10, and the parameters comparison shows that similar environmental field
detection method is closer to the real situation than SVM.
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origin place, time etc. for our trajectory prediction. Secondly, we choose two above
methods for trajectory prediction with comparison and find their application occasions
respectively (see Fig. 3). Similar environmental field detection method is better for the
short-time trajectory prediction of tropical cyclones, while SVM is better for the
long-time trajectory prediction of tropical cyclones. Then, we drill down with parallel
coordinates to observe the specific differences between parameters/factors of two
predicted cyclones with different prediction methods (Fig. 4). From Fig. 4, we can see
that during the period of 8th to 11th of August, the prediction result of similar envi-
ronmental field method is closer to the attributes of the real situation, especially on
longitude and latitude prediction. However, two prediction results of minimum pres-
sure are both with relatively high accuracy. Furthermore, our parallel coordinates view
also support verifying the predicted result with real track from historical records.

7 Domain Expert’s Review

We have invited three domain experts to perform several evaluation tasks for our
system based on our demonstration about the system functionalities. In the first task,
experts are asked to visual explore the physical characteristics of tropical cyclone. This
task is similar to Sect. 5. In the second task, we ask experts to predict the trajectory of
the cyclone with two different prediction methods. In the meanwhile, we ask experts
themselves to perform filtering, parameter adjusting and brushing to generate a SVM

Fig. 3. The view of trajectory prediction of No. 0908 tropical cyclone. (a) The similar
environmental field detection results. (b) The actual track for verification. (c) The SVM results.

Fig. 4. Comparing the actual situation with the prediction results of multiple attributes.
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model and do some comparison and statistical analysis. Finally, we discuss with the
experts and collect their feedbacks when they complete the tasks with our system. Most
experts consider the visual design and the functionality of our system has fulfilled its
design requirements and supports the major tasks. They point out a negative review on
the visual confusion in parallel coordinates. They also complained about the difficulty
of interaction in the trajectory prediction for generating an appropriate prediction
model. Their reviews are very helpful to our future improvement.

8 Conclusion and Future Work

In this paper, we propose a visual analysis system for tropical cyclone. The tropical
cyclone trajectories, historical records and environmental field in the Pacific area from
1949 to 2014 are used as data sets for visual trajectory prediction. We show the
trajectory prediction results on the map view, and add isobars around the trajectory
points to visualize the cyclone’s state. The system supports multiple trajectory pre-
diction and allow parameter adjustment for higher prediction accuracy. Our work in the
future will focus on optimizing prediction algorithm and developing a more friendly
visual interaction interface. In addition, we will study more trajectories of tropical
cyclones to extend the existing visual analysis functions.
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Abstract. This paper improves the anisotropic kernels surface reconstruction
method and apples it to multiphase immiscible fluid surface reconstruction. An
unexpected phenomenon appears when using the anisotropic kernels surface
reconstruction directly (e.g. the gap and overlap at the interface of multiphase
fluid surface). We eliminate the gap by considering the neighbor particles of
other phase fluid in the kernels function and eliminate the overlap by signed
color field in the marching cube process. The improved method will be able to
reconstruct a common surface at the interface of the multiphase fluid.

Keywords: SPH � Multiphase fluid � Surface reconstruction � Simulation
visualization

1 Introduction

Because the surface representation of a fluid is crucial for realistic animation, methods
for reconstructing and tracking fluid surfaces have been a topic of research since fluid
simulation was first introduced in computer graphics [1–3].

The blobby sphere approach was introduced by Blinn [4], which defines a scalar
field that is the sum of three-dimensional Guassian kernels [5] defined at a set of points.
Surface are then taken to be smooth regions of the surface are then taken to be a
particular iso-contour of the scalar field. Noting this problem, Zhu and Bridson [6]
defined a new implicit surface model by averaging particle locations and their radii to
enhance the surface smoothness of the blobby method. Adams et al. [3], further
improved upon the method of Zhu and Bridson by tracking the particle-to-surface
distances across simulation time steps. Williams [7] was the first to cast the problem of
generating surfaces from particle data as a constrained of optimization problem.

Later, Yu and Turk [8] demonstrate very impressive results for the particle skinning
problem, which used an anisotropic kernels and Laplacian smoothed particle positions
to define a smoothed implicit surface [9]. But there will meet certain problem that gap
and overlap will appear at the interface of multiphase fluid surface if we use it to
multiphase surface reconstruction directly (see Fig. 1).

This paper improves the anisotropic kernels surface reconstruction method. We will
first discuss the reasons of the gap and overlap, and then give the method to eliminate
them. The contributions of our paper are as follow
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• Consider the neighbor particles impact of other fluid in the Laplacian smoothing
process and does not move the particles in the surface of multiphase fluid interface
towards the inside.

• Combine the isotropic and anisotropic kernels function to eliminate the gap at the
surface of multiphase fluid.

• We introduce the signed color field method to extract the surface in the marching
cube process, that will eliminate the overlap.

2 SPH Framework

In SPH, fluid is discretized by particles carrying field quantities As. At any position r,
these quantities can be evaluated by summing up the contributions of the neighboring
particles j

Asð~rÞ ¼
X

j

Aj
mj

qj
Wð~r �~rj; hÞ ð1Þ

where W is the smoothing kernel and h is the smoothing radius, mj is the mass of
particle, and qj its density field. And then we can get the density field qs

qsð~riÞ ¼
X

j

qj
mj

qj
Wð~ri �~rj; hÞ ¼

X

j

mjWð~ri �~rj; hÞ ð2Þ

The pressure p of particle is typically described as of the density of the fluid such as
given by the Tait equation, which is

Fig. 1. Multiphase surface reconstruction. (a) using marching cube directly with overlap,
(b) using anisotropic kernels directly with gap. (Color figure online)
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pi ¼ kq0ðð
qi
q0
Þc � 1Þ ð3Þ

where k and c are stiffness parameters and q0 is the rest density of fluid. [10–12].
If we use the standard SPH framework to simulation multiphase fluid, a problem

will arise. For particles close to the interface, the computed density is underestimated if
they belong to the fluid with higher rest density, and overestimated otherwise.
Solenthaler and Pajarola [13] present a formulation based on SPH which can handle
this problem, and their main idea is to replace the density computation in SPH by a
measure of particle densities and consequently derive new formulations for pressure
and viscous forces.

They defined a particle density as

di ¼
X

j

Wðrij!; hÞ ð4Þ

In this article, succeed to simulate multiple fluids with the method of Density
Contrast which presented by B. Solenthaler and R. Pajarola.

3 Surface Reconstruction

3.1 Surface Field Computation

Yu and Turk made outstanding contributions to particle-based fluid surface
re-modeling. Their approach used a single pass of Laplacian smoothing of particle
positions, followed by defining a metaballs-like surface with anisotropic smoothing
kernels. This method is perfect performed at single fluid surface reconstruction, but
some gaps will arise at interface of multiphase fluid surface when used it to multiphase
surface reconstruction of particle-based fluid.

We will save the particle position of each fluid when we used the method of Yu and
Turk to reconstruct the multiphase fluid surface. Color field is computed by the particle
position and density. This method is designed to capture the density more accurately by
allowing the smoothing kernels to be anisotropic. We analysis of the causes of the gap
should come from two aspects. On one hand, this method applies one step of diffusion
smoothing to the location of kernel centers. The updated kernel centers are calculated by

xi ¼ ð1� kÞxi þ k
X

j

wijxj=
X

j

wxj ð5Þ

where w is a suitable finite support weighting and k is a constant with 0\k\1.
The function wij is an isotropic weighting function, and formulated as

wij ¼ 1� ðð xi � xj
�

�

�

�Þ=riÞ3
if xi � xj
�

�

�

�\ri

0 otherwise

8

<

:

ð6Þ
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We use k between 0.9 and 1. According to the above two formulas, the particle
position inside the fluid is relatively constant, but the particles at the surface will move
towards inside. Obviously, we will not get the correct color field, because the computed
fluid volume is smaller than the real color field. Shown in Fig. 2(b).

On the other hand, this method used the anisotropic kernel in the surface recon-
structing, and key of anisotropic kernel is to generate a spherical shape kernel in the
fluid surface. The gap will be bigger at the interface of the multiphase fluid although the
spherical shape kernel will make fluid surface more smoothing. Shown in Fig. 2(c).

We improved the anisotropic kernel method in multiphase surface reconstruction
by considering the particle position of neighbor fluids. The improved xi and wikj are
calculated by

xi ¼ ð1� kÞxi þ k
X

n

k

X

j

wikjxkj=
X

n

j

X

j

wikj ð7Þ

wikj ¼ 1� ðð xi � xj
�

�

�

�Þ=riÞ3 if xi � xj
�

�

�

�\ri
0 otherwise

�

ð8Þ

where k is the fluid kind.
Because we have considered the neighbor particles of other fluids, the particle

position in the interface of two fluids will not move towards inside. Additionally, the
improved xi and wikj can modify the anisotropic kernel function to isotropic at the
interface of two fluids surface, and will not shrink fluid volume. The gap at the
interface of two fluids surface will be eliminated.

3.2 Surface Extraction

Method of Marching Cube [14, 15] is usually adopted to extracting the mesh files after
we computed the color field. For the reason that the different material of each fluid, we
need to extract the mesh respectively. This will encounter a problem that is the overlap
at the interface of the multiphase fluid. Shown in Fig. 1(a).

By analysis, the reason of overlap produce is that we used interpolation to compute
the isometric surface in the marching cube. In the Fig. 3, We suppose the isometric
value is 0 in mesh extracting process. we need to compute twice to get the two different

Fig. 2. (a) Particles real position, (b) After Laplacian smoothing, (c) After anisotropy (Color
figure online)
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fluid surface mesh files. In the first attempt, we use marching cube to extract the fluid
which density is small (green solid). Because of the interpolation, the color field with
value (green box) is in outside of the real surface (green solid). It is obvious that the
extracting surface is near green box which is larger than the real. It is same when we
extracting the fluid which density is large. Then we will get a large overlap at the
interface of two fluids (green box and yellow box overlap).

Therefore, we propose signed color field to eliminate the overlap at the interface of
the multiphase fluid. We define one fluid color field is positive and others fluid color
field is negative to extract the one fluid surface mesh. successively, we extract all of the
fluid surface mesh. The algorithm showing as follow (Table. 1).

The signed color field method in the marching cube interpolation will always
generate one surface at the interface of the multiphase fluid. This is because the value 0
from negative to positive is always unique and exists.

4 Results

In this section, we describe three simulations that are used to evaluate our surface
reconstruction method: three fluids interface, double dam break simulation, two fluids
mixing. Our experiment running platform is Intel (R) Xeon (R) CPU E5-2687 W v4
@3.00 GHz, 64-bit Windows operating system.

Fig. 3. Marching cube interpolation in two fluid (Color figure online)

Table 1. Algorithm of signed color field in the marching cube
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In the double dam break simulation, see Fig. 4. The green fluid density is
200 kg/m3, and the gray fluid density is 1000 kg/m3. Top render result is using ani-
sotropic kernels method and marching cube directly, and bottom render result is using
our improved method. The surface reconstruction time spent shown as Table 1. Both
the result is smoothing and spend time is Almost the same, but our method the gap at
the interface of two fluids is thinner.

Figure 5 shows three fluids mixing surface reconstruction results. (a) using our
improved method. (b) using anisotropic kernels method and marching cube directly.
Note that our result has narrow gap at the interface of multiphase surface, and without
overlap in the inner interface of two fluid surface.

Figure 6 shows a frame of double dam break simulation, which rendered by the
Blender (Table 2).

Fig. 4. Double dam break simulation, (a) our improved method, (b) using anisotropic kernels
method and marching cube directly. (Color figure online)

Fig. 5. Three immiscible fluid mixing, (a) our improved method, (b) using anisotropic kernels
method and marching cube directly.
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5 Conclusion

We improve the anisotropic kernels surface reconstruction method then apply it to
multiphase immiscible fluid. Using this method to reconstruct the surface of multiphase
immiscible fluid will get smoothing surface and without gap or overlap problem.
Additionally, it is easy to implement and does not require more time than the original
method.
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Abstract. Recently knowledge has been obtained about the Cooperative
meta-dynamics in performance teams, and also on the fit between the manager’s
and team member’s beliefs about teamwork and performance. To obtain this, a
specific instrument has been created and validated, the Questionnaire on
Cooperation in Performance Teams (CWQ). The need for such this kind of tool
is double fold: first, to combine the most relevant conceptual theories in a short
and friendly usable instrument, and to obtain easily applicable knowledge
addressed to managers and coaches working with performance teams. In order to
accomplish fully with this aim, a confirmatory analysis of the new instrument is
required too. Consequently, the CWQ was administered to 218 players of per-
formance sports teams (Mean age = 21.12; SD = 6.72; mean years of experi-
ence = 11.42; SD = 6.33). The data analysis consisted on the study of the main
components (forcing and without forcing the number of factors), with a Varimax
rotation. The results confirm the validation of the CWQ both for the “A” and
“B” versions of the questionnaire and the existence of four meta-factors: 1.
Global cooperation with the team; 2. Cooperation for personal growth in the
team; 3. Emotional cooperation, and 4. Conditional cooperation. The four fac-
tors shown factorial weights similar to those obtained in the previous explora-
tory study. These data confirms its transcultural and transituational invariance of
the CWQ, as along with its conceptual validity and the solid theoretical con-
ception of the abovementioned factors, and also its applicability in various
performance environments. In addition, a mathematical analysis has been
introduced to evaluate the symmetry between cooperative work beliefs from
both coach and player views, embedded in the conceptual framework of the
Cognitive Dissonance Theory.
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1 Introduction

It is demonstrated that the fit between the person and the organization (Fit Theory, FT)
[1, 2] is one of the most relevant factors to analyze the effectiveness of the management
style and the behaviors of the members of the work teams. However, research has long
found some deficiencies in the explanatory quality of this Fit Theory when it is used for
building up empirical applications in the real work teams [3].

In order to solve these deficiencies [4] used a new psychological approach based on
an overall analysis of the personal relationship in a cooperative work team. Recently,
knowledge about the meta-dynamics of cooperation in performance teams has been
obtained, as well as on the adjustment between manager and team member beliefs
about teamwork and performance [5]. This model combines the five major conceptual
frameworks related to the cooperative team psychological dynamics. It is listed in an
increasing order of theoretical complexity: Coordination, Cohesion, Cooperation,
Integration and Identification.

Actually, these five psychological conceptual frameworks have been synthesized
psychometrically, and meta-knowledge has been obtained over the psychological
dynamics of the teams. Thus, through the use of the aforementioned CWQ [4] it has
been possible to demonstrate the existence of four factors that are based on the con-
ceptual validity of these five theoretical frameworks. The first of these, the Global
Cooperation, covers all five concepts in an egalitarian way: all of the five contributes to
this factor; the second one, Personal Growing, indicates that the team member or
manager is aiming for their personal fulfillment and/or their growth professionally
through their work on the team; the third is the Emotional Cooperation, whereby a
person works as a team, or coaches it, because of the positive emotions that their work
entails. Finally, the fourth is the Conditional Cooperation, which indicates that a
member of a team or a manager considers his/her work in the team as instrumental,
mainly to obtain its own objectives, whatever they were. Thus, this study respond to the
need to confirm the psychometric properties and conceptual validity of a tool, also with
a friendly approach (short, and with low-impact items) addressed to the evaluation of
the performance team’s psychological dynamics. Its purpose is also to provide clear
and accurate information about the psychological characteristics of team members, so
that managers and coaches can handle them in the most effective way. Considering all
the previous findings, and derived from the first data found [4, 5] the objectives of the
present study are:

1. Perform the confirmatory factor analyses of the “A” (team members point of view)
and “B” (coaches’ point of view) versions of the CWQ, with a large sample of
teams, following the same procedure used [4, 5].

2. Determine the degree of convergence between the factorial structure found in the
exploratory study of the CWQ (the initial theoretical proposal of four factors), in
both “A” and “B” versions, as along with the level of factorial congruence between
both versions using a similar approach [6].
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2 Method

The study design is cross-sectional descriptive and correlational. At the level of psy-
chological research, it would be an instrumental research based on descriptive strategy
[7]. Considering a more traditional perspective [8], it would be an empirical study
based on a quantitative methodology, constituting an instrumental study.

2.1 Participants

The sample studied is composed of 220 participants, of which 89.1% are football
players (n = 196), and the remaining 10.9% (n = 24) are 15 Rugby players. The mean
age of the sample is 21.12 years (SD = 6.72), and they have an experience of 11.42
years (SD = 6.33).

2.2 Instruments

The CWQ [4] consists of 12 Likert items with 5 points an show an internal concor-
dance index of .89 among experts. The CWQ showed a good reliability index (al-
pha = .61), and is composed of four factors: Global Cooperation (alpha = .77);
Personal Growth (alpha = .54); Emotional Cooperation (alpha = .34), and Conditional
Cooperation (alpha = .38). The CWQ has a two-way answer for each question: one
from the point of view of the team members (Version A) and the other from the coach
point of view (Version B).

2.3 Procedure

The Spanish Football and Rugby Federation were contacted in order to obtain they
collaboration in the development of the study. The athletes completed the questionnaire
just after finishing a practice and after been briefed about the research project and also
on the administration of the questionnaire. All participants signed an informed consent
form.

2.4 Analysis of Data

Using the SSPS Version 21.2, the data analysis consisted in frequency data analysis;
central tendency (mean) and dispersion analysis (standard deviation) [9]; Principal
Component analysis was made using Varimax rotation [10] and sedimentation graphs
[9]. Some of the crucial formulas used in this analysis are:

Average score (X)

�x ¼ 1
n

Xn
i¼1

xi:

280 R. Ruiz-Barquín et al.



Standard deviation (SD)

r ¼
ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
1

n� 1

Xn
i¼1

ðxi � �xÞ2
s

Kaiser-Meyer-Olkin Index (KMO)

KMO ¼

PP
j6¼k

r2jk
PP
j6¼k

r2jk þ
PP
j 6¼k

p2jk

where rjk is the Correlation Coefficient between the variables xj and xk; and pjk is the
Partial Correlation Coefficient between xj and xk, given the other xs.

Principal component analysis

yj ¼ aj1x1 þ aj2x2 þ . . .þ ajpxp
¼ a0jx

where:

Variables: x1, x2, …, xp
New set of variables:: y1, y2, …, yp.
Each y1 (where j = 1,…p) is a linear combination of original x1, x2, … xp.
a′j is a vector of constants
a′j = (a1, a2, …, apj)

x ¼
x1
..
.

xp

2
64

3
75

For we maintain the orthogonality of the transformation performed, it is necessary
that the modulus of the vector a′j = (a1, a2, …, apj) is 1.

a0jaj ¼
Xp
k¼1

a2kj ¼ 1

3 Results

Versions “A” and “B” of the CWQ are analysed using the principal component pro-
cedure, following the same developed [4, 5], when performed the exploratory data
(Table 1).
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3.1 Principal Components Analysis of the CWQ’s Version “A”

The Kaiser-Meyer-Olkin (KMO, see above) index was applied to the sample in order to
verify its adequacy for the principal component study, obtaining a value of .780
(0.500 < KMO < 1.00) and a Chi-square of 399,030.

The Barlett Sphericity Test (BST) obtains a significance of p < . 001. The values
obtained with the KMO index are satisfactory, indicating that there is an adequate
sample number for conducting a Principal Component analysis (n = 220). On the other
hand, the statistical significance obtained in the BST shows the adequacy of the data’s
matrix for to conduct an accurate the Principal Components test.

The application of the factorial analysis of main components with Varimax rotation,
whether initially the four theoretical factors are forced, or if the same analysis is per-
formed in an exploratory way without forcing them (only considering the criterion of
factors with eigenvalues greater than 1), the percentage of the explained variance is the
same (56.21%). According to Hair et al. [10], when these values are greater than 50%,
are considered adequate. Table 2 shows how 12 factors are extracted thanks to the use of
Principal Component analysis, of which only four have eigenvalues greater than 1.

In the sedimentation graph (Fig. 1) we can see how the first factor of the “A”
version becomes the highest factor considering its value of explained variance
(21.34%), observing how from the fourth factor appears a great downward slope when
passing to the 5th factor. None of the other factors reach an eigenvalue with value 1.

The matrix of rotated components shows high factorial loads, reaching in some
cases values of .800. As the criterion for to select items, and considering the sample
quantity, those with a factor load higher than .30 were accepted. The performance of
Principal Component analysis with Varimax rotation (see Table 3) shows high satu-
rations in the four factors, reaching factorial loads of .800.

The varimax rotation has only required 5 iterations to achieve the final factorial
matrix, which is configured as pretty congruent with the initial structure made up of the
four theoretical factors.

Table 1. The descriptive values for both “A” and “B” versions of the CWQ

Ítems Version A Version B
M DT M DT

1 3.97 .92 3.85 1.03
2 2.59 1.37 2.85 1.54
3 3.83 1.13 4.05 1.05
4 3.97 1.05 4.18 .99
5 3.29 1.24 3.27 1.35
6 3.91 1.11 4.14 .96
7 4.30 .91 4.20 1.01
8 4.15 1.01 4.32 .91
9 3.31 1.43 2.93 1.38
10 3.79 1.14 3.92 1.08
11 3.83 1.20 3.78 1.23
12 3.80 1.12 3.62 1.29
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3.2 Principal Components Analysis of the CWQ’s Version “B”

Regarding the analysis corresponding to the version “B”, KMO values are shown to be
significantly higher than those of version “A”, since a value of .800
(Chi-square = 499,519) was obtained, and with a significance of p < .001. Therefore,
the adequacy of the magnitude of the sample for the analysis is significantly greater,
showing the adequacy of the data matrix for the Principal Component Analysis. The
performance of Principal Components analysis with Varimax rotation, are highly
convergent between both two versions, “A” and “B”, of the CWQ. Like with the
version “A”, when we are looking for the principal components, the same four factors
are extracted with both the forced Varimax rotation and without forcing them (when the
selection of factors have the condition that their eigenvalue were greater than 1). In this
particular case (see Table 4), the percentage of variance explained is significantly
higher than the “A” questionnaire (2.50% higher), obtaining satisfactory values of
explained variance [7].

Table 2. Eigenvalues and percentage of variance explained for each factor of the version “A” of
the CWQ.

Component Initial eigenvalues Addition of saturations to the
square of rotation

Total % variance % accumulated Total % variance % accumulated

1 3.124 26.033 26.033 2.560 21.336 21.336
2 1.281 10.671 36.705 1.560 12.998 34.334
3 1.225 10.204 46.909 1.334 11.121 45.455
4 1.116 9.304 56.213 1.291 10.758 56.213
5 .908 7.569 63.782
6 .822 6.854 70.636
7 .707 5.895 76.531
8 .650 5.418 81.949
9 .626 5.220 87.169
10 .596 4.964 92.133
11 .511 4.256 96.389
12 .433 3.611 100.000

Fig. 1. The sedimentation graph (Fig. 1) we can see how the first factor of the “A” version
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Figure 2 shows a structure of the “B” version, which is quite similar to that one
obtained in version “A”, although in this case the slope of the curve between factor 4
and factor 5 is lesser than in the graph corresponding to the “A” version.

The analysis of Principal Components with Varimax rotation shows high satura-
tions in the four factors, reaching factorial loads of .802, and therefore, showing values
very similar to those obtained in version “A” (see Table 5). As was done with the same
analysis with version “A”, it has been accepted as criterion of selection of items, those
with a factorial load higher than .30.

Table 3. Principal component analysis with Varimax rotation of the “A” version of the CWQ.

Component
1 2 3 4

c3a .800
c1a .743 −.102
c4a .731
c6a .599 .326
c10a .417 .412 .372
c8a . .696 −.125
c11a .673 .307
c7a .479 .494
c9a .760
c12a .745
c2a .746
c5a .744

Table 4. Eigenvalues and percentage of variance explained by each factor of the CWQ, “B”
version

Component Initial eigenvalues Addition of saturations to the
square of rotation

Total % variance % accumulated Total % variance % accumulated

1 3.411 28.422 28.422 2.955 24.628 24.628
2 1.389 11.575 39.997 1.692 14.099 38.727
3 1.209 10.077 50.073 1.277 10.643 49.370
4 1.043 8.690 58.763 1.127 9.393 58.763
5 .862 7.185 65.948
6 .792 6.600 72.548
7 .717 5.977 78.525
8 .651 5.422 83.947
9 .580 4.829 88.777
10 .527 4.392 93.169
11 .442 3.685 96.854
12 .377 3.146 100.000
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As was the case with version “A”, only 5 iterations were required to achieve the
factor’s matrix. Table 6 shows the degree of convergence - at the item level - found of
the final factor structure of versions “A” and “B”, in relationship with the initial
exploratory and theoretical proposal made of four factors.

The results show a high concordance between the initial questionnaire structure and
the final factorial solution of both “A” and “B” versions of the CWQ. This convergence
is even greater when comparing the factorial structure of the two versions in the final
questionnaire. We have found a high convergence among the items, especially when
considering the first factor. Also, it is observed that the initial factor 3 mainly integrates
factor 2 of the final questionnaire, version “A”, and that the factor 2 of the initial CWQ
structure is manifested now mostly in factors 1 and 3 of the final questionnaire, version
“A”. Moreover, the degree of agreement when the CWQ is considered factor by factor
is never less than 50%. When comparing the initial CWQ structure with the “B” final

Fig. 2. Sedimentation graph of the 12 factors extracted from the version “B” of the CWQ

Table 5. Principal component analysis with Varimax rotation, version “B”

Component
1 2 3 4

c3b .802
c1b .753
c7b .727
c4b .691
c6b .644 .315
c11b .660
c5b .616
c8b .370 .598
c10b .344 .582
c9b .777 .345
c12b .714 -.460
c2b .840
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version, the results are similar to those obtained in “A”, although the percentage of
factor convergence stays closer, meaning between 50 and 66.7%. The greatest con-
vergence is obtained between CWQ’s versions “A” and “B”, since in all cases it
exceeds 66.7%.

4 Discussion

In this study, once the complete confirmatory statistical analysis has been performed, it
can be stated that the CWQ tool behaves in a stable manner and that the four factors
defined theoretically and empirically in the exploratory analysis are solidly maintained
[4], with small variations due to the change of location of some of the items.

Moreover, this accuracy obtained means that this tool will be available for the sport
psychologists – and others working with different performance teams – to design
precise and theory-based interventions. As was discussed in the exploratory study, the
basic idea and main objective was to make a synthesis of the five theoretical frame-
works that currently explain the psychological dynamics of sports teams, coordination
[11, 12]; cohesion [13–15], cooperation [16–18]; identification [19–21] and integration
[22–24] to obtain a meta-knowledge about these dynamics, and, at the same time,
design and validate a tool that should reduce the high length and impact of the tests
used up to the moment.

These obtained factors fully explain an implicit and latent knowledge about the
motivations of the people for to form part and/or manage performance oriented teams.
The first one, the Global Cooperation, has psychometric characteristics coming from all
the five theoretical frameworks on which our study has been conceptually based. That
is, the people studied have internally built up a cognitive scheme that unifies and gives
meaning to a global teamwork. The second of these, the Personal Growth through

Table 6. Congruence analysis at the item level

Escala
original

Congruence
version A-Initial
estructura test

Congruence
version B-Initial
estructura test

Congruence
version A
with B

F1.- global
cooperation
(6–18)

1,3,4,6,7,10 F1.- 5 ítems
(1,3,4,6,10) 83.3%
F2.- 1 ítems (7)

F1.- 5 ítems
(1,3,4,6) 66,7%
F1.- 1 ítem

1,3,4,6
66.7%

F2.- Personal
Growing (4–
12)

4,6,12,9 F3.- 2 ítems (9 y
12) 50%
F1.- 2 ítems (4 y 6)

F3.- 2 ítems (9 y
12) 50%
F1.- 2 ítems (4 y 6)

4,5,12,9
100%

F3.- Emotional
Cooperation
(2–6)

2,5,8 F4.- 2 ítems (2 y 5)
50%
F2.- 1 ítem (8)

F2.- 2 ítems (5 y
8) 6,7%
F4.- 1 ítems (2)

2 y 8 66.7%

F4.-
Conditional
Cooperation
(2–6)

2,11 F4.- 1 ítem
(2) 50%
F2.- 1 ítem (11)

F4.- 1 ítem
(2) 50%
F2.- 1 ítem (11)

2 y 11 100%
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belonging to the team, implies that the personal motivation of realization of the person
[25], can coexist with their integration with the team. Moreover, can explain perfectly
the fact that managers and team members must understand their time spending
working/playing in the team as a process rather than a final state.

The third factor introduces the emotional component (“feeling good in the team”),
which is one of the basic components of the sports Cohesion [14]. This finding rein-
forces the idea that sports-based cohesion based on affection among team members has
its own entity and must always be considered when analyzing and intervening in a
performance-oriented team. Finally, a fourth factor has been confirmed – the Condi-
tional Cooperation - that explains that in the mind of the components of a team there is
also their own self-interest, and their possible efforts should be accommodated with the
objectives of the team. The fact that this kind of “tit for tat” cooperation coexists in the
minds of managers/coaches and players/team members with the other three factors
gives relevance to the theoretical concept [16, 17] and raises the need for consider this
motivation in any intervention addressed to work in performance teams.

Moreover, the level of correlation that has been found between the two viewpoints
(manager/coach and team member) indicates that there are points of contact between
the both beliefs, and it is evident that the resolution of this pretty relevant cognitive
dissonance in an performance-oriented behavior may be an added value to the use of
this theoretical framework and this expanded CWQ tool. The confirmation of the
existence of these factors, both by the factorial and the sedimentation studies, assure us
that we can use this tool with technical security and at the same time we will be able to
extrapolate the data obtained, through the theoretical framework that has been acquired
and consolidated. In addition, in this confirmatory study, the existence of a symmetry
between the points of view of the coach/manager and the team member has been
verified, using the two versions of the same CWQ questionnaire.

This conceptual approach has been based on two theories. The first one is the FIT
[1, 2], which has been studied and demonstrated repeatedly about the congruence
between managers and team member within a organization or team aimed to obtain
performance. Secondly, is grounded on the Theory of Cognitive Dissonance [26]. This
one indicates that these two points of view have to coexist in people’s minds and that a
resolution of the dilemma must be reached.

This “internal” solution of the dissonance will determine the positioning and dis-
position of each person regarding of which variables are more relevant and necessary in
order to obtain performance from their teams. This last improvement [5] of the model
derived from the CWQ and the conceptual framework that supports it, we believe that
contributes in a relevant way to our knowledge about the underlying psychological
mechanisms which determines the coaches/managers’ and team members’ behaviors.

Finally, we have to indicate that this tool that can be used in two very different
ways. Firstly, as an instrument addressed to know the distribution of the different
profiles of the people who compose an specific performance team, and, secondly, as a
way for these people, through self-evaluation and psychological assisted analysis -both
with the five original theoretical frames and the final four meta-dynamics- can advance
in improving their abilities to lead or to be members of a team.
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Abstract. In this paper, we design and implement a visual analytics system to
visualize dynamic protein structure and amino acid network. Specifically, we
propose a mixed layout method based on Force-Directed Algorithm and Circular
Layout Model to visualize protein structure. We design a dynamic visualization
framework of the amino acid network with multiple coordinated views. We
implement a prototype system and present case studies based on the molecular
simulation data of the b2-Adrenergic receptor (b2AR, a protein) to demonstrate
the usefulness and effectiveness of our system.

Keywords: Dynamic network visualization � Visual analytics � Multiple
coordinated view � Protein structure � Amino acid network

1 Introduction

The studies on the changes of protein structure can be of great help for the analysis of
protein functions. However, with existing experimental instruments, it is difficult to
observe the dynamic behavior of a single large molecule on the atomic scale. Bioin-
formatics researchers also use the method of molecular dynamics [1] to simulate how
protein structure changes. The simulation produces a lot of trajectory data, i.e.,
molecular dynamics trajectory conformation data [2]. Existing works based on such
trajectory data mainly focus on studying the activation mechanism and structural
changes of proteins according to how parameters (e.g. energy, density) change.
However, those methods can only analyze proteins from either the global view or the
local view, but fail to support how the changes of local structure affect the global view.

Several researchers have been working on analyzing protein amino acid networks,
protein interactions and metabolic networks [4–6]. We have noticed some drawbacks
of the existing work: (i) visualizing the process of how protein structure transforms into
amino acid network can easily cause the loss of spatial information of protein; (ii) the
state-of-the-art visualization is unable to provide an effective way to dynamically
display the amino acid network, and it is hard for researchers to recognize and map the
changes of protein structure based on the changes of amino acid network structure;
(iii) existing complex network visualization tools fail to display the dynamic changes of
the amino acid network data effectively.
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To overcome the above drawbacks, in this paper, we propose a visual analytics
system to visualize dynamic protein structure and amino acid network. Specifically, we
make the following contributions: (i) we design a novel visualization method to display
the topology structure of the amino acid network, which reduces the loss of protein
space information; (ii) we propose a dynamic visualization scheme of amino acid
network topology with time series; (iii) we design and implement a visualization
system with multiple coordinated interactive views to visualize the amino acid network.

2 Related Work

In this section, we first review the literature in our domain (visualization of protein
structure and amino acid network). Then we discuss related visualization techniques.

2.1 Amino Acid Network Visualization

Bioinformatics is used to study the protein in the following aspects: protein sequence
analysis, protein folding dynamics, protein structure analysis and prediction, protein
stability analysis and protein interaction [3]. Some efforts have been made to visualize
the amino acid network. Seeber et al. developed Wordom module PSN [4], which
implemented the method of constructing an amino acid network. However, it lacks the
function of network visualization. Vidotto et al. [5] built an amino acid network and
displayed the generated network using Cytoscape. However, it only implements the
construction of amino acid network defined by the nearest atomic distance. RINerator
[6] is also a constructed an amino acid network which defines the edges of nodes in
different ways and quantifies the intensity of interactions. However, it fails to reflect the
connection between protein structure visualization and amino acid network topology
visualization.

The molecular dynamic is widely used to simulate the folding and binding process
of proteins which produces rich protein conformation. There is also some software
specifically designed for amino acid networks. Cusack et al. developed a tool to
identify important residues in proteins [7]. RINalyzer is a Cytoscape plugin that can
provide analysis and visualization of amino acid networks [6]. Doncheva et al. pro-
vided a detailed workflow to compare multiple amino acid networks [8]. However,
those tools cannot effectively present the dynamic changes of protein secondary
structure.

2.2 Related Visualization Methods

The protein trajectory conformation data is composed of several amino acid network
data in order. It has a clear hierarchical information and sequence information. We
mainly discuss hierarchical visualization and dynamic visualization in this subsection.

Hierarchical Visualization. The goal of visualizing hierarchical structure data is to
effectively depict the hierarchy in the data. Common layout methods of network data
include node-link methods, adjacency matrix methods and mixed layout methods [9].
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Node-link methods are mainly implemented using Force-directed Layout [10] and
multi-dimensional scaling (MDS) layout [11]. Adjacency matrix [12] effectively pre-
sents the two associated network data. Although a single layout method can show the
topology of the amino acid network, it cannot integrate the structural information of the
protein itself, resulting in the defect of protein space information. In this paper, we
propose a new layout to visualize amino acid networks which displays the protein
secondary structure and amino acid network topology at the same time.

Dynamic Visualization. Dynamic visualization focuses on the changes of object
structure [13]. Beck et al. studied dynamic graph visualization and divided it into
animation technology and timeline technology [14]. Rufiange et al. proposed a mix
technology DiffAni [15], integrating multiple display forms to allow users to switch
among different views. Dynamic network data visualization aims to keep the continuity
and consistency of the frame as far as possible. The corresponding difficulties are as
follows: (i) the trade-off between the optimal layout of each time slice and the stability
of different time slices; (ii) the trade-off between displaying forms and displaying
effects. In this paper, the data scale is large, using multi-view interaction and displaying
data statically cannot show the structural changes of the amino acid network. It is
difficult to understand the changes of protein structure. The animation way can be a
good solution to this problem.

3 The Proposed Visual Analysis Model

We propose a visual analysis model, which includes construction of amino acid net-
work, protein structure analysis, amino acid network topology structure analysis and
amino acid network property analysis.

3.1 Construction of Amino Acid Network

To better study the topology of proteins, network characteristics can be introduced into
protein structure, amino acids can be abstracted into nodes and the interactions between
amino acids can be abstracted into edges to get amino acid network [16]. Different node
abstractions can be used to construct the amino acid network [17, 18]. In this paper, the
amino acid network is constructed by using Ca [17] as the node. If the distance between
two nodes is less than 7Å, then there is an edge between the two nodes. The weight
(w) of the undirected weighted graph of the amino acid network can be constructed as
formula (1).

wði; jÞ ¼
1

dði; jÞ; dði; jÞ� 7 Å

0; dði; jÞ[ 7 Å

8
<

: ð1Þ

where i; jð Þ is the pair of amino acid nodes and d i; jð Þ is the Euclidean distance between
pairs of amino acid nodes.
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3.2 Mixed Layout Visualization Method

In our visualization model, we combine Circular Layout with the Force-Directed model
which can visualize both the secondary structure of the protein (which is important for
the study of G Protein-Coupled Receptors [19]) and the global topology of amino acid
network.

Global Structure Layout Design Based on Force-Directed. We use the following
steps to optimize the process: (i) the three-dimensional coordinates of the amino acids
are projected onto the two-dimensional plane by using the PCA method to obtain the
corresponding amino acid initial coordinates x; yð Þ; (ii) a virtual central node is added
to ensure that the entire layout is distributed around the canvas center; (iii) a reasonable
threshold is defined. When the total energy of the system in the amino acid network
topology layout is less than the threshold, the iteration will be stopped.

Our Force-Directed method adopts the energy model, in which the energy involved
includes the repulsive force formed by the traction between the nodes, the repulsive
force between the nodes, and the attraction between the node and the center point. Each
node is subjected to the traction of the edge, the repulsive force of the neighboring
nodes and the attraction of the virtual center node. For the whole model, the energy to
be calculated corresponds to the energy as Es (formula (2)) of the elastic system, the
gravitational system energy between the nodes as En (formula (3)), the gravitational
system energy between the node and the center point as Ec (formula (4)), the corre-
sponding system total energy as E (formula (5)).

Es ¼
Xn

i¼1

Xn

j

kswij d i; jð Þ � s i; jð Þð Þ ð2Þ

En ¼
Xn

i¼1

Xn

j¼1

knwiwj

d i; jð Þ2 ð3Þ

Ec ¼
Xn

i¼1

k0wiw0

x2i þ y2i
ð4Þ

E ¼ Es þEn þEc ð5Þ

where s i; jð Þ represents the natural length of the spring; kn is the electrostatic force
constant between the two points; wi is the weight of the point i; k0 represents the
electrostatic force constant between the amino acid node and the “center node”; w0 is
“center node” corresponds to the weight.

We use three-dimensional coordinates of the amino acid in the protein structure to
map its initial position in the plane coordinate to ensure its initial state stability. In
addition, the corresponding threshold is chosen reasonably to reduce the number of
iterations of the Force-Directed Algorithm.

Local Structure Layout Design Based on Circular Layout. As a whole of the
secondary structure of the protein, the center coordinates X; Yð Þ of the secondary
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structure can be obtained based on the layout result of the above. In this paper, we use a
circular layout to visualize the secondary structure of the protein. Assuming S is a
secondary structure of the protein, the secondary structure contains the amino acid
sequence a1; a2; � � � ; anf g, where each amino acid is represented by a radius r of the
circle and the amino acid is evenly distributed on the circumference of S. The coor-
dinates of S will be determined by the global structure and the coordinates xi; yið Þ of the
corresponding amino acid ai will be determined by X; Yð Þ.

3.3 Dynamic Visualization Design for the Changes of Amino Acid
Network Topology Structure

Dynamic Layout and Algorithm Optimization of Amino Acid Network
Topology. To visualize the process of how protein structure change and to maximize
user observation and understanding, it is required that the amino acid network topology
layout maintains the maximum similarity between the current and next moment.

In this paper, the amino acid network topology at each time slice is called a frame.
We save the current frame layout results as the initial state of the next frame and
optimize the algorithm. We compare the performance of the algorithm before and after
optimization in energy change (Fig. 1). We find that the energy of the optimized
algorithm can stabilize earlier and reduces the number of iterations.

Visualization Design of Amino Acid Network Topology Structure Change. The
changes of the amino acid network topological structure are caused by the changes of
the edges. There are three cases about the changing edges from the previous frame to
the current frame: the new edges, the edges which will disappear and the edges keeping
reserved. We use green, red and the gradient color from cyan to magenta to present the
different edges. Through this visual form, we can understand the relationship between
the local structure and the global structure in the whole network. Therefore, it is

Fig. 1. Energy change graph of different initial state systems. (The red line represents the energy
change before the system is optimized; the blue line represents the energy change after the
optimization.) (Color figure online)
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possible to understand the changes of protein structure and the relationship between
local and global. It plays an important role in the study of protein structure.

3.4 System Design

To achieve multi-aspect observation of protein structure, multiple coordinated views
are designed for different aspects, which contain protein structure view, amino acid
network topology view, amino acid network topology performance view and timeline
view. The interaction and linkage of each module are shown in Fig. 2.

4 Case Study

In this section, we use the molecular simulation data about b2AR protein [20] to verify
our proposed system. This data is based on the Amber molecular dynamics simulation
software, which is obtained by applying the AMBER03 environmental force field to
the b2AR protein.

Based on the mixed layout visualization method proposed in this paper, the b2AR
protein amino acid network topology layout effect is shown in Fig. 3. The layout
algorithm enables the observer to grasp and understand the global topology of the
amino acid network and further correlate it with the secondary structure of the protein.
In the process of the movement of protein, the user focuses on the changes of the local
structure of the protein.

As shown in Fig. 4, we can clearly observe the dynamic changes of the amino acid
network topology. Firstly, some fluctuations in the edge are obvious, which accompany
with the whole process of protein structure change; secondly, compared to the whole
amino acid network topology, the secondary structure is more stable in the internal, but
the secondary structure also exists several edges which fluctuate frequently.

Fig. 3. The interface of the protein amino
acid network dynamic visualization system.
(a) Amino acid network topology view;
(b) protein structure view; (c) timeline view;
(d) amino acid network property view.

Fig. 2. System interaction design.
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Our system is beneficial to understand the active and stable parts of the amino acid
network topology change. More details can be revealed based on the interaction with
other views.

5 Conclusion

In this paper, we design and implement a visual analysis system of dynamic protein
structure and amino acid network. Then we use the molecular simulation data of the
b2AR protein to do experiments with the mixed layout method, dynamic visual
analysis model and visualization framework with multiple coordinated views. The
experiment results show that the structure of the protein can be observed intuitively and
analyzed with its multi-angle views.
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