
123

Qianbin Chen
Weixiao Meng
Liqiang Zhao (Eds.)

Communications
and Networking
11th EAI International Conference, ChinaCom 2016
Chongqing, China, September 24–26, 2016
Proceedings, Part II

210



Lecture Notes of the Institute
for Computer Sciences, Social Informatics
and Telecommunications Engineering 210

Editorial Board

Ozgur Akan
Middle East Technical University, Ankara, Turkey

Paolo Bellavista
University of Bologna, Bologna, Italy

Jiannong Cao
Hong Kong Polytechnic University, Hong Kong, Hong Kong

Geoffrey Coulson
Lancaster University, Lancaster, UK

Falko Dressler
University of Erlangen, Erlangen, Germany

Domenico Ferrari
Università Cattolica Piacenza, Piacenza, Italy

Mario Gerla
UCLA, Los Angeles, USA

Hisashi Kobayashi
Princeton University, Princeton, USA

Sergio Palazzo
University of Catania, Catania, Italy

Sartaj Sahni
University of Florida, Florida, USA

Xuemin Sherman Shen
University of Waterloo, Waterloo, Canada

Mircea Stan
University of Virginia, Charlottesville, USA

Jia Xiaohua
City University of Hong Kong, Kowloon, Hong Kong

Albert Y. Zomaya
University of Sydney, Sydney, Australia



More information about this series at http://www.springer.com/series/8197

http://www.springer.com/series/8197


Qianbin Chen • Weixiao Meng •

Liqiang Zhao (Eds.)

Communications
and Networking
11th EAI International Conference, ChinaCom 2016
Chongqing, China, September 24–26, 2016
Proceedings, Part II

123



Editors
Qianbin Chen
Post and Telecommunications
Chongqing University
Chongqing, China

Liqiang Zhao
Xidian University
Xi’an, China

Weixiao Meng
Harbin Institute of Technology (HIT)
Harbin, China

ISSN 1867-8211 ISSN 1867-822X (electronic)
Lecture Notes of the Institute for Computer Sciences, Social Informatics
and Telecommunications Engineering
ISBN 978-3-319-66627-3 ISBN 978-3-319-66628-0 (eBook)
DOI: 10.1007/978-3-319-66628-0

Library of Congress Control Number: 2017953406

© ICST Institute for Computer Sciences, Social Informatics and Telecommunications Engineering 2018,
corrected publication 2020
This work is subject to copyright. All rights are reserved by the Publisher, whether the whole or part of the
material is concerned, specifically the rights of translation, reprinting, reuse of illustrations, recitation,
broadcasting, reproduction on microfilms or in any other physical way, and transmission or information
storage and retrieval, electronic adaptation, computer software, or by similar or dissimilar methodology now
known or hereafter developed.
The use of general descriptive names, registered names, trademarks, service marks, etc. in this publication
does not imply, even in the absence of a specific statement, that such names are exempt from the relevant
protective laws and regulations and therefore free for general use.
The publisher, the authors and the editors are safe to assume that the advice and information in this book are
believed to be true and accurate at the date of publication. Neither the publisher nor the authors or the editors
give a warranty, express or implied, with respect to the material contained herein or for any errors or
omissions that may have been made. The publisher remains neutral with regard to jurisdictional claims in
published maps and institutional affiliations.

This Springer imprint is published by the registered company Springer Nature Switzerland AG
The registered company address is: Gewerbestrasse 11, 6330 Cham, Switzerland



Preface

On behalf of the Organizing Committee of the 11th EAI International Conference on
Communications and Networking in China (ChinaCom 2016), we would like to wel-
come you to the proceedings of this conference. ChinaCom aims to bring together
international researchers and practitioners in networking and communications under
one roof, building a showcase of these fields in China. The conference is being
positioned as the premier international annual event for the presentation of original and
fundamental research advances in the field of communications and networks.

ChinaCom 2016 was jointly hosted by Chongqing University of Posts and
Telecommunications and Xidian University during September 24–26, 2016. The
conference received 181 paper submissions. Based on peer reviewing, 107 papers were
accepted and presented at the conference. We thank all the Technical Program Com-
mittee (TPC) members and reviewers for their dedicated efforts.

ChinaCom 2016 featured six keynote speeches, four invited talks, and a compre-
hensive technical program offering numerous sessions in wireless, networks, and
security, etc. About 150 experts and scholars from more than 10 countries and regions
including China, the USA, Canada, Singapore, etc., attend this year’s conference in
Chongqing.

As the youngest municipality of China, Chongqing has become the largest industrial
and economic center of the upper Yangtze area. Renowned as the Mountain City and
famous for its beautiful and unique spots, Chongqing is a popular destination for
travelers from all over the world.

We hope you find reading the papers in this volume a rewarding experience.

August 2017 Yanbin Liu
Yunjie Liu
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Energy-Efficient Resource Allocation in Energy
Harvesting Communication Systems:

A Heuristic Algorithm

Yisheng Zhao(B), Zhonghui Chen, Yiwen Xu, and Hongan Wei

College of Physics and Information Engineering, Fuzhou University,
Fuzhou, People’s Republic of China

{zhaoys,czh,xu yiwen,weihongan}@fzu.edu.cn

Abstract. Harvesting energy from the environment is a method to
improve the energy utilization efficiency. However, most renewable
energy has a poor stability due to the weather and the climate. The
reliability of the communication systems will be influenced to a large
extent. In this paper, an energy-efficient downlink resource allocation
problem is investigated in the energy harvesting communication systems
by exploiting wireless power transfer technology. The resource alloca-
tion problem is formulated as a mixed-integer nonlinear programming
problem. The objective is to maximize the energy efficiency while satis-
fying the energy causality and the data rate requirement of each user. In
order to reduce the computational complexity, a suboptimal solution to
the optimization problem is obtained by employing a quantum-behaved
particle swarm optimization (QPSO) algorithm. Simulation results show
that the QPSO algorithm has a higher energy efficiency than the tradi-
tional particle swarm optimization (PSO) algorithm.

Keywords: Energy harvesting communication · Resource allocation ·
Heuristic algorithm

1 Introduction

Green communication is an attractive solution to improve the energy utilization
efficiency of communication systems. Resource management strategies such as
power control and resource allocation are effective measures to save energy, which
can minimize the total transmission power and maximize the system throughput,
respectively. In addition, energy harvesting communication is an emerging trend
of green communication [1]. It can provide electrical energy for communication
equipments by collecting renewable energy such as solar energy and wind energy
from the surroundings, which can significantly reduce energy consumption.

Energy harvesting communication has recently attracted extensive research
attention. The stochastic characteristic of energy harvesting was taken into
account in [2]. An optimal power policy was proposed, which can maximize the
average throughput under additive white Gaussian noise channel. The authors of
c© ICST Institute for Computer Sciences, Social Informatics and Telecommunications Engineering 2018
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[3] presented an optimum transmission policy under the constraints of the energy
storage and the energy causality. It was shown that the proposed transmission
policy could maximize the short-term throughput of an energy harvesting node.
The optimal packet scheduling problem in a single-user communication scenario
with an energy harvesting transmitter was investigated in [4]. The goal was
minimize the transmission time by adaptively changing the transmission rate
according to the traffic load and available energy. In [5], for single-user Gaussian
channel and two-user Gaussian multiple access channel, two online algorithms
for minimizing packet transmission time were developed, respectively. In two-
hop communication systems with an energy harvesting source and a non-energy
harvesting relay, the joint time scheduling and power allocation problem was dis-
cussed in [6]. The objectives of short-term throughput maximization and trans-
mission time minimization were both taken into consideration. An optimal power
allocation strategy was explored in energy harvesting and power grid coexisting
wireless communication systems [7]. The optimization problem was formulated
as minimizing the grid power consumption with random energy and data arrival.
The optimal solution was obtained by the Lagrangian multiplier method.

However, there still exist a series of challenges for energy harvesting commu-
nication. Most renewable energy has a poor stability due to the weather and the
climate, which will bring about serious effect on the communication system per-
formance. Moreover, because the capacity of the existing energy storage device is
limited, the restriction of limited energy should be taken into account. Wireless
power transfer technology [8,9] can provide electrical power for communication
equipments by harvesting energy from the electromagnetic wave. It is able to
overcome the disadvantage of the renewable energy that is easily affected by the
climate change, which is a promising solution to energy harvesting communica-
tion. Therefore, there is a strong motivation to investigate the resource allocation
problem in the energy harvesting communication systems using wireless power
transfer technology.

In this paper, we propose an energy-efficient resource allocation strategy in
the energy harvesting communication systems. Specifically, an energy-efficient
downlink resource allocation problem is investigated in the wireless power trans-
fer systems. The objective is to maximize the energy efficiency under the con-
straints of the energy causality and the data rate requirement of each user.
The formulated optimization problem is a mixed-integer nonlinear programming
problem, which is difficult to derive the optimal solution. In order to degrade
the computational complexity, a quantum-behaved particle swarm optimization
(QPSO) algorithm is exploited to solve the optimization problem. A suboptimal
solution is obtained with an acceptable complexity.

2 System Model and Problem Formulation

The network architecture of wireless power transfer systems is shown in Fig. 1.
The scenario of one base station and multiple users are taken into account. The
base station is provided with electrical energy by the traditional power grid.
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Each user is equipped with an energy harvesting equipment, which can harvest
energy from the eletromagnetic wave in the surrounding environment. When the
base station sends data to an active user, other idle users can harvest energy
from the received eletromagnetic wave. The collected energy is stored in the
energy storage device, which is used to communicate with the base station at a
certain time in the future.

Fig. 1. Network architecture of wireless power transfer systems.

Energy-efficient downlink resource allocation problem is investigated in the
above wireless power transfer systems. It is assumed that the base station sends
data to K users by N sub-carriers during T time slots. Meanwhile, only one user
can communicate with the base station at the t-th time slot, which is denoted
by a binary variable δt,k ∈ {0, 1}. Moreover, pt,n,k indicates the transmission
power for the k-th user on the n-th sub-carrier at the t-th time slot. The system
capacity can be obtained by the following expression:

Ctotal =
T∑

t=1

N∑

n=1

K∑

k=1

δt,kW log2

(
1 +

pt,n,kh2
t,n,k

N0W

)
, (1)

where W is the sub-carrier bandwidth, ht,n,k denotes the channel gain for the
k-th user on the n-th sub-carrier at the t-th time slot, and N0 represents the
power spectral density of additive white Gaussian noise. At the same time, sys-
tem energy consumption per second is shown as:

Etotal = PC +
T∑

t=1

N∑

n=1

K∑

k=1

δt,kpt,n,k − PH , (2)

where PC denotes the circuit energy consumption per second and PH indicates
the energy harvested by idle users per second. The specific expression of PH is
denoted as:

PH =
T∑

t=1

N∑

n=1

K∑

k=1

δt,kpt,n,k

⎛

⎝
∑

j �=k

ηh2
t,n,j

⎞

⎠, (3)
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where η indicates the energy harvesting efficiency of the idle user. Here, for sim-
plicity, we assume that each idle user has the equal energy harvesting efficiency.
Moreover, ht,n,j represents the channel gain for the j-th idle user on the n-th
sub-carrier at the t-th time slot.

The objective of resource allocation problem is to maximize the energy effi-
ciency while satisfying several constraint conditions. This is an optimization
problem, which can be formulated as follows:

maximize
δt,k,pt,n,k

Ctotal

Etotal
, (4a)

C1 :
N∑

n=1

K∑

k=1

δt,kpt,n,k ≤ Pmax,∀t, (4b)

C2 :
N∑

n=1

K∑

j=1

δt,jpt,n,j

(
ηh2

t,n,k

) ≥ (1 − δt,k) Pmin
k ,∀t, k, (4c)

C3 :
T∑

t=1

N∑

n=1

δt,kW log2

(
1 +

pt,n,kh2
t,n,k

N0W

)
≥ Rmin

k ,∀k, (4d)

C4 : δt,k ∈ {0, 1} ,∀t, k, (4e)

C5 :
K∑

k=1

δt,k ≤ 1,∀t, (4f)

C6 : pt,n,k ≥ 0,∀t, n, k, (4g)

where the objective function is the energy efficiency and its unit is bits per Joule
(bits/J). The first constraint indicates that the total transmission power in the
base station is limited to the maximum power Pmax. The second constraint
ensures that the energy harvested by the k-th idle user at the t-th time slot
is no less than the minimum value Pmin

k , which is called the energy causality.
The third constraint guarantees that the data rate of the k-th user is greater
than or equal to the minimum value Rmin

k . The fourth and fifth constraints show
that the base station only sends data to one user at the t-th time slot. The
sixth constraint reveals that the transmission power in the base station is non-
negative. It is noted that the objective function is nonlinear. Besides, the values
of δt,k and pt,n,k are discrete and continuous, respectively. As a consequence, the
above optimization problem is a mixed-integer nonlinear programming problem.

3 Suboptimal Solution to Resource Allocation
Optimization Problem

The optimization problem in (4) is quite difficult to obtain a globally optimal
solution with a low computational complexity. Therefore, a heuristic algorithm
is used to derive a suboptimal solution with an acceptable complexity.
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The QPSO algorithm [10,11] is adopted to solve the optimization problem
in (4). The QPSO algorithm is an improved version of the traditional PSO
algorithm [12]. Compared with the PSO algorithm, it can achieve a globally
suboptimal solution. The PSO algorithm is easy to fall into a locally optimal
solution. The original constrained optimization problem needs to be transformed
to an unconstrained form, which can be done by the penalty function method.
Thus, a fitness function that consists of one objective function and one penalty
function is constructed as follows:

F (δt,k, pt,n,k) = f (δt,k, pt,n,k) − αPf (δt,k, pt,n,k) , (5)

where f (δt,k, pt,n,k) is the objective function, α denotes the penalty factor, and
Pf (δt,k, pt,n,k) indicates the penalty function that includes six items:

Pf (δt,k, pt,n,k) = P 1
f + P 2

f + P 3
f + P 4

f + P 5
f + P 6

f . (6)

They are corresponding to six constraints of the optimization problem in (4),
which are shown as:

P 1
f =

T∑

t=1

[
max

(
0,

N∑

n=1

K∑

k=1

δt,kpt,n,k − Pmax

)]2

, (7a)

P 2
f =

T∑

t=1

K∑

k=1

[max (0, A)]2, (7b)

P 3
f =

K∑

k=1

[max (0, B)]2, (7c)

P 4
f =

T∑

t=1

K∑

k=1

(
δ2t,k − δt,k

)2
, (7d)

P 5
f =

T∑

t=1

[
max

(
0,

K∑

k=1

δt,k − 1

)]2

, (7e)

P 6
f =

T∑

t=1

N∑

n=1

K∑

k=1

[max (0,−pt,n,k)]2, (7f)

where max (·, ·) returns a greater number between two numbers. Moreover, for
the A and B in P 2

f and P 3
f , their expressions are given as:

A = (1 − δt,k) Pmin
k −

N∑

n=1

K∑

j=1

δt,jpt,n,j

(
ηh2

t,n,k

)
, (8)

B = Rmin
k −

T∑

t=1

N∑

n=1

δt,kW log2

(
1 +

pt,n,kh2
t,n,k

N0W

)
. (9)
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In order to apply the QPSO algorithm to the formulated optimization prob-
lem, resource allocation results of K users are defined as the particle position.
We assume that there are M particles in the multi-dimensional space. For the
m-th particle, its position vector Xm can be expressed as:

Xm =
(
X1

m,X2
m, ...,Xk

m, ...,XK
m

)
, (10)

where Xk
m denotes the resource allocation result of the k-th user. The specific

expression of Xk
m is shown as:

Xk
m = (δ1,k, δ2,k, ..., δT,k, p1,1,k, p1,2,k, ..., pT,N,k) . (11)

It can be seen that Xk
m is a multi-dimensional vector. The first T elements

indicate the time slot allocation result. The rest TN elements denote power
allocation result on different sub-carriers at different time slots.

The position of each particle is updated according to the following iterative
equation:

{
Xm(s + 1) = P + β |C(s) − Xm(s)| · ln (1/u) , r ≥ 0.5
Xm(s + 1) = P − β |C(s) − Xm(s)| · ln (1/u) , r < 0.5 , (12)

where s denotes the iteration number and the maximum iteration number is S,
β is the contraction-expansion coefficient, u and r are both random numbers
between 0 and 1, and C(s) is the mean best position. The value of β in the s-th
iteration can be calculated by:

β = 0.5
S − s

S
+ 0.5. (13)

In addition, C(s) can be obtained by:

C(s) =
1
M

M∑

m=1

Pm(s), (14)

where Pm(s) is the best position of the m-th particle in the s-th iteration. Based
on the fitness function in (5), Pm(s) can be derived by:

Pm(s) =
{
Xm(s), F [Xm(s)] > F [Pm(s − 1)]
Pm(s − 1), F [Xm(s)] ≤ F [Pm(s − 1)] . (15)

Moreover, the vector P in (12) is given by the following expression:

P = ϕ · Pm(s) + (1 − ϕ) · G(s), (16)

where ϕ is a random number between 0 and 1, and G(s) denotes the global best
position of all the particles in the s-th iteration. G(s) can be obtained by:

{
ξ = arg max

1≤m≤M
{F [Pm(s)]}

G(s) = Pξ(s)
. (17)



Energy-Efficient Resource Allocation 9

4 Simulation Results and Analysis

In this section, the performance of the proposed resource allocation strategy is
evaluated by simulation. The related parameters are set as T = 5, N = 32, W =
15 kHz, N0 = 2 × 10−8 W/Hz, PC = 5 W, α = 1.5, and S = 10. Without loss of
generality, we assume that the values of Pmin

k and Rmin
k are 0.1 W and 1 Mbps,

respectively. Moreover, the values of different ht,n,k are generated by random
numbers with uniform distribution between 0 and 1. In addition, an existing
resource allocation algorithm based on particle swarm optimization (PSO) [12]
is used for comparison.

Figure 2 presents the relationship between the energy efficiency and the num-
ber of particles for different numbers of users under QPSO and PSO algorithms.
It can be observed that the energy efficiency increases gradually as the number of
particles increases. The reason is that more accurate suboptimal solution can be
obtained under more particles. Moreover, for the QPSO algorithm, the energy
efficiency increases with the growth of the number of users. This is because
more idle users can harvest the energy from the received electromagnetic wave.
In addition, the QPSO algorithm has a higher energy efficiency than the PSO
algorithm under the same number of users. It can be explained that the QPSO
algorithm can obtain a globally suboptimal solution while the PSO algorithm is
easy to fall into a locally optimal solution.
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Fig. 2. Energy efficiency versus number of particles with η = 0.1 and Pmax = 10 W.

Figure 3 depicts the relationship between the energy efficiency and the num-
ber of particles for different energy harvesting efficiency under QPSO and PSO
algorithms. For the QPSO algorithm, we can see that the energy efficiency grows
with the increase of the energy harvesting efficiency from 0.1 to 0.5. That is
because idle users can harvest more energy from the received eletromagnetic
wave. Additionally, the QPSO algorithm with η = 0.1 outperforms the PSO
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algorithm with η = 0.3. The reason is that the QPSO algorithm can effectively
avoid searching the solution in a local area to a great degree.
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Fig. 3. Energy efficiency versus number of particles with K = 10 and Pmax = 10 W.

Figure 4 illustrates the relationship between the energy efficiency and the
number of users for different energy harvesting efficiency under QPSO and PSO
algorithms. We can find that the energy efficiency rises up as the number of
users increases. That is because more idle users can harvest the energy from
the received electromagnetic wave. Furthermore, although η = 0.1, the QPSO
algorithm has a better performance in terms of the energy efficiency than the
PSO algorithm with η = 0.3. The reason is that the PSO algorithm cannot
obtain a globally suboptimal solution.
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Fig. 4. Energy efficiency versus number of users with M = 20 and Pmax = 10 W.
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Fig. 5. Energy efficiency versus number of users with η = 0.1 and M = 20.

Figure 5 shows the relationship between the energy efficiency and the number
of users for different the maximum power under QPSO and PSO algorithms. It
can be seen that the energy efficiency increases with the growth of the maximum
power under the QPSO algorithm. It can be explained that the active user can
send signal with a higher power. Thus, a higher system capacity can be obtained.
At the same time, all the idle users can harvest more energy. In addition, the
QPSO algorithm with Pmax = 5 W has a better performance than the PSO
algorithm with Pmax = 10 W. This is because the QPSO algorithm can overcome
the disadvantage of the PSO algorithm to a large extent.

5 Conclusion

In this paper, an energy-efficient resource allocation problem based on QPSO
algorithm was presented in the wireless power transfer systems. The resource
allocation problem was formulated as a mixed-integer nonlinear programming
problem. The objective was to maximize the energy efficiency under the con-
straints of the energy causality and the data rate requirement of each user.
Moreover, the suboptimal solution to the formulated optimization problem was
derived by introducing the QPSO algorithm. The proposed resource allocation
strategy has a higher energy efficiency by the simulation evaluation. For sim-
plicity, we assume that the base station only sends data to one user at one time
slot. Multiple users can be provided service at the same time in the practical
communication systems, which will be taken into account in future work.

Acknowledgments. This work is supported in part by the Science and Technology
Development Foundation of Fuzhou University (Grant No. 2014-XY-30), the National
Natural Science Foundation of China (Grant No. U1405251), the Natural Science Foun-
dation of Fujian Province (Grant No. 2015J05122 and Grant No. 2015J01250), and the
Scientific Research Starting Foundation of Fuzhou University (Grant No. 022572).



12 Y. Zhao et al.

References

1. Xu, J., Zhang, R.: Throughput optimal policies for energy harvesting wireless trans-
mitters with non-ideal circuit power. IEEE J. Sel. Areas Commun. 32, 322–332
(2014)

2. Ozel, O., Ulukus, S.: Achieving AWGN capacity under stochastic energy harvest-
ing. IEEE Trans. Inf. Theory 58, 6471–6483 (2012)

3. Tutuncuoglu, K., Yener, A.: Optimum transmission policies for battery limited
energy harvesting nodes. IEEE Trans. Wirel. Commun. 11, 1180–1189 (2012)

4. Yang, J., Ulukus, S.: Optimal packet scheduling in an energy harvesting commu-
nication system. IEEE Trans. Commun. 60, 220–230 (2012)

5. Vaze, R.: Competitive ratio analysis of online algorithms to minimize packet trans-
mission time in energy harvesting communication system. In: IEEE INFOCOM
2013, pp. 1115–1123. IEEE Press, New York (2013)

6. Luo, Y., Zhang, J., Letaief, K.B.: Optimal scheduling and power allocation for
two-hop energy harvesting communication systems. IEEE Trans. Wirel. Commun.
12, 4729–4741 (2013)

7. Gong, J., Zhou, S., Niu, Z.: Optimal power allocation for energy harvesting and
power grid coexisting wireless communication systems. IEEE Trans. Commun. 61,
3040–3049 (2013)

8. Zhou, X., Zhang, R., Ho, C.K.: Wireless information and power transfer: architec-
ture design and rate-energy tradeoff. IEEE Trans. Commun. 61, 4754–4767 (2013)

9. Sun, Q., Li, L., Mao, J.: Simultaneous information and power transfer scheme for
energy efficient MIMO systems. IEEE Commun. Lett. 18, 600–603 (2014)

10. Sun, J., Xu, W., Bin, F.: A global search strategy of quantum-behaved particle
swarm optimization. In: IEEE Conference on Cybernetics and Intelligent Systems,
pp. 111–116. IEEE Press, New York (2004)

11. Zhao, Y., Li, X., Li, Y., Ji, H.: Resource allocation for high-speed railway downlink
MIMO-OFDM system using quantum-behaved particle swarm optimization. In:
IEEE International Conference on Communications, pp. 936–940. IEEE Press, New
York (2013)

12. Gong, Y., Zhang, J., Chung, H., Chen, W., Zhan, Z.H., Li, Y., et al.: An efficient
resource allocation scheme using particle swarm optimization. IEEE Trans. Evol.
Comput. 16, 801–816 (2012)



Relay Selection Scheme for Energy Harvesting
Cooperative Networks

Mengqi Yang, Yonghong Kuo, and Jian Chen(B)

Xidian University, Xi’an, Shaanxi Province, People’s Republic of China
jianchen@mail.xidian.edu.cn

Abstract. Harvesting energy from the radio-frequency signal is an
appealing approach to replenish energy in energy-constrained networks.
In this paper, relay selection (RS) in a half-duplex decode-and-forwarding
multi-relay network with an energy harvesting source is investigated.
Without relying on dedicated wireless power transfer, in our system the
source is powered by salvaging energy from the relaying signals. In this
network, RS will affect both the current transmission quality and the
source energy state in the following transmission block, which is not
considered in the traditional RS schemes. Thus, a two-step distributed
RS scheme is proposed to improve the system performance and is com-
pared with the max-min signal-to-noise ratio strategy. In our proposed
RS scheme, the system outage probability is derived in a closed form,
and the diversity gain is shown to achieve the full diversity order. Finally,
numerical results are given to evaluate the performance and verify the
analysis.

Keywords: Cooperative communications · Energy harvesting · Relay
selection · DF-relay · Distributed

1 Introduction

Harvesting energy from wireless radio frequency (RF) signals, which is a very
promising technology to realize green communications, has recently drawn con-
siderable attention [1]. Since RF signal carries information as well as energy,
simultaneous wireless information and power transfer (SWIPT) was first intro-
duced in [2,3], where the tradeoff between harvested energy and information was
investigated. Considering practical limitations, two realizable circuit designs for
SWIPT were proposed as time switching (TS) and power splitting (PS), respec-
tively [4].

In several practical wireless networks, such as sensor networks and wireless
body area networks, a sensor node as the information source is powered by
batteries which are inconvenient or even impossible to be replaced. Therefore,
energy harvesting (EH) is a meaningful technology for power supply in networks
with an energy-constrained source node [5]. In [6], the authors considered a three-
node cooperative network performing wireless power transfer (WPT) where the
source is wireless-powered by the access point before the data transmission.
c© ICST Institute for Computer Sciences, Social Informatics and Telecommunications Engineering 2018
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In all the above works, additional time or power resources compared with
traditional networks are consumed for power transfer. For the PS structure, the
received signal is split into two streams for EH and information decoding sep-
arately, whereas for the TS and WPT structure, a part of transmission time
is sacrificed for EH. In contrast, an appealing solution for half-duplex cooper-
ative networks with an energy-constrained source is to salvage energy during
the relaying interval and use the harvested energy for information transfer in
the following transmission. Due to the broadcast nature of wireless medium,
the relaying signals can be received and further converted to usable DC power
by the source without additional time or power consumption. The transmission
outage performance for such an EH cooperative network was analyzed in [7],
and the optimal power allocation scheme to maximize the system throughput
was proposed in [8]. However, both the works in [7,8] assume the single-relay
scenario.

Considering the multi-relay scenario, optimal relay selection (RS) is an easy
implemented and effective approach for developing system performance, and the
max-min signal-to-noise ratio (SNR) criterion is the outage optimal RS scheme
in the traditional cooperative networks [9]. However, in the scenario where source
salvages energy from the relaying signals, RS affects both the current transmis-
sion quality and the source energy state in the next transmission block, which
is not considered in existing RS schemes. For example, to select a relay merely
minimizing the outage probability in the current transmission may cause a low
transmit power of the source in the following transmission, and on the other
hand, to select a relay which can maximize the harvested energy may lead to a
high outage probability of the current transmission. The reason is that the data
transmission is influenced by both the two hops channel qualities, while EH only
depends on the channel gain of the first hop. Thus, RS in this considered system
should take into account both the current performance and the future evolution
of the network. Beyond that, since in practical networks the future channel coef-
ficients can not be known in the current transmission, it is difficult to find the
exact tradeoff of the system performance between the current and the future
transmissions.

In this paper, we investigate the decode-and-forwarding (DF) multi-relay
two-hop network where an energy-constrained source salvages energy from the
relaying signals during the current transmission block and will utilize the har-
vested energy for information transfer in the following transmission. Motivated
by above observations, we propose a two-step RS scheme to improve the system
performance in this considered network, and the RS scheme is performed in the
distributed mechanism to decrease the complexity and energy consumption of
the energy-constrained source. The system performance achieved by our pro-
posed RS scheme is evaluated in outage probability and is compared with the
max-min SNR scheme. Furthermore, we derive the closed-form outage probabil-
ity expressions for the proposed RS scheme and analyze the achievable diversity
order in high-SNR regime. Analytical results show that the proposed scheme
achieves the full diversity order.
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2 System Model

Consider a half-duplex DF relay-assisted network which consists of an RF-EH
source S, a destination D, and M DF-relays Ri i = 1, 2, ...,M , as shown in
Fig. 1. There is no direct link between S and D. The transmission is performed
with the help of one selected relay. We assume that all channels experience inde-
pendent Rayleigh fading, and M relays are clustered relatively close together.
Consequently, the coefficients of source-to-relay and relay-to-destination links,
denoted as {h1, h2, ..., hM} and {g1, g2, ..., gM}, are independent and identically
distributed (i.i.d.) complex Gaussian random variables, i.e., hi ∼ CN (0, Ωh) and
gi ∼ CN (0, Ωg). Moreover, the block-fading channel model is considered which
means the channel coefficients remain constant during one transmission block
but change independently from one block to another. In addition, let hi(k) and
gi(k) denote the channel coefficients in the k-th block.

Fig. 1. System model with illustration of the two transmission phases in a transmission
block.

Similar to the traditional relay-assisted communication, a transmission block
is performed in two phases. In the first phase of (k − 1)-th block, S broadcasts
information with a transmit power PS(k − 1), which depends on the harvested
energy in the previous transmission. After that, a selected relay Ri decodes and
forwards the information powered by a stabilized power source PR in the second
phase. Meanwhile, S harvests energy from the forwarding signal transmitted
by Ri for further data transmission in the k-th block. Considering the channel
reciprocity, the harvested energy at S in the (k − 1)-th block is given by

ES(k − 1) = ηPR|hi(k − 1)|2T/2, (1)

where η, 0 < η ≤ 1, denotes the conversion efficiency of EH and T denotes
the time duration of a transmission block. In addition, we assume there is a
dedicated power transfer from the relay to the source in order to guarantee the
initial transmission. In k-th block, the received signal at Ri is expressed as

yR
i (k) =

√
ηPR|hi(k − 1)|2x(k)hi(k) + ni(k), (2)
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where x(k) is the information signal with unity energy and ni(k) is baseband
additive white Gaussian noise (AWGN) with zero mean and variance σ2

i . The
signal observation at D via relay Ri is given by

yD
i (k) =

√
PRx(k)gi(k) + nd(k), (3)

where nd(k) is AWGN at D and nd(k) ∼ CN (0, σ2
d). We assume both σ2

i and σ2
d

are equal to σ2
o for simplicity.

From Eq. (2), the first-hop received SNR at relay Ri is expressed as

γR
i (k) =

ηPR|hi(k − 1)|2|hi(k)|2
σ2

o

. (4)

According to Eq. (3), the SNR at D with the help of the i-th relay is given by

γD
i (k) =

PR|gi(k)|2
σ2

o

. (5)

Setting the target transmission rate as R bps/Hz, the SNR threshold at each
receiver is given by

γth = 22R − 1. (6)

3 Relay Selection Schemes

Aiming at improving the system outage performance, a two-step relay selection
scheme for the source-energy-constrained cooperative network is described as
follows:

– Construct a set, denoted by R(k), containing all the relays by which the
signal transmitted can be successfully decoded at D in the k-th block, i.e.,
R(k)�{Ri | γD

i (k) ≥ γth, i = 1, 2, ...,M}.
– A relay in R(k) which will maximize the received SNR of the first hop will

be selected, i.e., R∗(k) = arg max
Ri∈R(k)

{γR
i (k)}. In the case that R(k) = ∅, all

nodes will keep silence in the k-th block for saving energy due to an inevitable
outage.

To simplify the notations, denote the channel gains of link S − R∗(k) and link
R∗(k)−D as |h∗(k)|2 and |g∗(k)|2, respectively. By substituting Eq. (4), we have

R∗(k) = arg max
Ri∈R(k)

{
ηPR|h∗(l)|2|hi(k)|2

σ2
o

}
, (7)

where l is the index of a recent block, in which R(l) is not a null set. Since the
random variable |h∗(l)|2 has produced a sample value in the k-th block, Eq. (7)
can be simplified as

R∗(k) = arg max
Ri∈R(k)

{|hi(k)|2}. (8)
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Eqs. (7) and (8) indicate an important feature that the instantaneous energy
state information of S is not demanded in the proposed RS scheme which leads
to the lower system overhead compared with the max-min SNR scheme [9].

The above RS process can be performed in a distributed RS mechanism based
on timing structure. At the beginning of a transmission block, relays estimate all
the channel coefficients via pilot packets transmitted by S and D. Afterwards,
each relay Ri sets the initial value of its countdown timer as 1/|hi(k)|2. The relay
which counts to zero first, will broadcast one bit signal to announce itself the best
relay. Due to space limitations, more details about distributed RS mechanism
can be seen in [10].

4 Performance Analysis

In this section, the performance of the proposed RS scheme is studied in terms
of the outage probability.

For the proposed two-step RS scheme, the outage probability can be written
as

PPro
out = Pr{|R(k)| = 0} + Pr{|R(k)| > 0, |h∗(l)|2|h∗(k)|2 <

ε

η
}

︸ ︷︷ ︸
P1

, (9)

where ε = (22R−1)σ2
o/PR and |R(k)| denotes the cardinality of set R(k). Recall

that {|hi(k)|2 | i = 1, 2, ...,M} and {|gi(k)|2 | i = 1, 2, ...,M} follow indepen-
dent and identically exponential distribution with mean Ωh and Ωg, respectively.
The corresponding cumulative distribution function (CDF) of |hi(k)|2 is given
as F|hi(k)|2(x) = 1 − e−x/Ωh , and that of |gi(k)|2 is F|gi(k)|2(x) = 1 − e−x/Ωg .
According to order statistics, the probability of |R(k)| = m is given as

Pr{|R(k)| = m} =
(

M

m

)
(Pr{|gi(k)|2 ≥ ε})m(Pr{|gi(k)|2 < ε})M−m

=
M !

(M − m)!m!
e−mε/Ωg (1 − e−ε/Ωg )M−m. (10)

On the other hand, by using the Total Probability Theorem, P1 can be calculated
as follows:

P1 =
M∑

m=1

Pr{|R(k)| = m}Pr{|h∗(l)|2|h∗(k)|2 <
ε

η

∣∣|R(k)| = m}

=
M∑

m=1

M∑

n=1

Pr{|R(k)| = m} Pr{|R(l)| = n}
1 − Pr{|R(l)| = 0}

× Pr{|h∗(l)|2|h∗(k)|2 <
ε

η

∣
∣|R(k)| = m, |R(l)| = n}

︸ ︷︷ ︸
P2

, (11)
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where the denominator is for probability normalization due to the fact that the
transmission happens only when R(k) is not a null set. The factor P2 can be
calculated as

P2 =
∫ ∞

0

Pr{|h∗(k)|2 <
ε

ηy

∣∣|R(k)| = m}Pr{|h∗(l)|2 = y
∣∣|R(l)| = n}dy. (12)

The condition, |R(k)| = m, has no effect on |hi(k)|2 which is still exponen-
tially distributed. Thus, from Eq. (8), the conditional CDF of |h∗(k)|2 and the
probability distribution function (PDF) of |h∗(l)|2 are given as

F|h∗(k)|2
∣∣|R(k)|=m

(x) = (Pr{|hi(k)|2 < x})m = (1 − e−x/Ωh)m, (13)

Pr{|h∗(l)|2 = y
∣
∣|R(l)| = n} =

n

Ωh
(1 − e−y/Ωh)n−1e−y/Ωh . (14)

Therefore, P2 can be calculated as

P2 =
∫ ∞

0

n

Ωh
(1 − e−ε/(Ωhηy))m(1 − e−y/Ωh)n−1e−y/Ωhdy

(e)
=

n

Ωh

m∑

a=0

n−1∑

b=0

(
m

a

)(
n − 1

b

)
(−1)a+b

∫ ∞

0

e−aε/(Ωhηy)−(b+1)y/Ωhdy

= n

m∑

a=1

n−1∑

b=0

(
m

a

)(
n − 1

b

)
(−1)a+b 1

b + 1

√
4a(b + 1)ε

Ω2
hη

K1

(√
4a(b + 1)ε

Ω2
hη

)

+ n

n−1∑

b=0

(
n − 1

b

)
(−1)b 1

b + 1
, (15)

where K1(x) is the first-order modified Bessel function of the second kind [11,
Eq. (3.324.1)], and the equal sign (e) is obtained by binomial expansions. Fur-
thermore, by changing the variable, we have

n

n−1∑

b=0

(
n − 1

b

)
(−1)b 1

b + 1
= −

n∑

b=1

(
n

b

)
(−1)b = 1. (16)

Thus, P2 can be expressed as

P2 = 1 −
m∑

a=1

n∑

b=1

(
m

a

)(
n

b

)
(−1)a+b

√
4abε

Ω2
hη

K1

(√
4abε

Ω2
hη

)
. (17)

By plugging Eqs. (10), (11) and (17) into Eq. (9), the analytical expression for
the outage probability of the proposed RS scheme is given as



Relay Selection 19

PPro
out = (1 − e−ε/Ωg )M +

1
1 − (1 − e−ε/Ωg )M

×
M∑

m=1

M∑

n=1

(
M

m

)(
M

n

)
(1 − e−ε/Ωh)2M−m−ne−(m+n)ε/Ωh

×
(

1 −
m∑

a=1

n∑

b=1

(
m

a

)(
n

b

)
(−1)a+b

√
4abε

Ω2
hη

K1

(√
4abε

Ω2
hη

))

. (18)

In addition, Eq. (18) can be used for the analysis of the diversity gain achieved
by the proposed RS scheme. To clarify the analytical results, we set constant
coefficients η = Ωh = Ωg = 1, which have no impact on diversity order obtained
at high SNR. When x → 0, the following approximations can be established: [6]

xK1(x) ≈ 1 +
x2

2
ln

x

2
, (19)

1 − e−x ≈ x. (20)

Thus, in high SNR regime, i.e., ε → 0, by applying (19), P2 can be approximated
as

P2 ≈ 1 −
m∑

a=1

n∑

b=1

(
m

a

)(
n

b

)
(−1)a+b(1 + abε ln(abε))

=
m∑

a=1

(
m

a

)
(−1)aa

n∑

b=1

(
n

b

)
(−1)bbε

(
ln

1
ab

+ ln
1
ε

)

≈ ε ln
1
ε

( m∑

a=1

(
m

a

)
(−1)aa

)( n∑

b=1

(
n

b

)
(−1)bb

)

= ε ln
1
ε

( m∑

a=1

(
m

a

)
(−1)a+1a

)( n∑

b=1

(
n

b

)
(−1)b+1b

)
. (21)

Using (20) and (21), the outage probability in high SNR regime can be approx-
imated as follow:

PPro
out ≈ εM +

M∑

m=1

M∑

n=1

(
M

m

)(
M

n

)
ε2M−m−n+1 ln

1
ε

×
( m∑

a=1

(
m

a

)
(−1)a+1a

)( n∑

b=1

(
n

b

)
(−1)b+1b

)
, (22)

Recall the following property about the sums of binomial coefficients: [11,
Eq. (0.154.2)]

K∑

k=1

(
K

k

)
(−1)k+1k = 0, (23)
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for K ≥ 2. By applying (23), the approximated outage probability can be sim-
plified as

PPro
out ≈ εM + M2ε2M−1 ln

1
ε

= εM + M2εM
(
εM−1 ln

1
ε

)
, (24)

where εM−1 ln(1/ε) → 0 when ε → 0 and M ≥ 2. Therefore, we have log PPro
out

log ε →
M , which indicates that the proposed RS scheme achieves a full diversity gain.

5 Numerical Results

In this section, numerical results are presented to verify the analysis and evaluate
the performance of our proposed RS scheme. And as a benchmark, the simulation
results of the outage performance achieved by max-min SNR criterion are shown
in Figs. 1 and 3. We set the noise variance as σ2

i = σ2
d = σ2

o = 1, and the average
channel gain as Ωh = Ωg = 1. The energy conversion efficiency is assumed as
η = 1. Throughout this section, the term “SNR” represents the transmitted SNR
at relays i.e., SNR = PR/σ2

o .
Figure 2 shows the outage probabilities as a function of SNR where the target

rate is R = 3 bps/Hz and the number of relays is 3 or 6. The accuracy of our
closed-form expressions of the outage probability is verified by simulation results.
Moreover, it is demonstrated that the outage performance gains of our proposed
scheme is advanced with the increase of SNR. The reason is that, for the proposed
RS scheme, more relays are active due to high SNR. It means a better source-
to-relay link can be selected, which improves the energy state of source in the
following block.
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Fig. 2. Outage probability vs. SNR for R = 3 bps/Hz.
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Fig. 3. Verification of the diversity order for the proposed RS scheme when R =
1bps/Hz.
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Fig. 4. Outage probability vs. number of relays for R = 3 bps/Hz.

In Fig. 3, the analysis about the diversity gains is verified. The full curves are
generated by analytical results, and the dot-dash lines are drawn as auxiliary
lines with the diversity order of M . It can be seen that the full curves tend to
straight lines and get parallel to the auxiliary lines with the increase of SNR.
Therefore, our proposed scheme is verified to achieve the full diversity order, as
is derived by the analytical results.

Figure 4 shows the performance gap versus the number of relays when the
target rate is R = 3 bps/Hz and SNR is 20 dB or 25 dB. It is obvious that the
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gap of outage performance between the proposed scheme and the max-min SNR
scheme extends as M increases.

6 Conclusion

In this paper, we investigated RS in a cooperative network with an energy-
constrained source node. We proposed a two-step RS scheme which improves the
system outage performance and incurs lower system overhead since the energy
state information is not required. To evaluate the proposed scheme, we derived
the closed-form expression of outage probability for the proposed scheme. We
further analyzed the diversity order of the proposed scheme and showed that the
scheme achieves the full diversity order. Numerical results verified our theoretical
analysis and demonstrated the advantages over the max-min SNR scheme.
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Abstract. In this paper, we consider a wireless communication node with
hybrid energy harvesting (EH) sources which results in great difficulty in
obtaining the statistical knowledge of joint EH process. In addition, the wireless
channel fluctuates randomly due to fading. Our goal is, under this condition, to
develop a dynamic power control policy for the transmitter such that the time
average throughput of the system is maximized over an infinite horizon, taking
into account the circuit energy consumption and inefficiency of the rechargeable
battery. Such a dynamic power control problem is formulated as a stochastic
network optimization problem. The problem is solved by utilizing Lyapunov
optimization and an efficient on-line algorithm with quite low complexity is
obtained. Simulation results illustrate that the proposed algorithm has the same
performance as the optimal one with giving statistical knowledge of the
stochastic processes.

Keywords: Energy harvesting � Throughput maximization � Hybrid energy
sources � Lyapunov optimization � Wireless communication

1 Introduction

In recent years, the energy harvesting (EH) technique has been advanced very rapidly,
many communication devices are capable of harvesting energy from environments
around us, such as solar, vibration, magnetic and thermoelectric energy sources, and so
on. Due to several significant advantages over conventional grid-powered and
non-rechargeable battery-powered wireless devices, such as reduction the usage of
conventional energy and the accompanying carbon footprint, energy-sufficient operation
with extent lifetime limited only by their hardware lifetime, and so on, the EH tech-
nology gains more and more applications in communications systems [1–3]. However,
energy harvest brings new problem in the form of intermittency and randomness of
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available energy, which necessitates an efficiently utilization of the harvested energy in
order to maximize the throughput of EH communication system.

Various power control and data scheduling schemes have been designed for EH
communication systems with the aim of maximizing the throughput in the past few
years [4–8]. These studies mainly divide into two categories based on EH model:
deterministic model and statistics model. The Deterministic model refers to the
availability of knowledge of events, such as energy arrival and channel fade level, prior
to the start of data transmission; The statistics model refers to the availability of the
statistics knowledge only causally over time, but not a priori. In [4], based on the
deterministic model, optimal off-line broadcast scheduling polices for a single user EH
communication system were presented to minimize the transmission completion time.
Optimal offline and online power allocation algorithms for EH communication system
in fading channels were proposed in [5] based on the above two models to minimize
the outage probability. Similar as [5], the optimal power control time sequences were
proposed in [6, 7] to maximize throughput by a deadline. Furthermore, EH relay was
considered and both offline and online power allocation schemes were proposed to
maximize the end-to-end throughput [8] based on the above two models.

In the aforementioned works [4–8] on EH communication systems, it is assumed
that the EH transmitter was supplied solely by an energy harvester which collected
energy from one specific type of renewable energy source. In practice, there is no actual
model of the distributions of the stochastic energy arriving time and amount of arrived
energy yet [9]. Especially, it is greatly difficult to know the statistical knowledge of the
energy arrival generated jointly by multiple energy harvesters collecting energy from
various renewable resources. Therefore, the results in the aforementioned literatures are
not applicable to the EH communication systems supplied jointly by multiple EH
energy sources with great difficulty in obtaining the statistical knowledge of the joint
EH process.

In this paper, we address the above issues and focus on dynamic power allocation
algorithm design for an EH communication node supplied jointly by multiple renew-
able energy sources under the condition of unknowing probability distributions of the
joint EH process and channel state, such that the time average throughput of the
wireless communication system is maximized. Such a problem can be formulated as a
stochastic network optimization and solved by Lyapunov optimization developed in
[10]. The early works [10, 11] used Lyapunov optimization technique show that the
queuing naturally fits in the renewable supplier scheduling problem and present a
simple dynamic algorithm that does not require prior statistical information. We apply
the approach to EH transmitter with multiple energy harvesters in fading channel with
additive Gaussian noise in this paper. At the same time, the efficiency of battery, the
peak power of the transmitter and the special relationship between transmission rate
and power is taken into account. The problem is now more complex and practical.

The contributions of this paper are summarized as follows: (1) we consider a
wireless communication node powered together by multiple EH sources in fading
channel without the statistical knowledge of the EH process and channel state, which
has not been addressed before. (2) Under this case, we exploit an efficient online power
control policy for the EH communication node, our proposed algorithm is universal and
robust.
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2 System Model and Problem Formulation

We consider a point-to-point wireless communication node where the transmitter
(node) is equipped with multiple energy harvesters harvesting energy from various
renewable energy sources as shown in Fig. 1, the wireless channel fluctuates randomly
due to fading. The system has two queues, data queue and energy queue. The energy
harvested jointly by multiple energy harvesters buffers in the rechargeable battery
(energy queue) before it used to support the operation of wireless transmissions. We
assume that the capacity of the energy storage buffer is infinite, so the harvested energy
will not overflow. In practice the buffer is large enough (compared to energy consumed
in a slot), this is a good approximation. Furthermore, it is assumed that the transmitter
has an infinite backlog of data, so that there is always data to be sent.

The system is slotted in time t 2 0; 1; 2; � � �f g with fixed size Dt, where Dt is the
time frame length. Without loss of generality, we assume the interval Dt is 1 s. The
channel state fluctuates randomly due to fading and remains constant in the duration of
each slot but may change at slot boundaries. Suppose that the channel state information
(CSI) at the beginning of every timeslot is known at the transmitter via channel
monitoring and feedback link [6]. The channel state in slot t (representing, for example,
attenuation value and/or noise levels) is denoted by h(t), and assume that it is inde-
pendent and identically distributed (i.i.d.) over slots in a finite set H, i.e. hðtÞ 2 H for
all t, but its probability distribution is not given. We further assume that the values of h
(t) is deterministically bounded by finite constants, hmin � hðtÞ� hmax.

The transmission rate lab over the wireless link (a, b) depends on the channel state hab
and transmission power PtraðtÞ with relationship, labðtÞ � gðPtraðtÞ; habðtÞÞ, where the
rate-power function gð�Þ determines the number of bits in data queue that can be trans-
ferred over the wireless link (a, b). The function gð�Þ is assumed to be monotonically
non-decreasing, such an important function is given by Shannon’s capacity formula [6]:

lðtÞ ¼ gðPtraðtÞÞ ¼ 1
2
log2ð1þ hðtÞPtraðtÞÞ 8t ð1Þ

where lðtÞ represents the transmission rate on timeslot t. The function gð�Þ is a
non-decreasing concave function. At low values of PtraðtÞ, gð�Þ becomes a linear
function.

b(t) Energy queue 

Data queue D(t)
Amplifier

Transmitter

B(t)

Signal
process-
ing core

Noise

Rx
N

 CSI feedback

EH sources: Solar, Wind, 
Biomechanical, etc.

h
Channel

Fig. 1. The EH transmitter model with multiple energy-harvesters in fading channel
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In practice, the power consumption of the transmitter during the timeslot t denoted
by P(t) consists of two parts:

PðtÞ ¼ Pcon þPtraðtÞ ð2Þ

where Pcon is a constant power required for signal processing at the transmitter in each
timeslot, while PtraðtÞ represents the transmission power on timeslot t, which is our
decision variable depended on the channel state and available energy in the battery.
Further, the transmission power PtraðtÞ is limited by a continuous power constraint, i.e.,
0�PtraðtÞ�Ppeak, where Ppeak is the maximum transmission power of the transmitter.

Multiple energy harvesters harvest energy from various renewable resources
simultaneously, and the sum of energy during timeslot t harvested jointly by multiple
energy harvesters is denoted as b(t) (that is, the input of the energy queue). The {b(t)}
is a general random process which the statistical knowledge is unknown and has
deterministic boundary 0� bðtÞ� bmax for any t. In particular, we take into account
energy efficiency in storing energy in the energy buffer, a portion of energy leakage
from the energy buffer, during slot t only energy b � bðtÞ is stored in the buffer where
0\b\1 and that in every timeslot e units of energy gets leaked from the buffer, here
e is a constant. These seem to be realistic assumptions [12]. Then energy queue BðtÞ
updates as follows:

Bðtþ 1Þ ¼ max½BðtÞ � PðtÞ � e; 0� þ b � bðtÞ ð3Þ

Apart from the fixed peak power constraint, the energy consumption of the
transmitter during current timeslot t must conform to the energy stored constraint:
PðtÞ � Dt�BðtÞ; 8t. Note that Dt is 1 s and does not influence the results. For conve-
nience, we do not write the Dt in the following.

In the long run, the time average energy consumption of the transmitter must be less
than or equal to the time average energy harvested, namely the system must satisfy the
following constraint: �P� b�b� e, where

�P ¼ lim
t!1

1
t

Xt�1

s¼0

EfPðsÞg

�b ¼ lim
t!1

1
t

Xt�1

s¼0

EfbðsÞg

Our goal is maximize the time average throughput over an infinite horizon based on
the above system model, under energy causality constraint, power constraint and the
data transmission constraint. The throughput maximization problem can be formulated
as follows:

max : lim
t!1

1
t

Xt�1

s¼0

EflðsÞg ð4Þ
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s:t: : �P� b�b� e ð5Þ
PðtÞ�BðtÞ 8t ð6Þ

0�PtraðtÞ�Ppeak 8t ð7Þ

Next, we establish a virtual queue Q(t) as energy budget queue. Indeed, defining
Q(0) = 0, we propagate the energy budget queue Q(t) value according to the following
equality:

Qðtþ 1Þ ¼ max½QðtÞ � b � bðtÞ; 0� þPðtÞþ e ð8Þ

This virtual queue Q(t) can ensure the inequality constraint (5) holds when it is
mean rate stable, which follows the virtual queue stable theorem in [10]. Thus the
constraint (5) can be transferred into that the virtual queue Q(t) is mean rate stable.

Specifically, a discrete time queue Q(t) is mean rate stable if

lim supt!1
1
t
EfQðtÞg ¼ 0

according to the definition in [10].
The problem can be formulated as a stochastic network optimization, the harvested

energy and the channel state during every slot are random variables, and transmission
power PtraðtÞ is our decision variable. We must decide for each timeslot whether or not
to allocate power and how much power on the current time or wait for a more
energy-efficient future channel state, taking into account currently available energy
stored in the battery, such that the time average throughput is maximized over an
infinite horizon.

3 Solution of the Optimization Problem

In this section, we utilize Lyapunov optimization to solve the above optimization
problem and present a dynamic power control policy. First we define Lyapunov
function: LðtÞ, 1

2QðtÞ2, the conditional Lyapunov drift in one timeslot is given by the
following definition:

DðLðtÞÞ,EfLðtþ 1Þ � LðtÞ jQðtÞg ð9Þ

Our dynamic algorithm is designed to observe the current queues backlog Q(t),
B(t), the current channel state h(t) and the incoming energy b(t), then to make a
decision PtraðtÞ to minimize a bound on the following expression every slot t:

min : DðLðtÞÞ � V � EflðtÞjQðtÞg ð10Þ
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(10) is called drift-plus-penalty expression [10], and V is a positive parameter that is
used to tune the tradeoff between performance and queue backlog. The objective is to
minimize the weighted sum of drift and penalty, which can be proven bounded in the
following:

DðLðtÞÞ � VEflðtÞjQðtÞg
�C � VEflðtÞjQðtÞgþQðtÞEfPðtÞþ e� bbðtÞjQðtÞg ð11Þ

where

C ¼ ðPpeak þ eÞ2 þ b2 � b2max

2
ð12Þ

The proof uses the Lyapunov optimization technique, and is given in [10].

3.1 The Dynamic Algorithm

Due to the left-hand-side of (11) tightly bounded by the right-hand side of (11),
minimizing the right-hand-side of the drift-plus-penalty bound (11) every slot t leads to
the following dynamic optimization algorithm:

Every slot t, observing B(t), Q(t), h(t) and bðtÞ, then we choose PtraðtÞ according to
the following optimization:

min : QðtÞ½PðtÞþ e� b � bðtÞ� � V � lðtÞ
s:t : PðtÞ�BðtÞ8t
0�PtraðtÞ�Ppeak 8t

ð13Þ

Then we update the actual and virtual queue B(t) and Q(t) by (3) and (8),
respectively.

Substituting the rate-power formula (1) and energy consumption (2) into (13), then
differentiating with respect to the transmission power Ptra, we obtain the optimal
transmission power which maximize (13) in timeslot t and denote it as P�

traðtÞ,

P�
traðtÞ ¼

V
2 ln 2 � QðtÞ �

1
hðtÞ ð14Þ

However, based on the power constraint (6) and (7), on slot t, the practical trans-
mission power is given by:

PtraðtÞ ¼ minfBðtÞ � e� Pcon;min½Ppeak;maxðP�
traðtÞ; 0Þ�g ð15Þ

The dynamic power control algorithm proposed is given in detail in Table 1.
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3.2 Analysis of Complexity of the Proposed Algorithm

The proposed on-line power control algorithm in this paper is simple to implement. As
shown in Table 1, we just need to observe B(t), Q(t), h(t) and Q(t) every slot t and
choose PtraðtÞ such that Eq. (13) is minimized. Besides, our algorithm based on
Lyapunov optimization does not need a priori statistical knowledge of the EH process
and the channel state, so the dynamic power control proposed in this paper is a
universal policy and apply to any general EH communication node.

The performance analysis of the algorithm in theory cannot be showed for lack of
space.

4 Simulation Results

To evaluate the performance of the proposed real-time power control algorithm, first of
all, note that we adopt the following distributions just for exposition purpose. The
analysis in the previous section does not depend on the distributions. The related
simulation settings is summarized in Table 2.

To better evaluate the performance of our proposed algorithm, in following we
compare Lyapunov optimization (L.O) algorithm used in our work against the
throughput optimization (T.O) algorithm developed in [12], which requires the priori
statistical knowledge of the incoming energy. The comparison about the normalized
throughput and the accumulated throughput using two different algorithms is shown in
Figs. 2 and 3. In Fig. 2, we assume that the rechargeable battery has initial energy of
200 J, we can see that the throughput exploited Lyapunov optimization algorithm is
better than of the algorithm using in [12]. The reason is that the throughput opti-
mization algorithm in [12] is designed for no initial energy stored in the battery at
beginning of system operation.

Table 1. Dynamic power allocation algorithm.

Algorithm 1.  Dynamic power allocation algorithm                     
Initialization: 
 1: , , ,  , , , , 
Repeat:                             
 2: for 
      Observe ,  ,  and  ,  
      Solve  according to  

 3: Choose the practical transmission power according to  

 4: Update the queues  and   by 

   end 
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Then we assume B(0) = 0, as shown in Fig. 3, the performance curve of two
algorithm overlap. It means that our proposed algorithm has the same performance over
the long time compared with the optimal throughput algorithm in [12], but our pro-
posed algorithm has own advantage which does not require the priori statistical
knowledge of the incoming energy, while the T.O algorithm developed in [12] requires
the priori statistical knowledge of the incoming energy. Hence the algorithm proposed
in this paper has universality.

In order to study the impact of parameter V on the performance, we have plotted
Fig. 4 showing the relationship between the performance and the value of V. We can
see that the performance reach saturation when V is larger than a certain value (V = 100
seen from Fig. 4).

Table 2. Simulation settings.

Parameters Value

Bandwidth B
Timeslot length 1 s
Channel fading Gaussian
Average SNR 100 dB
Avg. harvesting rate 120 mJ/slot
EH process i.i.d. poisson process
Max transmission power 400 mW
Constant power Pcon 15 mW
Efficiency factor b 0.9
Energy leakage e 5 mJ/slot

Fig. 2. Comparison between two different algorithms (Battery has initial energy of 200J)
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5 Conclusion

The dynamic power control for a single-user wireless communication node with
multiple renewable sources has been discussed. Under the condition that the EH
process and channel state are time-varying with unknown statistics knowledge, we
develop a universal power control policy which can be applied to any general EH
communication node by utilizing Lyapunov optimization towards the goal of the time
average throughput maximization. It was proved that the proposed algorithm is efficient
and simple to implement due to its low complexity. Simulation results demonstrate that
the proposed algorithm has the not worse performance with the optimal one which
needs the statistical knowledge of the stochastic processes.

Fig. 3. Comparison between two different algorithms (Battery has no initial energy)

Fig. 4. Performance for different V value (Battery has initial energy of 200J)
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While we treat single-user communication case in this paper, it has only one data
queue. The furture work will include the consideration of multiple-user communication
case where multiple data queues are adopted for different customers with different
deadlines, a new transmission scheduling will be developed between multiple users
with the new power control scheme.
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Abstract. Cellular network can use renewable energy through energy
harvesting technology in green communication. In this paper, power allo-
cation for heterogeneous cellular networks (HetNets) with energy har-
vesting is proposed to maximize the system energy efficiency. Consider-
ing the minimal transmit rate of the users and the battery capacity of
the system, a low complexity power allocation algorithm based on frac-
tional programming is proposed to maximize the energy efficiency of the
system. Simulation results demonstrate the effectiveness of the proposed
algorithm.

Keywords: Energy efficiency · Energy harvesting · Power allocation ·
Battery capacity

1 Introduction

The heterogeneous cellular networks (HetNets), which composed of macro base
stations (MBS) with small cells (SCs), is a promising technique to increase the
data rate compared with the conventional MBS. However, as the number of
small cell increases, energy consumption of the HetNets also increases. Energy
harvesting technique has become the important technique to save the energy
consumption and improving the energy efficiency in HetNets. Energy harvest-
ing technology is a promising approach to prolong the lifetime and improve the
energy efficiency of networks [1]. Energy harvesting mode of the network can
generally be divided into two types according to the specific sources of the har-
vested energy [2]. The first one is that the base stations (BSs) and users harvest
renewable energy from the environment, such as solar energy or wind energy.
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The second one is that BSs and users harvest energy from ambient radio signals.
In this paper, we focus on power allocation in the HetNets with renewable energy
supply.

Because the base station using energy harvesting has become increasingly
prominent technology for green communication, a large number of researchers
have made contributions in this field. Different energy efficient optimization
algorithms [3–6] has been proposed. In [3], the authors consider a device-to-
device (D2D) communication provided EH heterogeneous cellular network (D2D-
EHHN), and propose an efficient and low-complex transmission mode selection
strategy for the D2D-EHHN. In [4], a generalized Stackelberg game is proposed to
investigate the optimal energy and resource allocation problem of an autonomous
energy harvesting base station. In [5], the authors propose a user association algo-
rithm in HetNets with BSs solely powered by renewable energy supply. In [6],
energy efficiency optimization of downlink base station cooperation with energy
harvesting is proposed. In [7], the authors consider a more complicated net-
work scenarios compared to [6], and discuss the optimization of power efficiency
in the two layer cellular network scenario without considering battery capacity
constraints. In [8], energy efficient resource allocation algorithm is studied in an
orthogonal frequency division multiple access (OFDMA) downlink network with
hybrid energy harvesting base station. In [9], the authors study the effects of
different energy arrival rates on the overall system rate for cellular system with
energy harvesting, but the algorithm complexity is very high.

In this paper, aiming at the problem of high complexity, we consider a Het-
Nets with energy harvesting and propose a low complexity energy efficient power
allocation optimization algorithm to improve energy efficiency of the system. The
remainder of this paper is organized as follows. The system model is presented in
Sect. 2. Section 3 introduces the energy efficiency maximization problem. Solving
algorithm, through the transformation of the problem, and finally through the
two layer iteration to solve the initial optimization problem in Sect. 3, Simulation
results are given in Sect. 4. Conclusions are stated in Sect. 5.

2 System Model

We focus on HetNets as shown in Fig. 1, consisting of one macrocell and multiple
femtocells. Each base station of femtocell can be are powered by renewable energy
harvesting unit or grid hybrid power supply. When the base station can not get
enough energy to work well, it will switch to using power of the grid. In order
to ensure the system coverage blind spots, stable power grid energy is used
by the station of macrocell provide energy. Considering the actual deployment
scenario, the system adopts centralized power control, which greatly reduces
the computing power of the base station. The bandwidth of the system is B,
and the frequency reuse factor is 1, that is, all the base stations use the same
spectrum resource [6]. The channel model between the user and the base station
is Rayleigh fading, and the channel gains of different time slots are independent
and identically distributed. (i.i.d) [8].
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Fig. 1. System model

In renewable energy and grid hybrid power supply for the HetNets, each base
stations with renewable energy harvesting devices has different energy rates. In
order to provide a more general energy harvesting model for the system, we do
not make specific assumption on the type of the energy collector. The arrival of
energy in the energy collector is modeled as a poisson process with the arrival
rata λE [10].

In order to facilitate the reader, the main parameters used in this paper are
listed in Table 1. Assume that the energy efficiency maximization problem is
considered in a fixed time interval of length T . We divide the continuous time T
into K discrete time slot so as to design an power allocation.

Then, the total throughput C (p) of the system and total energy consumption
P (p) can be expressed as follows.

C(p) =
∑N

n=1

∑K

i=1
Ci,n (1)

where Ci,n is the rate of the n-th femtocell in time slot i which can be given as
follows.

Ci,n = wn log
2

⎛

⎜⎜⎜⎝1 +
gi,n pR

i,n

N∑
j=1,j �=n

gi,j pR
i,j +σ2

⎞

⎟⎟⎟⎠ (2)

The total power P (p) consumed by the system is given by

P (p) =
∑N

n=1

∑K

i=1

(
pR

i,n + pO
i,n

)
(3)

Energy efficiency maximization problem of the system is as follows.
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Table 1. Summary of key notations

Nation Description

N The number of Femto cellular

i The time slot i

T time span

K The number of time slots

LE The average length of time slot

wn The sub channel bandwidth

gi,0 The i time slot macro station channel gain

pRi,n The i time slot the power consumption of the n base station

pOi,n The i time slot the fixed power of the n base station

C(p) The system throughput

p(p) Total energy consumption of the system

U The utility function

Ei,n The i time slot n base station the remaining energy of the battery

E0,n The n base station initial energy in the battery

En,max The n base station the maximum capacity of the battery

pmax
i,n The i time slot the n base station maximum transmitted power

pOi,0 The i time slotfixed power of macro station

pRi,n The i time slot radio frequency (RF) power of macro station

max
p

∑N
n=1

∑K
i=1 wn log2

⎛

⎜⎝1 +
gi,n pR

i,n

N∑

j=1,j �=n

gi,j pR
i,j +σ2

⎞

⎟⎠

∑N
n=1

∑K
i=1

(
pR

i,n + pO
i,n

) (4)

s.t.
C1 :

∑j
i=1 LE

(
pR

i,n + pO
i,n

) ≤ ∑j
i=0 Ei,n,∀j, n;

C2 :
∑j

i=0 Ei,n − ∑j
i=1 LE

(
pR

i,n + pO
i,n

) ≤ Emax,n,∀j, n;
C3 :

∑K
i=1 LE Ci,n ≥ Rmin

C4 : pR
i,n, pO

i,n ≥ 0,∀i, n;
C5 : pR

i,n ≤ pmax
i,n ,∀i, n;

where C1 and C2 is energy use and storage condition. The derivation process is
given in appendix A. Ei,n is the energy arrival for femtocell i in time slot n, C3 is
the lowest transmit rate constraint for the system, C4 means that transmission
power of the n-th femtocell is nonnegative in time slot i, and C5 indicate the
maximum total transmit power constraint for the n-th femtocell in time slot i,
respectively.



Power Allocation Algorithm 37

3 Power Allocation Algorithm

Because of the limitation of causality of energy arrival, we need dynamic pro-
gramming to solve (3). In order to simplify the resource allocation algorithm,
we assume that the resource allocation policy in each time so as to design a
low complexity algorithm. Therefore, we consider the efficiency maximization
problem for a fixed time i = 1, · · · ,K by sequential optimization method.

max
p

∑N
n=1 wn log2

⎛

⎜⎝1 +
gi,n pR

i,n

N∑

j=1,j �=n

gi,j pR
i,j +σ2

⎞

⎟⎠

∑N
n=1

(
pR

i,n + pO
i,n

) (5)

s.t.

C
′
1 :

∑i
k=1 LE

(
pR

k,n + pO
k,n

)
≤ ∑i

k=0 Ek,n,∀n;

C
′
2 :

∑i
k=0 Ek,n − ∑i

k=1 LE

(
pR

k,n + pO
k,n

)
≤ Emax,n,∀n;

C
′
3 : LE Ci,n ≥ Rmin

K ,∀n;
C

′
4 : pR

i,n, pO
i,n ≥ 0,∀n;

C
′
5 : pR

i,n ≤ pmax
i,n ,∀n;

The objective function in (5) is non-concave function, therefore problem (5) is
a non-convex optimization problem. In order to solve problem (5), we transform
it into an equivalent problem based on fractional programming function [11]. Let

C
′
(p) =

∑N
n=1 wn log2

⎛

⎜⎝1 +
gi,n pR

i,n

N∑

j=1,j �=n

gi,j pR
i,j +σ2

⎞

⎟⎠, P
′
(p) =

∑N
n=1

(
pR

i,n + pO
i,n

)

and q = C
′
(p)/P

′
(p) represent the energy efficiency of the system for a given

power allocation scheme, and q∗ = C
′
(p∗)/P

′
(p∗) represent the optimal power

allocation scheme such that the energy efficiency of the system is maximized, we
have following theorem [12].

Theorem 1. Consider p∗ satisfies constraint C
′
1 −C

′
5 and q∗ = C

′
(p∗)/P

′
(p∗).

Then, p∗ is the solution of problem (5) if and only if

p∗ = arg max
p

C(p) − q∗P (p) (6)

As a consequence of Theorem 1, solving problem (5) is equivalent to finding
the unique zero of the auxiliary function F (q), where F (q) is given by

F (q) = max{pi}N
i=1

∑N

n=1
wn Ci,n − q

∑N

n=1

(
pR

i,n + pO
i,n

)
(7)

such that q satisfies constraints C
′
1 − C

′
5.



38 X. Wan et al.

Next, we use Lagrange dual method to solve problem (7). The Lagrange
function of (7) is as follows.

L (p, γ, β, μ, υ) =
∑N

n=1 wnCi,n − q
∑N

n=1

(
pR

i,n + pO
i,n

)

−
N∑

n=1
γn

(
pR

i,n − pmax
i,n

) −
N∑

n=1
βn

(
Rmin

K − LECi,n

)

−
N∑

n=1
μn

(∑i
k=1 LE

(
pR

k,n + pO
k,n

)
− ∑i

k=0 Ek,n

)

−
N∑

n=1
υn

([∑i
k=0 E

k,n
− ∑i

k=1

(
LEpR

k,n + LEpO
k,n

)]
− Emax,n

)
,

(8)

where γ = (γ1, γ2, . . . , γN ), μ = (μ1, μ2, . . . , μN ) and υ = (υ1, υ2, . . . , υN ) are
the multiplier of the constraints.

Therefore, the Lagrangian dual function can be expressed as follows:

min
γ,β,μ,υ≥0

max
p≥0

L (p, γ, μ, υ) .

Application KKT (Karush-Kuhn-Tucker) conditions, we can get:

pR
i,n =

w

ln 2(q + γn)
−

N∑
j=1,j �=n

gi,j pR
i,j +σ2

gi,n
(9)

For a given q, we can use the method of sub-gradient method to find pR
i,n by

update the multipliers as follows [13].

γ
(t+1)
n = γ

(t)
n + ∇(t+1)

γ × (pR
i,n −pmax

i,n )

μ
(t+1)
n = μ

(t)
n + ∇(t+1)

μ ×
(∑i

k=1 LE

(
pR

k,n + pO
k,n

)
− ∑i

k=0 Ek,n

)

υ
(t+1)
n = υ

(t)
n + ∇(t+1)

υ

×
(∑i

k=0 E
k,n

− ∑i
k=1

(
LEpR

k,n + LEpO
k,n

)
− Emax,n

)

β
(t+1)
n = β

(t)
n + ∇(t+1)

β

⎛

⎜⎝Rmin
K − LEwnlog2

⎛

⎜⎝1 + gi,npR
i,n

N∑

j=1,j �=n

gi,jpR
i,j+σ2

⎞

⎟⎠

⎞

⎟⎠

(10)

Where ∇(t+1) = 1
t is update step size for each iteration, t is the number of iter-

ations. Then, the optimal energy efficiency q∗ can be obtained by solve equation
F (q) = 0 by bisection method. The flow chart of the proposed algorithm is given
in Fig. 2.
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Fig. 2. Flow chart of algorithm

Table 2. Simulation parameter settings

Parameter Value

Macro cellular/femto cellular radius 500 m/50m

The minimum signal to noise ratio 1 dB

Femto cellular maximum transmitted power 100 mW

White noise levels 2*10e−9 W

The channel fading model Rayleigh

The sub channel bandwidth 5 MHz

The average time slot width 2 s

Femto cellular static power consumption 2 W

4 Simulation Results and Discussion

In the simulation conditions, we set offline optimal power allocation algorithm
is the inner loop around eleven times to realize iterative convergence, outer
loop around six times the iterative convergence, This shows that the algorithm
complexity is low (Table 2).

Figure 3 show the average energy efficiency versus number of iterations for
different number of femtocell. The proposed power allocation algorithm will be
convergence in 11 times. Thus, the complexity of the proposed algorithm is low.

As shown in Fig. 4, the average energy efficiency of the system will be
increased as the energy arrival rate increases. This is because the system can
harvest more power for each femtocell to maximize the energy efficiency.

Figure 5 shows the relationship of battery capacity and power grid average
energy efficiency under different energy arrive rate. From the figure, we can see
that the maximum system efficiency is no longer affected when battery capacity
exceeds a certain value.
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Battery capacity constraint
20 40 60 80 100 120 140

Av
er

ag
e 

w
ei

gh
te

d 
en

er
gy

 e
ffc

ie
nc

y(
kb

it/
Jo

ul
e)

11

11.5

12

12.5

13

lamda=0.01
lamada=0.05
lamda=0.1

Fig. 5. Average energy efficiency versus battery capacity constraint

5 Conclusions

A low complexity energy efficient power allocation algorithm in HetNets based
on energy harvesting is proposed using fractional programming. Through the
simulation analysis, the algorithm can guarantee the quality of coverage and
business on the basis of the lower area of the interference. The impact of energy
arrival rate and battery capacity constraint on the energy efficiency of system.
The next step of work is the study of hybrid energy supply, to improve the
regional energy efficiency.

Appendix A

Energy use and storage conditions C1 and C2 can be derived as follows. Let
Si,n = LE

(
pR

i,n + pO
i,n

)
be the energy used for femtocell n in time slot i. Then,

for time slot 1 to K, we have following inequality constraints.

i = 1 : LE

(
pR
1,n + pO

1,n

) ≤ E0,n +E1,n,∀n

i = 2 : LE

(
pR
2,n + pO

2,n

) ≤ E2,n + (E0,n +E1,n) − S1,n,∀n
=E0,n +E1,n +E2,n −S1,n

...
i = K : LE

(
pR

K,n + pO
K,n

)

≤ EK,n + (E0,n +E1,n + · · · + EK−1,n) − (SK−1,n + · · · + S1,n)
=

∑K
i=0 Ei,n − ∑K−1

i=1 Si,n
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therefore Sj,n ≤∑j
i=0 Ei,n − ∑j−1

i=1 Si,n is hold for j = 1, · · · ,K, move the item∑j−1
i=1 Si,n from the right side to the left side, we have

∑j

i=1,n
Si,n≤

∑j

i=0
Ei,n (11)

substitute Si,n = LE

(
pR

i,n + pO
i,n

)
into (11), we have

∑j

i=1
LE

(
pR

i,n + pO
i,n

) ≤
∑j

i=0
Ei,n,∀n;

Therefore C1 is hold. Meanwhile, because capacity limit of the battery, the
remaining battery energy in each time slot for femtocell n cannot exceed the
battery capacity, more than part of the energy will be discarded:

∑j

i=0
Ei,n −

∑j

i=1
Si ≤ Emax,n

for each time slot j = 1, · · · ,K,then we have

∑j

i=0
Ei,n −

∑j

i=1
LE

(
pR

i,n + pO
i,n

) ≤ Emax,n

Therefore C2 is hold.
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Price-Based Power Allocation in Energy
Harvesting Wireless Cooperative Networks:

A Stackelberg Game Approach
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Abstract. In this letter, a wireless cooperative network is considered, in
which multiple source-destination pairs communicate with each other via
an energy harvesting relay. We propose a price-based power allocation
scheme to distribute the harvested energy among the multiple users.
We model the interaction between the relay and the destinations as a
Stackelberg game and then study the joint utility maximization of the
relay and the destination. The Stackelberg equilibriums for the proposed
game are characterized. Simulation results show the effectiveness of the
proposed algorithm in comparison with the uniform pricing algorithm.

Keywords: Stackelberg game · Wireless power transfer · Price · Power
allocation

1 Introduction

With rapid growth of wireless services in recent years, issues in energy consump-
tion become increasingly critical for wireless communication systems. There-
for energy harvesting, a technique to collect energy from the environment, has
recently received considerable attention as a sustainable solution to overcoming
the bottleneck of energy constrained wireless networks [1]. Unlike conventional
energy harvesting techniques rely on external energy sources such as solar and
wind [2], ambient radio signal can also be a practicable source since radio signal
carries energy as well as information at the same time, so that wireless signals can
be used as a means for the delivery of information and power simultaneously [3].
The work [4] investigated the optimal information/energy beamforming strategy
to achieve the maximum harvested energy for multi-user MISO SWIPT system
with separated information/energy receivers. SWIPT for relay system and mul-
tiple access channel was consider in [5]. The problem in such energy harvesting
networks is that practical circuits cannot realize energy harvesting and data
detection from wireless signals at the same time. In [6], the authors introduced
a general receive architecture, in which the circuits for energy harvesting and
signal detection are operated in a time sharing or power splitting manner. The
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performance difference between power splitting and time sharing is studied in
broadcasting scenarios in [7]. In a power splitting scheme, the received signal
is split with an adjustable power splitting ratio to enable simultaneous energy
harvesting and information decoding.

In this paper, we consider a general wireless cooperative network, where
multiple source-destination pairs communicate with each other via an energy
harvesting relay. Specifically, the cooperative transmission consists of two time
slots of duration T

2 . In the first slot, multiple sources deliver their information to
the relay via orthogonal channels. At the end of the first phase, the relay splits
the signals sent from the i-th source into two streams, one for detection and the
other for energy harvesting. Then in the second phase, the relaying transmissions
are power by the energy harvested at the relay. The relay’s strategies to distribute
the harvested energy among the multiple users are investigated in [8], e.g., the
noncooperative individual transmission strategy and the equal allocation scheme.
In this letter, we propose a new price-based power allocation scheme, where the
relay price the destinations to control the transmission power under the total
transmit power constraint. The relay will choose a suitable price to maximize
its revenue from the destinations. The destination will choose an optimal power
to maximize its utility after the relay set prices for them. A Stackelberg game
is formulated to model the strategy between the relay and the destinations and
we study the Stackelberg equilibriums for the proposed power allocation game.

Notations: Boldface capital and lowercase letters denote matrices and vectors,
respectively. The inequalities for vectors are defined element-wise, i.e., x � y
represents xi ≤ yi,∀i, where xi and yi are the i-th elements of the vector x and
y, respectively. The superscript T denotes the transpose operation of a vector.

2 System Model and Problem Formulation

Consider an energy harvesting communication scenario, where N source nodes
(Si, for i = 1, ..., N) intended to communicate with their respective destination
nodes (Di, for i = 1, ..., N) through an intermediate relay node (R). Each node
is equipped with a single antenna. For simplicity, we assume that channel state
information (CSI) of each link is perfectly known to the relay. Further, the relay
nodes are operate in the half-duplex mode with two transmission phases. Among
the various energy harvesting relaying models, we focus on power splitting. Let
θi denote the power splitting coefficient for Si at R. At the end of the first phase,
R harvests the following amount of energy from Si:

Ei = ηPSi
hi,jθi

T

2
, (1)

where η denotes the energy harvesting efficiency factor, PSi
denotes the trans-

mission power at Si, hi denotes the channel power gain between Si and R.
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Then the total power reserved at the relay at the end of the first phase is:

PR =
N∑

i=1

Ei

T
2

=
N∑

i=1

ηPSi
hiθi

T

2
, (2)

Assuming that the battery is sufficiently large, the relay can accumulate a
significant amount of power for relaying transmission. We focus on the strategy to
distribute the harvested energy among the multiple users. The strategy between
the relay and the multiple users is modeled as a Stackelberg game. The relay
is the leader in this game. It choose a price on per transmission power for each
destination to maximize its own revenue. Then the destinations will decide the
transmit power to maximize their utilities based on the assigned power price.

Let λi denotes the price paid to R on per transmission power for Di. The
total revenue of the relay can be expressed as:

UR =
N∑

i=1

λipi, (3)

where pi denotes the transmission power allocated to Di at the relay. Let λ =
[λ1, λ2, · · · , λN ]T . The problem of the relay is formulated as:

max
λ�0

UR =
N∑

i=1

λipi,

s.t.
N∑

i=1

pi ≤ PR,

pi ≥ 0. (4)

The data rate Di can achieve is RDi
= 1

2 log2(1+ pigi

σ2
i

), where pi denotes the
channel power gain between R and Di, and σ2

i denotes the background noise at
Di. Without loss of generality, it is assumed for convenience that σ2

i = σ2,∀i.
The utility for Di can be defined as:

UDi
=

1
2
ωi log2(1 +

pigi

σ2
) − λipi, (5)

where ωi denotes the equivalent utility per unit data valuation contributing to
Di’s utility. Let p = [p1, p2, · · · , pN ]T . The problem for Di is formulated as:

max
pi≥0

UDi
=

1
2
ωi log2(1 +

pigi

σ2
) − λipi. (6)

The problem (4) and (6) together form a Stackelberg game in which R is the
leader. The objective is to find the Stackelberg Equilibrium (SE) point(s).
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3 Optimal Price-Based Power Allocation Algorithm

For the proposed Stackelberg game, the SE is defined as follows.

Definition 1: Let λ∗ be a solution for problem (4) and p∗
i be a solution for

problem (6) of Di(i = 1, ..., N). The point (λ∗,p∗) is a SE for the addressed
game if for any (λ,p) with λ � 0 and p � 0, the following conditions are
satisfied:

UR(λ∗,p∗) ≥ UR(λ,p∗), (7)

UDi
(p∗

i ,p
∗
−i,λ

∗) ≥ UDi
(pi,p∗

−i,λ
∗),∀i. (8)

The SE can be obtained as follows: For a given λ, problem (6) is solved first.
Then, the optimal price of problem (4) can be obtained with the optimal power
allocated strategy p∗

i .
Recall problem (6), it is observed that the objective function is a concave

function with the allocated power pi, and the constraint is affine. Thus, problem
(6) is a convex optimization problem. Therefore, we can solve the problem by
using the KKT conditions.

Lemma 1: For a given price λi, the optimal solution for problem (8) is given by:

p∗
i = (

1
2ωi

λi
− σ2

gi
)+,∀i, (9)

where (·)+ � max(·, 0).

From (9), the power allocated to Di is zero if the price for Di is too high, i.e.,
λi ≥ 1

2ωigi

σ2 . This means that Di will be removed from the game. Substituting
(9) into problem (4):

max
λ�0

N∑

i=1

(
1
2
ωi − λiσ

2

gi
)+,

s.t.
N∑

i=1

(
1
2ωi

λi
− σ2

gi
)+ ≤ PR. (10)

Assume PR is large enough so that all the destinations are involved, i.e.,
λi <

1
2ωigi

σ2 ,∀i. Then problem (10) can be transformed to the following form:

min
λ�0

N∑

i=1

λiσ
2

gi
,

s.t.
N∑

i=1

1
2ωi

λi
≤ PR +

N∑

i=1

σ2

gi
. (11)
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Obviously, this problem is convex. Next, we will give the optimal solution to
problem (11).

It is observed that problem (11) is a convex optimization problem. Thus,
there is no duality gap between this problem and its dual optimization problem.
Therefor, problem (11) can be solved by its dual problem.

The Lagrangian function of problem (11) is given as:

L(λ, α,β) =
N∑

i=1

λiσ
2

gi
+ α(

N∑

i=1

1
2ωi

λi
− PR −

N∑

i=1

σ2

gi
)

−
N∑

i=1

βiλi, (12)

where α and βi are non-negative dual variables associated with the constrains∑N
i=1

1
2ωi

λi
≤ PR +

∑N
i=1

σ2

gi
and λi ≥ 0.

The dual objective is then defined as G(λ, α,β) = maxλ�0 L(λ, α,β), and
the dual optimization problem is given by minα≥0,β�0 G(λ, α,β). Then, KKT
conditions are given as follows:

∂L(λ, α,β)
∂λi

=
σ2

gi
− α

1
2ωi

λ2
i

− βi = 0,∀i, (13)

α(
N∑

i=1

1
2ωi

λi
− PR −

N∑

i=1

σ2

gi
) = 0, (14)

α ≥ 0, βi ≥ 0, λi ≥ 0, βiλi = 0,∀i, (15)

N∑

i=1

1
2ωi

λi
− PR −

N∑

i=1

σ2

gi
≤ 0. (16)

From (13), we have:

λ2
i = α

1
2ωi

σ2

gi
− βi

,∀i. (17)

Lemma 2: βi = 0,∀i.

Proof: We prove it by contradiction. Assume that βi �= 0 for any arbitrary i.
Then, from βiλi = 0 in (15), we have λi = 0. Substituting it into (17), we have
α = 0 since ωi > 0. Then, from (17), it follows that λi = 0,∀i, which contradicts
(16), and thus we have βi = 0,∀i. �

Lemma 3:
∑N

i=1

1
2ωi

λi
− PR − ∑N

i=1
σ2

gi
= 0.
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Proof: We prove it by contradiction. Assume that
∑N

i=1

1
2ωi

λi
−PR−∑N

i=1
σ2

gi
�= 0.

Then from (14), we have α = 0. Then, from (17), it follows that λi = 0,∀i, which
contradicts (16), and thus we have

∑N
i=1

1
2ωi

λi
− PR − ∑N

i=1
σ2

gi
= 0. �

According to Lemma 2, (17) can be rewritten as λi =
√

1
2ωigiα

σ2 ,∀i. Substitut-

ing it into (16) and according to Lemma 3, we have
√

α =
∑N

i=1

√
1
2 ωiσ2

gi

PR+
∑N

i=1
σ2
gi

. Thus,

we have:

λi =

√
1
2ωigi

σ2

∑N
i=1

√
1
2ωiσ2

gi

PR +
∑N

i=1
σ2

gi

,∀i. (18)

With the results obtained above, we give the optimal solution for problem
(11) by the following proposition.

Proposition 3: The optimal solution to problem (11) is given by

λ∗
i =

√
1
2ωigi

σ2

∑N
i=1

√
1
2ωiσ2

gi

PR +
∑N

i=1
σ2

gi

,∀i ∈ {1, 2, · · · , N}. (19)

Now, we relate the optimal solution of problem (11) to that of the original
problem (10) in the following proposition.

Proposition 4: The power prices given by (19) are the optimal solutions of prob-

lem (10) if and only if PR >

∑N
i=1

√
1
2 ωiσ2

gi

mini

√
1
2 ωigi

σ2

− ∑N
i=1

σ2

gi
.

Proof: Sufficiency Part: It is observed that the price vector λ∗ given by (19)
is the optimal solution of problem (10) if λi <

1
2ωigi

σ2 ,∀i ∈ {1, 2, · · · , N}. Sub-

stituting (19) into these inequalities yields
√

1
2ωigi

σ2

∑N
i=1

√
1
2 ωiσ2

gi

PR+
∑N

i=1
σ2
gi

<
1
2ωigi

σ2 ,∀i ∈

{1, 2, · · · , N}. Thus, it follows that PR >

∑N
i=1

√
1
2 ωiσ2

gi√
1
2 ωigi

σ2

− ∑N
i=1

σ2

gi
,∀i ∈

{1, 2, · · · , N}. Furthermore, the inequalities given above can be compactly
written as:

PR >

∑N
i=1

√
1
2ωiσ2

gi

mini

√
1
2ωigi

σ2

−
N∑

i=1

σ2

gi
. (20)

Necessity Part: We prove it by contradiction. Assuming that destinations are
sorted by the following order:

1
2ω1g1

σ2 > · · · >
1
2ωN−1gN−1

σ2 >
1
2ωN gN

σ2 . Then, in
Proposition 4, the condition becomes:
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PR > TN , TN =

∑N
i=1

√
1
2ωiσ2

gi√
1
2ωN gN

σ2

−
N∑

i=1

σ2

gi
. (21)

Now, suppose TN−1 < PR ≤ TN , where TN−1 is a threshold shown later
in (24). Suppose that λ∗ given by (19) is still optimal for Problem (10) with
TN−1 < PR < TN . Then, since PR ≤ TN , from (19) it follows that λ∗

N ≥ 1
2ωN gN

σ2

and thus (
1
2ωN

λN
− σ2

gN
)+ = 0. From Problem (10) it then follows that λ∗

1, · · · , λ∗
N−1

is the optimal solution of the following problem:

max
λ�0

N−1∑

i=1

(
1
2
ωi − λiσ

2

gi
)+,

s.t.
N−1∑

i=1

(
1
2ωi

λi
− σ2

gi
)+ ≤ PR. (22)

This problem is similar to Problem (10). Thus, from the proof of the previous
sufficiency part, we can show that the optimal solution for this problem is given
by:

λ∗
i =

√
1
2ωigi

σ2

∑N−1
i=1

√
1
2ωiσ2

gi

PR +
∑N−1

i=1
σ2

gi

,∀i ∈ {1, 2, · · · , N − 1}, (23)

if PR > TN−1, where TN−1 is obtained as the threshold for PR above which
λ∗

i <
1
2ωigi

σ2 holds ∀i ∈ {1, 2, · · · , N − 1}, i.e.,

TN−1 =

∑N−1
i=1

√
1
2ωiσ2

gi√
1
2ωN−1gN−1

σ2

−
N−1∑

i=1

σ2

gi
. (24)

Obviously, the optimal power price solution in (23) for the above problem is
different from that given by (19). Thus, this contradicts with our presumption
that λ∗ is optimal for Problem (10) with TN−1 < PR ≤ TN . �

Therefore, the optimal solution of problem (10) can be given by the following
theorem.

Theorem 1: Assuming that all the destinations are sorted in the order
1
2ω1g1

σ2 >

· · · >
1
2ωN−1gN−1

σ2 >
1
2ωN gN

σ2 , the optimal solution for problem (10) is given by:
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λ∗ =

⎧
⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎨

⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎩

qN [
√

1
2ω1g1

σ2 ,

√
1
2ω2g2

σ2 , · · · ,

√
1
2ωN gN

σ2 ]T ,

if PR > TN

qN−1[
√

1
2ω1g1

σ2 , · · · ,

√
1
2ωN−1gN−1

σ2 ,∞]T ,

if TN ≥ PR > TN−1

...

q1[
√

1
2ω1g1

σ2 ,∞, · · · ,∞]T ,

if T2 ≥ PR > T1

(25)

where qK =
∑K

i=1

√
1
2 ωiσ2

gi

PR+
∑K

i=1
σ2
gi

and TK =
∑K

i=1

√
1
2 ωiσ2

gi√
1
2 ωK gK

σ2

− ∑K
i=1

σ2

gi
,∀K ∈

{1, 2, · · · , N}.

Proof: If PR > TN , the optimal λ∗ is readily obtained by Proposition 3. For
other intervals of PR, e.g., TN−1 < PR ≤ TN , the proof of the optimality for the
corresponding λ∗ can be obtained similarly as Proposition 3. �

Now, the proposed Stackelberg game is completely solved. And the SE for
this game is then given by the following proposition.

Proposition 5: The SE for the Stackelberg game formulated in problem (4) and
(6) is (λ∗,p∗), where λ∗ is given by (25), and p∗ is given by (9).

4 Simulation Results

In this section, computer simulations will be carried out to evaluate the per-
formance of the proposed power allocation protocol described in the previous
sections. For simplicity, we assume that the variance of the noise is 1, and the
payoff factors ωi,∀i are all equal to 2.

An wireless cooperative network with one energy harvesting relay and three
user pairs is considered. Without loss of generality, the channel power gains are
chosen as follows: g1 = 10, g2 = 1, g3 = 0.1.

Now, we compare the system performance obtained by the price-based power
allocation algorithm with the uniform pricing algorithm proposed in [9]. In Fig. 1,
we present the total income of the relay versus the total energy harvested at it.
It is observed that the revenue of the relay increases as PR increases in both
tow algorithms. This is because that the pricing strategies for the relay increases
as the available energy increases. And for the same available power PR, the
revenues of the relay under the price-based power allocation algorithm are more
than the uniform pricing algorithm. In addition, when PR is sufficiently small,
the revenues of the relay under the tow pricing schemes are identical. It is because
that when PR is very small, there is only one destination active in this game, and
thus the proposed price-based algorithm is same as the uniform pricing scheme.
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Fig. 1. Revenue of the relay vs. PR

5 Conclusions

In this letter, we have studied a power allocation strategies for a cooperative net-
work in which multiple user pairs communicate with each other via an energy
harvesting relay. And we propose a price-based power allocation scheme to dis-
tribute the harvested energy among the multiple users. The Stackelberg game
model is adopted to investigate the joint utility maximization of the relay and
the destination, closed-form solutions are obtained for the strategy proposed.
Compared with the uniform pricing algorithm, simulation results show that the
proposed price-based algorithm improves the revenue of the relay for all the
available power PR.
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Abstract. To meet the requirements of high system capacity and cov-
erage of 5G network, ultra-dense network is viewed as the key technol-
ogy for networking evolution. And for densely deployed small cell net-
work, self-optimization is crucial in the aspect of reducing the cost of
network management while optimizing the network performance. This
paper focuses on the coverage and capacity optimization, proposing a
mathematical combined optimization function to balance the conflicting
key performance indicators. And under this model, we propose the tabu
search algorithm for generating new antenna transmit power to optimize
the performance. Simulation results show that our proposed algorithm
gets significant improvement in network performance and outperforms
the adaptive simulated annealing in convergence speed while optimizing.

Keywords: Ultra-dense network · Coverage and capacity optimization ·
Tabu search · Small cell

1 Introduction

The explosive growth of mobile data traffic these years puts forward high require-
ments for the bandwidth and performance of coverage and capacity of the 5th
generation (5G) networks, such as ultra-high traffic volume density and ultra-
high peak data rate [1]. This makes the traditional way of covering just by macro
base station (MBS) difficult to meet the users’ needs nowadays. Besides, large
amount of data traffic occurs in some hot-spot areas, such as the office build-
ing, dense residential area, subway and other apartment, meanwhile, the data
traffic is also unevenly distributed, thus causing not ideal signals and congestion
in part of the network. Therefore, the ultra-dense deployment of short-distance,
low-power small cell base stations become an effective solution for the chal-
lenges. Ultra-dense network (UDN) is viewed as one of the key technologies for
5G [2]. The densely deployed small cells can bring hundreds of times capacity
improvement in extreme cases [1], as well as enhancement in coverage, thereby
increasing the capacity of the entire network. In particular, for both indoor and
outdoor high-density services requiring areas, the dense deployment of small
cell base stations can effectively improve the quality of service (QoS) and pro-
vide more efficient services [3]. However, the expected large number of small
c© ICST Institute for Computer Sciences, Social Informatics and Telecommunications Engineering 2018

Q. Chen et al. (Eds.): ChinaCom 2016, Part II, LNICST 210, pp. 57–66, 2018.

DOI: 10.1007/978-3-319-66628-0 6



58 X. Su et al.

cells as well as their much more dynamic unplanned deployment raises a variety
of challenges in the area of network management [4]. To improve the network
performance, automate the optimization of the network, simplify the network
designing and reduce operation cost of the network, the network should be more
intelligent to improve itself when needing. As one of the self-organized func-
tions, self-optimization of the network can replace manually operations, thus
reducing the cost of network management while optimizing the network perfor-
mance. Through monitoring changes of performance indexes and fault events
during the network operation, self-optimization can automatically select certain
optimization algorithm to adjust corresponding parameters of the network, so
as to achieve optimal system performance.

The coverage and capacity optimization (CCO) is based on the identifica-
tion of the coverage and capacity issues and select an optimization algorithm
to automatically modify parameters, to repair and improve the coverage and
capacity problems. Most of the contributions consider the antenna downtilt as
the parameter to be modified in LTE networks [5], while in ultra-dense network,
the small cell base stations’ antennas are omnidirectional and isotropic, hence we
choose other parameters like transmit power to modify. Most of the existing work
concentrates on combined optimization. [6] constructed an objective function
to jointly maximize throughput and coverage, using a probability distribution
function (PDF) for throughput measurements and an estimate of the number
of covered and uncovered users of each considered cell. [7] proposed a general
concept for the self-organization of multiple KPIs rather than only an algorithm
for tilt-based CCO. And they proposed an effective tilt-based algorithm which
combined to optimize coverage and capacity in downlink (DL) and uplink (UL)
jointly. What’s more, it used a real-world urban LTE deployment scenario in
practice and outperformed well. [8] used the concept of effective capacity as the
optimization objective, which involved the index of coverage in function, thus
achieving joint optimization. When facing high complexity optimizing scenario,
[9] introduced a low-complexity interference approximation model and formu-
lated the optimization problem as a mixed-integer linear program. They pro-
posed a traffic-light-related approach to consider multi-parameter optimization.
[10] only modified a limited set of basic beams combined with an overall beam,
to reduce complexity caused by 2-dimensional antenna arrays, while achieving
adequate performance gains by Nelder-Mead and Q-learning approach. How-
ever, that paper mainly optimized coverage in its cost function instead of its
so-called CCO. In this paper, we focus on optimize coverage and capacity in
UDN, and propose a tabu search (TS) algorithm for adjusting parameters and
reduce complexity under our proposed combined mathematical model.

The remainder of the paper is organized as follows. In Sect. 2, the system
model and our defined mathematical model for combined optimization is intro-
duced. In Sect. 3, we present our proposed TS algorithm and describe details
applying in our ultra-dense small cell network. Simulation environment and
results of CCO performance are presented and contrast with the Simulated
Annealing (SA) approach in Sect. 4, and Sect. 5 concludes this paper.
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2 System Model

We consider a scenario case based on a hexagonal 19-site network deployment,
which has original one site deployed in the middle and other six ones wrap-
around it symmetrically, also with other twelve ones attached to these six ones’
sides. These are 19 macro base stations, each with three sectors deployed as
hexagon. The path loss between users and their serving base stations is defined
by the distance between them, including propagation loss, shadow fading and
antenna gain. It can be affected by many configuration parameters, including
transmit power. In our work, we adjust the transmit power of the small cells
with other parameters fixed, to optimize coverage and capacity in the network.

Consider a 19-site network consisting of K MBSs, M SBSs and N deployed
UEs. MBSs are indexed as l, l = 1, 2, · · · ,K, SBSs are indexed as j, j =
1, 2, · · · ,M , while UEs are indexed as i, i = 1, 2, · · · , N . The transmit power
of all the SBSs is denoted by the vector p, p = {p1, p2, · · · , pM}. In the down-
link, the transmission channel gain between SBS j and the UE i is expressed as
gij , thus the received signal strength at UE i from SBS j is defined as follows:

Prx (i, j) = pjgij (1)

Assume that the system noise is σ2, hence the downlink SINR of UE i asso-
ciated with SBS j is calculated as:

SINRi =
gijpj

σ2 +
∑

k �=j

gikpk
(2)

Then we use a function to map each user’s SINR to its spectal efficiency,
shown in the form of a step function with each step a linear function.

SEi = Map(SINRi) (3)

The performance of coverage and capacity can be judged by a measurement of
spectral efficiency, that is, using average spectral efficiency to represent coverage
and edge spectral efficiency for capacity. Hence, we use a combined optimization
function to judge the performance of coverage and capacity of the overall system.
The function can balance coverage and capacity optimization objectives, by using
a compromise coefficient γ, 0 < γ < 1. The combined optimization function is
defined as follows:

F (p) = (1 − γ)SEave + γSEedge (4)

where SEave is the average spectral efficiency which can be obtained by cal-
culating the mean of all UEs’ spectral efficiency, while SEedge stands for the
edge spectral efficiency which can be obtained by calculating the 5% -tile of the
UEs’ spectral efficiency. The typical value γ can take is 0.5, and a bigger value
means we choose to pay more attention to improving the coverage performance,
otherwise, to improving the capacity performance.
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3 Optimization Schemes Based on Tabu Search

In order to optimize the combined function shown in 4, we use the improved tabu
search algorithm to iteratively update the transmit power of SBSs. Tabu search
are more used to solve combinatorial optimization problems, especially when the
dimension of the problem is really high and with large amount of data. It can
reduce the complexity when finding the optimal solution. The main idea of TS
is to mark some local optimal solutions and try to avoid (but not completely
prohibit) them, so as to avoid falling into local optima.

The TS algorithm begins with an initial solution vector, which in our work
is the initial transmit power of all SBSs. However, in our work, the number of
SBSs comes to 152, which means each macro cell has two small cell clusters and
four SBSs in each cluster. What’s more, to find a more optimal solution vector,
TS defines a neighborhood around its last iteration’s solution vector. In view of
the transmit power of each SBS is in the range of [−10 dBm, 24 dBm], we may
have a large amount of neighborhood vectors to deal with. In order to avoid
high complexity caused by the two aspects described above when calculating,
instead of dealing with all the transmit power in one small iteration, we choose
to view the SBSs in the same macro cell as a group. And in each inner iteration
we just change one group’s transmit power, to make the power vector move
to the best vector among this group’s neighboring vectors. The inner iteration
continued until all the 19 groups’ transmit power vectors have been changed to
a best solution in their neighboring vectors. After finished one outer iteration,
which means all SBSs’ transmit power has moved to a best solution in their
neighboring vectors, TS algorithm continues next outer iteration. As for the
specific method to choose the best vector among neighboring vectors, definitions
of related concepts should be given first. Firstly, the “neighboring vector” are
the vectors that only have one element different from all the elements of the
given vector. The difference aforementioned is constrained by “neighbor range”,
which means that the difference between the changed element and the one in the
given vector must be no more than neighbor range. The TS algorithm attempts
to avoid local optima by marking the newly gotten solution vectors of the past
few iterations as “tabu”. The number of the past few iterations is called “tabu
period”, set as P , which means if a solution vector is marked as tabu in an
iteration, it will remain as tabu in tabu matrix for P outer iterations. The
marking “tabu”is stored in “tabu matrix”, whose entries corresponding to certain
solution vectors are non-negative integers. These integers are updated in each
outer iteration, that is, usually begin with P and minus one in each later iteration
until come to zero. After making the definition clear, the steps of TS algorithm
are explained in Algorithm1.

In this paper, to begin with, TS algorithm gets initial SBSs’ transmit power
vector p, marked as BSF , which means the vector chosen is best so far and will
change during the iterations. Set initial algorithm parameters. All entries of the
tabu matrix are set to 0, the tabu period is set to P . The neighbor range is set to
r, the change of transmit power is 1 dBm per unit, so that the difference between
the changed element and the one in the given vector must be no more than rdBm.
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Algorithm 1. CCO based on tabu search algorithm.
Initialization:
1: BSF = p
2: FBest = F (p)
3: Tmtx = zeros;
4: for m iter iterations do
5: found = 0
6: l = 1
7: for lth MBS do
8: find neighborhood vectors of BSF, only change elements corresponding to the

lth MBS
9: calculate F of these neighborhood vectors
10: for all F of the neighborhood vectors do
11: find the best F of these neighborhood vectors
12: if the best F > FBest, or the best F < FBest but “non-tabu” then
13: update FBest with the best F
14: update BSF with the best neighborhood vector
15: mark BSF “tabu” and update corresponding entries in tabu matrix with

P
16: found = 1
17: Break
18: end if
19: exclude the best vector from the neighborhood vectors
20: end for
21: if found = 0 then
22: update FBest with the oldest best F
23: update BSF with the oldest best neighborhood vector
24: mark BSF “tabu” and update corresponding entries in tabu matrix with

P
25: end if
26: end for
27: update entries of tabu matrix as: Tmtx = max {Tmtx− 1, 0}
28: end for
29: return BSF and FBest

Set the maximum number of iterations to m iter. Calculate initial value of the
combined function F (p) according to 4, marked as FBest which reveals the
best optimization function when iterating. Also, set a bool flag, found, which
is initialized to be 0 and denotes whether the best vector among neighboring
vectors has been found or not.

The search algorithm described above is terminated if the maximum number
of iterations m iter is reached. And our final solution vector BSF has been
found before the iteration was stopped. The SBSs transmit power can be updated
according to the gotten BSF . Thus, the coverage and capacity optimization has
been optimized in the ultra-dense small cell network by using the improved TS
algorithm.
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4 Simulation Results

In this section, we apply the TS algorithm proposed in system-level simulation
and evaluate the combined function to judge the performance, in contrasting
with SA approach. In the following, we first introduce our simulation scenario,
and then compare the TS and the SA algorithm upon the combined performance,
the coverage performance and the capacity performance.

4.1 Scenario

Consider a hot-spot area, for example the area around office building, with MBSs
deployed outdoor and SBSs indoor. The indoor clusters are uniformly random
within 2 sectors of macro geographical area. And the SBSs are uniformly random

Table 1. Scenario configuration

Parameters Value

MBS layout Hexagonal grid/19 sites/3 sectors

SBS layout Clusters and SBS are indoor

System bandwidth per carrier 10 MHz downlink

MBS carrier frequency 2.0 GHz

SBS carrier frequency 3.5 GHz

MBS maximum transmit power 46 dBm

SBS maximum transmit power 24 dBm

Path loss model Free space, wall penetration, omnidirectional

MBS penetration loss 20 dB

SBS penetration loss Outdoor: 23 dB, Indoor: 46 dB

Thermal noise density −174 dBm/Hz

Number of clusters per macro cell 2

Number of small cell per cluster 4

Active UEs per macro cell 60

Proportion of indoor hot-spot UEs 1/3

Inter-site distance 500 m

Radius of cluster 50 m

Minimum MBS-UE distance 35 m

Minimum SBS-UE distance 5 m

Minimum MBS-center of cluster distance 105 m

Minimum center of cluster-cluster distance 130 m

Minimum SBS-SBS distance 20 m

MBS shadowing standard deviation 4 dB

SBS shadowing standard deviation 3 dB

Shadowing correlation distance 50 m

Traffic model Full buffer

Scheduling algorithm Round-robin
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dropping within the cluster areas. In our system-level simulation, we build the
topology of our ultra-dense network, the channel model, resource allocation and
the coverage and capacity self-optimization of the SBSs. The abstract topology
of the network and its enlarged display with hot-spot areas and UEs are shown
in Fig. 1. In the part of resource allocation, we calculate each UE’s (including
hot users and others) SINR, and assigned to certain BS to access to according
to SINR. Then we apply our proposed TS algorithm to optimize and evaluate
the performance. Some crucial parameters in simulation are presented in Table 1.
The channel model is set based on requirements of 3GPP TR36.842 (V12.0.0).

Fig. 1. Scenario of ultra-dense network with densely deployed small cells (Color figure
online)

4.2 Analysis

SA is used in simulation in contrast with our proposed TS algorithm. To contrast
in the same computational and space complexity, instead of randomly modifying
one elements of the last accepted vector, we use a policy similar to TS algorithm
for modifying part of vectors in SA. The policy is, finding the best among its
neighboring vectors as the modified vector. For fair, the neighbor range comes
to be 4, the same as one of neighbor ranges of the TS algorithm simulation.

The parameters concerning the SA are: the initial temperature T = 3e − 3,
and the parameter T decreases by a scale factor η = 0.998 over iterations. If
the new value of the combined function F (p) is worse than the best so far, cal-
culate the relative difference between the two as the probability pr, and then
receive the new vector and the new value with a probability of pr. The parame-
ters concerning the TS are: the initial tabu period P = 5, the neighbor range
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r ∈ {4, 6, 8, 12}. Both algorithm begin with the solution vector with all SBSs’
power 24 dBm, and the maximum iteration is 30.

As different parameter settings have different influence on the performance of
TS algorithm, especially the neighbor range, in addition to contrast with SA, we
also compare the performance of different neighbor range. Figure 2 shows that,
for the same neighbor range of r = 4, our proposed TS algorithm has a signif-
icantly faster convergence in iteration than SA, while finally reach almost the
same near global optimum as the contrast approach with a gain of about 32%.
And the final optima of both algorithms aren’t locked into local. On the other
hand, we can notice the fact that TS algorithm converges faster under different
parameter settings from the perspective of the number of iterations. Neverthe-
less, higher neighbor range setting means more calculating in each iteration, so
the condition of r = 4 has the most convergent speed among all the simulation
conditions.

Our optimization function is a combined function of CCO. Figure 3 shows the
overall throughput of the ultra-dense small cell network. As can be seen from
the figure, TS algorithm converges quickly to a constant during the iteration,
achieving a gain of 21% capacity improvement. While SA approach only achieves
a gain of 15%, lower than the TS algorithm’s result. There is an obvious decline
in the curve of TS with r = 12. That is because that TS can accept a worse
solution than the best so far to avoid locking into local optima.

Figure 4 shows the Cumulative Distribution Function (CDF) of the UE
throughput in the cells of the final solution. The edge throughput is defined by
the one of the 5-tile% UEs’ throughput sequence sorting. As can be seen from
the figure, the average throughput and edge throughput both improve after the
optimization. Besides, on the point of 5-tile%, our proposed TS algorithm also
has better performance than the SA.

Fig. 2. Combined optimization performance for the TS and SA (Color figure online)
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Fig. 3. Overall throughput performance for the TS and SA (Color figure online)

Fig. 4. CDF for UE throughput before and after optimization via the TS and SA
(Color figure online)

5 Conclusions

This paper aims to optimize coverage and capacity in ultra-dense network. In
order to solve combinational optimization problem, especially when the dimen-
sion of the problem is really high and with large amount of data, we introduced
the TS algorithm for adjusting parameters under our proposed combined opti-
mization mathematical model. The TS algorithm begins with an initial solu-
tion vector and searching for the next solution in its neighborhood, particularly,
the algorithm marks some local optima as tabu and try to avoid but not com-
pletely prohibit them in later iterative searches. Simulation results show that
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our proposed optimization model can represent the performance of coverage
and capacity well and balance the two conflicting key performance indicators in
optimization. More importantly, our proposed TS algorithm improves the cover-
age and capacity performance significantly with low computational complexity,
which means the algorithm can be used for real-time optimization and real-
ize self-optimization for UDN. Besides, from the results obtained in simulation,
we can draw the conclusion that the TS algorithm outperforms the adaptive
SA approach in terms of convergence speed while achieving near global opti-
mum. Additionally, the TS algorithm proposed in this paper is applied under
fixed parameters. Therefore, modifying some parameters adaptive in optimizing
process may bring better solution while lowing the computational complexity.
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Abstract. Ultra dense Network (UDN) is considered as a promising technology
for 5G. With dense access points (APs), one user can be served by several APs
cooperatively. Hence, how to choose APs and group them is a big challenge. In
this paper, a dynamic APs grouping scheme is proposed for the downlink of
User-centric UDN (UUDN). This scheme takes terrain and network topology
into consideration to divide the APs into several available candidate sets
(ACSs). The APs can be chosen from the ACS as the group member for UE’s
APs group (APG). Once the service requirement changes or user moves, the
group should be changed accordingly. The optimal objective is maximum
energy efficiency under the constraints of transmission power and user’s data
rate requirements. This scheme solves the problem of AP selection and power
allocation. It is modeled as a discrete mixed combinational optimization prob-
lem, and a quantum-behaved particle swarm optimization (QPSO) algorithm is
adopted to solve it efficiently. In addition, simulation results have also proved
the effectiveness and flexibility of the proposed scheme.

Keywords: UDN � User-centric � Dynamic APs grouping � Energy efficiency

1 Introduction

With the rapid development of wireless technologies, the research of the fifth gener-
ation mobile communication (5G) for the future mobile communication started to
emerge. 5G has several distinct characteristics, such as high rate, high capacity, and
low delay. Since Ultra Dense Network (UDN) is considered as a promising technology
for 5G, each user can be served by more than one access points (AP) [1]. Therefore,
how to serve users with multiple APs cooperatively is a big challenge.

The previous works mainly research cooperation in cellular systems to improve the
performance of cell edge users. The authors in [2] proposed an adaptive mode switch
scheme and power allocation method to achieve a joint optimization for performance of
edge users and center users. Nevertheless, the considered distributed framework would
result in large signaling overhead. In order to reduce power consumption and data
overhead in downlink coordinated multipoint (CoMP) transmission, the authors in [3, 4]
proposed a cooperative set selection method. A semi-dynamic cooperative cluster
selection scheme was proposed in [3] and the authors in [4] confined the number of APs.
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Some cooperative distributed radio resource management algorithms for time syn-
chronization, carrier selection, and power control were discussed in [5]. The authors in
[6] proposed a joint planning methodology. Although the simulation showed its
advantage, the scenario and AP type still could be improved. Energy efficiency was an
important factor which has to be considered [7]. Energy saving with small cell on/off
was proposed in [8]. The proposed method considered four clusters to simplify calcu-
lation. While the cluster was fixed, this would result to limitation. The authors in [9]
proposed a radio access network coordination framework toward 5G network. Its
coordination procedure employed the concept of cluster, but cluster partition was vague
which would result to congestion and cost. In the UDN, the authors in [10] proposed a
APs cooperation method with dynamical clustering in super dense Cloud-RAN. This
approach put forth a downlink cellular model. In order to analyze the performance of the
proposed approach, a deterministic rectangular grid model was used to compare with it,
which is based on stochastic geometry. This approach mainly considered the SIR, and
the result was relevant to the size of the cluster. The concept of device-centric is
proposed in [11]. It introduced virtualized device-centric radio access architecture for
5G, its advantage was to meet the stringent quality of service (QoS) requirements of
users. Some researchers also proposed a concept of user-centric for UDN (UUDN), they
noted that AP’s group (APG) would be a challenge.

In this paper, we aim at the problem of how to serve users with multiple APs
cooperatively in UUDN. A dynamic APs grouping scheme for downlink is proposed.
Grouping procedure can be concluded as initiating, creating group and recreating
process dynamically. Initiating adopts a concept of available candidate sets (ACSs).
When UE accesses to the network, the local control unit can choose the APs from the
ACS to create a group. By dynamically recreating group when the requirement of the
UE changed, this process can guarantee UE’s real time data rate demand. Grouping
criterion is to maximize the energy efficiency. It subjects to the constraints of trans-
mission power for different AP types and user’s data rate requirements. This is a
discrete mixed combinational optimization problem, and the sub-optimal solution can
be obtained by adopting a quantum-behaved particle swarm optimization (QPSO)
algorithm [12]. Simulation results show the performance of the proposed scheme.

The remainder of this paper is organized as follows. Section 2 describes the system
model. Section 3 shows the access scheme in detail. Problem formulation and the
solution are provided in Sect. 4. Section 5 shows the simulation results and discus-
sions. The conclusion and future work are given in Sect. 6.

2 System Model

2.1 UUDN System Architecture

In the UUDN scenario, we uniformly name low power nodes as APs. The nodes
include Micro, Pico, Femto, Relay and so on. User Equipment (UE) itself also can act
as APs in UUDN. UUDN is a User-Centric system which focuses on the experience
and requirements of UE [13]. There are some core features of UUDN as following:
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(1) Intelligent network: The network can intelligently and dynamically detect UE, and
record user’s requirement and radio link environment.

(2) Transparent network: For UE, the network changes with the UE’s mobility, but
UE will not realize the handover process.

(3) Dynamical network: By focusing on UE experience, it can provide service
adaptively, jointly and cooperatively.

The system architecture is shown as Fig. 1. It is a control plane and user plane
detached structure. This architecture can reduce the signaling overhead and switch
AP’s status into active or sleep mode in a concentrated control manner.

2.2 Channel Model

In this paper, multiple APs serve to each UE cooperatively in downlink multiple-input
multiple-output (MIMO) system. AP and UE are equipped with transmitting antennas
and receiving antennas, respectively. The received signal is described as:

y ¼ Hxþ n ð1Þ

where x denotes Nt-dimensional transmitted signal vector, H is Nr � Nt channel matrix,
y and n indicates Nr-dimensional received signal vector and noise vector.

We suppose that the rank of H is denoted by R ¼ rankðHÞ. Based on singular value
decomposition (SVD) theorem, channel matrix H can be decomposed as:

H ¼ U
D 0
0 0

� �
VH ð2Þ

where U is a Nr � NR unitary matrix, D is a diagonal matrix whose diagonal values are
the singular values of H. D is a NR � NR matrix and is described as D ¼ diag
ðk1; k2; � � � kRÞ. V indicates NR � Nt unitary matrix, and superscript H is conjugate
transpose.

Building

User
Local control 1

Local control 4

Local control 3

Local control 2
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User

User
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User

User
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Fig. 1. The architecture of UUDN
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Through formula derivation, we can transform a MIMO channel into R parallel
single-input single-output (SISO) channels. It can decrease or eliminate interference
among channels. Moreover, the channel gain of each SISO channel is
ki i ¼ 1; 2; � � � ;Rð Þ.

3 Dynamic APs Grouping Scheme

In hotspot area where a large number of APs are distributed, how to serve users with
multiple APs cooperatively is a big challenge. We propose a method to group APs
dynamically to provide accessing service to UE. In the proposed scheme, APs are not
limited to Pico, Relay and Femto. All the usable APs are called ACSs and divided into
groups. APs can increase or decrease dynamically in the existing groups. With the UE
requirement changed, group always dynamically changes accordingly. As APs are
ultra-dense deployed, we employ dynamic ACS partition in advance. This way can
help us to simplify the problem and save energy consumption. The way of ACS
partition will take network topology and terrain into consideration and the ACSs do not
overlap. Then APs grouping for a user depends on the user’s data rate requirement.
When the traffic data is low, the APs of group can switch their status into sleep mode to
save energy.

The ACS partition is shown as Fig. 2. In previous work, the number of APs is
limited in one ACS. One aspect is that too much APs will result in large signaling
overhead, and another one is computational complexity [4]. So in this paper, we design
an upper limit for the number of APs in one group.

The APs in the group will be adjusted by the change of UE’s requirements or
channel link conditions. Figures 3 and 4 are shown to explain the procedure of
dynamic grouping.

Figure 3 shows the situation when UE enters, local control unit will activate all of
the APs. After the calculation according to the optimal objective, several APs will be
chosen to create a group, while others will be tuned to sleep mode. Once UE’s
requirement has changed, its group will be changed as Fig. 4 shows. The proposed
scheme can be concluded as three steps:

Fig. 2. ACSs partition
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Step 1. By combining the network topology and terrain, the dense APs are divided into
several ACSs. In one ACS, there are three kinds of Aps: Relay, Pico and Femto. The
number and types of APs are unfixed and random.
Step 2. When the UE requires accessing an ACS, local control unit activates APs
belonging to the ACS. According to the UE’s requirement, the AP group is setup.
Step 3. As UE’s requirement and channel link condition may be changed; existing
group would not fulfill UE’s demand. For this situation, the proposed scheme can
change the group with UE’s requirement accordingly. Grouping criterion is to maxi-
mize energy efficiency under the constraint of UE’s requirement and power limit.

4 Problem Formulation and Optimal Solution

In this section, an optimization problem about dynamic APs grouping in UUDN is
formulated firstly. Then the solutions are given by adopting QPSO algorithm.

4.1 Problem Formulation

In one ACS, APs will be selected to create a group depending on UE’s data rate
requirement. When the requirement has changed, the APs in the group can change
accordingly. The number of APs in the group will increase or decrease, and then the
member’s resource will be reallocated. We suppose that perfect channel state infor-
mation (CSI) is known at the transmitter by dedicated backhaul links and feedback
channels, and regardless of the latency. Therefore, the instantaneous channel gain can
be available. In addition, a binary variable is used to represent the power allocation,
indicating whether the i-th AP is chosen to provide service or not.

Fig. 3. Dynamic grouping according to UE’s requirement

Fig. 4. Grouping changes when UE’s requirement changes
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The optimization problem is to maximize the energy efficiency under the con-
straints of power and the number of APs in an ACS. The optimization problem can be
presented as the following expressions:

max
I1;I2;...In;P1;P2���Pnf g

C
P
¼ max

I1;I2;...In;P1;P2���Pnf g

Pn
i¼1

W log2 1þ Iik
2
i Pi

r2n þ
P
k 6¼i

IkPk

0
@

1
A

Pn
i¼1

IiPi þ IiPcið Þ

s:t :

C�R

0�Pi �Pimax;Pimax 2 1; 0:5; 0:1f g
Ii 2 0; 1f g
Pci 2 0:2; 0:01; 0:02f g
n ¼ 5

8>>>>>><
>>>>>>:

ð3Þ

where Ii represents AP’s status, W represents the bandwidth,
P
k 6¼i

IkPk is interference

among APs, Pi indicates the transmission power of the i-th AP, ki is channel gain, n
indicates the number of AP, r2n is Additive White Gaussian Noise (AWGN) which can
express as r2n ¼ n0W and Pci indicates the power consumption of link. In the first
constraint, R is the requirement of UE and C represents the rate that can be provided by
the group. Then Pimax indicates the different power upper limit.

4.2 Optimal Solution

Because the optimization problem is a discrete mixed combinational optimization
problem, we intend to employ a heuristic algorithm QPSO to resolve it. In terms of
QPSO, we have to transform the constraint into unconstrained form, so the penalty
function is introduced in the paper. Then the fitness function includes the optimization
objective function and one penalty function. The fitness can be expressed as follows:

F ¼ f ðIi;PiÞþ aGðIi;PiÞ ð4Þ

where the objective function is f Ii;Pið Þ, a is penalty factor, GðIi;PiÞ represents penalty
function and its expression form as follows:

G ¼ max 0;C � Rð Þ½ �2 þ max 0;�Pimaxð Þ½ �2 þ max 0;Pi � Pimaxð Þ½ �2 þ I2i ;�Ii
� �2 ð5Þ

where C ¼ Pn
i¼1

W log2 1þ Iik
2
i Pi

r2n

� �
and max �; �ð Þ returns the larger number of the two

values.
We can define the particle as a vector and each of the vectors is consist of two

variables. So it is a two-dimension vector and the expression can be defined as:
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Xi ¼ I1; � � � ; Ii;P1; � � � ;Pið Þ ð6Þ

where Ii denotes the status of the i-th AP and its value is 0 or 1. 0 represents that this
AP’s status is in sleep mode and 1 is active mode, Pi means the power of this AP.

Every particle updates their positions and calculates respective local, global best
position and mean best position. Through limitation iterations, we can calculate a
sub-optimal solution. It is worth noting that we adopt three types of APs in the group,
so we need to judge the AP’s type to confirm its upper limit of power to satisfy its
penalty function. The procedure of the algorithm can be described as follows:

Step 1. Initialize the particle’s position and choose the maximum iteration value.
Step 2. Based on the fitness function (4), calculate a best position as the global best
position, a mean best position and update particle’s position. It’s an iteration process.
Step 3. Calculate each particle’s current position by fitness function (4) and then output
the current optimal solution.

5 Simulation Results and Discussions

In this section, the proposed scheme was evaluated by simulations. We assume each
ACS has 5 APs and the types of APs, including the Pico, Relay and Femto. Simulation
has two cases, with the group including three types of AP or only one kind of AP. The
user’s requirement is 5� 108 bps and channel gain is assumed to be a random number
between 0 and 1. The simulation parameters are shown in Table 1.

Case 1 shows the group with 5 APs. There are three types: relay, pico and femto.
Their power upper limits are shown in Table 1, 1 W, 0.5 W and 0.1 W, respectively.
Set 1 shows AP power distribution and status, it can be expressed as follows:

X11 ¼ 0; 1; 1; 1; 1; 0:91; 0:29; 0:05; 0:06; 0:03f g ð7Þ

X12 ¼ 1; 1; 1; 0; 1; 0:7; 0:2; 0:03; 0:08; 0:04f g ð8Þ

X13 ¼ 1; 1; 1; 1; 1; 0:5; 0:11; 0:03; 0:06; 0:02f g ð9Þ

Table 1. Parameters of simulation.

Parameter Value

a 1.5
W 30 M
n0 2� 10�7 W/Hz
Pimax relay 30 dbm/1 W
Pimax pico 27 dbm/0.5 W
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X14 ¼ 1; 1; 1; 1; 0; 0:3; 0:01; 0:06; 0:04; 0:06f g ð10Þ
X15 ¼ 1; 1; 1; 1; 0; 0:6; 0:08; 0:01; 0:01; 0:09f g ð11Þ
X16 ¼ 0; 1; 1; 1; 1; 0:8; 0:3; 0:04; 0:01; 0:07f g ð12Þ

The energy efficiency diagram is shown in Fig. 5. In the setting of the simulation
scenario, the transmission rate can reach their peak rates for gigabit per second,
therefore, in the power allocation, the service rate is far higher than the required rate. It
can be seen from the curves in the following figure that the gradual increase of the
emission power is a downward trend, which is consistent with the trend of the energy
efficiency curve. According to the above six sets of values, the horizontal coordinate
value will be limited to the maximum transmission power of the data. Because of the
limitation of the AP number and AP type for an ACS, the total emission power of the
mechanism will be a limited set, but this does not affect the trend of the curve.

Case 2 is a single AP type as Femto and the maximum transmission power limit is
0.1 w. In this scenario, the power allocation and the AP are selected as shown below:

X21 ¼ 1; 1; 1; 1; 1; 0:07; 0:08; 0:05; 0:02; 0:08f g ð13Þ

X22 ¼ 1; 0; 1; 1; 1; 0:08; 0:09; 0:03; 0:05; 0:03f g ð14Þ

X23 ¼ 1; 1; 1; 1; 1; 0:002; 0:07; 0:08; 0:01; 0:05f g ð15Þ

X24 ¼ 1; 1; 1; 1; 0; 0:03; 0:05; 0:03; 0:05; 0:06f g ð16Þ

X25 ¼ 1; 1; 1; 1; 1; 0:01; 0:003; 0:02; 0:07; 0:002f g ð17Þ

X26 ¼ 0; 1; 1; 1; 1; 0:08; 0:07; 0:073; 0:05; 0:03f g ð18Þ

Fig. 6. Single type AP energy efficiencyFig. 5. Hybrid AP energy efficiency

74 S. Yu et al.



As shown in Fig. 6 for case 2, this case and the case 1 can provide the similar user’s
rate. Meanwhile, the energy efficiency is improved to a maximum of three times of case
1. The main reason for this phenomenon is that the circuit loss of Femto is low.
According to the above six sets of values plotted curve chart, the horizontal coordinates
are the limited, this is because of the limited number of APs in the group.

In order to show the feasibility of the proposed mechanism, the fixed power AP
hybrid cooperative algorithm is used to compare with the proposed method. The AP
type selection and the maximum transmission power are the same as the above values.
In this group, all the APs are cooperating to provide service to the user, and the
maximum transmission power of AP in the group is 1.8 W. The power setting and
energy efficiency of the multiple hybrid APs are shown in the Tables 2 and 3:

Compared with the dynamic energy distribution of this mechanism, dynamic
allocation makes energy efficiency improved. According to the UE’s rate requirement,
the power allocation of each AP can be adjusted dynamically, rather than the overall
operation, so that power allocation and AP selection are more flexible. From the
comparison of are more flexible. From the comparison of Figs. 6 and 8, the proposed
dynamic power allocation can improve the efficiency of at least 1.2 times.

Compared with the dynamic power allocation proposed by this mechanism, the
energy efficiency value is also very close to the results obtained by the fixed power
allocation value, which proves the reliability of the mechanism. And from Figs. 7 and 8,
the allocation strategy adopted by the mechanism has been improved.

Table 2. Multiple APs fixed power allocation type table.

Relay Pico Femto Femto Femto EE (106)

1 0.5 0.1 0.1 0.1 2.27
0.8 0.4 0.08 0.08 0.08 3.47
0.5 0.25 0.05 0.05 0.05 3.6
0.2 0.1 0.02 0.02 0.02 4.7

Fig. 8. Fixed power for single type APFig. 7. Fixed power for hypbrid APs
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6 Conclusions

This paper proposes a dynamic APs grouping scheme in UUDN. According to the
topology of network and terrain, the dense APs are divided into several ACSs.
When UE accesses to the network, the APs of the ACS corresponding to the UE will be
activated. Then we adjust the cooperative APs to create a group and switch the inactive
APs into sleep mode. When the UE’s data rate requirement has changed, the group can
dynamically adjust its members accordingly. The adjustment and grouping criterion is
to maximize the energy efficiency under the constraints of transmission power and
UE’s demand. Since this problem is a discrete mixed combinational optimization, we
employ QPSO algorithm to solve it. Simulation results demonstrate the proposed
scheme can save power consumption and is flexible in use. Future work will consider
the scenario that backhaul link routing selection base on the AP’s group.
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Abstract. Ultra-Dense Network (UDN) is regarded as a major development
trend in the evolution of future networks, due to its ability to provide larger sum
rate to the whole system and meet higher users’ Quality of Service (QoS).
Different from the existing heterogeneous network, UDN has a smaller cell
radius and a new network structure. The core concept of UDN is to deploy the
low power Base Stations (BSs), i.e. Virtual Small Cells (VSCs). First, we derive
an ergodic sum rate expression. To acquire the maximum ergodic sum rate of all
the users, then we adopt the selection mode based on minimum distance. Due to
the consideration of the computation complexity of the above VSC selection
scheme, we finally propose a novel VSC selection scheme based on pattern
search. The simulation results demonstrate the correctness of the ergodic sum
rate expression and show the lower computation complexity of the proposed
VSC selection scheme comparing with the above reference scheme.

Keywords: Ultra-dense network � Virtual small cell � Sum rate � Pattern search

1 Introduction

Current heterogeneous network is consisted of macro-cells and small cells. This net-
work structure could not be able to meet the traffic demand which is increasing rapidly
in the future 5th Generation (5G). In [1], it is predicted that the traffic demand would
increase at least a 1000x network capacity in 2020. To meet the more traffic demand,
enhanced technologies are essential. So far, there are some potential candidates in [2],
such as UDN, massive Multiple-Input Multiple-Output (MIMO), and Non-Orthogonal
Multiple Access (NOMA). This paper focuses on UDN which is seen as a major
development trend in the evolution of future networks, due to its ability to provide
larger sum rate to the whole system and meet higher users’ QoS. In recent years, UDN
attracts many researchers in colleges and workers in industries. Both the industry and
academia are working together, e.g. Mobile and wireless communications Enablers for
the 2020 Information Society (METIS) and 5th Generation Non-Orthogonal Wave-
forms (5GNOW), to meet the capacity demand of the 5G mobile communication
systems [3, 4].
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Different from the existing heterogeneous network, UDN has a smaller cell radius
and a new network structure. In urban areas, there exist many potential hot spots, such
as conference halls, hospitals, and schools. In these areas, users are more easily to
aggregate in a small place. At the same time, many users require high data transmission
rate to support kinds of multimedia business. To meet the demand, VSC is presented in
[5]. The core concept of UDN is to deploy the low power Base Stations (BSs) in the
network, and the number of BSs is even larger than the number of Mobile Stations
(MSs) [6]. We regard each low-power BS as a VSC.

There have been some researches of the VSC in UDN. Recently, [7] analyzes
radius of VSC based large-scale distributed antenna system, and proves that the number
of BSs and MSs has an impact on the downlink rate. [8] proposes a novel Resource
Allocation (RA) scheme which is based on the sectoring of VSC. Its main idea is to
reuse the Physical Resource Blocks (PRBs) of sectoring and improve the system
capacity. [9] draws attention to the sum-rate maximization, and they develop a new
formulation of the beamforming problem for sum-rate maximization in VSC and
analyze the structure of its optimal solutions. Different from the existing single cell
serving mode, [10, 11] present the concept of VSC clustering in UDN. [10] utilizes
VSC clustering technique to maximize energy saving gain. [11] studies orthogonal
training resource allocation problem for VSC cooperative network through a
graph-theoretic approach aiming at minimizing the overall training overhead and then
demonstrates that the proposed low complexity algorithm performs closely to the
optimal solution.

This paper aims to maximize ergodic sum rate of all the users in UDN with low
computation complexity. In this paper, the following tasks are completed: we first
derive an ergodic sum rate expression. Second, due to the consideration of the com-
putation complexity of the VSC selection scheme based on minimum distance, we
propose a novel VSC selection scheme based on pattern search. Also, the two schemes
can acquire almost the same maximum ergodic sum rate of all the users. The simulation
results demonstrate the correctness of the ergodic sum rate expression and show the
lower computation complexity of the proposed VSC selection scheme comparing with
the reference scheme.

The remainder of this paper is organized as follows: In Sect. 2, we present the
system model of VSC with multi-user environment. Section 3 derives an ergodic sum
rate expression. In Sect. 4, we propose VSCs selection schemes based on maximum
sum rate analysis. We provide simulation results in Sect. 5. Finally, conclusions are
provided in Sect. 6.

2 System Model

We consider the downlink transmission in UDN with K MSs and N VSCs. Both of
them are equipped with a single antenna. As shown in Fig. 1, nine VSCs and four MSs
uniformly and randomly are distributed in the area, and the number of VSCs is larger
than the number of MSs K\Nð Þ. In our analysis, the total available power of VSCs is
P. We assume each VSC has the same power constraint, i.e. the jth VSC transmitted
power is Pj ¼ P=N, ðj ¼ 1; 2; 3. . .NÞ. The transmitted signal to noise power ratio for
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all VSCs is c0 ¼ P
Nr2n

. If the jth VSC is turned off, Pj ¼ 0. A principal goal of this paper

is to determine the pairings of N VSCs and their supporting MSs which maximize the
ergodic sum rate. Let us denote the transmission mode

X ¼ ½u1; u2; . . .; uN � ð1Þ

as the MS index of N VSCs where un 2 f0; 1; . . .;Kg, ðn ¼ 1; 2; . . .NÞ represents the
MS index supported by the nth VSC. If nth VSC turns off, we define un ¼ 0. From (1),
let us define Gi;SðxÞ ¼ fnjun ¼ i; n 2 f1; 2; . . .;Ngg as the set of VSC indices sup-
porting the ith MS, and Gi;IðxÞ ¼ fnjun 6¼ i; un 6¼ 0; n 2 f1; 2; . . .;Ngg as the set of
VSC indices supporting other MSs except ith MS. For MS i, the signal from VSCs in
Gi;S is regarded as the useful signal, while the signal transmitted from VSCs in Gi;I is
treated as interference. In Fig. 1, the transmission mode X ¼ ½1; 1; 3; 2; 1; 3; 2; 4; 0�. For
1th MS, the useful signal is from G1;S, i.e. 1th VSC, 2th VSC and 5th VSC, and the
interference information is from 3th VSC, 4th VSC, 6th VSC, 7th VSC and 8th VSC.

The received signal of ith MS is

yi ¼
XN
j¼1

ffiffiffiffiffi
Pj

p
gi;jxj þ ni; ði ¼ 1; 2; . . .;KÞ ð2Þ

where xjðj ¼ 1; 2; . . .;NÞ is the transmitted symbol from the VSC j with the average

power E½jxjj2� ¼ 1, Pj is the power allocated to VSC j, gi;j denotes the channel gain
from ith MS to jth VSC, and ni represents the additive white Gaussian noise with
variance r2n for the ith MS. The channel gain is gi;j ¼

ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
Cd�a

i;j si;j
p

hi;j, where C is a
constant, di;j is the distance from ith MS to jth VSC, a is the path loss factor, si;j denotes
shadow fading, and hi;j is the independent and identically distributed complex Gaussian
random variable. Let 10 lg si;j represent zero mean Gaussian random variable, and its
standard deviation equals 1. Also the mean value of hi;j is 0, and standard deviation of
hi;j is 1.

VSC 1

VSC 2
VSC 3

VSC 4 VSC 5

VSC 6

VSC 7 VSC 8

VSC 9

MS 3

MS 4

MS 2

MS 1

Fig. 1. Structure of UDN with four MSs and nine VSCs K ¼ 4; N ¼ 9ð Þ.
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3 Ergodic Sum Rate Analysis

In this paper, inter-MS interference is regarded as the Gaussian noise since it can be
interpreted as the worst effect that the measurement noise can have [12]. We use Xi;j to
represent Cd�a

i;j si;j, i.e. Xi;j ¼ Cd�a
i;j si;j. Then we can do the following theoretical

derivations. And the Signal to Interference plus Noise power Ratio (SINR) of the ith
MS is generally represented as

qi ¼

P
l2Gi;S

ðPNÞXi;l hi;l
�� ��2

P
k2Gi;I

ðPNÞXi;k hi;k
�� ��2 þ r2n

¼

P
l2Gi;S

ðdi;lR Þ�asi;l hi;l
�� ��2

P
k2Gi;I

ðdi;kR Þ�asi;k hi;k
�� ��2 þ NRa

CP=r2n

¼

P
l2Gi;S

ci;l
P

k2Gi;I

ci;k þ b
¼ ci;S

ci;I þ b

ð3Þ

where ci;l ¼ ðdi;lR Þ�asi;l hi;l
�� ��2 is the logarithmic normal distributed random variable,

b represents NRa

CP=r2n
, and R is the normalized distance.

In the following, we consider the Probability Density Function (PDF) of qi to
derive a closed form of the ergodic sum rate. The corresponding PDF of qi can be
expressed as [13]

fci;lðxÞ ¼
Z 1

0

1
x
expð� x

x
Þ nffiffiffiffiffiffi

2p
p

ri;lx
exp½� ð10 lgx� li;lÞ2

2r2i;l
�dx ð4Þ

where li;l ¼ 10 lg½ðdi;l=RÞ�a�, ri;l is the standard deviation of 10 lg si;l, and n ¼
10=ln10 is a constant. The moment-generating function of ci;l can be expressed as
follows [13]

Wci;lðsÞ �
1ffiffiffi
p

p
XM
p¼1

Wp½1� 100:1ð
ffiffi
2

p
ri:lZp þ li:lÞs��1 ð5Þ

where Zp and Wp are the pth root of M order Hermite polynomial and the corresponding
integral weighted coefficient respectively.

Let us regard ci;S ¼
P

ci;l as the sum of several independent random variable. Its
moment-generating function is

Wci;SðsÞ ¼
Y
l2Gi;S

Wci;lðsÞ: ð6Þ

ci;S can approximatively be expressed by a logarithmic normal distributed random
variable, so the PDF of ci;S is denoted as [14]
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fci;SðxÞ ¼
nffiffiffiffiffiffi

2p
p

ri;Sx
exp½� ð10 lg x� li;SÞ2

2r2i;s
�ðx� 0Þ: ð7Þ

The corresponding moment-generating function of ci;S is [13]

Wci;SðsÞ �
1ffiffiffi
p

p
XM
p¼1

Wp exp½100:1ð
ffiffi
2

p
ri;SZp þli;SÞs�: ð8Þ

Here, the Eq. (6) is equal to the Eq. (8), i.e.

Y
l2Gi;S

Wci;lðsÞ ¼
1ffiffiffi
p

p
XM
p¼1

Wp exp½100:1ð
ffiffi
2

p
ri;SZp þli;SÞs�: ð9Þ

When there are two different values for variable s, we can get binary equation groups of
li;S and ri;S. The equation groups can be solved by numerical method. So ci;S can be
approximatively expressed as a logarithmic normal distributed random variable through
the parameter ðli;S; ri;SÞ.

In the same way, ci;I þ b can be approximatively expressed as a logarithmic normal
distributed random variable, and its PDF is

fci;I þ bðyÞ ¼ nffiffiffiffiffiffi
2p

p
ri;Iðy� bÞ exp½�

ð10 lgðy� bÞ � li;IÞ2
2r2i;I

�ðy� bÞ: ð10Þ

From (3), SINR of the ith MS qi is the radio between ci;S and ci;I þ b, so the PDF of qi
is denoted as

fqiðqÞ ¼
R1
b yfci;SðqyÞfci;Iþ b

ðyÞdy ¼ n2

2pri;Sri;Iq
�R1

0
1
x exp�

f10 lg½qðxþ bÞ��li;Sg2
2r2i;S

� exp½� ð10 lg x�li;I Þ2
2r2i;I

�dxðy� b ! xÞ: ð11Þ

From the above, we can denote ergodic rate of ith MS as

E½Ri� ¼
R1
0 log2ð1þ qÞfqiðqÞdq

¼ n2

2pri;Sri;Iq
� R1

0
1
x expð�

ð10 lg x�li;I Þ2
2r2i;I

Þ R1
0

log2ð1þ qÞ
q �

expð� f10 lg½qðxþ bÞ��li;Sg2
2r2i;S

Þdqdx:
ð12Þ

We can get the following equation through the Gauss-Hermite integration

E½Ri� ¼ 1
p

XM
q¼1

Wq�½
XM
p¼1

Wp log2ð1þ
100:1ð

ffiffi
2

p
ri;SZp þli;SÞ

100:1ð
ffiffi
2

p
ri;IZp þli;I Þ þ b

Þ� ð13Þ
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where Zp and Wp are the pth root of M order Hermite polynomial and the corresponding
integral weighted coefficient respectively. So the ergodic sum rate of K MSs is

Rsum ¼
XK
i¼1

E½Ri�: ð14Þ

4 Analysis on VSC Selection Schemes

In this section, we study the VSC selection scheme based on minimum distance and
propose a novel VSC selection scheme for the ergodic sum rate maximization using the
derived expression in the previous section.

4.1 VSC Selection Scheme Based on Minimum Distance

We introduce a VSC selection scheme based on the minimum distance where the
number of mode candidates increases dramatically for large N. For N VSCs and K
MSs, we can define all mode candidates as X . The size of the set of mode candidates X
is given as 2N � N [15].

In this scheme, we first set X0 ¼ ½u1; u2; . . .; uN � as the mode where each VSC
serves its nearest MS with turning on all the VSCs. Then, we turn off VSCs in this
transmission mode one by one with 2N � 1 distinct combinations, and generate a mode
candidate by replacing the corresponding user indices to 0. Then, all these 2N � 1
candidates are added to the mode candidate set X . Finally, after evaluating the ergodic
sum rate for each candidate mode in X using the expressions derived in Sect. 3, we
select the best mode which exhibits the maximum rate.

4.2 VSC Selection Scheme Based on Pattern Search

In this subsection, we propose a novel transmission mode selection scheme which
reduces the computation complexity comparing with VSC selection scheme based on
minimum distance. This scheme is based on pattern search. The objective function is

fobjðXÞ ¼ Rsum: ð15Þ

Our objection is searching the Xopt ¼ argmax
X2X

Rsum. The mode selection procedure is

described in Table 1, where INði; �Þ means the i row of the N order identity matrix.

5 Simulation Results and Analysis

In this section, we demonstrate the correctness of the ergodic sum rate expression. And
we also evaluate computation complexity of the proposed VSC selection scheme
comparing with the selection mode based on minimum distance by a system level
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simulator. The results of simulation with the method of Monte Carlo are given. In this
simulation, we use wrap-around to have reliable interference calculation. The number
of generated channel realizations is equivalent to 5000. More specific parameter is
shown in Table 2 in detail.

In Fig. 2, each VSC chooses the nearest MS to serve with all VSCs turned on, and
the two pairing lines are almost overlap with different K. So it can demonstrate the
correctness of the ergodic sum rate expression. With the increasing of K or the
transmitted signal to noise power ratio c0, the ergodic sum rate is increasing.

In Fig. 3, the ergodic sum rate by VSC selection scheme based on pattern search is
similar to the result of VSC selection scheme based on minimum distance. However,

Table 1. VSC selection sheme based on pattern search.

Table 2. Basic parameters of simulation scenario.

Parameter Value

Carrier frequency 2 GHz
(Inter Site Distance) ISD 35 m
ri;j 6 dB
a 4
The order of Hermite polynomial M 20
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the proposed scheme has lower computation complexity than VSC selection scheme
based on minimum distance. From Fig. 4, the computation complexity of VSC
selection scheme based on minimum distance is a constant value with different number
of MSs K. Because the computation complexity of VSC selection scheme based on
minimum distance is only related to the number of VSCs N. However, the computation
complexity of VSC selection scheme based on pattern search is much lower than the
computation complexity of VSC selection scheme based on minimum distance with
different KðK\NÞ. When N is given, the computation complexity of VSC selection
scheme based on pattern search increases with K and then start to change little. This is
because when K is closed to N, there are almost the same number of times the objective
function is called.

Fig. 2. Ergodic sum rate with different K.

Fig. 3. The ergodic sum rate comparison between VSC selection scheme based on minimum
distance and VSC selection scheme based on pattern search.
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6 Conclusions

In this paper, we have studied the multi-MSs downlink VSC and have derived an
ergodic sum rate expression using the PDF of MSs’ SINR. The simulation result
demonstrates the correctness of the ergodic sum rate expression. Through the derived
expressions, we have proposed the VSC selection scheme based on pattern search to
maximize the ergodic sum rate of whole MSs. In the proposed scheme, the ergodic sum
rate is similar to the result of VSC selection scheme based on minimum distance.
However, simulation results show that the VSC selection scheme based on pattern
search has lower computation complexity than VSC selection scheme based on min-
imum distance. So the proposed scheme can get desired ergodic sum rate with lower
computation complexity.
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Abstract. The ultra-dense network (UND) has been considered as an effective
scheme to satisfy the growing demands on data rate in the wireless network.
And it can easily improve the throughput by increasing the number of base
stations. In this paper, the performance of UDN with various small cell densities
is evaluated. And the throughput, spectrum efficiency and energy efficiency are
taken into consideration to evaluate the performance of the deployment strate-
gies. As can be seen from the simulation results, the throughput and area
spectrum efficiency are obviously improved with the increasingly dense cells.
However, as the network densification the positive influence on throughput and
spectrum efficiency would be decreased.

Keywords: Ultra dense networks � Throughput � Spectrum efficiency � Energy
efficiency

1 Introduction

The popularization of smart devices and rapid development of internet services lead to
a prophecy that the traffic flow of mobile data traffic will increase a 1000-fold till the
year of 2020 [1]. In order to meet future mobile communication systems under the
conditions of the traffic demand, from the spectral efficiency and energy efficiency, the
heterogeneous networks (HetNets) is a practical approach to maximize the spectral
efficiency and minimize the energy consumption [2]. Moreover, the 5th generation
mobile networks (5G) will provide support for a new kind of network deployment such
as ultra-dense network [3]. And advanced small cell technology will be adopted in 5G
systems to bring highly quality of experience of users.

The small cells, which including picocells, femtocells and microcells, have been
attracting more and more attention to improve service coverage and system capacity. In
order to make the best of spectrum, small cells usually adopt the same frequency as the
macro cells. And they often have lower transmit power than macro cells to reduce
co-channel interference. Currently, small cells are widely deployed in small commer-
cial areas or at home. Indeed, small cells already have a larger number than macro cells.
Meanwhile, green communication has been paid more attention in global scale. And
the energy efficiency is one of the most importance parts of the performance. However,
what problems the UDN will bring to spectrum and energy consumption have not been
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well known. This paper has evaluated the network performance in UND using several
parallel metrics likes SINR distribution and throughput. Particularly, varieties of
spectrum efficiencies and energy efficiencies are also considered for assessing the
network performance in different dense network scenarios.

The organization of the paper is as follows. Section 2 provides an overview of
system model. In Sect. 3 the main simulation results of performance evaluation in
UND are discussed. Following that, some problems and challenges in UND are dis-
cussed in Sect. 4. Finally, in Sect. 5 the conclusions are presented.

2 System Model

2.1 Scenario and Parameter

In this paper the traditional 7 Macro layout of hexagonal deployment has been used as
the base scenario for the simulation. And as shown in Fig. 1, in the center cell (Cell 0) a
lot of Pico eNodeBs (PeNBs) are randomly deployed, but there are no PeNBs in the
Macro cells locating around the center cell. The function of surrounding Macro eNo-
deBs (MeNBs) is providing interference, so that the scenario is realistic. And the
number of Pico is increased from 20 to 120 with an interval of 20, which results in 97,
190, 282, 375, 468 or 560 cells per square km deployed in the scenario, respectively.
It’s worth noticing that all eNBs i.e. MeNBs and PeNBs are transmitting in the same
frequency. And the specific simulation parameters can be found in Table 1.

288m

MeNB

PeNB

UECell 0

Fig. 1. Simulation scenario.
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2.2 Channel Model

The channel model of the simulation handles packet transmission and models the
propagation loss taking into account four different fields as suggested in [4]: (i) the
penetration loss, (ii) the path loss, (iii) the fast fading, and (iv) the shadowing fading

Table 1. Simulation parameters.

Parameters Value

System configurations
Frequency 2 GHz
Bandwidth 10 MHz (50RBs)
Duplex FDD
Antenna configuration DL: 2 � 2
ISD 500 m
Frequency reuse factor 1
Minimum distance
between eNB and UE

35 m (MeNB)/10 m (PeNB)

Minimum distance
between MeNB and
PeNB

75 m

Minimum distance
between PeNB and
PeNB

40 m

Noise −174 dBm/Hz
Fast fading Jakes model
Number of UEs 30 (Macro)/5 (Pico)
Number of Picos 20/40/60/80/100/120
Scheduler PF
eNB configurations
MeNB Transmit power 46 dBm

Antenna gain 17 dBi
Antenna height 25 m
Channel model 3D-UMa

PeNB Transmit power 30 dBm
Antenna gain 5 dBi
Antenna height 10 m
Channel model 3D-UMi

UE configurations
Transmit power 23 dB
Antenna height 1.5 m
Mobility type Random walk
Speed 3 km/h
Traffic type Full buffer
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[5]. And the propagation loss can be divided into two kinds of channel parameters. The
first one is the large scale parameters including the path loss and shadow fading. The
second one is the small scale parameters, like fast fading. And to meet the complex
simulation scenarios in UND there are variety channel models can be chosen such as
3D channel, WINNER II and traditional channel models.

2.3 Antenna Model

A 3D antenna model is adopted for this simulation. The horizontal radiation pattern
(1) and vertical radiation pattern (2) are both considered as well as the electrical down
tilt [6]. The horizontal radiation pattern is given by:

AE;HðuÞ ¼ �min 12
u

u3dB

� �2

;Am

" #
j½dB� ð1Þ

where AE,H(u) is the antenna attenuation in the horizontal direction u, the value of u is
from −180o to 180o, u3dB is the horizontal 3 dB beam width and the default is 65o, and
Am = 30 dB is the maximum gain, and min [.] denotes the minimum function. The
vertical radiation pattern is similar as the horizontal antenna pattern and it is given by:

AE;VðhÞ ¼ �min 12
h� /tilt

h3dB

� �2

; SLAV

" #
j½dB� ð2Þ

where AE,V(h) is the relative antenna attenuation in the vertical direction h, −90o � h
� 90o, and h3dB is the vertical 3 dB beam width corresponding to h3dB = 65o.
SLAV = 30 dB, /tilt is electrical down tilt, and it may be assumed to be 90o. And the
combined antenna radiation pattern is computed as:

Aðh;uÞ ¼ �min � AE;VðhÞþAE;HðuÞ
� ��

;Amg j ½dB� ð3Þ

2.4 Protocol Stack

The protocol stack has been set up as a container of Radio Resource Control (RRC),
Radio Link Control (RLC), MAC and PHY entities. Generally speaking, the RRC
contains a lot functions including broadcasting the relevant system information,
operating the RRC connection between the UE and the E-UTRAN, managing the
mobility and allocating the wireless resources etc.

The RLC entity provides interactions between the radio bearer and the MAC entity
[7]. Besides, it models the unacknowledged data transmission at the RLC layer [8]. The
most important functionalities of RLC are the segmentation and the concatenation of
service data units. And the RLC entity comprises three different types of RLC:
Acknowledged Mode (AM), Unacknowledge Mode (UM) and Transparent Mode
(TM).
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While the MAC entity provides all the most important procedures for the radio
interface, such as scheduling requests and radio resource allocation [9]. Moreover, in
this entity the Adaptive Modulation Coding (AMC) module is further defined.

Moreover, PHY provides reliable environment for the data transmission between
transmission media and interconnection equipment. And it is directly facing the actual
data transmission physical media to provide a transport raw bit stream over a physical
media layer to the MAC.

3 Simulation Evaluation

As known the throughput and spectrum efficiency are two key performance indicators
for evaluating the capacity in the 4G network. And the energy efficiency attracts more
and more people’s attention for the communication industry towards green develop-
ment. In the following, all the performances are evaluated as well the SINR.

3.1 SINR

The performance of a cellular system in a certain environment is highly dependent on
the radio propagation conditions. The quality of the radio propagation is determined by
the transmission power of the eNB and the interference which set a limit on the
maximum throughput, as defined by Shannon capacity bound.

Figures 2 and 3 respectively show the CDF of UE SINR and the SINR spatial
distribution corresponding to 20, 40, 60, 80, 100 and 120 small cells deployments. It is
evident that, the UE SINR is deteriorated as the density of Pico developments. And the
reason can be easily owe to interferences from the other co-frequency eNBs except the
serving eNB. As shown in Fig. 3, the coverage is becoming larger with the Pico cell
density, and on the other side the percent of high UE SINR is becoming lower. That is
because, with more and more Pico cells deployments, more areas are occupied by Pico
cells. At the same time that leads to a problem, as mentioned earlier, the interference
will be stronger.

Fig. 2. CDF of UE SINR for different Pico densities.
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3.2 Throughput

Network densification has the potential to linearly increase the throughput of the
network with the number of deployed cells through spectrum reuse, and it is deemed to
be the key technology to provide most of the throughput gains in future networks [10].
As shown in Fig. 4(a), increasing the number of Pico development will increase the
throughput of the entire cellular networks. But the pace of increasing in throughput
becomes slower. Moreover, Fig. 4(b) shows that the maximum rate is gradually
decreased due to the increasing density of cells. As spectrum resources can be fully
utilized in the same frequency network development, the same frequency is adopted in
both Macro and Pico. Nevertheless, the interference will grow with the increasing of
network nodes in the same frequency. That is the reason why the increasing of the
throughput becomes slow.

Fig. 3. SINR spatial distribution for different Pico densities.

Fig. 4. The network throughput (a) and the CDF of UE throughput (b) for different Pico
densities.
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3.3 Spectrum Efficiency

Table 2 provides relevant spectrum efficiency such as cell spectrum efficiency (ηcell),
area spectrum efficiency (ηarea) and cell edge spectrum efficiency (ηedge) versus cell
densities. As for cell spectrum efficiency, it is shown to decrease with the increasing of
the cell density. Initially, the cell spectrum efficiency is at the level of 1.47 bps/Hz/cell
and reduces to 0.77 bps/Hz/cell when network is densified from 97 cells/km2 to 560
cells/km2. Besides, the cell edge spectrum efficiency has the same trends as the cell
spectrum efficiency, which reduces from the level of 0.158 bps/Hz/cell to 0.067
bps/Hz/cell. On the contrary, the high degree of resource reuse because of dense
deployments with co-frequency leads to an increase of the area spectrum efficiency as
shown in Table 2. On the other hand, the pace of increasing in area spectrum efficiency
becomes slower due to the increasing interference from the other co-frequency eNBs.

3.4 Energy Efficiency

The energy to bit ratio (kI) is one of the most common metric used for evaluating the
energy efficiency of the performance in a network, especially in urban environments.
And it is defined by the amount of power consumed in providing an aggregate network
capacity. From other side, it also can be described as energy consumed for transmitting
per bit information. This metric is appropriate for assessing the energy efficiency of a
network with full loads [11].

In order to evaluate the impact of energy efficiency in a cell densification network,
the area energy consumption (kA) by normalizing the total power consumption is also
given in [12] to 1 km2 area. The area energy consumption is usually used in a case
where the network without full loads. Finally, taking into account the area spectrum
efficiency and area energy consumption, the energy-efficiency is defined as following:

Eeff ¼ garea
kA

j½bps =Hz =w� ð4Þ

where ηarea is the area spectrum efficiency as mentioned in Table 2.
The energy efficiency is summarized in Table 3. It can be observed that, the area

energy consumption is increasing as the network deployment densified. It increases
from 276.898 w/km2 to 739.861 w/km2 when the network is densified from 97

Table 2. Various spectrum efficiencies for different Pico densities.

Pico number qcell
[cells/km2]

gcell
[bps/Hz/cell]

gedge
[bps/Hz/cell]

garea
[bps/Hz/km2]

20 97 1.47 0.158 142.23
40 190 1.12 0.127 211.62
60 282 1.01 0.107 285.82
80 375 0.92 0.092 342.99
100 468 0.84 0.078 392.73
120 560 0.77 0.067 431.85
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cells/km2 to 560 cells/km2. That is because the network coverage is constant, more and
more power will be consumed with the increasing in the eNB density. From another
aspect, increasing the eNB density will first increase the energy-efficiency Eeff and then
decrease. The reason can be deduced from the growth trend of the area spectrum
efficiency and the cell density. It can be observed that, the increment of the cell density
is a constant i.e. the acceleration of the area energy consumption is a constant. How-
ever, due to the increasing interference with the increasing cell density the acceleration
of the area spectrum efficiency is becoming smaller. That can lead to the Eeff increases
from 0.514 bps/Hz/w to 0.619 bps/Hz/w when the network is densified from 97
cells/km2 to 282 cells/km2 and then decreases to 0.584 bps/Hz/w.

4 Challenges in Ultra Dense Networks

Although UDN is a promising technology to improve the throughput and meet the
demand of the increasing traffic, there are also some issues in UDN like the intense
co-frequency interference as mentioned before. Some researches consider the enhanced
inter-cell interference coordination (eICIC) and the coordinated multi-point (CoMP) as
feasible ways to overcome the interference. But how effectively they would perform in
UDN is indeterminate so far. And as more and more small cell stations deployed the
energy consumption is another hotspot in UDN. Moreover, the reduced Inter Site
Distances (ISD) in UDN will raise the handover frequency and handover failure rate of
mobile users. And UDN would bring some problems to the mobility management.
Some new schemes of mobility management for example dual connectivity should be
further explored. Also challenges of this network architecture could be the flexible
connection to the core networks, dynamic on-off and the random deployment of small
cells, and the flat system architecture of system.

5 Conclusions

In this paper, the network performance in different dense network scenarios has been
evaluated. From the SINR distribution point of view, the SINR of the overall network
deteriorates as the density of Pico deployments. From the throughput point of view,
network densification can increase the throughput. But the acceleration of throughput is

Table 3. Various energy efficiencies for different Pico densities.

Pico number qcell
[cells/km2]

kI
[w/bps] * 10e−6

kA
[w/km2]

Eeff

[bps/Hz/w]

20 97 0.194 276.898 0.514
40 190 0.174 369.491 0.573
60 282 0.161 462.083 0.619
80 375 0.161 554.676 0.618
100 468 0.164 647.269 0.607
120 560 0.171 739.861 0.584
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becoming smaller as the network densification. From the point of spectrum efficiency,
the area spectrum efficiency is raised just like the throughput. However, for the cell
spectrum efficiency and cell edge spectrum efficiency, they will decrease with the
increasing of cell density. As for energy consumption, the area energy consumption is
improved as the network deployment densified. On the other side, it can be found that
the energy-efficiency defined above rises at first and then falls. And it could be also
found that the UDN will cause some problems such as the intense inter-cell interference
and more frequent handover.
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Abstract. Considering both system energy efficiency (EE) and the
implementation of distributed power control algorithm in multi-user cog-
nitive radio networks (CRNs), a multi-leader Stackelberg power control
game algorithm is proposed to achieve continuous Pareto improvements
in non-cooperative power control game (NPG) in this paper. By combin-
ing the advantages of cooperative and non-cooperative games with con-
sideration of secondary users’ quality of service (QoS) requirements, the
problems of low system EE of non-cooperative game and limited Pareto
improvement of single leader Stackelberg game are solved. Simple utility
function and time back-off are utilized to facilitate the implementation
of distributed algorithm. Simulations show that the proposed algorithm
improves the system EE as Pareto improvement is reached. Meanwhile,
primary user’s QoS is guaranteed as secondary users transmit with lower
power.

Keywords: Energy efficiency · Cognitive radio networks · Stackelberg
game theory · Pareto improvement

1 Introduction

With the increasing energy consumption in wireless networks, green wireless
communications arouse great attention, which aim at improving energy effi-
ciency (EE). Power control [1] is an efficient radio management method to reduce
mutual interference and improve the EE.

Power control schemes based on game theory are investigated. In [2], a non-
cooperative power control game (NPG) was investigated to solve the power con-
trol issues in multi-secondary-user underlay cognitive radio networks (CRNs).
The utility function was designed based on EE, which was easy to realize distrib-
uted computation and reduced the power consumption of the base stations [2].
In [3], the authors modified the utility function designed in [2] with a novel pric-
ing function to pursue higher EE. However, Nash equilibrium (NE) in the non-
cooperative game is inefficient since the users act selfishly [4]. In [5], hierarchy-
based cooperative Stackelberg game was introduced to deal with the inefficient
NE problem. In [6], Stackelberg game was used to pursue high EE for single
user while total EE of multiple secondary users (SUs) was ignored. In [7], the
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authors focused on maximizing multiple SUs’ total EE with Stackelberg game.
However, only one-shot Pareto improvement was obtained in [7]. Thus, the EE
can be further improved by continuous Pareto improvements.

In this paper, we focus on achieving high total EE of multiple users by con-
tinuous Pareto improvements in underlay CRNs. We proposed a distributed
power control algorithm based on Stackelberg game to improve EE. In the pro-
posed algorithm, the utility function is simply defined based on EE and time
back-off [8] is used to implement the distributed algorithm. Continuous Pareto
improvements are achieved with multiple leaders implementing power-decreasing
strategy. Thus, high total EE of multiple users is achieved in the green com-
munications. We also prove the existence of Stackelberg Equilibrium (SE) and
investigate the computational complexity of the proposed algorithm.

2 System Model and Problem Formulation

In underlay CRNs, N pairs of SUs simultaneously share the same band with a
pair of primary users (PUs). To make the figure simple and clear, in Fig. 1, only
three pairs of SU transceivers (SU-TXi and SU-RXi, i = {1, 2, 3} and a pair of
PU transceiver (PU-T and PU-R) are shown and the interference links between
SUs are not shown. Log-normal channel model is considered. The channel gains
of links SUs−PU and secondary transmitter (ST) j−secondary receiver (SR) j
are denoted by gj and hj , respectively. hij denotes channel gain between ST i
and SR j. Local knowledge between two direct links about channel information
can be acquired by each SU. In underlay CRNs, three constraints should be
satisfied. First, the interference to PUs caused by SUs should not exceed the
interference threshold I th. Second, the maximum power budget of SU j, e.g. pj ,
is pmax

j . Last, each pair of SUs (e.g. the j th) needs to meet a target signal-
to-noise plus interference ratio (SINR) γtar

j to guarantee the quality of service
(QoS). In this paper, we aim to maximize the total EE of the system. For each
SU, the utility uj is defined as [2,3,5]

Fig. 1. System model
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uj (pj , P−j) =
LR

Mpj
fj(γj), (1)

where R, M and L represent transmit rate, data length and information length
of each packet, respectively. P−j is a set {p1, . . . , pj−1, pj+1, . . . , pN}. fj(γj) is a
monotonic deceasing function to measure the probability of correct reception:

fj(γj) = (1 − 2Pej)
M

. (2)

Here, Pej = 0.5 exp(−γj

2 ), which represents the binary error rate of a noncoherent
frequency shift keying modem. The utility function can be interpreted as the
number of information bits received per Joule of energy expended.

The optimization problem in this paper is written as:

max w =
∑

j∈N

uj

s.t.
∑

j∈N

pj |gj |2 ≤ Ith,

pj ∈ (0, pj
max],

γj =
pj |hj |2

N∑
i=1, i �=j

pi|hij |2 + δ2j

≥ γj
tar.

(3)

Here, w is social welfare [5] as defined in [7]. δ2j contains the interference to SU
j caused by primary transmitter and additive white Gaussian noise.

3 Review of NPG and Stackelberg Game

3.1 NPG Algorithm and NE

An appropriate model for power control problem is given by NPG [4]. In [4], the
optimization problem is written as

max uj(pj , P−j), j ∈ {1, . . . , N}. (4)

We denote the utility function alternatively as uj(pj ,P−j), where uj is the same
as (1) and P−j represents the power of players excluding j.pj represents the
power of user j. Non-cooperative game is described as G = [N, {pj} , {uj}],
where N = {1, . . . , N} is the SU player set. {pj} is the policy set and {uj} is
the utility function set.

The works [4,9] on NPG algorithm show that the unique NE exists when
users choose their policies selfishly and rationally. The NE can be described as
pNE = (pNE

1 , . . . , pNE
N ), where pNE

j = min(pmax
j , p∼

j ) and p∼
j is

p∼
j =

γ∼
j

(
∑
k �=j

hkjpk
NE + δ2j

)

hj
, (5)
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which represents the transmit power of SU j. The γ∼
j is the SINR, which is the

solution to (6)

f ′(γj)γj − f(γj) = 0. (6)

At the NE, the corresponding SINR of p∼
j depends on the function fj(γj) in

(2). γ∼
j is defined as ‘the best SINR at the NE’ and each SU transmits with the

corresponding power of the best SINR. NPG algorithm provides a solution for
power control when NE is achieved. However, the NE is inefficient from the sense
of two perspectives: (1) if some users continue to decrease power to break the
NE, the utility of each user will increase; (2) the SUs selfishly maximize their
own utilities without considering the interference to PU and other SUs.

3.2 The Single-Leader Stackelberg Game for Power Control

Stackelberg game for power control is introduced to deal with the inefficient NE
in NPG. In the game, one user is the leader while the other users are followers.
If the leader chooses the power to maximize its utility, an equilibrium will be
achieved among users, namely Stackelberg Equilibrium (SE).

In single-leader Stackelberg power game [5], both the leader and followers
improve their EE with respect to non-cooperative setting. Two kinds of SUs
exist when the followers reach a NE [4,9]. The first kind of SUs satisfies the
equation pNE

j = p∼
j and transmits with the corresponding ‘best SINR at the NE’

power. The second kind of SUs satisfies the equation pNE
j = pmax

j transmitting
with maximum power. When leader decreases power, its interference to other
SUs decreases. Then a new equilibrium is reached. The first kind of SUs keeps in
the ‘best SINR’. However, their power decreases and their EE increases according
to (1). The power of the second kind of SUs is kept in pmax

j . But the interference
to them decreases as the leader and the first kind of SUs decrease their power.
Hence, the SINR of the second kind of SUs increases and their EE increases
according to (1). Last, if the leader continues to decrease power, the second
kind of SUs will transform into the first kind of SUs. That means all the SUs
transmit with the corresponding ‘best SINR’ power and their EE increases. No
matter what power the leader chooses, followers enable to achieve a NE. With
the decrease in leader’s power, the EE of the two kinds of SUs increases. Thus,
the new NE, namely SE, is a Pareto improvement.

However, in Stackelberg power control game, only one-shot Pareto improve-
ment is achieved. What’s more, some prerequisites are needed. Leader needs
to acquire more knowledge than followers [6]. Followers are cognitive SUs able
to know the leader’s strategy [7]. However, in [6], distributed management was
ignored. In underlay CRNs, SUs are unable to sense as [7].

4 Distributed Multi-leader Stackelberg Power Control
Game

To achieve higher EE, a distributed multi-leader Stackelberg power control game
algorithm (DMSPG) is proposed in this section. In DMSPG, firstly, single-leader
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game achieves SE and one-shot Pareto improvement is reached. Then, multi-
ple leaders implement power-decreasing strategy to achieve continuous Pareto
improvements. Since SUs interfere with each other, the change of the leader’s
power can affect followers. Hence, followers adjust their power according to
their SINR to react to the leader. Finally, continuous Pareto improvements are
achieved to improve the total EE.

4.1 The Criterion of Choosing Leader in DMSPG Algorithm

In DMSPG algorithm, SU i∗ is chosen as leader from the followers. The criterion
is

i∗ = arg min {Qi} , γi > γtar
i , (7)

where Qi is

Qi =
ui (pi,P−i)

pi|gi|2 +
∑
j �=i

pi |hij |2
. (8)

In (8), the numerator includes the EE of SU i while the denominator consists of
the interference to PU and other SUs caused by SU i. A SU is chosen as leader
considering two aspects: (1) the SU induces more negative effects to the others;
(2) the SU makes less contribution to the whole system. Leader implements
Variable-step power-decreasing strategy to break the original NE. Then a SE is
reached.

4.2 The Proposed DMSPG Algorithm

The DMSPG algorithm is described with four steps.

– Step 1: the initialization of NPG
1. Execute NPG algorithm and the SUs reach a NE.
2. Once SUs achieve the equilibrium, they broadcast flag information INIT-

FINISHED + ID. INIT-FINISHED means initialization is finished and
ID represents the identification.

3. When those SUs succeed to hear the N − 1 INIT-FINISHED and equip-
ment ID, they broadcast flag LEADER-START. It means the process of
choosing leader starts.

– Step 2: choosing leader based on the criterion in (8)
1. All SUs calculate their own Q values. Then, Q values are set as the start

time of time back-off. SUs start to listen to the flag STOP-LEADER by
virtual timer fashion.

2. The SU whose timer is the first to become zero will broadcast flag STOP-
LEADER.

3. Once the other SUs listen to STOP-LEADER flag, the leader-choosing
process will stop.
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– Step 3: single leader performs power-decreasing game
1. The leader decreases power level with an initial step size Δp. The SINR

of the other SUs changes and the NE is broken. Then all the followers
have to play non-cooperative game to achieve a SE.

2. All SUs calculate their EE e.g. uj . Then all SUs except the leader set
their time back-off with uj as start time. These SUs start to listen to the
flag STOP-EE by a time back-off fashion.

3. Each SU sends a flag STOP-EE when the countdown finishes. The leader
calculates uj based on the time all the STOP-EE heard. The total social
welfare w of the system is calculated according to (2). If w is lower, it
means the step size Δp in (1) is big. SUs change to the original power and
leader shortens step size to 0.5 ∗ Δp. Then go back to (1). This process
keeps taking half the step size until w increases and the QoS of SUs is
satisfied. Then the transmit power of each SU remain unchanged. The
step size of the leader is retained.

4. Leader keeps repeating (3) with the step size retained in (3) till pre-
scribed accuracy requirement is satisfied. It means no more utility could
be attained even to decrease the leader’s power and the SE is achieved.

– Step 4: multiple leaders perform power-decreasing game
1. The leader chosen in Step 3 is put in leader set and does not take par-

ticipate in leader-choosing any more. Then according to Step 2, another
appropriate leader is chosen from followers.

2. The new leader takes power-decreasing strategy in Step 3. Other leaders
keep their original power.

3. Estimate whether the algorithm is convergent according to practical appli-
cation, for example, given terminal time. If it is not convergent, the
process goes back to (1) until it is.

4.3 Analysis of Multi-leader Game and Continuous Pareto
Improvements in DMSPG

The Uniqueness and Existence of SE. According to the analysis of single-
leader game, no matter what power lever the leader sets, the followers will achieve
a NE by non-cooperative game. If the leader chooses the power which maximizes
its utility, the leader and the followers will achieve a SE. In this paper, the SE
of multi-leader game exists as the single-leader Stackelberg game is played once
more after a new leader is chosen. According to [5], the uniqueness of a SE is
proved in single-leader Stackelberg game, the uniqueness of the SE in multi-
leader Stackelberg game in this paper can be proved as [5].

The Efficiency of DMSPG Analysis. According to the analysis of single-
leader game, the power of both leader and followers does not increase. In Step
4, the other leaders endure less interference and their SINR improves. Their
EE increases according to (1). What’s more, followers achieve one-shot Pareto
improvement and their EE increases. The other leaders’ power in leader set is
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invariable and followers’ power does not increase. The partial derivative of uj(·)
with respect to pj is

∂uj(pj , P−j)
∂pj

=
LR

Mp2j
(f ′(γj)γj − f(γj)). (9)

The uj(·) monotonously increases with respect to pj if γj is no more than the
solution γ∼

j to (6). When leader1 in Step 3 decreases power, its utility decreases.
According to Step 3, when the leader1 chooses the step, it should ensure that its
EE doesn’t decrease. If its SINR increases, its EE (utility) won’t decrease. Thus,
according to (9), this leader’s power decreases and its interference caused by the
other leaders and followers decreases much more. Hence, its SINR increases and
its QoS is satisfied.

Based on the above analysis, the EE of both other leaders and followers
increases while the leader1’s EE doesn’t decrease. Hence, the total EE improves
and a Pareto improvement is achieved. In Step 4, multiple leaders continue to
decrease power and continuous Pareto improvements are achieved. Given the
convergent conditions according to practical conditions, the algorithm ends.

Computational Complexity of DMSPG. The DMSPG algorithm ends in
finite time. In the first step of proposed algorithm, the initialization of NPG
results in a computation of O(N2). In the second step, every SU calculate its
own utility and the computational complexity is O(N). In the third step, the SUs
play NPG after the leader decreases its power, resulting a computation of O(N2).
In the fourth step, since another leader is chosen from the followers and the
Stackelberg game is played once more, the computational complexity is O(N3).
Thus, the overall computational complexity of proposed algorithm is O(N3). On
the other hand, for followers, the computational complexity is mainly decided
by the NPG, thus, the computational complexity of each follower is O(N2). For
each leader, the computational complexity is decided by the forth step, since
there are N SUs in total, the computational complexity is O(N).

5 Numerical Results

In underlay CRNs, nine SUs in set SUi, i ∈ [1, 9] are sorted based on communi-
cation distance. SU1’s communication distance is the nearest while SU9 is the
furthest. The comparison of the ESIA algorithm [3], the OL algorithm [6] and
the DMSPG algorithm is given. The ESIA algorithm is based on non-cooperative
game while the OL algorithm is based on single-leader game. The total bits M
is 80 and information bits L is 64. The bits rate R is 10 kbps. What’s more,
the SINR threshold of SU γtar is 6 dB and SINR threshold of PU γtar

pu is 8 dB.
The noise power δ2 is 5 × 10−15 and PU power Ppu is 0.03 W. In addition, the
precision is 5 and original step size is 0.001 W. The path loss A is 0.097.

Figure 2 shows the average SINR of PU. With the increase in the number of
SUs, SINR of PU decreases. However, the SINR of PU in DMSPG algorithm is
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Fig. 2. Average SINR of PU of three algorithms (Color figure online)

higher than that in ESIA algorithm and OL algorithm. This can be explained as
follows. In DMSPG, with the decrease in leader’s power, the other SUs’ power
decreases. Hence, the interference to PU decreases and the SINR of PU improves.
The ESIA is based on non-cooperative game and SUs cause more interference
to PU. In the OL algorithm, only one leader is chosen and SUs cause more
interference to PU.

Figure 3 shows the total power of SUs. With the increase in number of SUs,
the total power of SUs increases. However, SUs’ power in DMSPG is lower than
that in ESIA and OL. This is because SUs’ power is non-increasing in DMSPG.
ESIA is based on non-cooperative game and SUs’ power decreases less. In OL,
only one-shot Pareto improvement is achieved.

Fig. 3. Transmit power of SUs of three algorithms (Color figure online)
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Figure 4 shows the total utilities of SUs. With the increase in number of SUs,
the total utilities of SUs increase. The utilities of DMSPG are higher than ESIA
and OL. The reason is that DMSPG is based on multi-leader Stackelberg game
and enables to achieve continuous Pareto improvements. Thus, the proposed
algorithm achieves higher total EE of multiple SUs.

The transmit power of the SUs (use SU3, SU5, SU8 and SU9 as example)
with iteration times is shown in Fig. 5. We can see that the transmit power
converges to the equilibrium within 30 iterations, which proves the convergence
of proposed algorithm. The power of SU3 is lowest while the power of SU9 is
the highest. The reason is that the power of SU increases With the distance
of SU transceiver and the SUs are sorted based on communication distance as
mentioned above.

Fig. 4. Utilities of SUs of three algorithms (Color figure online)

Fig. 5. Transmit power of SUs with iteration times (Color figure online)
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6 Conclusion

In this paper, we aim at improving total EE of multiple users in green wire-
less communications. Considering distributed power control, we propose a dis-
tributed Stackelberg game power control algorithm to decrease SUs’ power.
Meanwhile, continuous Pareto improvements are achieved with multiple leaders
implementing power-decreasing strategies. Simulations testify that the proposed
DMSPG algorithm reduces SU’s power and improves the total EE of the system.

Acknowledgments. This work was supported by the National Natural Science Foun-
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B08038).
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Abstract. We develop the joint optimal channel selection and power
control scheme for video streaming with D2D communications in cogni-
tive radio networks. In particular, we build the virtual queue model to
evaluate the delays experienced by various streaming, which reflects the
video distortion. To minimize the video distortion, we formulate an opti-
mization problem, which is proved to be a quasi-convex optimization
problem. Using the hypo-graph form, we convert the original problem
into an equivalent convex optimization problem, solving which we can
derive the joint channel selection and power control scheme in D2D com-
munications based cognitive radio networks. The extensive simulation
results obtained validate our developed joint channel selection and power
control scheme. We also show that our developed scheme can significantly
increase the average peak signal-to-noise ratio (PSNR) as compared with
the existing research works.

Keywords: Cognitive radio networks · D2D communication · Channel
selection · Power control · Video distortion · Convex optimization

1 Introduction

The evolving fifth generation (5G) wireless networks are envisioned to pro-
vide higher data rates, reduce end-to-end delay, improve the quality of expe-
rience (QoE) of mobile users, and mitigate the interference. This motivates the
innovation of new communication paradigms. Cognitive radio networks, allow-
ing secondary users (SUs) to spectrum share or time share the idle licensed
spectrum with primary users (PUs), can efficiently increase the spectrum effi-
ciency in frequency-domain and time-domain [1]. D2D communications, which
enable data exchange directly between two mobile users (called D2D pair) in
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proximity bypassing base station (BS) or core network, can increase the spec-
trum efficiency in space-domain [2]. As a result, employing D2D communications
in cognitive radio networks can significantly increase the spectrum efficiency
in frequency/time/space-domain. Therefore, cognitive radio network coexisting
with D2D communications, as a promising, but challenging, technical approach,
has been paid much research attention.

The authors of [3] analyzed the engineering insights useful for system design
in the D2D communications with cognitive radio assistance. The authors of [4]
proposed a cognitive spectrum access in D2D-enabled cellular networks. Most of
these works concentrate on how to improve the network performance by employ-
ing D2D communication in cognitive radio networks. However, for realtime video
streams, the delay-sensitive traffic imposes new challenges for D2D communica-
tions based cognitive radio networks. To guarantee realtime transmission for
delay-sensitive traffic, it is necessary to take the video distortion into account
for D2D communications based cognitive radio networks.

To remedy the above deficiencies, in this paper we propose the joint opti-
mal channel selection and power control scheme for video streaming over D2D
communications based cognitive radio networks. Applying the “M/G/1 queues
with vacations” theory, we build the virtual queue model to evaluate the delays
experienced by various streaming. Then, we formulate the distortion minimiza-
tion problem subject to the required capacity constraints and power constraints,
which is proved to be a quasi-convex problem. Adopting the hypo-graph form,
we convert the original problem into an equivalent convex problem. We develop
the Lagrange-dual method to derive the joint optimal channel selection and
power control scheme. The extensive simulation results obtained validate our
proposed joint channel selection and power control scheme and show the better
performance than the existing research works.

The rest of this paper is organized as follows. Section 2 shows the system
model for the considered D2D communications based cognitive radio networks.
Section 3 formulates the video distortion minimization, converts the original opti-
mization problem into a strict convex optimization problem and solves the prob-
lem by developing primal-dual method. Section 4 simulates and evaluates our
proposed channel selection and power allocation scheme. The paper concludes
with Sect. 5.

2 The System Model

2.1 Network Model

We consider the D2D communications based cognitive radio network model as
shown in Fig. 1, which consists of a number of important components described
as follows. PUs, the traditional cognitive primary nodes, communicate with other
terminals through the BS. SUs implement D2D communications with each other,
forming D2D pairs. Both PUs and SUs share the same bandwidth B which is
licenced to PUs. There are M channels in the cognitive radio networks. The PUs
can only occupy their assigned channels. From the perspective of SUs, there is



Optimal Channel Selection and Power Control over D2D Communications 109

Fig. 1. The network model.

no need to differentiate different PUs on one channel. Therefore, we reduce the
PUs on one channel into one aggregate PU. As a result, there are two sets of
users on each channel: one aggregate PU and several SUs.

As transmitters, SUs take their actions of channel selection and power alloca-
tion for each packet. We denote the channel selection strategy of SUi, (1 ≤ i ≤ N)
as αi = [αi1, αi2, . . . , αiM ], where αij ∈ [0, 1] represents the probability of SUi

to choose channel j for transmission. Hence, we have
∑M

j=1 αij = 1.
Let Pi = [Pi1, Pi2, . . . , PiM ] denote by the power allocation of SUi on each

channel j (1 ≤ j ≤ M). Due to D2D nodes’ power-consumption constraints [2],
each secondary user needs to satisfy an individual power constraint

∑M
j=1 Pij ≤

Pmax
i , where Pmax

i is the maximum power constraint for SUi.

2.2 Channel Model

Let xi denote by the stream bit rate of SUi, and Cij denote by the “capacity”.
According to the channel selection strategy, the stream bit rate of SUi over
channel j is αijxi. Clearly, for each channel j, the stream bit rate of SUi cannot
exceed the channel capacity

αijxi ≤ Cij . (1)

The interference-limited network model is adopted. Hence, the channel capacity
of channel j selected by SUi can be written as the global and nonlinear functions
of the transmit power P and channel conditions, which is given as follows:

C(P ) = B log2 [1 + K · SINR(P )] . (2)

Here, the parameter K = (−1.5/ ln BER), where BER represents the required
bit-error rate. The signal-to-interference-plus-noise ratio (SINR) from SUi to the
receiving node using channel j can be expressed as follows:
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SINRij =
GjjPij∑

k �=j

∑

h�=i

GkjPhk + nj
, (3)

where Gkj is the path gain from the transmitter on channel k to the receiver on
channel j and nj represents the additive Gaussian noise power (for the receiver
of channel j). With proper spreading gain, Gjj is much larger than Gjk, k �= j.
Hence, K ·SINR is much larger than 1. In this high SINR regime, the attainable
rate of SUi on channel j can be closely approximate to C � B log2(K ·SINR) [5].

2.3 Virtual Queue Model

The packet arrival process is modeled as a Poisson process with average packet
arrival rate λPU

j and λij respectively for the PU and SUi on channel j. Note that
the aggregation of Poisson processes in the same channel is still Poisson. The
packets of the competing users are physically waiting in their buffer locally. For
each channel j, Fig. 2 depicts N physical queues Qij for SUi with the arrival rate
λij , a physical queue for PUj with the arrival rate λPU

j , and a virtual queue Q̃j

of channel j with the arrival rate of
∑N

k=1 λkj + λPU
j . Since αijxi represents the

stream bit rate of SUi over channel j, the arrival rate of SUi can be determined
by λij = αijxi/Li, where Li is the average packet length of SUi. The ARQ
protocol is considered to decrease packet errors. The service time of the physical
queue users can be modeled as a geometric distribution. We adopt the M/G/1
model for the traffic description of physical queues. Based on the well-known
P-K formula [6], the first and second moments of the service time of SUi using
channel j can be derived as follows:

⎧
⎨

⎩

E[Xij ] = Li

Cij(1−P err
ij ) ;

E[X2
ij ] = L2

i (1+P err
ij )

C2
ij(1−P err

ij )2
,

(4)

where P err
ij is the packet error rate of SUi over channel j.

Fig. 2. The queuing process and the virtual queue.
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For channel j, one SU can be allowed to transmit data on it at the same
time. All the packets from different SUs on channel j form the virtual queue
Q̃j , as shown in Fig. 2. Given that the service time of SUs E[Xij ] are identically
distributed (i.i.d), the virtual queue Q̃j is modeled as “M/G/1 queues with
Vacations [7]”. From the perspective of SUi, at the end of its service time, the
transmitter goes on a “vacation”. In this “vacation” time, another user can send
its traffic. In physical queues, we assume that a packet will join into the virtual
queue once it arrives. Hence, the total delay is the service time in physical queue.
Note that the total delay in physical queue becomes the service time in virtual
queue. The service time in virtual queue is thus the service time in physical
queue. Consequently, the end-to-end delay in virtual queue is the service time
in physical queue plus the waiting time in virtual queue. The expectation of the
vacation time E[Vij ], waiting time E[Wij ], and end-to-end delay E[Dij ] of SUi

using channel j can be derived as follows:

⎧
⎪⎪⎪⎨

⎪⎪⎪⎩

E[Vij ] =
N∑

k=1,k �=i

E[X2
kj ]

2E[Xkj ]
+ E[XPU

j
2
]

2E[XPU
j ]

;

E[Wij ] = λijE[X
2
ij ]

2(1−λijE[Xij ])
+ E[Vij ];

E[Dij ] = E[Xij ] + E[Wij ].

(5)

Let P loss
ij represent the probability of packet loss for SUi sending packets

through channel j. For video streaming, P loss
ij can be determined by the prob-

ability that the video session violated its play-out deadline d0, i.e., P loss
ij =

Pr(E[Dij ] > d0). Based on the work of [8], we have:

Pr(E[Dij ] > d0) = ρij exp
(

− ρijd0
E[Dij ]

)

, ρij < 1, (6)

where ρij represents the normalized loading of SUi using channel j, which is
confirmed as ρij = λijE[Xij ]. Since the normalized loading ρij < 1 leads to
a bounded delay E[Dij ] [6], which is expected for the video streaming, we can
obtain:

αijxi < Cij(1 − P err
ij ), (7)

where Cij(1 − P err
ij ) can be regarded as the achievable capacity under ρij < 1.

By contrast, Eq. (1) is a more relaxed constraint. Hence, we use Eq. (7) as the
rate constraint.

2.4 Video Distortion Model

As a measurement of wireless video quality, an additive model to capture video
distortion is used [9]. The overall Mean-Squared-Error (MSE) distortion consists
of two types of distortions: the distortion caused by signal compression Dcom and
the distortion caused by transmission errors Derr. We can calculate the overall
MSE as follows:

Dall = Dcom + Derr. (8)
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The distortion Dcom is determined by the compressed method, which can be
approximated by:

Dcom =
θ

R − R0
+ D0, (9)

where R is the video stream bit rate, which is equivalent to αijxi. The parameters
θ, R0 and D0 depend on the encoded sequence as well as the encoded structure.
Note that θ,R0 and D0 can be estimated by nonlinear regression. Hence, they
are assumed constants in this paper. Likewise, Derr can be modeled by a linear
function with respect to packet error rate P err and probability of packet loss
P loss as follows:

Derr = σ[P err + (1 − P err)P loss], (10)

where σ is a constant.

3 Video Distortion Minimization

To minimize the total distortion of SUs, in this section we first formulate
the video distortion minimization problem. Then, we develop the primal-dual
method to solve the video distortion minimization problem.

3.1 Problem Formulation

Let α = [α1,α2, . . . ,αN ]T and P = [P1,P2, . . . ,PN ]T denote by the total
channel selection and power control strategies across all the SUs. The video
distortion minimization problem can be formulated as follows:

P1 : min
(α,P )

N∑

i=1

M∑

j=1

αT Dall (11)

subject to:

⎧
⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎨

⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎩

αijxi < Cij(1 − P err
ij ),∀i, j; (12)

M∑

j=1

αij = 1, αij ∈ [0, 1],∀i; (13)

M∑

j=1

Pij ≤ Pmax
i , Pij ≥ 0,∀i; (14)

C(P ) = B log2 [1 + K · SINR(P )] ,∀i, j. (15)

The objective function in Eq. (11) is set to minimize the total weighted video
distortion for all SUs. The weight is channel selection probability α. The decision
variables are α and P . The constraint Eq. (12) makes sure that the stream bit
rate for SUi using channel j cannot exceed the achievable capacity of channel j.
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The constraints Eqs. (13) and (14) ensure the feasibility of channel selection and
power control. The constraint Eq. (15) indicates the calculation of the capacity
of channel j.

It is clear the constraints Eqs. (12)–(14) are convex functions. Because the
K · SINR is much larger than 1, the constraint Eq. (15) can be approximated to
C(P ) = B log2 [K · SINR(P )], which can be further converted into a nonlinear
concave function through a log transformation, leading to a critical convexity
property [5]. Next, we prove the convexity of the objective function Eq. (11).
We first rewrite the objective function Eq. (11) as follows:

min
(α,P )

N∑

i=1

M∑

j=1

αij(D0 + σP err
ij ) +

θαij

αijxi − R0
+ σ(1 − P err

ij )αijρij exp
(

− ρijd0
E[Dij ]

)

.

Theorem 1. The objective function of this Video Distortion Minimization prob-
lem is a quasi-convex problem.

Proof. It is easy to prove that the first term αij(D0 + σP err
ij ), the second term

θαij

αijxi−R0
and the multiplication αijρij = α2

ijxi

Cij(1−P err
ij ) of the third term in the

objective function are all convex. We denote f = ρijd0 = αijxid0
Cij(1−P err

ij ) , checking
its Hessian matrix, we can obtain:

∂2f

∂α2
ij

· ∂2f

∂P 2
ij

−
[

∂2f

∂αijPij

]2

= −
[

xid0B

C2
ijPij(1 − P err

ij ) ln 2

]2

≤ 0. (16)

Therefore, the numerator of the exponent is concave. For the denominator of the
exponent E[Dij ], the first derivative with respect to Cij and the Hessian matrix
are shown as follows:

∂E[Dij ]
∂Cij

=
−Li

[
α2

ijx
2
i + 2Cij(1 − P err

ij )(Cij − αijxi)
]

2C2
ij [Cij(1 − P err

ij ) − αijxi]2
≤ 0, (17)

∂2
E[Dij ]
∂α2

ij

· ∂2
E[Dij ]
∂C2

ij

−
[
∂2

E[Dij ]
∂αij∂Cij

]2

=
L2

i x
2
i (1 + P err

ij )
C3

ij

≥ 0. (18)

The Hessian matrix of E[Dij ] is semipositive. Hence E[Dij ] is convex with respect
to αij and Cij . Note that E[Dij ] is nonincreasing of Cij . Meanwhile, Cij is concave.
As a result, E[Dij ] is convex with respect to αij and Pij . Since the numerator
ρijd0 is concave, and the denominator E[Dij ] is convex, the function exp(− ρijd0

E[Dij ]
)

is quasi-convex. Consequently, the objective function is quasi-convex. �

In the objective function, the first term, second term and the multiplication
of the third term are all convex. To make the primal objective function strictly
convex, we just need to make the exponent part convex. For this reason, auxiliary
variable t is introduced. We apply the hypo-graph form to replace the quasi-
convex function as follows:
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tE[Dij ] − ρij ≤ 0, t ≥ 0. (19)

The Eq. (19) is strictly convex. Consequently, the optimization problem P1 can
be equivalently converted to the optimization problem P2 as follows:

P2 : min
(α,P ,t)

N∑

i=1

M∑

j=1

αij(D0 + σP err
ij ) +

θαij

αijxi − R0
+ σ(1 − P err

ij )αijρij exp(−d0t)

subject to the constraints Eqs. (12)–(15) and (19).
It is clear that P2 is a strict convex optimization problem because the objec-

tive function and the constraints are all convex.

3.2 Lagrange-Dual Method

We utilize the Lagrange-dual method to develop a solution algorithm for the
video distortion minimization problem. We first define the Lagrangian function
for the video distortion minimization problem P2 in Eq. (20), where κ1, κ2, and
κ3 are the Lagrange multipliers associated with the problem’s constraints.

L =
N∑

i=1

M∑

j=1

[

αij(D0 + σP err
ij ) + θαij

αijxi−R0
+ σ(1 − P err

ij )αijρij exp(−d0t)
]

+
M∑

j=1

κ1

(
αijxi − Cij(1 − P err

ij )
)

+
N∑

i=1

κ2

(
M∑

j=1

Pij − Pmax
i

)

+
N∑

i=1

M∑

j=1

κ3 (tE[Dij ] − ρij). (20)

Since the optimization problem P2 is strictly convex, the duality gap is zero.
We use gradient projection method to solve the Lagrange problem. In order
to expand the Lagrange function, we replace ρij and E[Dij ] in L with their
expressions in Sect. 2. As the Lagrange function is differentiable, the gradients
of L with respect to the Lagrange multipliers are obtained as

⎧
⎪⎪⎪⎪⎪⎨

⎪⎪⎪⎪⎪⎩

∂L
∂κ1

= αijxi − Cij(1 − P err
ij );

∂L
∂κ2

=
M∑

j=1

Pij − Pmax
i ;

∂L
∂κ3

=
N∑

i=1

M∑

j=1

[
t( Li(2Cij−αijxi)

2Cij [Cij(1−P err
ij )−αijxi]

+ E[Vij ]) − αijxi

Cij(1−P err
ij )

]
.

(21)

By applying the gradient projection method, the Lagrange multipliers are cal-
culated iteratively as follows:

κ1(s + 1) =
[

κ1(s) + ν
∂L

∂κ1

]+

, (22)
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where ν > 0 is the gradient step size, s represents the gradient numbers, and [·]+
denotes max(0, ·). The remaining Lagrange multipliers κ2 and κ3 are obtained
iteratively using similar equations.

Taking the derivation of L with respect to αij , Pij and t, setting the results to
zero, respectively, we can obtain Eq. (23), where αij and Pij can be numerically
solved in the next section.
⎧
⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎨

⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎩

∂L
∂αij

=
N∑

i=1

M∑

j=1

{
D0 + σP err

ij − θR0
(αijxi−R0)2

+ 2αijxi exp(−d0t)
Cij(1−P err

ij ) + κ1xi − κ3xi

Cij(1−P err
ij )

+ κ3txiLi(1+P err
ij )

2[Cij(1−P err
ij )−αijxi]2

}
= 0,

∂L
∂Pij

=
N∑

i=1

M∑

j=1

B
Pij ln 2

{
−σα2

ijxi

C
2
ij

exp(−d0t) − κ1(1 − P err
ij ) + κ3αijxi

C
2
ij(1−P err

ij )

+κ3tLi
2Cij(1−P err

ij )αijxi−2C2
ij(1−P err

ij )−α2
ijx2

i

2C2
ij [Cij(1−P err

ij )−αijxi]2

}
+ κ2 = 0,

t∗ = − 1
d0

log
{

κ3
d0σxiα2

ij

[
Li(2Cij−αijxi)

2[Cij(1−P err
ij )−αijxi]

+ E[Vij ]Cij

]}
.

(23)

4 Numerical Results

In this section, we evaluate the performance of our proposed joint optimal chan-
nel selection and power allocation scheme. We set the bandwidth B = 10 MHz,
the packet length Li = 1 Kbits, delay deadline d0 = 0.5 s, the transmit power
constraint Pmax

i = 0.1 W, the bit-error-rate BER = 10−3, the noise power
nj = −104 dB, and the parameters for distortion model D0 = 0.38, θ = 2.53 kbps
and R0 = 18.3 kbps, respectively. The path gain Gkj is determined by the rel-
ative physical distance dkj from the transmitter of channel k to the receiver of
the channel j, i.e., Gkj = d−β

kj , where β is the path loss. In our simulation, we
set djj = 10 m, djk = 100 m (j �= k) and β = 4.

First, we simulate the network with two SUs (a D2D pair) and three channels
(i.e., N = 2 and M = 3), to show the results using simple network such that our
model can be clearly understood. The initial channel selection and power control
are set to be αij = 1/3 and Pij = 30 mW (1 ≤ i ≤ 2 and 1 ≤ j ≤ 3), respectively.
The packet error rate for SUs across all the channels are P err

11 = 0.11, P err
12 = 0.08,

P err
13 = 0.15, P err

21 = 0.05, P err
22 = 0.12 and P err

23 = 0.01. We set the required stream
bit rates of SUi x1 = 840 kbps and x2 = 960 kbps, respectively. The normalized
loadings of PUj are set to be ρ1 = 0.25, ρ2 = 0.35 and ρ3 = 0.15 respectively,
and the second moment normalized loadings are set to be ρ2j = 1 × 10−4.

Figures 3 and 4 depict the optimal channel selection and power allocation
scheme for SU1 and SU2 across all the channels. As shown in Figs. 3 and 4,
the probability for SU1 choosing channel 2 is α12 = 0.83, which is bigger than
choosing the other channels. The probability for SU2 choosing channel 2 is α22 =
0.07, which is smaller than choosing the other channels. Meanwhile, the power
allocation of SU1 for channel 2 is P12 = 53.63 mW, which is bigger than the
other channels. The power allocation of SU2 for channel 2 is P22 = 4.98 mW,
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Fig. 3. Optimal channel selection. Fig. 4. Optimal power allocation.

Fig. 5. Video distortion versus itera-
tions.

Fig. 6. Comparison with DLA.

which is smaller than the other channels. This is due to the reason that channel
capacity is limited, thus channels with smaller packet error rate and lighter
traffic loadings are assigned more data traffic and transmit power. Figure 5 plots
the overall video distortion of all the applications. The overall video distortion
(MSE) converges to 3.80, which is equivalent to the peak signal-to-noise ratio of
42.33 dB. As compared with DLA algorithm in [10] whose utility function cannot
converge to a steady state, our algorithm can achieve a better performance.

Next, we consider the network with six SUs and ten channels. We set the
bandwidth B = 1 MHz and simulate 100 times with different channel states (i.e.
packet error rate) as well as the normalized loadings and calculate the average
PSNR for the traffics from six SUs. We compare our proposed scheme with DLA
algorithm. The comparison results depicted in Fig. 6 show that our joint scheme
can achieve a better performance than the DLA algorithm.

5 Conclusion

In this paper, we studied the video distortion minimization problem in D2D
communications based cognitive radio network by jointly optimize the channel
selection and power control scheme.We first evaluated the delays experienced
by various streaming. Then, we formulated the video distortion minimization
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problem. Using the hypo-graph form, we equivalently converted the original
quasi-convex problem into a strict convex optimization problem, solving which,
we derived the joint channel selection and power control scheme. The extensive
simulation results obtained showed the better performance than the existing
research works.
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Abstract. The real-time camera-equipped mobile devices have been widely
researched recently. And cloud computing has been used to support those
applications. However, the high communication latency and unstable connec-
tions between cloud and users influence the Quality of Service (QoS). To
address the problem, we integrate fog computing and Software Defined Network
(SDN) to the current architecture. Fog computing pushes the computation and
storage resources to the network edge, which can efficiently reduce the latency
and enable mobility support. While SDN offers flexible centralized control and
global knowledge to the network. For applying the software defined cloud-fog
network (SDC-FN) architecture in the real-time mobile face recognition scenario
effectively, we propose leveraging the SDN centralized control and fireworks
algorithm (FWA) to solve the load balancing problem in the SDC-FN. The
simulation results demonstrate that the SDN-based FWA could decrease the
latency remarkably and improve the QoS in the SDC-FN architecture.

Keywords: Mobile face recognition � Cloud computing � Fog computing �
Cloud-fog network � Software Defined Network � Load balancing

1 Introduction

With the rapid popularization of mobile terminals, it is useful and convenient to detect
and recognize face on smart phones, tablets or laptops, which causes numerous novel
applications based on face recognition on mobile devices, such as pay-with-your-face,
photo tagging, face login and etc.

The face recognition applications on mobile devices require real-time response time
and mobility support. However, lots of face information needs to be processed during
the course of recognition. Thus, it is difficult for the resource constrained mobile
devices to process computationally intensive real-time recognition tasks. Offloading the
real-time face recognition tasks to the cloud computing platform is naturally regarded
as a competitive method to tackle such limitation.

In the cloud-based network architecture, cloud servers provide powerful compu-
tation and storage capacity for the face recognition applications. But there still remains
several challenges. It takes a relatively long time for users to send images to the cloud
since the cloud is far from end users. Furthermore, as more and more intelligent
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services are supported by cloud computing, the load of the cloud is heavier, which
leads to a poor robustness. Therefore, the cloud-based network architecture would not
satisfy the latency requirement of real-time face recognition well.

To overcome the above problem, in this paper we propose a novel software defined
cloud-fog network architecture which integrates fog computing and Software Defined
Network (SDN) to the cloud-based architecture. The employment of SDN can ease the
control of the network, increase network scalability and provide global knowledge to
the network [1]. To support the real-time mobile face recognition service, we introduce
fog computing. Fog is considered as a cloud close to the end users, which offers
computation and data resources at the network edge, and thus enables a new breed of
services that require low latency, mobility support and geo-distribution [2]. However,
the fog network usually consists of a large number of distributed resource-poor devices,
and a single fog device can’t efficiently process numerous tasks. Therefore, it’s nec-
essary to execute distributed computing in fog network.

Load balancing is one of the key technologies of the distributed computing.
Balancing the load according to an effective load balancing strategy can reduce the
response time remarkably. As the load on the cloud increases tremendously, lots of
works have been researched to balance the load of cloud computing [3, 4]. Although
fog is usually considered as a local cloud, the load balancing strategies of the cloud
computing can’t be applied to the fog network directly since the fog network is
heterogeneous and dynamic. Moreover, very few literatures concern about the load
balancing of task processing in the fog network. Most existing researches mainly focus
on the applications, resource allocation and energy management [5–7]. Therefore, we
investigate the efficient load balancing policy in the software defined cloud-fog net-
work (SDC-FN) to decrease the latency.

The main contributions of this paper are summarized as follows:

(1) We integrate fog computing and SDN to the cloud-based mobile face recognition
architecture to solve the latency problem.

(2) We formulate the load balancing in SDC-FN as an optimization problem.
(3) We propose applying fireworks algorithm (FWA) based on SDN centralized

control to solve the load balancing problem.

The rest of the paper is structured as follows. In Sect. 2, we introduce the SDC-FN
architecture; In Sect. 3, we formulate a theoretical model of the load balancing problem
in the SDC-FN and propose applying fireworks algorithm (FWA) based on SDN
centralized control to solve the load balancing problem; Our simulation results are
described in Sect. 4. Finally, we conclude our work in Sect. 5.

2 SDC-FN Architecture

When users use the face recognition applications, they take face photos with mobile
terminals, and then the applications send the photo information to the process-
ing center to perform the following steps: face detection, projection and a database
search for getting the recognition results. In SDC-FN, in order to decrease the response
time, we introduce fog network to perform the preprocess operations including face
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detection and projection. Meanwhile, SDN is necessary for its centralized control. The
overall architecture is shown in Fig. 1.

The architecture comprises of infrastructure layer, fog computing layer, control
layer, and cloud computing layer.

The infrastructure layer consists of mobile terminals and wireless Access Points
(Aps). Mobile terminals connect to the APs through one hop wireless link. APs are
located on the network edge, which can be deployed in high density. Meanwhile, APs
run the OpenFlow protocol, which are responsible for forwarding the received data.
And the forwarding rules are formulated by SDN controller.

The fog computing layer is composed of edge network devices (e.g., routers,
switches) whose computing and storage capability are limited. Fog devices are
OpenFlow-enabled, which not only interact with SDN controller, but also collaborate
with APs to forward data rapidly. Moreover, the face recognition task can be pre-
processed by fog devices, such as face detection and projection, thereby decrease the
communication latency and alleviate the burden on the cloud. Since the preprocessing
operations are computationally-intensive operations, it will lead to long latency that
numerous preprocessing tasks are handled by a single fog device. Therefore, it is
essential to execute distributed computing to balance the load.

The control layer includes SDN controller. OpenFlow-enabled SDN controller
controls the SDC-FN in a centralized way and it can collect the global knowledge of
the topology by interacting with fog devices and APs. Moreover, we run the load
balancing algorithm on the controller to develop an optimal load balancing strategy.

The cloud computing layer consists of cloud servers. Cloud servers utilize their
huge storage capacity to store a large quantity of facial information and set up a face
database. The facial feature information extracted by fog devices is delivered to the
cloud to match with the known faces in the database.

3 FWA-Based Load Balancing Algorithm in SDC-FN

3.1 Theoretical Model

We consider the fog network with k fog devices. The network topology is illustrated in
Fig. 2.

We can abstract the above topology as a weighted undirected graph G = (V,
E) with vertex set V and edge set E, as shown in Fig. 3.

Data Plane
Control  Plane

Internet

Cloud 

SDN 
controller

Fog

Users

Wireless 
APs

Fig. 1. SDC-FN architecture
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In Fig. 3, V ¼ v1; v2; � � � ; vk; S;Cf g, where vertex vi denotes the fog device, S and
C represent the SDN controller and the cloud respectively. We denote the computing
capacity of fog device vi as cvi, and the computing capacity of the cloud sever is cc. In
edge set E ¼ ev1v2 ; � � � ; evivj ; � � � ; evk�1vk ; ev3vc ; ev4vc

� �
, each edge represents a commu-

nication links between nodes, and the weight of each edge evi,vj, i.e., wvi,vj represents
the communication latency between nodes vi and vj. During the course of face
recognition, the recognition tasks, i.e., Task received by fog device vi can be divided
into many small subtasks Taski firstly, which satisfies the condition Taski = diTask,
where di is the portion of the subtask in the total task. Secondly, the subtasks are
allocated to appropriate fog devices to perform preprocessing operations. Finally, the
results of preprocessing Taskpre will be transmitted to the cloud for the final recognition
results and the results will be sent back to end users. Therefore, the total processing
time t of the task in SDC-FN can be expressed as:

t ¼ max
diTask
cvi

þwvi;vj mvi;vj

� �
þ Taskpre

cc
þwvi;c ð1Þ

where diTask/cvi denotes the computation time of the subtask Taski on fog device vi,
wvi,vj is the communication latency between fog devices vi and vj, mvi,vj denotes whether
there is a subtask allocation relationship between fog devices vi and vj. When mvi,vj = 1,
there exists the relationship; when mvi,vj = 0, the relationship doesn’t exist. The
Taskpre/cc part is the computation time of the task Taskpre on the cloud, and wvi,c

represents the communication latency between fog device vi and cloud.
For achieving the minimum task processing latency t, we must find a group of

optimal di.In summary, the problem can be formulated as:

min max
diTask
cvi

þwvi;vjmvi;vj

� �
þ Taskpre

cc
þwvi;c

� �
i; j ¼ 1; 2; � � � ; k: ð2Þ

v

vk

4 v3

v2
v1

Fig. 2. SDC-FN topology Fig. 3. The weighted undirected graph
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s:t:mvi;vj ¼
1; di 6¼ 0

0; di ¼ 0

(

Pk
i¼1

di ¼ 1

: ð3Þ

3.2 SDN-Based FWA Algorithm

In the model of the load balancing problem in Sect. 3.1, it is necessary to find a set of
optimal load distribution coefficients di to obtain the minimum latency. In SDC-FN, the
subtask processed on each fog device is Taski = diTask. Accordingly, the subtasks on
k fog devices form a k dimension vector TA ¼ ðTask1; Task2; . . .; TaskkÞT . Assuming
the tasks are received by fog device v1, from Eq. (1), the total latency t can be
expressed as:

tðTAÞ ¼ max
Task1
cv1

þwv1;v1mv1;v1 ; � � � ;
Taskk
cvk

þwv1;vkmv1;vk

� �
þ Taskpre

cc
þwv1;vcmv1;vc : ð4Þ

The resolution of di can be converted into the resolution of vector TA, which could be
formulated as the following optimization problem:

min tðTAÞf g;TA 2 I : ð5Þ

s:t: TAðiÞ� 0Pk
i¼1

TAðiÞ ¼ Task
: ð6Þ

And the solution space I is:

I ¼
Yk
i¼1

Taskimin; Taskimax½ � ¼
Yk
i¼1

0; Task½ � : ð7Þ

In this paper, we introduce fireworks algorithm (FWA) to solve the load balancing
problem, namely the above optimization problem. FWA is one of the latest swarm
intelligence optimization problem proposed by Tan and Zhu [8]. Although there has
been few works about the FWA’s implementation, the results show that it has exhibited
promising performance in dealing with various optimization problems [9, 10].

The steps of leveraging FWA to resolve the load balancing problem, i.e., Eq. (5),
are shown as follows:

(1) The fireworks TAif gNi¼1 should be randomly initialized in the solution space,
where N denotes the number of fireworks. The position of each firework is
TAi ¼ Task1ðiÞ; Task2ðiÞ; � � � ; TaskkðiÞð ÞT .
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(2) Computing the fitness value of each firework according to the optimization
objective function t(TA). The explosion amplitude Ai and the number Si of
explosion sparks for each fireworks TAi can be defined as: [8]

Ai ¼ A� t TAið Þ � tmin þ ePN
i¼1

t TAið Þ � tminð Þþ e

: ð8Þ

Si ¼ M � tmax � tðTAiÞþ ePN
i¼1

tmax � tðTAiÞð Þþ e

: ð9Þ

where A and M are two constants for controlling the maximum value of the
explosion amplitude and the number of explosion sparks, tmax = max(t(TAi)) and
tmin = min((t(TAi)) (i = 1,2,…,N) represent the maximum and minimum fitness
value in the current fireworks population respectively, and e is the machine
epsilon to avoid zero-division-error. In order to avoid the overwhelming effects of
the better fireworks, it’s necessary to limit the number of sparks Si: [8]

Ŝ1 ¼
roundða �MÞ; Si\aM
roundðb �MÞ; Si [ bM; a\ b\ 1
roundðSiÞ; otherwise

8<
: ð10Þ

where a, b are two constants.
(3) Generating explosion sparks according to the calculated number of the sparks Si

and the explosion amplitude Ai. When an explosion occurs, there exists a random
offset value in [−Ai, Ai], which is added to z dimensions randomly chosen from
TAi. The chosen z dimensions are calculated as: [8]

z ¼ roundðd � Uð0; 1ÞÞ ð11Þ

where d represents the dimension of TAi, U(0,1) is a random number uniformly
distributed between 0 and 1. Each dimension k 2 {1,2…,z} of the generated
explosion sparks TÂi can be expressed as: [8]

TÂik ¼ TAik þAi � Uð�1; 1Þ ð12Þ

where U(−1,1) is a random number uniformly distributed between −1 and 1
If TÂi is out of the bound of the solution space on the dimension k, it will be
mapped to a new location according to the equal: [8]

TÂik ¼ TALB;k þ TÂi

�� ��% TAUB;k � TALB;k
	 
 ð13Þ

where TAUB,k and TALB,k denote the upper and lower boundary of the solution
space on the dimension k, respectively.
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(4) Generating Gaussian mutation sparks to maintain the diversity of sparks. FWA
randomly selects Mg fireworks in the fireworks population and chooses z dimen-
sions randomly according to Eq. (11) in each firework of these Mg fireworks to
perform Gaussian mutation. (Mg is a constant to control the number of Gaussian
sparks). Each dimension k 2 {1,2…,z} of the generated Gaussian sparks TÂi can
be calculated as: [8]

TÂik ¼ TAik � N 1; 1ð Þ: ð14Þ

where N(1,1) represents the Gauss distribution with mean 1, variance 1. Similarly,
if TÂi is out of the bound of the solution space on the dimension k, it will be
mapped to a new location according to Eq. (13).

5) Selecting N individuals as a new fireworks population from the current generation
of fireworks, explosion sparks and Gaussian sparks to enter into the next gener-
ation. The individual with minimum fitness value is deterministically transmitted
to the next generation. In order to maintain the diversity, the remaining N−1
individuals are selected based on Roulette Wheel Selection. For individual TAi,
the selection probability P(TAi) is calculated as: [8]

P TAið Þ ¼ R TAið ÞP
TAj2K

TAj
ð15Þ

R TAið Þ ¼
X
TAj2K

d TAi � TAj
	 
 ¼ X

TAj2K
TAi � TAj

�� �� ð16Þ

where K is the set of all current individuals including both fireworks and sparks,
R (TAi) is the distance between individual TAi and other individuals.

(6) Repeating step 2–5 until the end termination condition is reached.
In the above analysis of the FWA-based load balancing strategy, SDN controller
collects the information of all nodes, formulates an optimal load balancing
strategy by running the FWA and sends flow tables including the strategy to fog
devices.

4 Simulation Results

We consider the scenario with 10 fog devices. In the real network circumstance, the
communication latency wvi,vj between the nodes mainly includes uplink transmission
latency, downlink transmission latency and other latency. Other latency includes
propagation latency and queuing latency. Some important parameters of SDC-FN and
FWA in the simulation are summarized in Tables 1 and 2 respectively, referring to
[9, 11]. The task loads in the experiment are simulation setting.All the simulating results
are obtained by MATLAB and they are the means of many repeated experiments.
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4.1 Latency Performance Comparison Between the Cloud-Based
Architecture and SDC-FN

In the simulation, we compare the SDC-FN based on FWA load balancing algorithm
with the cloud-based architecture to evaluate the latency performance of the SDC-FN.

The comparison result is shown in Fig. 4. When the workload is lower than
1 Gb, the recognition task processing latency in SDC-FN is lower than in the
cloud-based architecture, but their latency values have little difference. This is
because in the cloud-based architecture, the computing capacity of the cloud severs is
more powerful, and transmitting a small amount of tasks to the cloud will not
generate high communication latency. However, with the increase of task, the latency

Table 1. The related parameters of SDC-FN

Parameter SDC-FN devices
Type C v1 v2 v3 v4 v5 v6 v7 v8 v9 v10
cc/cvi (Gbps) 10 1 2 3 0.4 0.5 0.6 0.6 0.7 0.5 1
Uplink bandwith (Mbps) 2 84 86 71 80 83 90 86 89 87 79
Downlink bandwith (Mbps) 1.8 99 100 98 101 96 104 99 105 102 97
Other latency (ms) 10 1 1 1.2 1.1 1.2 1 1.3 1 1.3 1

Table 2. The related parameters of FWA algorithm

Parameters Values

Number of fireworks N 20
Maximum value of the explosion amplitude A 30
Number of sparks M 64
Constant parameter a 0.04
Constant parameter b 0.8
Number of Gaussian sparks Mg 20
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Fig. 4. Latency performance comparison between the cloud-based architecture and SDC-FN
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in the cloud-based architecture is dramatically higher than that in SDC-FN because of
the increasing transmission latency. Compared with the cloud-based architecture, the
reason why SDC-FN shows good latency performance is that the cloud is far from
the users and there is limited bandwidth while the fog is proximity to end users and
the communication bandwidth is higher. Therefore, the SDC-FN architecture can
efficiently reduce the latency to improve the QoS.

4.2 Latency Performance Comparison of Multiple Load Balancing
Algorithms

To validate the high efficiency of the FWA-based load balancing algorithm in reducing
latency in SDC-FN, we compare it with the PSO-CO [12], Weighted Round Robin
(WRR) [13] and Pick-KX load balancing algorithm [14].

Figure 5 shows the simulation results of four load balancing algorithms in
SDC-FN. With the increase of the task quantity, the FWA-based algorithm obtained
lower latency than other three algorithms. On one hand, in FWA, the fireworks with
low fitness generate more sparks in a small range, which has a strong local search
capability for the location of the fireworks. Conversely, the high fitness fireworks create
less sparks in a large scale, which has a certain global search capability. Thus, the
FWA-based algorithm can achieve a better global load balancing strategy. On the other
hand, the WRR and Pick-KX algorithm don’t consider the communication latency
when balancing the load, and the PSO-CO may fall into the local optimum, thereby
they can’t formulate a good load balancing strategy to reduce latency. When the task
quantity is 20 Gb, the delay performance of FWA-based algorithm improved by
66.7%, 58.3%, 13.1% compared with WRR, Pick-KX and PSO-CO, respectively.
Accordingly, applying the FWA-based load balancing algorithm in SDC-FN can
reduce the task processing latency efficiently of the real-time mobile face recognition.

4.3 Influence of the Uplink Bandwidth for the Latency of SDC-FN

Since the bandwidth has a great impact on the transmission latency and can affect the
total task processing time, we are motivated to investigate the influence of the band-
width on the latency performance in SDC-FN in this section. We vary the uplink
bandwidth of the cloud from 2 to 30 Mbps to evaluate how it affects the latency in
SDC-FN by comparing it with the cloud-based architecture, and the task quantity is
fixed to 20 Gb.The result is shown in Fig. 6. The figure illustrates that, the latency of
cloud-based architecture decreases dramatically with the increase of the up-link
bandwidth, but it stays steady when the up-link bandwidth is higher than 10 Mbps.
While there are relatively little latency reduction in SDC-FN. Since in SDC-FN, a small
amount of facial feature information after preprocessing is transmitted to the cloud,
thus, the transmission latency would not decrease significantly when the uplink
bandwidth of the cloud increases. And the latency in SDC-FN always keeps a low
level, which indicates SDC-FN is more appropriate for real-time face recognition.
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5 Conclusions

In this paper, we have introduced a novel network architecture which integrates fog
computing and SDN to the cloud-based architecture in the real-time mobile face
recognition to decrease the latency of the recognition service. Then, we set up a
theoretical model of the load balancing problem in the software defined cloud-fog
network (SDC-FN). On this basis, we proposed a SDN-based FWA centralized load
balancing algorithm to balance the load for reducing latency efficiently. Simulation
results reveal that: (1) The algorithm has good performance in reducing latency.
(2) Applying the SDC-FN architecture in the real-time mobile face recognition scenario
can meet the users’ requirement of fast response time and improve the QoS. Our focus
of the next step is to improve the performance of the FWA-based load balancing
algorithm in the SDC-FN and implement the algorithm in the real SDC-FN platform.
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Abstract. Current traditional IP networks start to be complex as the demands
of the users is ever-growing. Software Defined Network (SDN) is a new para-
digm to ease the management of the network and make the network pro-
grammable by decoupling the control plane and forwarding plane (such as
switch and router). A centralized controller is used to manage the control plane,
and it interacts with forwarding plane using a standardized OpenFlow protocol.
However, many controllers are used recently such as POX, Ryu, ONOS, and
OpenDaylight. The important question is which is the best controller to use in
our network and fits our network’s goals? To answer this question, a decision
making method is proposed in this paper. First, four SDN controllers are
selected, and five criteria are analyzed to collect these controllers’ properties.
Then a Multi-Criteria Decision Making method named TOPSIS is used to rank
the controllers and choose the best one. By applying this method, a comparative
study is done to evaluate the four controllers in an environment of LAN
topology, and “Ryu” controller is selected as the best one based on our criteria.

Keywords: Software defined networking � POX � Ryu � ODL � ONOS �
MCDM

1 Introduction

Try to imagine the Internet as an old man who was living in the 50 s and moved to our
life as it is now. That man will be shocked to find a lot of strange things like airplanes,
mobile phones, and everything looks unfamiliar and very complex for his under-
standing. He will not be able to survive in our lifetime unless he starts to learn about
these new things and adapt himself to use it. That’s exactly how the internet is working
now since its origin. When the internet was created it was very simple, not architected
to use mobile or high-speed data transferring, and not secured well. It was designed for
only exchanging information between end-nodes.
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Networks now are becoming a critical component of all the fields, and the goal now
is to interconnect everything, through cloud computing, mobility or new concepts, like
the internet of things.

However, in spite of its common adoption, traditional IP networking is still com-
plex, very hard to manage. The switches, routers, and other devices implement a huge
number of standardized protocols and proprietary interfaces that are still keep
increasing.

Software Defined Network (SDN) is a new paradigm in which the network control
is decoupled from the forwarding functions and both are communicating using a
standardized OpenFlow protocol which enables the control plan to become directly
programmable and the underlying infrastructure to be totally abstracted, so that makes
this architecture ideal for today’s applications which have a dynamic nature and
demand high bandwidth.

The network will be programmable through software applications that run on the
network operating system and interact with the devices from the data plane that
becomes simple forwarding elements [1]. The architecture of SDN consists of two main
planes, control plane and forward plane. The control plane is handled separately inside
a controller which is one of the most important pieces of this technology’s architecture.
However, when we want to design our network using the concept of SDN, we must
choose a suitable controller for our requirements. This decision problem is troublesome
for many designers as it is difficult to define the right metrics, and the number of
controllers keeps increasing. To solve this problem, we searched about the existing
SDN controllers that are being used nowadays. We used websites, surveys, literature
and any available resource providing this information. In the end, four controllers have
been selected for our comparison to select the best one depending on properties we
have already chosen. These controllers are: POX [2], Ryu [3], OpenDaylight [4], and
ONOS [5].

As SDN controllers have different properties means that selecting a controller is a
Multi-Criteria Decision Making (MCDM) problem [6]. Many MCDM methods are
used for solving this kind of problems like Multiple Attribute Utility (MAUT), the
Technique for Order of Preference by Similarity to Ideal Solution (TOPSIS), ELEC-
TRE, AHP, etc. Recently researchers focus on AHP/ANP [13] based methods.
Although these methods use experts’ judgments and pairwise comparisons, but experts’
intuitions and opinions conflict in uncertainty, and pairwise comparisons might be
inconsistent with each other. SDN controllers comparison using AHP is tedious and
time consuming. We used TOPSIS to select the best controller as it’s more effective
and quick for comparing and selecting the best alternative. In this paper, we proposed
TOPSIS method to be combined with entropy to identify the criteria importance for
SDN controller selection. Entropy is employed to get the weights of the criteria, and
then TOPSIS method is used to rank the controllers and select the best controller that
adjusts the decision maker’s needs.

The outline of the paper is as follows: in Subsect. 2.1, we describe how the
investigation about the controllers is done and which controllers’ properties we’ll focus
on during the comparison. Subsect. 2.2 analyzes the candidate controllers based on
these properties. In Sect. 3 we describe the comparison method that have been chosen
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and its steps. Section 4 describes the experimental work and the results of the method.
Finally, a conclusion and future work is described in Sect. 5.

2 SDN Controllers Investigation

2.1 Methodology for the Investigation

To collect the properties of our selected SDN controllers, we have searched the white
papers, surveys, and conferences that have described those controllers. Then we tried to
search the official websites of each controller and other websites talking about them.
We choose the following properties to use during the comparison between controllers.

• Interfaces: the controlling applications interact with the controller using north-
bound (NB) API and the controllers interact with the data plane using southbound
(SB) API as shown in Fig. 1. NB uses many kinds of technologies such as REST
[7]. SB APIs are divided into two categories: management and control. The man-
agement technologies are like OpenvSwitch Database Management Protocol
(OVSDB) [8] and Simple Network Management Protocol (SNMP) [9]. The most
famous SB control protocol is OpenFlow [10]. In forwarding plane, both physical
and virtual switches can be used.

• The available documentation of each controller.
• The OpenFlow version that each controller uses. OpenFlow was developed during

last years from version 1.0, and now we are in version 1.5, but still not all con-
trollers support the same versions.

• Programming language by which each controller is used to develop applications.
When we want to write our SDN application, we should use the programming
language which is supported by the controller we choose for our network. In this
paper, the priority for a programming language is its simplicity and how it’s easy to
learn when we want to develop our applications. Thus, we considered that the
simpler programming language, the better the controller is.

Fig. 1. SDN architecture
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• Performance: a comparison between controllers by their RTT delays time in
switching mode was made. To do that, a tree topology was created using mininet
tool [11]. Also, 16 hosts were created. Then ten ICMP packets were generated
between the hosts 1&16, and the average RTT was calculated. These results were
monitored during simple L2 learning switch phase where the controller links the
source MAC address with the switch port from which the packet arrived and
updates the flow table inside the switch by adding an entry to be used for for-
warding any future packets holding that MAC address as a destination. The
topology is illustrated in Fig. 2.

2.2 SDN Controllers Overview

Four SDN controllers have been analyzed here: POX, Ryu, OpenDayLight, and ONOS.
A Python-based SDN controller, POX is a networking software platform. “POX is

NOX’s younger siblings” [2]. This controller is intended for faster development and is
used to explore network virtualization, controller design, programming models, and to
prototype new network applications. POX supports OpenFlow v1.0 as a southbound
interface.

Ryu (the Japanese word for “flow”) is a component-based SDN framework written
in Python. It provides software components with well-defined API that make it easy for
developers to create new network management and control applications. Ryu supports
OpenFlow 1.0 to 1.4 and OVSDB as a southbound interface, and REST as a north-
bound interface.

OpenDaylight (ODL) is a modular Open SDN platform for networks of any size
and scale. It’s an open source controller, written in Java, and provides production-level
performance and support. The goal of OpenDaylight project is to create robust code

Fig. 2. SDN topology
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that covers most of the major components of the SDN architecture. The main drawback
is the complexity and the fact that it takes time for learning to develop applications. It
supports OpenFlow versions 1.0 & 1.3, and OVSDB in the southbound interface, and
REST and OSGI as a northbound interface.

Another SDN controller is Open Network Operating System (ONOS). It is a
software defined networking (SDN) OS for service providers that have scalability, high
availability, and abstractions to make it easy to create apps and services. It’s written in
Java. Thus, it requires more time to learn, unlike POX or Ryu that were written in
Python. ONOS supports OpenFlow version 1.0 and 1.3 and NetConf as a southbound
interface.

3 The Decision Making Method

SDN controller selection is a Multi-criteria problem, where we will choose the best
alternative among many alternatives considering a set of criteria and properties. Sec-
tion 3.1 explains the concept of chosen MCDM method which is TOPSIS in our paper.
Section 3.2 will explain how to use entropy to determine the importance for each
criterion while Sect. 3.3 describes the steps of the method for SDN controller selection.

3.1 The Concept of TOPSIS Method

The main concept of TOPSIS method is to determine the positive ideal solution
(PIS) and the negative ideal solution (NIS). Criteria in TOPSIS can be divided into two
types: benefit and cost. Benefit means the large value is more valuable while cost
criteria are vice versa. The PIS is the solution that maximizes the benefit criteria and
minimizes the cost criteria while the NIS is doing the opposite by maximizing the cost
criteria and minimizing the benefit criteria. After determining the PIS and the NIS, the
technique will be to choose the alternative that has the shortest distance to the PIS and
the farthest distance to the NIS. In general, any MCDM problem should have m
alternatives and n criteria. The problem can be expressed in nxm matrix as follows:z

C1; C2; � � � Cn

D ¼
A1

A2

..

.

Am

x11 x12 � � � x1n
x21 x22 � � � x2n

� � � � � � . .
. � � �

xm1 xm2 ..
.

xmn

2
6664

3
7775

W ¼ ðw1;ww; � � � ;wnÞ

where A1;A2; . . .;Am are alternatives, C1;C2; . . .;Cn are the criteria that we use, xij is
the performance of alternative Ai under criterion Cj and wj is the weight of criterion Cj,
where

Pn
j¼1 wj ¼ 1.
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To perform the comparison across the criteria, matrix D should be transformed into
dimensionless units by using the following equation:

Pij ¼ xijPm
i¼1 xij

; j 2 ½1. . .n� ð1Þ

3.2 Determination of Criteria Weights

When we want to compare SDN controllers and select the best one to use in our
network, we’ll face a problem that each criterion has a different importance. So it’s
necessary to determine the importance for each criterion which it’s called “criterion’s
weight.” There are many techniques to do that such as eigenvector method, entropy
method, etc. Here, we will use entropy method to determine the weights for criteria.

In information theory, the entropy by Shannon [12] can be used to determine the
disorder degree of the system is. Entropy weights method is based on the amount of
information to determine the index’s weight. Entropy value ej can be calculated as:

ej ¼ �Pm
i¼1 PijlnðPijÞ
lnðmÞ ; i 2 1::m½ �; j 2 ½1. . .n� ð2Þ

Each criterion has different information, and the degree of that variation is calculated
as:

dj ¼ 1� ej; j 2 1. . .n½ � ð3Þ

Now we can calculate the weight for each criterion as:

wj ¼ djPn
j¼1 dj

; j 2 1. . .n½ � ð4Þ

3.3 Selecting the Best Alternative

To do that we should first determine the PIS and the NIS. We labeled them as (Aþ ) and
(A�), respectively as:

Aþ ¼ ðPþ
1 ;Pþ

2 ; � � � ;Pþ
m Þ ð5Þ

A� ¼ P�
1 ;P

�
2 ; � � � ;P�

m

� � ð6Þ

where:

Pþ
j ¼ maxPij; j 2 J þ ;minPij; j 2 J�

� � ð7Þ

P�
j ¼ minPij; j 2 J þ ;maxPij; j 2 J�

� � ð8Þ
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As Jþ and J� are the sets of benefit and cost criteria respectively. Next step is to
calculate the distance between each alternative and the PIS (Aþ ) and NIS (A�) as
follows:

dþ
i ¼

ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiXn

j¼1
wjðPþ

j � PijÞ2
r

ð9Þ

d�i ¼
ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiXn

j¼1
wjðP�

j � PijÞ2
r

ð10Þ

The last step is to calculate the relative degree of closeness of each alternative to the
ideal solution. The relative degree of closeness for each alternative is defined as

li ¼
d�i

dþ
i þ d�i

; i 2 ½1;m� ð11Þ

The evaluation object is ranked according to the value of the relative degree of
closeness. The best alternative is the one who has the highest l.

4 The Best SDN Controller Selection (Experimental Results)

In this section, we’ll apply previous MCDM method (TOPSIS) to select the best SDN
controller among four controllers we choose for our comparison. Those controllers are:
POX, Ryu, ODL, and ONOS, and the criteria for evaluating the alternatives are
described as follows:

• Interfaces the controller uses to interact with applications and data plane (C1).
• Documentation for each controller (C2).
• OpenFlow version supported by a controller (C3).
• The programming language used by developers to develop applications (C4).
• Performance as the average RTT delays time for ICMP packets in milliseconds

(C5).

The last criterion was studied in [14]. From the investigation that was done in
Sect. 2.2, the results about each controller can be summarized in Table 1 shown below:

Table 1. Controllers’ properties comparison

Interfaces Documentation OpenFlow
Version

Programming
language

Average
RTT (ms)

POX OVSDB + OF Poor 1.0 Python 20.76
Ryu OVSDB + REST + OF Medium 1.0 to 1.4 Python 11.86
ODL REST + OSGI + OF + OVSDB Good 1.3 Java 21.71

ONOS REST + OSGI + OF + Netconf Medium 1.0 & 1.3 Java 22.65
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It’s clear that the first four criteria are benefits as the higher value means the better
controller, whereas the fifth one is cost criterion as the higher value of delay means the
less performance from the controller.

The goal now is to convert the information in Table 1 into quantitative items that
can be processed mathematically. To do that a range scale [1 ! 4] will be used to refer
to each qualitative item in the first four criteria, whereas the last criterion is already
quantitative as we used the average RTT delay in milliseconds. We’ll take into con-
sideration that the high value in the scale [1 ! 4] refers to a better performance
according to what we have read in the available resources and what is the reputation
about each candidate controller. After that, we’ll have the decision matrix in Table 2.

In Table 3. The normalized dimensionless matrix, PIS (Aþ ), NIS (A�), entropy
and the weights are shown. The last step is shown in Table 4, where we calculated the
distances dþ

i and d�i , then the relative degree of closeness li. Based on li values the
alternatives are ranked and according to our method and criteria the best SDN con-
troller is Ryu.

In the end, Fig. (3) shows the chart of alternatives and their distances to the
PIS (d+) and NIS (d−) and the relative degree of closeness (l).

Table 2. Decision matrix

C1 C2 C3 C4 C5

POX 1 1 1 3 20.76
RYU 2 2 4 3 11.86
ODL 3 3 1 4 21.71
ONOS 3 2 2 4 22.65

Table 3. Normalized matrix, entropy (e), weights (w), PIS, and NIS

C1 C2 C3 C4 C5

POX 0.111 0.125 0.125 0.214 0.27
RYU 0.222 0.25 0.5 0.214 0.154
ODL 0.333 0.375 0.125 0.286 0.282
ONOS 0.333 0.25 0.25 0.286 0.294
e 0.945 0.953 0.875 0.992 0.98
w 0.216 0.184 0.49 0.031 0.078
A+ 0.333 0.375 0.5 0.286 0.154
A− 0.111 0.125 0.125 0.214 0.294
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5 Conclusion and Future Work

In this paper, we proposed TOPSIS method with entropy weights to compare and select
the best controller among four chosen SDN controllers based on five criteria in an
environment of LAN topology. The result showed that the proposed method is simple
and flexible. In the end, our alternatives were ranked as Ryu, ONOS, ODL, and POX
which means that Ryu controller is the best controller according to the criteria we
studied as it had the shortest distance to the PIS and the farthest distance to the NIS. In
the future works, more criteria can be added such as hardware system requirements of
each controller. Also, a larger network scale such as datacenter with much more
network devices can be added to the topology and the same comparative study would
be applied to check if the results will stay the same or a different controller will be
chosen, and also we can apply another MCDM methods to see if Ryu controller will
stay the best alternative or using pairwise comparisons will affect the selection results.
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Abstract. In today’s networks, two new concepts have emerged aiming
at cost reduction and control network congestion, namely Network Func-
tions Virtualization (NFV) and Software Defined Networking (SDN).
NFV proposes to run the network functions as software instances on
datacenters (DC), while SDN presents a new network architecture where
the control plane is shifted to a centralized controller. Wireless Software
Defined Networking (WSDN) is considered based on the wireless environ-
ments, such as propagation delay and external interference. It is critical
to keep the network stable at the ideal stable state during congestion
control. However, stability control is insufficient to achieve these aims in
the presence of propagation delay and external interference.

In this paper, we propose robust congestion control to tackle these
problems. Firstly, the traditional WNCS model is introduced to present
a basic control model with delay. Then, a robust congestion control
model in NFVs and WSDNs is presented, which is extended the tradi-
tional WNCS model by utilizing Lyapunov-Krasovskii functionals. Next,
Lyapunov-Krasovskii functionals and linear matrix inequalities (LMIs)
are adopted to analyze system stabilization with external disturbance.
The sufficient conditions are formulated by Linear Matrix Inequalities
(LMIs). Finally, a numerical simulation is conducted to indicate the effec-
tiveness of the proposed scheme.

Keywords: Linear Matrix Inequality (LMI) · Lyapunov-Krasovskii
functionals · Network Functions Virtualization (NFV) · Robust conges-
tion control · Wireless Software Defined Networking (WSDN)

1 Introduction

With the rapid growth of user data, network services, and the persistent necessity
of reducing costs and control network congestion, today’s wireless network is
facing various challenges [1]. As a key challenge, virtualization of all aspects of
our daily life has been resulted in wireless network environments. It turns out
that wireless network itself has to be virtualized. New standards and technologies
have been developed for network virtualization.
c© ICST Institute for Computer Sciences, Social Informatics and Telecommunications Engineering 2018
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We have seen growing interest in the operation of the network functions as
software - a trend known as Network Functions Virtualization (NFV) [2]. NFV
has arisen as an operator-promoted initiative with the objective of increasing
the flexibility of network services control and management within the operators’
networks [3]. The network functions through software that run on several hard-
ware can be achieved to allocate the network resources. The concept of NFV
involves implementing network functions in software which could be located in
kinds of infrastructures, including data centres, network nodes and so on. The
NFV group of the European Telecommunications Standards Institute (ETSI) is
working on developing standards to promote the NFV approach [3].

In parallel, Software Defined Networking (SDN) is being used to steer flows
through proper network functions to enforce control policies and jointly manage
network [2,4]. Wireless SDN (WSDN) presents a new architecture where the
control plane is shifted to a centralized controller [5].

“NFV and WSDN” is able to achieve three important goals: (i) satisfying
Quality of Service (QoS) requirement on VNF performance or availability; (ii)
accurately monitoring and manipulating network traffic, and controlling network
congestion; (iii) minimizing VNF network costs and maximizing global through-
put. However, simultaneously achieving all three goals is not possible today, and
fundamentally requires more control than NFV and WSDN can offer [2].

It is essential to effectively control network congestion and manage sorts of
QoS in current WSDNs to keep network stability in these VNFs [7–9]. More-
over, the stabilized WSDN adopted the stability control may become unstable
again due to propagation delay and external interference. Propagation delays
increase network cost and reduce network reliability [10]. The external interfer-
ence in WSDNs leads to network instability [11]. Thus the paper re-stabilizes
the network parameters at the ideal states, and a novel concept of robust con-
gestion control is proposed in the network of “NFV and WSDN” architecture.
Robust congestion control means that the network parameters are convergent
for congestion control in the presence of external interference.

Fig. 1. The padding waiting time for robust control in NFVs and WSDNs.

The padding waiting time is considered as a key parameter for robust con-
gestion control in NFVs and WSDNs. As shown in Fig. 1, the processing time
is the duration consumed to process a VNF. A waiting duration may also be
introduced by a ideal state to slow down the data plane, and further process-
ing of VNFs is postponed for this waiting duration. The padding waiting time
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is defined as the sum of the processing time and the waiting duration. When
all VNFs have the same processing speeds and the sum of the padding waiting
time is minimized, the total service time of all VNFs may be shortened and the
WSDN throughput may be maximized.

Excessively limited padding waiting time at source-side may reduce the net-
work throughput and link utilization, and prevent the network from working at
the ideal state. Meanwhile, the padding waiting time at source-side may fluctuate
unstably around the ideal state under the influence of the external interferences.
The instability of all VNFs may cause the instability of the whole network. All
VNFs unify their states to achieve the robust congestion control from the central-
ized controller, so as to minimize the overload of each VNF and keep maximizing
the throughput of global WSDN.

Robust control have attracted particular interest in the literature for the
traditional network control system [10,12], however, these studies have three
crucial limitations. The control policies are firstly not implemented in VNFs.
Then, propagation delay is seldom considered in the path of VNF-to-controller
during congestion control. And the last limitation is that the traditional theories
of the Wireless Network Control Systems (WNCSs) model for robust congestion
control do not work well in WSDNs.

Therefore, we focus on modeling the robust congestion control problem and
designing the control policies through sufficient conditions of robust congestion
control by means of Lyapunov-Krasovskii functionals. A new robust congestion
control model is proposed by using Lyapunov-Krasovskii functionals [13,14]. The
centralized controller generates control polices and feeds control instructions to
the VNFs. Thus, the VNFs could follow these instructions as software to make
proper adjustments of the padding waiting time.

2 Model and Analysis

Figure 2 shows a typical scenario of VNFs in WSDNs with propagation delay.
The centralized controller is able to collect information from all VNFs to deal
with network congestion. There exists an ideal stable state in each VNF for
stability control of network congestion. The control policies in the centralized
controller are provided to process the VNFs based on the ideal stable state. Our
goal is to keep the global network parameters stable at the ideal stable state by
robust congestion control with propagation delay and external interference.

The controller designs the control policies and then sends control instructions
to adjust the padding waiting time in each VNF. There exists a set of network
services, where each network service is composed of a set of VNFs. Each VNF
must be processed by means of QoS requirement, satisfying the QoS constraints
between the difficult VNFs that compose the corresponding network services.

With propagation delay and external interference, the current state S̄i(k)
in each VNF is considered to constantly approach to the ideal state S̄1(k) →
S1(k), · · · , S̄i(k) → Si(k), · · · , S̄N (k) → SN (k) by robust congestion control,
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Fig. 2. A typical scenario of NFV with propagation delay in WSDNs.

where k is the discrete count number. xi(k) = S̄i(k)−Si(k) is defined as the error
state of the padding waiting time and lim

k→∞
||S̄i(k)−Si(k)|| = 0 for i = 1, . . . , N .

According to analyzing the propagation delay in the closed-loop WSDN, the
propagation delay from the VNF to the centralized controller (VC) and from the
centralized controller to the VNF (CV) are defined as dvc and dcv, respectively.
Suppose that the VC delay dvc and CV delay dcv are constants in WSDNs. The
VNF receives the feedback message from the controller with the CV delay dcv

in Fig. 2. Denote the constant d = dvc + dcv.
The VNFs constantly adjust their padding waiting times following the con-

trol instructions. Initially, each VNF advertises the error state of the padding
waiting time x(k) = (xi(k)) to the controller. With the packet-in message, the
controller calculates x(k), and the controller classifies the global information of
the error state and generates a control policy u(k) to keep the padding waiting
time stable. The control policy needs to stabilize the padding waiting time in the
presence of propagation delay and external interference. The controller makes
proper adjustments of the weighted matrix Bu ∈ R

n×n. Finally, the controller
sends a packet-out message, which indicates that the flow originated the packet-
in message has been implemented. The closed-loop WSDN is accomplished and
modeled with propagation delay as x(k + 1) = Ax(k) + Buu(k), where A is
the parameters represented the network features that are non-negative constant
matrices with appropriate dimensions.

The control instruction u(k) = Kx(k), K ∈ R
n×n denotes robust congestion

control strength, and the control policies are considered as

x(k + 1) = Ax(k) + BuKx(k − d) (1)

Considering external interference, the closed-loop network model can be for-
mulated into a robust H∞ control model. Simultaneously, the closed-loop WSDN
(1) with the external interference part add as in (2)

x(k + 1) = Ax(k) + BuKx(k − d) + Bww(k), (2)
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where Bw is the weight of external interference that is non-negative constant
matrices with appropriate dimensions. For convenience, we assume that the
external interference is limited energy and duration.

Thus, the robust congestion control model is converted into a robust H∞
control model. The robust H∞ control model of the error state of the padding
waiting time in the presence of propagation delay and external interference is
formulated in the closed-loop WSDN.

Consider the following H∞ performance index J =
∑∞

k=0{zT (k)z(k) −
γ2wT (k)w(k)}, where J denotes the relation of the energy of the controlled
output z(k) and the external interference w(k), and γ denotes H∞ performance
index that is a prescribed positive scalar. This inequality denotes robust H∞
control in traditional WNCS robust congestion control model.

3 Problem Formulations of Robust H∞ Control

According to (1), the robust H∞ control model of the error state of the padding
waiting time in the presence of propagation delay and external interference in
the closed-loop WSDN is described by

⎧
⎪⎨

⎪⎩

x(k + 1) = Ax(k) + Buu(k) + Bww(k)
u(k) = Kx(k − d)
z(k) = Ix(k),

(3)

where x(k) = [x1(k), . . . , xn(k)]T ∈ R
n is the error state which denotes

the varying value of the padding waiting time between the current state
and the ideal state, u(k) = [u1(k), . . . , un(k)]T ∈ R

n is the control instruc-
tion, w(k) = [w1(k), . . . , wn(k)]T ∈ R

n is the external interference of lim-
ited energy and duration with convariance matrix w and has expectation zero,
z(k) = [z1(k), . . . , zn(k)]T as a measurement is the output of the robust con-
gestion control, k is the discrete count number. Define A = (aij)n×n ={

aij = 0, if i < j
0 ≤ aij ≤ 1, if i ≥ j

, Bu = (bij)n×n, Bw = diag{b̂1, b̂2, . . . , b̂n}, and the con-

stant matrix I ∈ R
n×n.

Definition 1. For the sake of the simplicity, the closed-loop WSDN (3) is stable
with constant propagation delay d = dvc + dcv in NFVs and WSDNs.

Definition 2. The closed-loop WSDN (3) is said to be stable, if there exists a
state feedback control instruction u(k) = Kx(k − d), K ∈ R

n×n. Thus, u(k) is
said to the robust congestion control policies.

Lemma 1 (Schur Complement). Given constant matrices P, Q, R, where PT =

P, QT = Q, then the LMI
[

P R
RT −Q

]

< 0 is equivalent to the following condition:

Q > 0, P + RQ−1RT < 0.
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4 Criteria of Robust H∞ Control

In the following, let Ā = A − I, B̄ = BuK. Rewrite closed-loop WSDN of the
error state (3) into a more compact form as

{
y(k) = Āx(k) + B̄x(k − d) + Bww(k)
z(k) = Ix(k),

(4)

where y(k) = x(k + 1) − x(k) is the difference state, and y(k) =
[x1(k + 1) − x1(k), x2(k + 1) − x2(k), . . . , xn(k + 1) − xn(k)]T .

Theorem 1. Consider the robust H∞ control model of the error state with
propagation delay and external interference in the closed-loop WSDN (4). Given
the external interference attenuation level γ and positive integers d. If there exist
appropriate dimension symmetric positive definite matrices P > 0, Q > 0 and

R > 0, X =
[
X11 X12

∗ X22

]

≥ 0, and appropriate dimension matrices N1, N2, so

that the following conditions (5) and (6) hold:

Ξ =

⎡

⎣
X11 X12 N1

∗ X22 N2

∗ ∗ R

⎤

⎦ ≥ 0, (5)

Ω =

⎡

⎢
⎢
⎢
⎢
⎢
⎢
⎣

ω11 ω12 PBw ĀT dĀT I
∗ ω22 0 B̄T dB̄T 0
∗ ∗ −γ2I BT

w dBT
w 0

∗ ∗ ∗ −P−1 0 0
∗ ∗ ∗ ∗ −dR−1 0
∗ ∗ ∗ ∗ ∗ −I

⎤

⎥
⎥
⎥
⎥
⎥
⎥
⎦

< 0, (6)

where ω11 = PĀ + ĀT P + Q + N1 + NT
1 + dX11, ω12 = PB̄ − N1 + NT

2 + dX12,
ω22 = −Q − N2 − NT

2 + dX22. Thus, the WSDN achieve robust H∞ control.

Proof. We firstly define y(l) = x(l + 1) − x(l). Then, we obtain x(k + 1) =
x(k) + y(k), and x(k) − x(k − d) − ∑k−1

l=k−d y(l) = 0.
In the closed-loop WSDN, the Lyapunov-Krasovskii functionals can be

expressed by

V (k) = xT (k)Px(k)+
∑k−1

j=k−d
xT (j)Qx(j)+

∑0

θ=−d+1

∑k−1

j=k−1+θ
yT (j)Ry(j).

where P = PT > 0, Q = QT > 0 and R = RT > 0 are positive definite
symmetric matrices. Define �V (k) = V (k + 1) − V (k), thus

�V (k) ≤ 2xT (k)Py(k) + yT (k)Py(k) + xT (k)Qx(k)

− xT (k − d)Qx(k − d) + dyT (k)Ry(k) −
∑k−1

l=k−d
yT (l)Ry(l).

(7)



148 X. Hu and W. Guo

For any appropriate dimension matrix Ni(i = 1, 2), we have

0 = 2[xT (k)N1 + xT (k − d)N2] × [x(k) − x(k − d) −
∑k−1

l=k−d
y(l)]. (8)

And for an appropriate dimension matrix X =
[
X11 X12

∗ X22

]

≥ 0, we get

0 ≤
k−1∑

l=k−d

ζT
1 (k)Xζ1(k)−

k−1∑

l=k−d

ζT
1 (k)Xζ1(k) = dζT

1 (k)Xζ1(k)−
k−1∑

l=k−d

ζT
1 (k)Xζ1(k).

(9)
Thus, from (7) to (9), we have

�V (k) ≤ ζT
2 (k){Λ+ΠT

1 (P+dR)Π1}ζ2(k)−
k−1∑

l=k−d

ζT
3 (k, l)Ξζ3(k, l)+γ2wT (k)w(k).

(10)
with ζ1(k) = [xT (k) xT (k−d)]T , ζ2(k) = [xT (k) xT (k−d) wT (k)]T , ζ3(k, l) =

[xT (k) xT (k − d) yT (l)]T , Λ =

⎡

⎣
ϕ11 ϕ12 PBw

∗ ϕ22 0
∗ ∗ −γ2I

⎤

⎦ ,Π1 = [Ā B̄ Bw]T ,Π2 = [I 0 0].

Defining Θ = Λ + ΠT PΠ + dΠT RΠ and using Schur Complement Lemma
(Lemma 1), the LMIs in (10) can make inequalities Θ < 0 true. Then there
exists a positive scalar ε > 0 such that Θ < εI < 0. Therefore, it follows that
ΔV (k) ≤ −ε||x(k)||2 < 0 ∀x(k) 
= 0.

Considering w(k) 
= 0 and Schur Complement Lemma, following the inequal-
ities (5) and (6), we have

�V (k) + zT (k)z(k) − γ2wT (k)w(k) ≤ ξT (k)Ωξ(k) < 0.

Sum k from 0 to ∞ with the initionalization of V (0) = 0, we can obtain
∑∞

k=0
{zT (k)z(k) − γ2wT (k)w(k)} < 0.

Based on the Lyapunov-Krasovskii theory, the robust H∞ control model of
the error state of the padding waiting time with propagation delay and external
interference in the closed-loop WSDN can achieve robust H∞ control J < 0
with desired H∞ performance index ||Twz(z)||∞ < γ following (5) and (6).

The proof is completed.

5 Simulation Results

In this section, a numerical example is designed to verify the effectiveness of our
stabilization criteria given in Theorem1. Following (5) and (6), in real WSDN
with QoS requirement (shown in Fig. 2), there are eight priority levels, denoted
from 0 to 7 with 0 being the highest, which are assigned to differentiated flows
with different characteristics. Consider the closed-loop WSDN (3) with different
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parameters in order to clearly demonstrate control policies with different QoS
priorities in the centralized controller:

Bw = diag{0.2, 0.1, 0.31, 0.51, 0.11, 0.21, 0.31, 0.41} and

A =

⎡

⎢
⎢
⎢
⎢
⎢
⎢
⎢
⎢
⎢
⎢
⎣

0.5 0 0 0 0 0 0 0
0.76 0.15 0 0 0 0 0 0
0.65 0 0.3 0 0 0 0 0
0.31 0 0.51 0.22 0 0 0 0
0.63 0.14 0 0.25 0.33 0 0 0
0.36 0 0.25 0 0 0.47 0 0
0.36 0.94 0.74 0.51 0 0.65 0.45 0
0.31 0.26 0 0.59 0 0.3 0.1 0.14

⎤

⎥
⎥
⎥
⎥
⎥
⎥
⎥
⎥
⎥
⎥
⎦

.

where A denotes the relationship between x(k + 1) and x(k), and we define

A = (aij) =
{

aij = 0, if i < j
0 ≤ aij ≤ 1, if i ≥ j

, that means the QoS requirement. The

QoS requirement is applied in VNFs to guarantee flows with different priorities
controlled. Before starting its execution, the flow with lower priority needs to
wait for the completions of all flow queues with non-lower priorities in the VNF
k. Additionally, the waiting time consists of the probability weight of every non-
lower priority.

5.1 Effectiveness Verification of the Proposed Scheme

According to Theorem 1, there exists a feasible solution to LMIs (5) and (6).
We use the zero initial state x(0) = [0 0 0 0 0 0 0 0] to reflect the stability
of error state at the initial moment. Suppose the control strength K = −0.1I,
the control policy Bu = A. The scenario of the error state xi(k), i = 0, 1, . . . , 7
with the different priorities are considered to make a comparison. Suppose that
a function with constant value and limited count number represents the external
interference with limited energy and duration to make the simulation tractable.

Notably, the error states x(k) may increase and then make convergence in the
presence of propagation delay and external inferences, as shown in Fig. 3. The
result represents that all error states x(k) reach an agreement by the centralized
controlling. Thus, this simulation can be conducted to indicate the effectiveness
of the proposed scheme in NFVs and WSDNs.

5.2 Design of Control Policy on Robust H∞ Control

This section introduces the design of the control policy based on the proposed
scheme in NFVs and WSDNs. We select the intermediate priority i = 4 in the
simulation. Figure 4 shows the variations of the error state under the different
control strength K. The initial state is y4(0) = 0. Compared with the control
strength K, it is notable that a tighter control results in the smaller width.

Therefore, the appropriate adjustments of QoS control policy can easily be
designed in the controller. The control policy can be designed to control the
width measurement.
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Fig. 3. The variations of error state xi(k), i = 1, 2, . . . , 7 with eight QoS priorities to
represent its variation in the presence of propagation delay and external interference.

Fig. 4. The variations of error state x4(k) (at QoS priority levels i = 4) with different
control strength K in the presence of propagation delay and external interference.

6 Conclusion

This paper have adopted robust control to tackle the problems of keeping the
network stable during congestion control in NFVs and WSDNs. A robust control
model with propagation delay and external interference is presented by using
Lyapunov-Krasovskii functionals. The sufficient conditions have been formulated
by LMIs. The numerical simulation has conducted to indicate the effectiveness
of the proposed scheme. The approach that we have presented can possibly
be extended to model and analyze more complex robust control approaches
in WSDNs. For future studies, more complex control algorithms modeled in
WSDNs would be discussed.
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Abstract. Most existing research on controller placement in Software-
Defined Networking (SDN) investigated controller placements without
jointly taking into account both the communication reliability and the
communication latency between controllers and switches if any link in
the network fails. In this paper, we first introduce a new latency metric
that considers the communication delay between the switches and the
controllers with and without the single-link-failure. We then formulate a
novel SDN controller placement problem with the aim to minimize the
communication delay, for which we propose an efficient algorithm. We
also show that there is a non-trivial trade-off between a primary path
and its backup path in terms of communication delay. We finally conduct
experiments through simulations. Experimental results demonstrate that
the proposed algorithm is very promising.

Keywords: SDN · Multiple controller placements · A single link fail-
ure · The latency · Placement algorithms

1 Introduction

Software-Defined Networking (SDN) is a new networking paradigm that decou-
ples the control plane from the data plane, making the network management
much simpler and flexible [1]. Multiple SDN controllers [2–4] can improve the
system performance in terms of scalability, delay, etc. through intelligent con-
troller placements.

Lots of effort on controller placements has been taken in recent years, which
focuses mainly on which locations the controllers should be placed, and how
to map each switch to one of the placed controllers to minimize the accumu-
lated communication latency between switches and their controllers. For exam-
ple, Heller et al. [5] tackled the controller placement problem with the aim to
minimize the node-to-controller propagation latency, and reduced the problem
to the facility location problem. Yao et al. [6] minimized the total cost of flow
set-up requests from switches to controllers, where each switch was assigned a
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weight that is defined as the product of numbers of flow requests and the delay
from each switch to the controller. Yao et al. [7] placed the controllers to the
network to minimize the maximum latency under the constraints on controller
capacities.

The communication reliability is another important concern in controller
placements in SDNs [8]. Hock et al. [9] introduced a resilience framework to
cope with the resilience of link outages by proposing a Pareto-based optimal
controller placement method. Müller et al. [10] proposed a controller placement
strategy to maximize the number of node-disjoint paths between each switch and
its controller. Hu et al. [11] introduced a new metric, referred as the expected
percentage of control path loss, to maximize the reliability of control networks.
Ros and Ruiz [12] proposed a strategy that connects each switch to a subset of
controllers instead of a single one to ensure the required reliability.

Notice that a high latency in the backup paths between controllers and
switches will degrade the entire network performance. To the best of our knowl-
edge, very little attention in literature has ever been paid on the latency between
the failure-free and a single-link-failure cases in SDNs. In this paper, we will deal
with the multiple controller placements in an SDN with an objective to minimize
the total latency of both primary and backup paths.

The main contributions of this paper are as follows. We investigate the con-
troller placement problem to reduce the latency with and without a single-link-
failure. We define a novel metric integrating the latency in both primary and
backup paths, and propose an efficient algorithm for multiple controller place-
ments based on the proposed placement metric. We also conduct experiments
through simulations to evaluate the performance of the proposed algorithm.
Experimental results demonstrate the proposed algorithm is very promising.

The rest of the paper is organized as follows. The network model is intro-
duced, and the problem is precisely defined in Sect. 2. The proposed algorithm
is presented in Sect. 3. The performance evaluation of the proposed algorithm is
given in Sect. 4, and the conclusions are detailed in Sect. 5.

2 Problem Formulation

We model an SDN network as an undirected graph G = (V,E), where V is the
set of switches (or nodes) and E is the set of links. Each controller will be co-
located with a switch [9], and each switch is controlled by only one controller. We
assume that there is at most one link failure in the network [13]. The notations
used in the paper are listed in Table 1.

A primary path pi,k needs to be set up between a switch si and its corre-
sponding controller ck. In case a link in path pi,k fails, a backup path needs
to be built to replace the failed primary path. In this paper we aim to find a
proper location for each controller, and determine the exact mapping between the
controllers and the switches, with the objective to minimize the average accumu-
lated latency between switches and controllers. In other words, our optimization
objective is to
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Table 1. Table of notations

Notation Definition

si Node/switch i

(i, j) The link between nodes i and j

ck Controller ck

C Controller set

uk The processing capacity of controller ck

ri,k The number of requests from switch si to the mapped controller ck

xi,k Indicate whether switch si is mapped to controller ck (= 1) or not
(= 0)

yi,k Denotes whether controller ck is placed onto switch si (= 1) or not
(= 0)

pi,k The link set of the primary path between switch si and controller ck

lpi,k The latency in the primary path between switch si and controller ck

lbi,k,i′,j′ The latency in the backup path between switch si and controller ck
under link (i′, j′) failure

li,k The accumulated latency in the primary path and backup paths
between switch si and controller ck

Minimize:
|V |∑

i=1

|C|∑

k=1
li,k

|S| .
(1)

Subject to:

li,k = λ1l
p
i,k + λ2

∑

(i′,j′)∈pi,k

lb
i,k,i′,j′

|pi,k| ,
(2)

|C|∑

k=1

xi,k = 1, ∀si ∈ V , (3)

|V |∑

i=1

yi,k = 1, ∀ck ∈ C, (4)

yi,k ≤ xi,k, ∀si ∈ V ,∀ck ∈ C, (5)

|V |∑

i=1

xi,k · ri,k ≤ uk, ∀ck ∈ C. (6)

Equation (2) defines the accumulated latency in the primary path and backup
path between a switch si and its controller ck, where parameters λ1 and λ2(λ1 +
λ2 = 1) are constant weights used for weighting between the two latency sources.
The latency of the backup path takes into account all possible failures of links in
the primary path. Equation (3) ensures that each switch is mapped to exactly
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one controller. Equation (4) mandates that each controller is placed onto exactly
one switch. Equation (5) dictates that switch si is mapped to controller ck if
controller ck is placed onto switch si. Equation (6) signifies that the number of
requests from its switches to a controller cannot exceed the computing capacity
of the controller.

3 Algorithm for Controller Placements

It is known that the controller placement problem with the aim to minimize the
accumulated latency of all primary paths is a NP-hard problem [5]. Clearly, the
controller placement problem in this paper is NP-hard too, as the former is a
special case of our problem where the accumulated latency of backup paths has
not been incorporated into the optimization objective.

In this section, we propose a Latency-Aware Reliable Controller placement
algorithm (LARC) for the problem. A switch is mapped to a controller by the
shortest path, and the path cost is the total weight of all the links that the path
traverses. We create an auxiliary graph with each link cost incorporating both
primary path latency and average path latency upon the link failure. We place
each new controller on the auxiliary graph by searching the location that incurs
the least total path cost between the switches and the controllers. Algorithm
LARC consists of two stages.

Stage one: A weighted auxiliary graph, G′ = (V ′, E′), is constructed from
the SDN G which will be used for the controller placements. Each edge in E′ is
assigned a weight that is the accumulated latency on both primary and backup
paths.

Stage two: Determine the location of each to-be-placed controller and map
each switch to one of the controllers, by utilizing the auxiliary graph and the
proposed metric for controller placements.

3.1 The Construction of the Auxiliary Graph

The weighted auxiliary graph G′ = (V ′, E′) is constructed from the SDN G =
(V,E) as follows, where V ′ = V and E′ = E. Denote by wi,j the weight of link
(i, j). For the failure of link (i, j), we calculate the average path latency wf

i,j

between all pairs of nodes. The new weight of link (i, j) in G′, w′
i,j , is calculated

by Eq. (7), where weights λ1 and λ2 are constants with λ1 + λ2 = 1.

w′
i,j = λ1wi,j + λ2w

f
i,j . (7)

3.2 Controller Placement

The detailed algorithm is given in Algorithm1, which places the controllers on
the network based on the auxiliary graph, and maps each switch to one of the
controllers. Specifically, the algorithm proceeds iteratively using the greedy strat-
egy. Within each iteration, a single controller is placed. This procedure continues
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until all K controllers are placed. For each controller ck, Algorithm 1 computes
the cost of placing it at a location v, which is the total cost of the shortest
paths between all unassigned switches and controller ck located at v (see steps
3–7 of the algorithm). It then chooses a location v with the minimum cost, and
map those unassigned switches to controller ck one by one until the computing
capacity uk of controller ck is reached (see steps 8–11 of the algorithm). Once
controller ck has been placed at location v, the path cost of mapping a switch
to pre-placed controller may be reduced by mapping the switch to controller ck.
Therefore, we perform a procedure Remap, to change the mapping relationship
between all placed controllers and the switches assigned to them.

Algorithm 1. Controller Placement
Input: Auxiliary graph G′ = (V ′, E′)
Input: Set of switches S
Input: Number of controllers K
Output: Set of locations placed with controllers Cp

Output: Mapping relationship between switches and controllers
1: Vp = V ′,Cp = ∅,S′ = S;
2: for k = 1...K do
3: for each location v ∈ Vp do
4: Assume controller ck is placed at location v;
5: Find the shortest path between each switch si ∈ S′ and a controller ck at

location v in G′, and assume the cost of the path is cpi,v;
6: Evaluate ccv =

∑
i∈S′c

p
i,v the total cost of the paths from all the switches in S′

to controller ck at location v;
7: end for
8: Choose the location v with the least cost ccv to place controller ck;
9: Sort the switches in S′ in the non-descending order of path cost cpi,v;

10: Map the switches to controller ck iteratively provided that the mapping does
not exceed the computing capacity uk of the controller, assuming that Sm is the
mapped switch set;

11: Cp = Cp

⋃{v},S′ = S′ − Sm,Vp = Vp \ v;
12: Remap;
13: Relocate;
14: end for

Procedure Remap proceeds iteratively. Within each iteration, for a given
switch si that has been mapped to a controller, the procedure will calculate the
accumulated delay of mapping switch si to each controller, and find the controller
ck that incurs the least accumulated delay. Switch si is then mapped to controller
ck if this mapping will not exceed the computing capacity of controller ck.

Changing the location of a placed controller may also reduce the delay
between the controllers and switches. Algorithm 1 performs Relocate to further
reduce the mapping cost. For each controller ck that has been placed at a loca-
tion, Relocate evaluates whether deploying each controller ck onto an assigned
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switch location v will reduce the total delay between the switches and the con-
trollers. The total delay is the cost sum of the minimum cost paths between all
assigned switches to controller ck at location v.

Assume K, N and L are the numbers of controllers, switches and links,
respectively. In the first stage of algorithm LARC, to construct the auxiliary
graph G′ from the network G, we iteratively delete a link in G and calculate
the shortest path between all pairs of nodes, using Dijkstra’s algorithm, where
Dijkstra’s algorithm runs in time O(N2), and hence the calculation of the paths
of all pairs of nodes can be performed in O(N3) time. The construction of the
auxiliary graph construction takes O(L · N3) time.

The second stage of algorithm LARC places the controllers one by one. As
the shortest paths has been figured out already in the first stage, the localization
of a controller can be determined within O(N) time. Algorithm 1 performs pro-
cedures Remap and Relocate after placing a new controller. In the worst case,
procedure Remap has to change the mapping relationship between all the K con-
trollers and N switches. The worst case time complexity of procedure Remap is
O(KN). For all the placed controllers, procedure Relocate checks all potential
locations that can accommodate the controllers, and hence procedure Relocate
runs in time O(KN). Algorithm 1 thus takes O(K2N) time. Consequently, the
time complexity of algorithm LARC is O(L·N3)+O(K2N) = O(N3L+K2N) =
O(N3L) since N ≥ K.

4 Performance Evaluation

In this section, we evaluate the performance of the proposed controller place-
ment algorithm. We also investigate the impact of important parameters on the
performance of the proposed algorithm.

4.1 Simulation Setup

We evaluate the proposed algorithm LARC against the state-of-the-arts: SVVR
[10] and CPP [5], where algorithm SVVR maximizes the connectivity between
switches and controllers, by exploring the path diversity, while algorithm CPP
places the controllers in such a way that the average latency from the switches to
the controllers is minimized. The network topologies used in the simulation are
ATT (ATT North America) and Internet2 [5,14]. The capacities of controllers
and the request rates of switches are set as the same as those used by algorithm
SVVR. All controllers have identical computing capacity of 1800 kilorequests/s,
and each switch generates the requests with the rate of 200 kilorequests/s. We
use the geographical distance between two locations as an approximation of
latency [5].



158 Y. Fan et al.

4.2 Performance Evaluation of the Proposed Algorithm

4.2.1 Weighting Impact of Backup Paths
We first evaluate the performance of different algorithms LARC, SVVR and CPP
by varying the latency weights of primary and backup paths λ1 and λ2(λ1+λ2 =
1) in Eq. (7), assuming that the number of controllers K is 5.
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Fig. 1. The average latency of backup paths under different weighting

Figure 1 shows the average latency of backup paths by varying the value of λ2

after single link failure. Algorithm LARC outperforms algorithm CPP by 24%
and 11% for two different networks ATT and Internet2, respectively. Algorithm
LARC places the controllers by jointly considering the latencies of both primary
and backup paths, while algorithm CPP deploys the controllers with the objec-
tive of optimizing the primary path latency only. Algorithm SVVR is the worst
one among the three mentioned algorithms. Algorithm SVVR aims to maximize
the number of disjoint paths between switches and controllers. However, the
latency is not considered in controller placements.

Figure 2 depicts the average latency of primary paths by varying the value
of λ2. Algorithm SVVR has the worst performance, as it focused on finding the
maximum number of disjoint paths between switches and controllers for com-
munication reliability without taking into account the communication latency.
Algorithm CPP performs better than algorithm LARC on different networks.
The average latency of primary paths delivered by algorithm LARC increases
from 0.3% to 14% for ATT, and from 0.1% to 17% for Internet2. In general,
when the weight λ2 is no greater than 0.3, algorithm LARC is only slightly
worse than CPP, as algorithm LARC considers the latencies of both primary
and backup paths, while algorithm CPP places controllers without any consid-
eration of backup path latency.

Figure 3 demonstrates the average accumulated latency of primary and
backup paths. The performance of algorithm SVVR is the worst, since it does
not consider the latency when deploying the controllers. Algorithm LARC out-
performs algorithm CPP by 9% on ATT and 4% on Internet2, respectively.
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Fig. 2. The average latency of primary paths by varying the latency weight of backup
paths
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Fig. 3. The average accumulated latency by varying the latency weight of backup paths

4.2.2 Impact of the Number of Controllers
We then study the impact of number of controllers on the performance of dif-
ferent algorithms, assuming the weight λ2 of backup path latency is set at 0.2.
Figure 4 plots the average latency curves of backup paths with different number
of controllers. Algorithm LARC outperforms both algorithms SVVR and CPP,
since algorithm LARC considers the latencies of both primary and backup paths
at the same time. Specifically, with 9 controller placements, algorithm LARC
outperforms algorithm CPP in terms of the average delay of backup paths by
27% on ATT and 10% on Internet2, respectively, and the performance improve-
ment diminishes with the growth of the number of controllers.

Figure 5 demonstrates the average latency of primary paths with different
number of controllers. Similar to the one shown in Fig. 2, algorithm CPP per-
forms slightly better than algorithm LARC, since algorithm CPP places the
controllers with the aim to minimize the latency of primary paths, while algo-
rithm LARC strives for the fine tradeoff of the delays between the primary and
backup paths. For both ATT and Internet2, the average latency of primary paths
delivered by algorithm CPP is 10% better than that of algorithm LARC, while
algorithm SVVR is the worst one.
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Fig. 4. The average latency of backup paths with different number of controllers
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Fig. 5. The average latency of primary paths with different number of controllers
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Fig. 6. The average accumulated latency with different number of controllers

Figure 6 illustrates the average accumulated latency by varying the number of
controllers. As shown in Fig. 3, algorithm LARC achieves the best performance
among the three algorithms, and algorithm LARC outperforms algorithm CPP
by 3% on ATT and 4% on Internet2, respectively. Figures 4 and 5 imply that the
decrease on the average latency of backup paths can compensate the increase on
the average latency of primary paths.
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5 Conclusions

Controller placements in Software-Defined Networking (SDN) are crucial in
the SDN performance. Most existing studies placed the controllers without
jointly considering the communication reliability and the communication latency
between controllers and switches if any link in the network fails. In this paper,
we introduced a novel latency metric that incorporates the communication delay
between the switches and the controllers due to a single link failure. We formu-
lated an SDN controller placement problem with the aim to minimize the aver-
age accumulated delay of primary and backup paths between all the switches
and their corresponding controllers due to a single link failure, and proposed
an efficient algorithm for the problem. We also conducted experiments through
simulations. Experimental results demonstrate that the proposed algorithm is
very promising.
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Abstract. Multiantenna based spectrum sensing algorithms are widely
used in cognitive radio networks on account of improving the system reli-
ability. Utilizing the difference between the received signal and the noise
statistical covariances, two kinds of novel spectrum sensing algorithms,
binomial distribution based detection (BD) and wilcoxon signed rank
test based detection (WSD), are proposed based on the sample covari-
ance matrix calculated from a limited number of received signal samples.
BD and WSD algorithms do not need any priori information of the pri-
mary signal and the noise. In addition, their thresholds are found via
the statistical theory. Compared with energy detection (ED), maximum-
minimum eigenvalue (MME) and covariance absolute value (CAV), those
two algorithms can obtain better performance. Finally, the performance
of the proposal is verified by simulations.

Keywords: Cognitive radio · Spectrum sensing · Multiantenna ·
Covariance matrix · Binomial distribution · Wilcoxon signed rank test

1 Introduction

High-rate wide-band wireless communication will bring a huge demand of spec-
trum. Limited available spectrum resources and inefficient static spectrum allo-
cation policy result that the lack of spectrum resources become increasingly
serious. On the one hand, the rapid growth of radio communication service and
the appearance of new system, protocol and network result in further compe-
tition of wireless spectrum. On the other hand, most of the available spectrum
have been assigned to the licensed users. Therefore, unlicensed users can only
use the a little spectrum which is nearly saturation.

The statically spectrum allocation way, which is widely used in the current
spectrum management system, causes that a large amount of idle spectrum are
not applied, and then leads to low spectrum efficiency. To solve the problem of
the shortage of spectrum resources, regulators consider using dynamic allocation
for spectrum management.
c© ICST Institute for Computer Sciences, Social Informatics and Telecommunications Engineering 2018
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Cognitive Radio (CR) [1], which achieves the dynamic allocation of spectrum
resources, can improve the spectrum utilization. As the fundamental task for CR
network, spectrum sensing [2] allows secondary users to use the licensed spectrum
to primary users when they are not active.

It has been shown that multiantenna based blind spectrum sensing algorithms
are not affected by noise uncertainty to which the classical energy detection (ED)
[3,4] is known to be sensitive. Those algorithms are mainly divided into two
categories, the eigenvalue based algorithms [5,6] and the covariance based algo-
rithms [7,8]. The eigenvalue based algorithms, such as the maximum minimum
eigenvalue (MME) [5] and the maximum eigenvalue trace (MET) [6] algorithms,
exploit the difference between the eigenvalue of sample covariance matrices of
the primary signals and noises. Nevertheless, it is difficult to obtain the accurate
decision threshold. Meanwhile, high computational intensity is required for those
detectors.

The covariance absolute value (CAV) [7] algorithm is proposed in order to
overcome the above defects. The test statistic is set according to the ratio of
the sum of all elements in the absolute value of covariance matrix and the sum
of the absolute value of diagonal elements. The accurate decision threshold can
be obtained and the computational complexity is low because it does not need
eigen-decomposition. However, their performance is worse than ED.

In this paper, we present two kinds of novel nonparametric tests based spec-
trum sensing algorithms, which utilize the upper triangular elements of sam-
ple covariance matrix. The proposed BD and WSD algorithms require no prior
information of noise and primary signal. In other words, they are robust to
noise uncertainty. To compare with BD, WSD gets better performance but needs
higher computational complexity. It is revealed in the simulation that the perfor-
mance of proposed detectors is superior to traditional multiantenna based blind
spectrum sensing algorithms and ED algorithm.

The rest of this paper is organized as follows. System model is given in
Sects. 2 and 3 gives the proposed algorithm. Computational complexity of various
algorithms are compared in Sect. 4. Simulation results are presented in Sect. 5
and concluding remarks are made in Sect. 6.

2 System Model

2.1 Signal Model

Consider a multiantenna cognitive radio system with one primary user with
single antenna and one secondary user with M antennas. As shown in Fig. 1,
the essential problem of spectrum sensing is to detect the primary user in the
noise environment. Generally, the spectrum sensing can be expressed as a binary
hypothesis test problem. H0 denotes the null hypothesis (absence of the primary
user) and H1 stands for the alternative hypothesis (presence of the primary user).
The signal model of spectrum sensing in array antenna receiver is formulated as
follows:

xm(n) =
{

wm(n), H0

hs(n) + wm(n), H1
, n = 1, 2, · · · , N (1)
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where xm(n) and wm(n) represent the received signal and additive white
Gaussian noise (AWGN) from the mth(1 ≤ m ≤ M) antenna, wm(n) N(0, σ2).
s(n) denotes the primary signal. h represents channel gain. Without loss of gen-
erality, we assume h = 1 in array antennas system. N is the number of samples.
It is assumed that the primary signal is independent of the noise. Let us express
the receive signals as a M × N matrix.

X =

⎡
⎢⎢⎢⎣

x1(1) x1(2) · · · x1(N)
x2(1) x2(2) · · · x2(N)

...
...

. . .
...

xM (1) xM (2) · · · xM (N)

⎤
⎥⎥⎥⎦ (2)

Fig. 1. System model for cognitive radio network with multiple antennas

The sample covariance matrix is defined as

R =
1
N

XXH (3)

ri,j is the (i, j)th element of R.

ri,j =
1
N

N∑
n=1

xi(n)xj(n) (4)

There are two probabilities can measure the performance of different algo-
rithms in spectrum sensing:

– probability of detection Pd, which defines the probability of the algorithm
deciding the presence of primary signal exist under H1.

– probability of false alarm Pfa, which defines the probability of the algorithm
claiming the presence of the primary signal under H0.
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2.2 Previous Works

Energy Detection: multi-antenna assisted ED algorithm is a classical sensing
method, which does not need any information of the primary signal. The total
energy of received signal is regarded as the test statistic, namely

TED =
N∑

n=1

M∑
m=1

|xm(n)|2
H1

≥
<
H0

γED (5)

Nevertheless, to calculate the decision threshold, the noise power is required.
In practice, it is not easy to obtain accurate noise power so that the performance
will decrease. The SNR wall, which means a minimum SNR below that a signal
cannot be reliably detected, is also cased by noise uncertainty. This indicates
that ED is influenced by the noise uncertainty.

Eigenvalue Based Detection: MME algorithm, which compares the ratio
of the maximum eigenvalue and the minimum eigenvalue with a threshold, is
proposed to overcome the impact of noise uncertainty in ED algorithm. The test
statistic is given by

TMME =
λmax

λmin
(6)

where λmax and min are the maximum and minimum eigenvalue of sample covari-
ance matrix R. MME algorithm is popular due to the fact that it does not need
of any prior knowledge and is free of noise uncertainty. The drawback is its
complexity caused by eigen-decomposition.

Covariance Based Detection: In order to reduce the complexity of MME
algorithm, the difference of statistics covariance matrix between H0 and H1 is
employed to detect whether PU exits or not. The test statistic is

TCAV =

1
M

M∑
i=1

M∑
j=1

|ri,j |

1
M

M∑
i=1

|ri,i|
(7)

CAV algorithm avoids calculating the eigenvalue, therefore, the computa-
tional complexity decreased.

3 Nonparametric Test Based Detection

Although MME and CAV is robust to noise uncertainty, the performance is
worse than ED. Two kinds of blind spectrum-sensing algorithms, which do not
need any prior information of the primary signal and the noise, are proposed in
this paper.
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We consider the upper triangular elements of R(ri,j , ij) to design test statis-
tics. The total number of ri,j(i < j) in R is M(M − 1)/2, which is been signed
as L. Try to seek the difference of ri,js symcenter under H0 and under H1.

Under H0, the mean value is given by

E [ri,j ] = E

[
1
N

N∑
n=1

xi(n)xj(n)
]

= 1
N

N∑
n=1

E [wi(n)] E [wj(n)] = 0
(8)

and under H1, we have

E [ri,j ] = E

[
1
N

N∑
n=1

xi(n)xj(n)
]

= 1
N

N∑
n=1

E
[
s(n)2

] (9)

Comparing (5) and (6), we obtain that ri,js symcenter is zero under H0 but
not equals to zero under H1. We can realize spectrum sensing via evaluating the
distributional difference of the data greater than zero and less than zero.

As the symcenter of the whole data, there are two points to consider.

– The data volume on both sides of the symcenter is equal.
– The distribution of data on both sides of the symcenter is identical.

3.1 Binomial Distribution Based Detection

BD algorithm only takes advantage of the first point to realize spectrum sensing.
When H0, the symcenter of ri,j is zero, so there is approximate one half data
volume in both sides of zero. The number of the data greater than zero is half
of the total data in theory, which equals to L/2.

When H1, the symcenter of ri,j is larger than zero, so the number of the data
greater than zero exceeds L/2 in theory. Based on the above analysis, we can
determine the state of primary user by the means of whether the number of ri,j

greater than zero equals to L/2. The test statistic for BD method is given as

TBD =
M∑
i=1

M∑
j=1,j>i

u(ri,j) (10)

where u(•) represents step function. It is obvious that spectrum sensing can be
transformed to a hypothesis test problem.{

TBD = L/2,H0

TBD > L/2,H1
(11)

Once the TB is computed, it will be compared to a predefined threshold λB.
The statistical test problem transforms into

H0 : TBD ≤ λB

H1 : TBD > λB
(12)
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To derive the false alarm probabilities for the BD detector, the cumulative
distribution function (CDF) of the test statistic TBD should be derived under
hypotheses H0. u(ri,j) can be seen as a Bernoulli experiment. Therefore, TB can
be seen as M(M − 1)/2 Bernoulli experiment.

TB ∼ B(L, p) (13)

where B denotes binomial distribution. p represents the probability of ri,j greater
than zero, and then according to the above analysis, p = 0.5 under H0. Hence,
the cumulative distribution function (CDF) [9] of TBD is defined as

FB(t) =
t∑

l=0

Cl
L0.5L (14)

For the given Pfa, the threshold can be obtained as

γB = F−1
B (1 − Pfa) (15)

– From the received signal matrix X, calculate the sample covariance matrix
R according to (3).

– Count the elements larger than zero from the upper triangle of R as TBD.
– Find the threshold λB for a given probability of false alarm according to (12).
– Accept the null hypothesis H0 if TBD > λB. Otherwise, reject H0 in favor of

the presence of the primary user signal.

It is worth mentioning that the BD only need count the element larger than
zero from R and does not make full use of R. In other words, BD can get low
computational complexity and suboptimum performance.

3.2 Wilcoxon Signed Rank Test Based Detection

In the following, we describe the wilcoxon signed rand test, which is a nonpara-
metric statistical test, based spectrum sensing detector. The WSD algorithm
compares the distribution of the measures on the different sides of symcenter.
When H0, the distribution of the measures on the different sides of zero are the
same. Nevertheless, when H1, the two distributions are different.

First of all, obtain the absolute value |ri,j | (i < j), whose total number is L.
Renumber those value: |rl| (l = 1, 2, , L). Then, rank |rl| and get order statistic
|r|(l). Specifically, αl represents the rank of |rl|, in other words, |rl| = |r|(αl).
If the symcenter of data is zero, the density should be approximately the same
on both sides of the data. It further means that the original positive data and
negative data should be staggered after taking absolute value. Therefore, the
sum of rank of positive data is nearly equal to the sum of rank of negative data
in the absolute value.

The test statistic of the WSD algorithm is given by

TW =
L∑

l=1

αlu(rl) (16)
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Under null hypothesis, the mean and variance of TW can be expressed as

E(TW ) = E(
L∑

l=1

αlu(rl))

= 1
2

L∑
l=1

E(αl) = 1
4L(L + 1)

(17)

var(TW ) = var(
L∑

l=1

αlu(rl))

= 1
4

L∑
l=1

var(αl) = 1
24L(L + 1)(2L + 1)

(18)

A large sample modificatory test statistic of the WSD algorithm [10] is given
by

TWSD =
TW − 1

4L(L + 1)√
1
24L(L + 1)(2L + 1)

(19)

which under H0 has a standard normal distribution. Given the required Pfa, the
decision threshold is determined by

γW = F−1
W (1 − Pfa) (20)

where F−1
W (•) is the inverse function of F (•) with F (•) being the CDF of TW .

4 Implementation and Complexity Comparison

Figure 2 shows the procedures of WSD algorithm, BD algorithm, ED algorithm,
MME algorithm and CAV algorithm. The computational complexity of calcu-
lateing sample covariance matrix is O(NM2). WSD algorithm need to rank the
upper triangle elements of R, whose total number is L = M(M − 1)/2. The
rank complexity is O(Llog2(L)). The complexity of BD algorithms after calcu-
late R is O(L). In the MME algorithm, a complexity of O(M3) is required in
the calculation of the eigen-decomposition. The complexity of MME algorithm is
higher than the proposed algorithms. Although the procedure of ED algorithm
is simple, it needs noise power as prior information and is influenced by noise
uncertainty. The comparison of computational complexity is given in Table 1.

5 Simulation Results

To evaluate the performance of the proposed BD and WSD sensing algorithm,
we have make simulations in MATLAB along with the ED, MME and CAV
sensing methods. In the following simulations, M = 4, N = 50 and false alarm
probability Pfa = 0.1 are assumed. When there is noise uncertainty α, the range
of noise variance can be set as [B−1σ2, Bσ2], where B = 100.1α.

Figure 3 presents the performance comparison of those algorithms. The per-
formance of ED descends dramatically with the increase of noise uncertainty,



172 G. Lu et al.

Fig. 2. Procedures of WSD algorithm, BD algorithm, ED algorithm, MME algorithm
and CAV algorithm. Note that the knowledge of noise power is required in the ED
algorithm.

Table 1. Computational complexity comparison

Algorithm Computational complexity

WSD O(NM2 + Llog2(L))

BD O(NM2)

ED O(NM)

MME O(NM2 + M3)

CAV O(NM2)

Fig. 3. Pd vs SNR with Pfa = 0.1 and M = 4, N = 50

however, other algorithms remains high performance no matter what the noise
uncertainty is. It is clear that WSD and BD algorithms perform better than
the ED, MME and CAV sensing methods. The WSD algorithm gets optimal
performance compared with BD algorithm, which is consistent with theoretical
analysis. Figure 4 shows the ROC performance comparison with the WSD, BD,
ED, CAV, MME algorithms. There are four antennas and 40 sample points in
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Fig. 4. ROC curves with SNR=−8 dB

Fig. 5. Detection performances versus sample number with SNR = −10 dB

each antenna. The signal noise ratio(SNR) is −8 dB. It is clear that the WSD
and BD algorithms perform better. In order to further compare several kinds
algorithms, Fig. 5 gives the simulation performance for Pd at different sample
size. The SNR is set as −10 dB. Compared with other algorithm, the perfor-
mance of CAV algorithm improves slowly with the increase of sample number.
In summary, the simulation result shows that the proposed algorithms can reach
better performance than traditional algorithms.

6 Conclusion

In this paper, two sensing algorithms based on nonparametric test theory have
been proposed for multi-antenna CR system. The upper triangular elements of
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sample covariance matrix are utilized to calculate test statistics and the threshold
is set according to given probability of false alarm. It is worth noting that the
proposed algorithms do not need any knowledge of signal and noise. In addition,
the computational complexity of BD algorithm is just higher than ED algorithm.
Simulation analysis have shown that the performance of the proposed algorithms
is much better than ED, MME and CAV.
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Abstract. Goodness of Fit tests have been used to find available spec-
trum with excellent detection performance in Cognitive Radio System.
To extend those works, in this paper, we reformulate the spectrum sens-
ing as a unilateral Goodness of Fit testing problem. With difference to
previous available works, a random variable that obeys central F distri-
bution with presence of primary user (PU) signal and a non-F distrib-
ution with absence of PU signal, which provides technical support for
achieving blind spectrum sensing; furthermore, inspired by the thought
of unilateral hypothesis test, we apply Right Anderson Darling (RAD)
test to achieve bind spectrum sensing and derive a blind spectrum sens-
ing called RAD sensing. Finally, the validness of proposed algorithm is
proved by enormous Monte Carlo simulations.

Keywords: Cognitive radio · Blind spectrum sensing · F distribution ·
Right-Anderson Darling test

1 Introduction

Cognitive radio (CR) is a dynamic spectrum management technology by means
of finding “spectrum holes” and making full use of idle spectrum, which is
designed to solve spectrum shortage. Spectrum sensing, as a prerequisite and
basis technology for CR, is to monitor spectrum state and detect “spectrum
holes” in order to avoid interference to the primary user (PU) [1].

To this end, the common spectrum sensing algorithms consist of Cyclosta-
tionary Feature Detection (CFD) algorithm, Matched-Filter detection (MF),
Energy Detection (ED), eigenvalue based spectrum sensing and Goodness of
Fit (GoF) based spectrum sensing [2]. For examples, the PU signal (i.e., sig-
nal waveform, modulation, etc.) must be as a prior information, in addition, MF
has relatively high requirement for synchronization [3]; ED algorithm is the most
common method because of its low complexity, however it is sensitive to noise
uncertainty, which results in low robustness and difficulty in setting threshold [4].
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To overcome this difficulty, algorithms based on eigenvalue are proposed such as
Maximum Minimum Eigenvalue (MME) [5] and generalized likelihood ratio test
(GLRT) [6] based spectrum sensing. The proposed algorithms are free of noise
uncertainty but at the cost of high computational complexity.

Recently, Goodness of Fit (GoF) test, as a nonparametric hypothesis test, has
been widely used in cognitive radio system via testing whether the received signal
comes from the assumed distribution [7–13]. In this case, the spectrum sensing
problem is transformed into a GoF testing problem and GoF test (i.e., AD
criterion) is used to examine it. To be more explicit, we firstly assume the received
signal obeys a particular distribution with the absence of PU signal and deviates
from the distribution with the presence of PU signal, and then exploit the GoF
test to solve the above problem. For instance, Wang assumes that the PU signals
remain the same during the sampling period due to the fact that PU signals
are often narrowband signal whose envelope changes very slowly after down-
conversion, low pass filtering and sampling at CR system, in such hypothesis, the
author first presents Anderson Darling (AD) sensing, where the spectrum sensing
is converted into check whether the received signal obeys the normal distribution
or not [7]. In addition, the performance of AD sensing is evaluated through
enormous Monte Carlo simulations and prove that AD sensing outperforms ED.
However, the noise power is needed for AD sensing [8]. To achieve blind spectrum
sensing, a new random variable is constructed and the spectrum sensing problem
is reformulated as a Students testing problem; then the AD test is used to achieve
spectrum sensing [9]. Similarly, the characteristic function is also exploited into
spectrum sensing; then a blind spectrum sensing based on characteristic function
and AD test (CAD) is proposed [9]. Afterwards, Shen extended it into MISO [10]
and MIMO CR system [11]. However, the spectrum sensing algorithms based on
characteristic function have heavy complexity compared to AD sensing [7] and
Students distribution based spectrum sensing [9].

In this paper, from another perspective to view the spectrum sensing based
on GoF test, we extend the above works [7–11] and reformulate the spectrum
sensing as a unilateral F distribution testing problem. In addition, we construct
a random variable and prove that it obeys a central F distribution when the PU
signal is not transmitted and a non-F distribution when the PU signal is trans-
mitted. The constructed random variable provides technical support for achiev-
ing blind spectrum sensing since it is free of noise power. Inspired by [14], the AD
criterion is suited to two-sided hypothesis test problem due to the fact that the
AD criterion gives equal weight to differences between empirical and theoreti-
cal distribution functions corresponding to all the observation and the spectrum
sensing problem is transformed as a unilateral F distribution testing problem
in this paper. Therefore, we apply the Right AD (RAD) criterion [14], which
addresses the difference between the empirical distribution and assumed distri-
bution in right tail, to check whether the constructed random variable comes
from central F distribution or not and present a blind spectrum dubbed RAD
sensing. Finally, the validness of proposed algorithm is proved by the enormous
Monte Carlo simulations.
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2 System Model

Without loss of generality, spectrum sensing is transmitted as a binary hypothe-
sis testing problem: H0 denotes the null hypothesis (absence of the primary user)
and H1 stands for the alternative hypothesis (presence of the primary user). To
be more explicit, the spectrum sensing mathematical model can be described as

{
xi = wi, H0

xi =
√

ρu + wi, H1
(1)

Where xi is the received signal at time i (i = 1, 2, ..., N); wi represents addi-
tive white Gaussian noise (AWGN) with mean zero and variance σ2, that is,
wi ∼ N(0, σ2); u is the signals transmitted by PU, ρ meets SNR = 10 lg (ρu2/σ2)
and SNR is signal-to-noise ratio (SNR). We adopt the PU signal model in
[7–12] and assume that u = 1. Therefore, when SNR remains unchanged, xi

obeys Gaussian distribution, that is,

xi ∼
{

N(0, σ2) , H0

N(kσ, σ2) , H1
(2)

where k =
√

ρ/σ =
√

100.1SNR.

3 Spectrum Sensing as Goodness of Fit Testing

Generically, achieving blind spectrum sensing based on GoF test has two steps.
The first step is to construct a random variable, which is free of noise variance
and has obvious difference between H1 and H0, so as to formulate the spectrum
sensing as GoF testing problem. The second step is to find a powerful GoF
criterion to verify the above problem. In the following, we will obtain a random
variable with irrelevance of noise variance and formulate spectrum sensing as
GoF testing problem.

First, we divide the received signals x1, x2, ..., xN into L(L < N) parts, each
part has M = N/L data. Thus, the mean and variance of lth (l = 1, 2, ..., L)
sample can be expressed as, respectively

x̄l
Δ=

1
M

Ml∑
i=1+M(l−1)

xi (3)

s2l
Δ=

1
M − 1

Ml∑
i=1+M(l−1)

(xi − x̄l)
2 (4)

Lemma 1. Let’s denote a new random variable Tl
Δ= Mx̄2

l

s2
l
, if xi ∼ N(0, σ2), the

variable Tl obeys the central F distribution with 1 and M − 1 degrees of freedom
respectively.
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Proof. If x̄l ∼ N(0, σ2/M), it is obvious that Mx̄l/σ2 ∼ χ2
1 after normalization

and square. Note that χ2
1 is central chi-square distribution with 1 degree of

freedom and noncentral parameter k2M . In addition, the random variable (M −
1)s2l /σ2 obeys central chi-square distribution with M − 1 degrees of freedom
according to Cochran Theorem [15]. Based on the above analysis, it is easily
obtained that Mx̄2

l /s2l has central F distribution with 1 and M − 1 degrees of
freedom respectively, that is, Tl ∼ F1,M−1.

Lemma 2. If xi ∼ N(kσ, σ2), the variable Tl obeys the noncentral F distribution
with 1, M − 1 degrees of freedom and noncentral parameter k2M respectively,
that is, Tl ∼ F1,M−1,k2M .

Proof. If x̄l ∼ N(kσ, σ2/M), it is easily to find that Mx̄l/σ2 ∼ χ2
1,k2M after nor-

malization and square. Note that χ2
1,k2M is non-central chi-square distribution

with 1 degree of freedom and noncentral parameter k2M . Similarly, according
to Cochran Theorem [15], the random variable (M − 1)s2l /σ2 obeys chi-square
distribution with M − 1 degrees of freedom. Therefore, it is easily obtained that
Mx̄2

l /s2l has noncentral F distribution with 1, M − 1 degrees of freedom and
noncentral parameter k2M respectively, that is, Tl ∼ F1,M−1,k2M .

From the Lemmas 1 and 2, when there is no PU signal within the desired
frequency band, the random variable Tl comes from the central F distribution
with 1 and M − 1 degrees of freedom; when the PU signal is transmitted within
the desired frequency, the random variable Tl obeys the noncentral F distribution
with 1, M −1 degrees of freedom and noncentral parameter k2M . Note that the
probability density function (PDF) of the noncentral F distribution deviates
rightward from the central F distribution.

To sum up, the spectrum sensing can be described as the following GoF
testing problem, {

Tl obeysF1,M−1, H0

Tl deviates rightward fromF1,M−1, H1
(5)

4 Right-Anderson Darling Sensing

In this section, in order to find “spectrum holes”, GoF test is used to examine
the above problem that is described in (5) via measuring the distance between
empirical Cumulative Distribution Function (CDF) and assumed CDF. Most
previous works utilize AD criterion to achieve spectrum sensing due to effective-
ness for two-sided hypothesis testing problem. The AD criterion can be written
as

A2
L = L

∫ +∞

−∞
[GL(T ) − G0(T )]2

dG0(T )
G0(T )(1 − G0(T ))

(6)

where L is the number of constructed random variable Tl; (G0(T )(1−G0(T ))−1 is
nonnegative weight function. G0(T ) is the assumed CDF; GL(T ) is the empirical
CDF and can be calculated by

GL(T ) = |{i : Ti ≤ T, 1 ≤ i ≤ L}| (7)
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where |•| is indicates cardinality. From (6) and [14], AD criterion is obviously not
the best choice for unilateral hypothesis test since it gives equal weight to both
tails of distributions and not utilizes all of unilateral hypothesiss feature(i.e.,
GL(T ) − G0(T ) is always less than zero in theory when there has transmitted
PU signal, in this case, the absolute of GL(T )−G0(T ) is bound to lead to perfor-
mance loss). To surmount this problem, based on the AD criterion, Jin et al. [13]
proposes a unilateral AD (UAD) criterion using GL(T )−G0(T ) rather than the
absolute of GL(T ) − G0(T ) in (6); furthermore, the author verify that the UAD
criterion is more powerful for unilateral hypothesis via Monte Carlo simulation
compared to AD criterion. However, the theoretical detection threshold only is
gotten via Monte Carlo simulation, which hinder the field of application.

Subsequently, sinclair proposed a more power GoF test dubbed as RAD cri-
terion for unilateral hypothesis via modifying the nonnegative weight function
and giving large weight to the right tail [14]. Moreover and fortunately, the
author gives the way to calculate accurate theoretical detection threshold and
prove that RAD test is more powerful for unilateral hypothesis compared to AD
criterion.

In this paper, we select RAD criterion to test unilateral hypothesis due to its
effectiveness for testing (5), and apply it to spectrum sensing, yielding a blind
spectrum sensing dubbed RAD sensing. The RAD test statistic is given by

R2
L = L

∫ +∞

−∞
[GL(T ) − G0(T )]2

dG0(T )
(1 − G0(T ))

(8)

By breaking the whole integral in (8) into L parts, it is easy to show that it
can be rewritten as

R2
L =

L

2
− 2

L∑
n=1

Zn − 1
L

L∑
n=1

(2n − 1) ln(1 − ZL+1−n) (9)

where Zn = G0(Tl). Once the R2
L is acquired, it will be compared with a thresh-

old λRAD using the following detection criterion
{

R2
L ≥ λRAD,H1

R2
L < λRAD,H0

(10)

According to [14], we can find a function to describe the relationship between
threshold and false alarm probability (Pf ) for RAD criterion. The functions is
described as,

Pf = 0.889(1.835λRAD)−1/2 exp(−1.835λRAD) (11)

where the λRAD is the detection threshold. For a given Pf , we can approximately
calculate the λUAD using formula (11). For examples, when Pf = 0.05, λUAD =
1.303; when Pf = 0.1, λUAD = 2.060.

In summary, RAD sensing algorithm can be concluded as follows
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Step 1: For a given false alarm probability, calculate decision threshold λRAD.
via formula (11);

Step 2: Compute via formula (9);
Step 3: Make a conclusion according to formula (10).

5 Simulation Results

In this section, simulation is implemented using Matlab and detailed analysis is
given in order to compare the performance of five algorithms (i.e., AD sensing,
ED method, CAD sensing and RAD sensing, AD-F sensing). Note that AD-
F sensing presents that AD criterion is used to test (5). The performance is
assessed via the maximum of detection probability in accord with a certain false
alarm probability. Note that noise variance is not needed for RAD, AD-F, CAD
sensing.
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Fig. 1. ROC curves for four methods over AWGN channel with SNR = −8 dB, L = 64

For assessing the performance of RAD sensing, Fig. 1 gives receiver operating
curves (ROC) of four algorithms with SNR = −8 dB and N = 64 over Additive
White Gaussian Noise (AWGN) Channels. As is shown in Fig. 1, AD sensing has
the best detection performance among four algorithms. For example, when Pf =
0.1, the detection probabilities of AD sensing, RAD sensing, AD-F sensing and
AD are about 0.92, 0.91, 0.84 and 0.39 respectively. It is worth noting that RAD
sensing outperforms AD-F sensing since the RAD criterion is more powerful than
AD criterion for unilateral alternative hypothesis, which is corresponding to a
practical case. Note that the noise variance is not needed for RAD sensing and
AD-F sensing.

Figure 2 presents the detection probabilities of AD sensing, CAD sensing,
RAD sensing with respect to different SNRs for N = 64 and Pf = 0.05 in the case
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of quasi static fading channel. In the quasi static fading channel, the channel gain
is assumed to obey the standard normal distribution in this simulation. From
Fig. 2, on one hand, the performance of AD sensing is also great than RAD and
CAD because the noise variance is needed for AD sensing; on the other hand, it
is not hard to find that RAD sensing has best detection probability when L = 1.
Note that with the absence of noise variance, in this case, RAD algorithm has
a marginal performance loss compared to AD sensing with the noise known and
slightly outperforms the CAD sensing. Note that CAD sensing dose not need
noise variance.
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Fig. 2. Detection probability against SNRs for three methods over a quasi static fading
channel with Pf = 0.05, L = 64

6 Conclusion

In this paper, we construct a variable random and formulate the spectrum sens-
ing as a unilateral GoF testing problem. Then a powerful GoF test called RAD
criterion is applied to examine it and a blind spectrum sensing dubbed RAD
sensing is proposed. Both simulation and analysis demonstrate that the RAD
sensing has excellent performance without the need of noise uncertainty. For
instance, RAD sensing is better than CAD sensing and has a ignorable perfor-
mance loss compared to AD sensing. Note that the noise variance is needed for
AD sensing but is not needed for CAD sensing. In further, we are interested to
extend our work into MISO CR system and MIMO CR system.
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Abstract. This paper investigates the problem of two dimensional (2-
D) directions-of-arrival (DOA) estimation of multiple signals in co-prime
planar arrays. The array consists of two uniform planar arrays with their
respective inter-element spacing being both larger than half wavelength,
which can enhance the resolution but at the cost of phase ambiguity. The
phase ambiguity problem can be addressed by combining the results of
two subarrays. Specifically, we apply the multiple signal classification
(MUSIC) algorithm to each subarray to acquire their respective spec-
trum; then we obtain the joint spatial spectrum, which is defined as the
product of the respective spatial spectrums; Finally, according to co-
prime property, we search over the angular field for the spectral peaks
to estimate the DOA uniquely. Finally, we verify the effectiveness of the
proposed method via simulations.

Keywords: Directions-of-arrival estimation · Two dimensional (2-D) ·
Co-prime planar array · Phase ambiguity · Joint spatial spectrum

1 Introduction

Over several decades, direction of arrival (DOA) estimation has become a cru-
cial problem in array signal processing and has been widely used in various
fields such as radar, sonar, and wireless communications [1–4]. Among various
DOA estimation methods, two dimensional (2-D) DOA estimation has drawn
a remarkable amount of attention [5–8], because their array models are more
practical in actual applications. Traditionally, the most commonly used array
is mainly uniform array geometry; however, an appropriate non-uniform array
geometry can provide higher estimation accuracy than the uniform geometry [9].
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The history of research on non-uniform array geometry can date back to
minimum-redundancy arrays [10]. The introduction of co-prime linear arrays in
[11] has created renewed interest in such geometries. A co-prime linear array
is composed of two uniform subarrays, which have co-prime integers M and N
sensors, respectively and the corresponding inter-element spacings are N and M
of half wavelength. It is proved that a co-prime array consisting of M + N −
1 sensors can provide O (MN) degrees of freedom and therefore enhance the
estimation performance [11]. Thereby, the co-prime array structure can reduce
the cost of array design and motivates the study of DOA estimation with non-
uniform co-prime arrays [12–17]. In [12], Zhou et al. proposed to search over the
total angular field for each subarray and uniquely determine the true DOAs by
finding the common peaks. To reduce the computational complexity, Weng and
Djuric in [13] proposed a projection-like approach to avoid spectral search. In
[14], the authors generalized the co-prime arrays from the viewpoint of difference
co-array equivalence and verify the performance. In [15], Tan et al. proposed
a super resolution DOA estimation approach for co-prime arrays. Recently, a
partial search based method is proposed in [16] to reduce the complexity.

To the best of our knowledge, most of the works on co-prime arrays focus on
1-D DOA estimation and cannot be directly extended to estimate 2-D DOAs.
Among various 2-D DOA methods, the classical multiple signal classification
(MUSIC) method for 2-D case as [6] can provide a reasonable resolution and
is regarded as one of the most popular techniques. In this paper, we study the
2-D DOA estimation method for co-prime planar arrays to enhance estimation
performance with reduced complexity.

In this paper, we first formulate the co-prime planar array for the 2-D case,
which includes two uniform planar subarrays of sizes M × M and N × N , and
the inter-element spacings for each subarray are N and M times of half wave-
length, respectively. Similar to [12], there exist multiple ambiguous peaks for
each real DOA in MUSIC spectrum. However, due to the co-prime property, the
common peaks correspond to the real DOAs and there are no other common
peaks except for the real DOAs. Therefore, we introduce the notation of joint
spatial spectrum, which is defined as the product of spatial spectrum of the two
subarrays. Accordingly, the joint spatial spectrum generates peaks only at the
positions of real DOAs. Consequently, by searching for the peaks of the joint
spectrum, the real DOAs can be uniquely estimated with phase ambiguity being
removed successfully. We list the main novelty of this paper as follows:

– We formulate a special array geometry of 2-D co-prime planar array, which
consists of two uniform subarrays. The non-uniform structure provides higher
resolution than the uniform structure.

– We introduce the notation of the joint spectrum, by searching the peaks
of which, the DOAs can be uniquely estimated. The proposed method can
achieve a better performance-complexity tradeoff.

– We conduct extensive simulations to verify the effectiveness of the proposed
method.
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The rest of this paper is organized as follows. Section 2 gives the model of 2-D
co-prime planar array. In Sect. 3, the proposed 2-D DOA estimation method is
presented. Simulation results are provided in Sects. 4 and 5 concludes this paper.

2 System Model

Consider a co-prime planar array geometry that includes two uniform subarrays
with size of Ms,i = Mi × Mi (i = 1, 2) sensors, where Mi denotes the sensor
number along the x and y-axis of the ith subarray, the integers M1 and M2 are
mutually co-prime. The spacing of the ith subarray is denoted as di = M

˜iλ/2,
where λ is wavelength and ˜i = 1, 2,˜i + i = 3. The sensor elements of the ith
subarray are located in the set Li = {(mdi, ndi) , 0 ≤ m,n ≤ Mi − 1}. Therefore,
the sensor elements of the entire array are located in L = L1 ∪ L2. Figure 1
shows a specific co-prime planar array geometry with M1 = 4 and M2 = 3. The
elements of two subarrays only overlap at the location (0, 0), therefore, the total

number of sensor elements is Mc =
2
∑

i=1

M2
i − 1.

Fig. 1. An example of the co-prime planar array model with M1 = 3 and M2 = 4.

Assume K far-field narrowband sources imping on the array from different
directions simultaneously. Specifically, the kth source is from angle (θkφk), where
the azimuth angle θk ∈ [0, π] is measured counterclockwise from the x-axis, and
the elevation angle φk ∈ [

0, π
2

]

is the angle between the incident direction and
the z-axis.
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The signal received by the entire array at time t (t = 1, 2, . . . , T ) is denoted as

x (t) = A(θ, ϕ)s (t) + n(t) =
K

∑

k=1

a (θk, φk)sk (t) + n(t) ∈ CMc×1 (1)

where the Mc × K steering matrix A(θ, φ) is given as

A(θ, φ) = [a (θ1, φ1) , . . . ,a (θK , φK)] (2)

Here the vector s (t) = [s1 (t) , s2 (t) , . . . , sK (t)]T is the corresponding trans-
mit signal vector, and sk (t) denotes the complex-valued transmit signal for
source k; n(t) ∈ CMc×1 denotes the additive white Gaussian noise (AWGN)
vector with zero means and variance σ2

n. The steering vector a (θk, φk) ∈ CMc×1

is the response with respect to the angles θk and φk. For the sensor at the
location (x, y), the corresponding response can be denoted as ax,y (θk, φk) =
exp (i sin φk [x cos θk + y sin θk]). Therefore a (θk, φk) is given as

a (θk, φk) =
[

ax1,y1 (θk, φk) , · · · , axMc ,yMc
(θk, φk)

]T (3)

As in Fig. 1, we consider the two subarrays. The steering vectors correspond-
ing to the kth source are

⎧

⎪

⎨

⎪

⎩

as,1 (θk, φk) =
[

ax1,1,y1,1 (θk, φk) , · · · , ax1,Ms,1 ,y1,Ms,1
(θk, φk)

]T

,

as,2 (θk, φk) =
[

ax2,1,y2,1 (θk, φk) , · · · , ax2,Ms,2 ,y2,Ms,2
(θk, φk)

]T (4)

where (xi,j , yi,j) is the location of sensors, and the subscript i and j denote the
ith subarray and jth sensor, where i = 1, 2 and 1 ≤ j ≤ Ms,i. Then the received
signal vectors are respectively defined as

{

xs,1 (t) = As,1(θ, ϕ)s (t) + n(t) ∈ CMs,1×1

xs,2 (t) = As,2(θ, ϕ)s (t) + n(t) ∈ CMs,2×1 (5)

where As,1(θ, φ) = [as,1 (θ1, φ1) , . . . ,as,1 (θK , φK)] ∈ CMs,1×K and As,2(θ, φ) =
[as,2 (θ1, φ1) , . . . ,as,2 (θK , φK)] ∈ CMs,2×K are the steering matrices for the first
and second subarrays, respectively.

3 MUSIC Spectrum and Proposed Method

To estimate 2-D DOAs, in this section, we first use the classic 2-D MUSIC
approach for the two subarrays, where phase ambiguity problem arises due to the
larger inter-element spacing. According to the co-prime property, the two spatial
spectrums have common peaks only at the positions of real DOAs. Therefore, we
can uniquely estimate the DOAs by finding the peaks of joint spatial spectrum,
which is defined as the product of the spectrums of the two subarrays.
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3.1 MUSIC Spectrum

The covariance matrices of data vector (5) are obtained as
{

R1 = E
[

xs,1(t)xH
s,1(t)

]

= As,1(θ, φ)RssAH
s,1(θ, φ) + σ2

nIMs,1

R2 = E
[

xs,2(t)xH
s,2(t)

]

= As,2(θ, φ)RssAH
s,2(θ, φ) + σ2

nIMs,2

(6)

where Rss
Δ= E

{

s (t) sH (t)
}

is the source covariance matrix. In practice, the
theoretical array covariance matrix Ri given in Eq. (6) is unavailable and it is
usually estimated by

⎧

⎪

⎪

⎨

⎪

⎪

⎩

̂R1 = 1
T

T
∑

t=1
xs,1(t)xH

s,1(t)

̂R2 = 1
T

T
∑

t=1
xs,2(t)xH

s,2(t)
(7)

where T is the number of snapshots. The eigenvalue decomposition (EVD) of
(7) can be expressed as

{

̂R1 = ̂S1
̂Λ1,s

̂SH
1 + ̂G1

̂Λ1,n
̂GH

1
̂R2 = ̂S2

̂Λ2,s
̂SH
2 + ̂G2

̂Λ2,n
̂GH

2

(8)

where ̂Si and ̂Gi are the estimated signal- and noise-subspace matrices, respec-
tively. The MUSIC [6] spatial spectrum are obtained as

⎧

⎨

⎩

PMUSIC,1(θ, φ) = 1

aH
s,1

(θ,φ)̂G1
̂GH

1 as,1(θ,φ)

PMUSIC,2(θ, φ) = 1

aH
s,2

(θ,φ)̂G2
̂GH

2 as,2(θ,φ)

(9)

We plot the MUSIC spectrum of each subarray in Fig. 2. In the next section,
we analyze the problem of phase ambiguity, which is caused by the larger distance
between adjacent elements.

3.2 Joint Spectrum and Proposed Method

In the two decomposed subarrays, due to the large distance between adjacent
sensors, there exists the problem of phase ambiguity [12]. Figure 2(a) and (b)
shows the MUSIC spectrum for each decomposed subarray. As can be seen, there
exist multiple peaks for each source. The DOA cannot be uniquely estimated by
a single subarray. Then we consider combining the results of the two subarrays.
For each source, it must generate a peak at the position of real DOA, i.e., there
exists at least one common peak for the two subarrays. However, due to the
special property of the co-prime structure, there are no common peaks except
for the real DOAs. Therefore, we define the joint spectrum as

PMUSIC(θ, φ) = PMUSIC,1(θ, φ) × PMUSIC,2(θ, φ) (10)

In the joint spectrum PMUSIC(θ, φ), the peaks are only generated at the
positions of real DOAs. We plot the joint spectrum PMUSIC(θ, φ) as shown
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Fig. 2. The normalized spatial MUSIC spectrum with M1 = 3 and M2 = 4: (a) the
spectrum of the first subarray, (b) the spectrum of the second subarray, and (c) the
joint spectrum. The true DOA of the source is (θ, φ) = (90◦, 45◦).

in Fig. 2(c). It is quite clearly that although there exists the problem of phase
ambiguity in each subarray, we can eliminate it by combing the results of each
subarray. Consequently, by searching for the peaks of the joint spectrum, the
real DOAs can be uniquely estimated.

In 2-D MUSIC based DOA estimation methods, since they all involve a
tremendous 2-D spectral search step, the complexity of which is much heav-
ier than that of EVD [18]. Therefore, we approximately compute the com-
plexity in terms of spectral search. The complexity of 2-D MUSIC is roughly
denoted as O

(

J
(

M2
1 + M2

2

)2
)

, where J denotes the number of spectral points
over the total angular field. The complexity of the proposed method is about
O (

J
(

M4
1 + M4

2

))

. Hence, the computational complexity of proposed method is
reduced, as compared to the 2-D MUSIC method.
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4 Numerical Results

We validate the estimation performance of the proposed method via simulations
in this section. We exhibits numerical results to compare the proposed method
for co-prime planar arrays with that of 2-D MUSIC method for uniform planar
arrays. The two decomposed uniform arrays of the co-prime planar arrays are of
the size M1 × M1 and M2 × M2, with M1 = 3 and M2 = 4. For fair comparison,
the traditional uniform planar array is set with the size of 4 × 6. The searching
interval is set as 0.1◦ for all methods. The root mean square error (RMSE),
defined as

RMSE =

√

√

√

√

1
QK

Q
∑

q=1

K
∑

k=1

(

(

θk − ̂θ
(q)
k

)2

+
(

φk − ̂φ
(q)
k

)2
)

(11)

is used as the performance metric. Here Q is the total number of Monte-Carlo
trials.

(

̂θ
(q)
k , ̂φ

(q)
k

)

is the estimate result of the kth true DOA at the qth trial, q =
1, 2, . . . , Q. In the section, Q = 400 rounds of Monte-Carlo runs are conducted.

First, we consider the case that there exists only one source at the DOA
(20◦, 30◦). Figure 3 shows the RMSE performance of different methods versus
SNR when the snapshot number T = 100 and T = 400, respectively. Figure 4
plots he RMSE performance different methods versus the snapshot number when
SNR = 0 dB and SNR = 5 dB, respectively. As is shown, with the increase
of SNR and the snapshot number, the RMSE performance of the two meth-
ods improves gradually. As compared with 2-D MUSIC, the proposed method
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Fig. 3. RMSEs of different methods versus SNR with a single source at the DOA
(20◦, 30◦).
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Fig. 4. RMSEs of different methods versus the snapshot number with a single source
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Fig. 5. RMSEs of different methods versus SNR with a single source at the DOAs
(20◦, 30◦), (60◦, 40◦), and (80◦, 60◦), respectively.

provides superior estimation performance. Since the complexity of the proposed
method is smaller than 2-D MUSIC, therefore, the proposed method can achieve
a better performance-complexity tradeoff.

For the case of three signal sources, Figs. 5 and 6 show the RMSE performance
versus SNR and the snapshot number, respectively. The three desired sources
are at the DOAs (20◦, 30◦), (60◦, 40◦), and (80◦, 60◦), respectively. All the other
simulation parameters are the same as the case of one signal source. As can be
seen, the proposed method is always better than the 2-D MUSIC method across
the whole SNR range and snapshot parameter range.
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Fig. 6. RMSEs of different methods versus the snapshot number with three sources at
the DOAs (20◦, 30◦), (60◦, 40◦), and (80◦, 60◦), respectively.

5 Conclusion

In this paper, we have constructed a special array geometry of 2-D co-prime
planar arrays, which can be decomposed into two uniform planar subarrays with
the distance between adjacent sensors larger than the half-wavelength. For a
single source, there exist multiple ambiguous DOAs in each subarray. To elimi-
nate ambiguity, we introduced the notion of joint spectrum which is defined as
the product of the 2-D MUSIC spectrum of the two subarrays. By utilizing the
co-prime property, the real DOA can be uniquely estimated by searching for the
peak of the joint spectrum. Extensive simulations have been conducted to verify
the effectiveness of the proposed method and results are compared with that
from the classic 2-D MUSIC method.
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Abstract. Signal detection algorithm based on the linear minimum
mean square error (LMMSE) criteria can achieve quasi-optimal per-
formance in uplink of massive MIMO systems where the base stations
are equipped with hundreds of antennas. However, it introduces compli-
cated matrix inversion operations, thus making it prohibitively difficult
to implement rapidly and effectively. In this paper, we first propose a
low complexity signal detection approach by exploiting the weighting
symmetric successive over-relaxation (WSSOR) iterative method to cir-
cumvent the computations in the matrix inversion. We then present a
proper initial solution, relaxation parameter, and scope of the weighting
factor to accelerate the convergence speed. Simulation results prove that
the proposed simplified method can reach its performance quite close to
that of the LMMSE algorithm with no more than three iterations.

Keywords: Massive MIMO detection · Minimum mean square error ·
Weighting symmetric successive over-relaxation

1 Introduction

In traditional MIMO system, a base station is usually mounted with multi-
ple antennas and simultaneously serves multiple users. This kind of system has
been widely utilized in mobile communication to enhance data throughput and
link range without demanding additional bandwidth or transmit power [1,2].
Beneficial from this advantage, MIMO technology plays a significant role in
the majority of up-to-date wireless communication standards, such as 4G LTE
and LTE-Advanced [3]. However, due to the constantly increasing demands for
higher data rates, these systems are already approaching their throughout lim-
its. In order to utilize resources more efficiently, reduce interference, improve the
transmission rate and robustness, an emerging technique referred to as massive
MIMO which employs antenna arrays with a few hundred of antennas at base
station is proposed in recent years [4,5]. It has been regarded as an enabler for
the development of future broadband wireless networks and the next generation
mobile communication systems [6,7].

It is not trivial to establish a practical system to gain the extremely attractive
advantages of massive MIMO technology and low-complexity signal detection
c© ICST Institute for Computer Sciences, Social Informatics and Telecommunications Engineering 2018
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algorithms are of an actual interest in system uplink when the number of single-
antenna users is getting tremendously large [4]. Many signal detection algorithms
that work very efficiently in conventional MIMO systems fail in massive MIMO
systems because of computational complexity or performance. For examples, the
complexity of the maximum likelihood (ML) detector, which is optimal among
the hard decision methods, grows exponentially with the modulation order and
the number of transmit antennas. The fix-complexity sphere decoding (FSD)
[8] and tabu search(TS) [9] algorithms are put forward to obtain quasi-optimal
performance, but their complexity is not affordable when the configuration of
MIMO system is large or the modulation order is high [10]. One has no choice
but to turn to linear detection algorithms such as zero-forcing (ZF) and MMSE
due to their relatively low complexity and good bit error(BER) performance
for multiuser massive MIMO systems [4], but such algorithms still require com-
plexity of O(K3) for calculating a matrix inversion, where K is the number of
single antennas user. Therefore, many efforts have been dedicated to relieving
the burdensome high complexity problem for practical detector design.

In [11], Neumann series expansion was proposed to approximate the matrix
inversion in LMMSE detection, the performance and computational complexity
of which scaled with the number of selected terms of Neumann series. How-
ever, when the number of selected terms was larger than two, the complexity
of Neumann series expansion method was the same as that of the exact matrix
inversion based detection method. In [12], Richardson iteration was proposed to
avoid complicated matrix inversion, but the tradeoff between the signal detection
performance and computational complexity did not meet expectations. In this
paper, we first propose the WSSOR method to avoid direct matrix inversion on
the premise of LMMSE filtering matrix is symmetric positive definite in massive
MIMO systems and maintain good performance at same time. Then we present
a proper initial solution, relaxation parameter and scope of the weighting factor
to speed up the convergence rate.

The rest of paper is organized as follows: Sect. 2 introduces the general mas-
sive MIMO system model. Section 3 proposes the WSSOR-based signal detector.
Simulation results are given in Sect. 4. Section 5 provides a summary of our find-
ings and concludes the paper.

Notations: Lower-case and upper-case boldface symbols are used to repre-
sent column vectors and matrices, respectively. The superscripts T , H and −1
respectively denote the transpose, conjugate-transpose and inverse of a matrix.
Tr(.) denotes the trace and IK is the K × K identity matrix.

2 Massive MIMO System Model

Suppose an uplink multiuser massive MIMO system is composed of N receive
antennas at the base station and K single-antenna user equipments (K ≤ N).
Let xc = [x1, x2, . . . , xK ]T stand for the vector containing the symbols simulta-
neously transmitted by all the users, where xk ∈ B is the symbol transmitted
from the k-th user and B is the modulation alphabet. Let Hc ∈ C

N×K represent
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the channel coefficient matrix, whose entries are assumed to be independently
and identically distributed. Therefore, the received signal vector yc at the base
station can be denoted as

yc = Hcxc + zc. (1)

where zc is the additive white Gaussian noise vector with its entries follow the
Gaussian distribution CN (0, σ2).

Focusing on the uplink signal detection, when the subscript is dropped for
convenience, the complex-valued system model (1) can be written in the real
domain as

y = Hx + z, (2)

where H ∈ R
2N×2K , y ∈ R

2N and z ∈ R
2N .

The task of massive MIMO signal detection at the base station is to detect
the transmitted signal vector x on the basis of the received signal vector y. It
is worth mentioning that the channel coefficient matrix H can be obtained by
time or frequency domain training pilots without loss of generality [13,14]. It has
been testified that LMMSE detection algorithm is quasi-optimal for recovering
the transmitted signal vector x̂ from all the K single-antenna users

x̂ = (HHH + σ2I2K)−1HHy = W−1yMF . (3)

where yMF = HHy is regarded as the matched-filter output of y, and LMMSE
filtering matrix W is described as

W = G + σ2I2K. (4)

where G = HHH stands for the Gram matrix. It is worth noting that the exact
computation of matrix inversion W−1 needs unbearable complexity of O(K3).

3 Near-Optimal Massive MIMO Signal Detector with
Low Complexity

In this section, first of all, we propose a low complexity signal detection algorithm
employing WSSOR without exact matrix inversion. Then we present the proper
initial solution, relaxation parameter, and scope of the weighting factor for the
WSSOR method, which are able to enhance the convergence rate in the case of
high-order modulation. In addition, we analyze the computational complexity of
the proposed algorithm in detail.

3.1 Signal Detection Based on WSSOR Method

Inspired by the special characteristics that the LMMSE filtering matrix W has
the property of being symmetric positive definite in massive MIMO systems
uplink [15], we can utilize the WSSOR method to efficiently solve Eq. (3) with low
complexity. Unlike that the LMMSE signal detector straightforwardly computes
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W−1yMF , the WSSOR method converts the matrix inversion problem into the
one of solving linear equation

As = b, (5)

where A denotes the symmetric positive definite matrix, s the N × 1 solution
vector, and b the N × 1 measurement vector. The successive over-relaxation
(SOR) method [15] can solve the linear equation efficiently in an iterative way.
It greatly helps one avoid the complicated matrix inversion calculation and it is
entirely different from the conventional method that directly computes A−1b to
estimate s. Due to the fact that matrix A is symmetric positive definite, we can
decompose it into a diagonal matrix DA, a strictly lower triangular matrix LA,
and a strictly upper triangular matrix LH

A. Hence, the iterations of SOR can be
represented as

s(t+1) = (AA +
1
ω
DA)−1

[
((

1
ω

− 1)DA − LH
A)s(t) + b

]
, (6)

where the superscript t represents the number of iterations, and ω indicates the
relaxation parameter, which imposes an strong impact on the convergence rate.

Observing that LMMSE filtering matrix W has the property of being sym-
metric positive definite in massive MIMO systems uplink, we may decompose
W in another manner as

W = D + L + LH , (7)

where D, L and LH represent the diagonal matrix, the strictly lower triangular
matrix, and the strictly upper triangular matrix of the LMMSE filtering matrix
W, respectively. By using the SOR method, the transmitted signal vector x can
be expressed as

x(t+1) = (L +
1
ω
D)−1

[
((

1
ω

− 1)D − LH)x(t) + yMF

]
, (8)

where x(0) is the initial solution of SOR and it is set as a 2K × 1 zero vector in
general [16]. Consequently, the signal detection problem in Eq. (3) can be solved
by SOR method in accordance with

(D + ωL)x(t+1) = (1 − ω)Dx(t) − ωLHx(t) + ωyMF . (9)

As D+ωL is a lower triangular matrix, we can solve Eq. (9) to obtain s(t+1)

with low complexity and set relaxation parameter ω within value scope 0<ω<2.
However, when we encounter the more complex problems, very complicated

eigenvalue needs to be analyzed. Thus, [17] proposed Chebyshev acceleration and
symmetric successive over-relaxation (SSOR). SSOR is the improved method of
symmetry of the SOR, whose basic idea is to combine SOR iterative method and
backward SOR. The iterations of SSOR can be carried out in the following two
steps:

Step 1: Compute the previous half iteration which is identical with the SOR
iteration [16] by

(D + ωL)x(t+1/2) = (1 − ω)Dx(t) − ωLHx(t) + ωyMF , (10)
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Step 2 : Compute the latter half iteration which is the SOR method with the
equations taken in reverse order by

(D + ωLH)x(t+1) = (1 − ω)Dx(t+1/2) − ωLHs(t+1/2) + ωyMF . (11)

where x represents the vector that needs to be estimated in SSOR for the
propose of weighting the solution of SOR and SSOR, and x(0) indicates the
initial solution of SSOR, which is chosen as a 2K ×1 zero vector in particular.

Compared with the SOR method, the SSOR method has two advantages.
Firstly, the structure of SSOR method is symmetric, which implies that the
convergence rate of SSOR can be improved by using Chebyshev acceleration.
Secondly, a simple and quantified relaxation parameter can be employed to
approximate a precise relaxation parameter with negligible performance loss,
considering the convergence rate of SSOR method is not very sensitive to the
relaxation parameter ω. A detailed description of the relaxation parameters is
given in the next subsection.

Based on the basic idea of the SOR and the SSOR iterative method, we
employ the averaging weight to deal with the vector derived by the iteration of
Eq. (9) and the vector derived by iteration of Eq. (11). The WSSOR method can
be described as

x̂ = θx(t+1) + (1 − θ)x(t+1), (12)

where superscript t represents the number of iterations, and θ indicates the
weighting factor, θ ∈ [0, 1]. When θ = 0, the WSSOR iteration will degenerate
into SSOR iteration; as for θ = 1, it just boils down to the SOR iteration.

Applying the WSSOR method mentioned above to solve the equation. In
consequence, we obtain the estimated signal vector in the tth iteration is

x̂(t+1) = Bx̂(t) + C, (13)

where B = θ(1 − ω)((D + ωL)−1 − (D + ωLH)−1)D + θω((D + ωL)−1LH −
(D + ωLH)−1L)+(1−ω)(D+ωLH)−1D+ω(D+ωLH)−1L. C = ω(D+ωL)yMF ,
the weighting factor θ ∈ [0, 1]. Proper relaxation parameter and initial solution
will be given in subsection B.

3.2 Proper Relaxation and Parameter and Initial Solution

From Eqs. (9), (11), and (13), it is clear that the setting of relaxation parameter
may result in some effects on the convergence rate of the WSSOR method. In
[18], the optimal relaxation parameter ωopt has been proposed as

ωopt =
2

1 +
√

2(1 − ρ(BJ))
, (14)

where ρ(BJ ) denotes the spectral radius of Jacobi iteration matrix BJ , which
can be represented by

BJ = D−1W − I2K. (15)
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Each element of the diagonal matrix D will tend towards a fixed value N in
massive MIMO systems [4], which indicates that we have

D−1 ≈ 1
N

I2K. (16)

Furthermore, as W is a central Wishart matrix, when N and K are large enough
and the system configuration ratio β = K/N remains fixed, the largest eigenvalue
λmax of W can be well approached by [4]

λmax = N(1 + β)2. (17)

Therefore, we can exploit a simple proper relaxation parameter ω to replace ωopt

(14) with insignificant error as

ω =
2

1 +
√

2(1 − c)
, c = (1 + β)2 − 1. (18)

which signifies that the relaxation parameter ω only depends on the system
configuration ratio β. The relaxation parameter ω will be a constant in case
that the configuration of massive MIMO system is kept as a fixed value.

For convenience, the initial vectors of tradition iterative algorithms are often
selected as zero vectors. However, better performance can be achieved by choos-
ing a proper initial solution than zero vectors under the same number of itera-
tions. As D−1 is a very good approximation for W−1 when K/N is large enough,
and G ≈ NI2K according to the channel hardening phenomenon, we can obtain
W−1 ≈ D−1 ≈ (N + σ2/Ex)I−1

2K ≈ N−1I2K, where Ex represents the trans-
mission power. Then, the proper initial solution of (12), (13) and (14) can be
selected as [19]

x(0) =
1
N

I2KyMF . (19)

3.3 Computational Complexity Analysis

Owing to that fact that number of multiplication is dominant in computational
complexity, in this subsection, we evaluate the complexity with respect to the
required number of multiplications in each iteration. The whole complexity is
mainly composed of two parts. The first part originates from the calculation of
Eq. (9), for which the solution can be expressed by

x(t+1/2)
m = (1 − ω)x(t)

m +
ω

Wm,m
(ym

MF
−

∑
k<m

Wm,kx
(t+1/2)
k −

∑
k>m

Wm,kx
(t)
k ),

(20)
where x

(t+1/2)
m , x

(t)
m , and ym

MF
indicate the m-th element of x(t+1/2), x(t) and yMF

in Eq. (13), respectively. The entry Wm,k indicates the mth row and kth column
of the matrix W. It is easy to know that the required number of multiplications
in the computation of each element of s(t+1/2) is K + 1. Due to the K elements
in s(t+1/2), the overall number of multiplications needed for this part is K2 +K.
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The second part is from the computation of (11). Same as (20), the solution
to (11) can be written as

x(t+1)
m = (1 − ω)xt+1/2

m +
ω

Wm,m
(ym

MF
−

∑
k<m

Wm,kx
(t+1/2)
k −

∑
k>m

Wm,kx
(t+1)
k ),

(21)
where x

(t+1)
m indicates the mth element of x(t+1) in (11). According to (11), we

can conclude that this part also requires K2 + K times of multiplications.
In a word, the entire complexity of the proposed WSSOR based signal detec-

tor is t(2K2 + 2K). Compared with MMSE algorithm, the complexity has been
reduced from O(K3) to O(K2). A comparison between Neumann series expan-
sion and WSSOR about computational complexity is shown in Fig. 1. It is clear
that the complexity of proposed WSSOR method is significantly lower than that
of the Neumann series expansion after two iterations. When the number of iter-
ation is larger than two, Neumann series expansion based signal detector loses
the advantage in computational complexity.

Fig. 1. Complexity comparison against the number of users K

4 Simulation Result

To verify the performance of the proposed WSSOR signal detection algorithm
compared with the Neumann series expansion one, we provide the BER simula-
tion results in this section. The BER performance of the MMSE algorithm with
exact matrix inversion and just inversion of its diagonal elements are included
as the benchmark for comparison. We consider massive MIMO systems with
N ×K = 128×16. The modulation scheme of 16QAM is adopted and weighting
factor θ is chosen as 0.75. In the following simulation diagrams, t will denote the
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Fig. 2. BER performance comparison between Neumann and WSSOR without proper
relaxation parameter and initial solution

Fig. 3. BER performance comparison between Neumann and WSSOR with proper
relaxation parameter and initial solution

number of iterations for the algorithm based on WSSOR method, but the first
terms of the algorithm based on Neumann series expansion.

Figure 2 shows the BER performance comparison between Neumann-based
signal detector and WSSOR-based signal detector without proper relaxation
parameter and initial solution. We can observed from Fig. 2, the BER per-
formance of both Neumann-based signal detector and WSSOR-based signal
detector improves when increasing of the number of iterations. However, the
proposed algorithm outperforms the Neumann-based one with the same number
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of iterations t. For example, when t = 4, to achieve the BER performance of
10−4, the required SNR by WSSOR-based signal detector just requires 10 dB,
while the Neumann-based one is about 14 dB. Furthermore, we can conclude
that WSSOR-based signal detector obtains quasi-optimal BER performance of
LMMSE signal detector though fewer iterations.

Instead of choosing zero vector as the initial solution and 0 < ω < 2, we
find a proper initial solution and relaxation parameter in Fig. 3. When the BER
performances in Figs. 2 and 3 are compared, it is clear that proper initial solu-
tion and relaxation parameter are helpful for accelerating the convergence rate
evidently. For instance, the algorithm with proper initial solution and relaxation
parameter outperforms the conventional one, especially in cases where the num-
ber of iteration t is small. When t = 2, the BER performance of the WSSOR
method with proper initial solution and relaxation parameter is nearly similar to
the one without them when t = 4, which implies we can be close to the optimal
BER performance of LMMSE signal detector through only a smaller number of
iterations.

5 Conclusion

In this paper, in accordance with the special characteristics of massive MIMO
systems, we propose a low complexity detection method based on the WSSOR
method, which exploits an iterative strategy to detect the transmitted signal vec-
tors without demanding complicated matrix inversion. The complexity has been
reduced from O(K3) to O(K2). Meanwhile, we present proper initial solution and
relaxation parameter, which improve the detection performance and convergence
rate. Simulation results illustrate that the proposed algorithm outperforms the
Neumann expansion-based signal detector, and achieves near-optimal detection
performance via only a small number of iterations.
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Abstract. In cognitive radio networks (CRNs), in the case that primary
users (PUs) reclaim their channels, the secondary users occupying the
spectrum of PUs may have to stop their transmission, waiting at current
channel or perform spectrum handoff, i.e., switch to other channels. For
handoff SUs, designing target spectrum selection schemes is of particu-
lar importance for it may affect the transmission performance and user
quality of service (QoS) significantly. In this paper, we study spectrum
handoff scheme design for a CRN deployed multiple channels. Jointly tak-
ing into account the characteristics of handoff candidate channels and
user QoS requirements, we propose a channel characteristics and user QoS
aware handoff target spectrum selection scheme for handoff SUs. Simula-
tion results demonstrate the effectiveness of the proposed scheme.

1 Introduction

Static spectrum allocation (SSA) policy, in which fixed spectrum is allocated
to licensed users, has been employed for a few decades and has served well in
the past when the transmission requirement of wireless applications is relatively
low [1]. With wireless and radio communications becoming far more widely used,
the efficiency and effectiveness of traditional SSA policy have become highly
undesired. The consequential effect is that, whereas, the licensed spectrum bands
are substantially underutilized, portions of the unlicensed spectrum are becoming
overcrowded, leading to the so-called spectrum scarcity problem.

Cognitive radio networks (CRNs) [2,3] have been identified as the key tech-
nology to stress the trade-off between spectrum demand growth and spectrum
underutilization by enabling the development of dynamic spectrum access (DSA)
mechanisms. In CRNs, unlicensed users, referred to as secondary users (SUs) are
equipped with the capability of monitoring spectrum bands occupied by licensed
users, i.e., primary users (PUs) and detecting the unused potions or idle periods
between successive accesses of PUs, and are allowed to exploit the idle spec-
trum for data transmission. Through supporting the access of SUs on available
spectrum in an opportunistic and dynamic manner, spectrum utilization can be
improved significantly.
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As PUs have preemptive right over SUs in the licensed band, in the case
that the PUs reclaim their channels, the SUs occupying the spectrum of PUs
may have to stop their transmission, waiting at current channel or perform
spectrum handoff, i.e., switch to other channels. For handoff SUs, designing
target spectrum selection schemes is of particular importance for it may affect
the transmission performance and user quality of service (QoS) significantly.

Several research works have addressed spectrum handoff problem or handoff
target channel selection problem in CRNs. An M/G/1 queuing network model
with preemptive resume priority (PRP) is proposed for CRNs, the waiting delay
of SUs at the queue is analyzed and the spectrum with the minimum wait-
ing delay is selected as the handoff channel in [4]. The authors in [5] formu-
late an optimization problem to proactively determine target channel with the
objective of minimizing the cumulative delay per connection for new arriving
SU while taking into account the channel switching time and the waiting time
resulted from the channel obsolescence. Channel handoff agility is considered
in [6], where SUs are only allowed to switch to their neighboring channels, a
continuous-time Markov model is derived to analyze the forced termination and
blocking probabilities of SUs. In [7], the authors propose a probabilistic approach
in determining the initial and target channels for a handoff SU in a CRN, and
the optimal channel offering the minimum transmission time is chosen as the
handoff target channel. In [8] a dynamic channel selection approach is proposed
to reduce connection disruption rate in CRNs.

In this paper, we study spectrum handoff scheme design for a CRN deployed
multiple channels and consider the handoff performance of the network over a
given time period. Jointly taking into account the characteristics of handoff candi-
date channels including SUs’ waiting time for accessing the channel and channels’
available transmission time, and user QoS requirements in terms of interrupting
delay and transmission data rate, we propose a channel characteristics and user
QoS-aware handoff target spectrum selection scheme for handoff SUs.

2 System Model

In this paper, we consider a CRN consisting of one primary base station (PBS),
one cognitive base station (CBS), multiple PUs and SUs. We assume that each
PU is allocated one of N licensed channel for accessing the PBS while each SU
is allowed to access the licensed channel of PUs in an opportunistic manner.

In this paper, a M/G/1 queuing network model is proposed to characterize
the spectrum usage between PUs and SUs [4]. To support the higher priority of
PUs over SUs, the queue model is partitioned into two sub-queues, i.e., the high
priority sub-queue for the PUs and the lower priority sub-queue for the SUs.
The key features of the M/G/1 queuing model are described as follows.

• PUs and SUs may arrive at various channels with different rates. In the case
that the channels are busy, users will wait in their corresponding sub-queues,
i.e., PUs wait in the high priority sub-queues, and SUs wait in the low priority
sub-queues till the channels become available.
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• Users waiting in the same sub-queue are allowed to access the channels on
the basis of first come first served (FCFS) scheduling scheme.

• To reduce the possibility of call drop, higher priority is given to interrupted
SUs over new SUs, i.e., SUs with initial service requirement, thus interrupted
SUs will be put before new SUs in the low priority sub-queues.

We assume the arrival process of the kth PU follows Poisson process with
the arrival rate being λ

(p)
k and the service time of the kth PU is exponentially

distributed with mean μ
(p)
k , k = 1, 2, · · · , N . In this paper, it is assumed that

a cognitive management entity, the cooperative centralized network controller
(CCNC) is applied to collect user and network information and conduct spectrum
selection scheme for SUs (Fig. 1).

Fig. 1. System model

3 Interruption Delay Constraint and Transmission Time
Constraint Formulation

The service of an interrupted SU may pose different QoS requirements on the
transmission spectrum. In this paper, we assume each interrupted SU may have
different interruption delay and transmission time requirements, which impose
constraints on handoff target spectrum. In this section, we formulate the inter-
ruption delay constraint and the transmission time constraint of an interrupted
SU during a handoff situation.

3.1 Interruption Delay Constraint

In the case that one PU reclaims its allocated channel, the SU occupying the
channel should interrupt its transmission, stay at current channel or switch to
another channel. For both cases, the interrupted SU cannot resume its data
communications until the PUs have completed their transmission, thus resulting
in waiting delay. If the interrupted SU chooses to switch to another channel,
additional switching delay may occur due to spectrum handoff procedure.
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The transmission interruption of an SU resulted from waiting in the channel
queue or performing spectrum handoff might be unacceptable for delay sensitive
services. Hence, for an interrupted SU, handoff target spectrum should meet
certain interruption delay constraint. Denoting Tmax as the maximum acceptable
interruption delay of the interrupted SU, the kth channel can be selected as the
handoff target spectrum of the SU only if it meets the following delay constraint:

T
(I)
j,k ≤ Tmax, 1 ≤ k ≤ K. (1)

Assume that an interrupted SU with initial source channel j chooses the
kth channel as its target channel, the corresponding interruption time can be
calculated as:

T
(I)
j,k = T

(w)
k + δj,kT

(s)
j,k (2)

where T
(I)
j,k , T

(w)
j,k and T

(s)
j,k denote the corresponding interruption time, waiting

delay and switching delay of the interrupted SU, respectively, and δj,k denotes
the binary spectrum handoff index, i.e.,

δj,k =
{

0, if j = k;
1, if j �= k.

(3)

In the following subsections, the waiting delay and the switching delay of
interrupted SU will be calculated, respectively.

Waiting Delay of an Interrupted SU. In this subsection, the waiting delay
of an interrupted SU is analyzed for both staying case and switching case.

a. Staying Case
In the case that an interrupted SU chooses to stay on its current channel, it will
be put at the beginning of the sub-queue of the SUs and wait until the PUs in the
channel complete their transmissions. Hence, the waiting delay can be expressed
as the channel busy time due to the transmission of the PUs. Assuming the kth
channel is originally allocated to the kth PU, the waiting delay of the interrupted
SU can be calculated as:

T
(w)
k = E[T (p)

k ], (4)

where T
(p)
k denotes the busy time of the kth channel due to the transmission of

the originally allocated PU, E[z] denotes the expectation value of z, E[T (p)
k ] can

be derived as follows.
Denoting I

(p)
k as the idle period of the kth channel due to the transmission

of the PU, we obtain:

E[I(p)k ] =
1

λ
(p)
k

. (5)

The utilization factor of the kth channel, denoted by ρ
(p)
k can be expressed

as:

ρ
(p)
k =

E[T (p)
k ]

E[T (p)
k ] + E[I(p)k ]

=
λ
(p)
k

μ
(p)
k

. (6)
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Combining (4) and (5), we can obtain:

T
(w)
k =

1

μ
(p)
k − λ

(p)
k

. (7)

b. Switching Case
In the case that an interrupted SU chooses to switch to another channel, it will
be put into the low-priority sub-queue in the target channel and has to wait for
the PU or the SU transmitting on the channel to complete its transmission. Fur-
thermore, the interrupted SU also needs to wait for the PUs and the previously
interrupted SUs waiting in sub-queues to complete their transmission. Hence,
the waiting delay of the interrupted SU can be calculated as the sum of the busy
time of the channel due to the transmission of PUs or SUs, and the remaining
service time of the channel, i.e.,

T
(w)
k =

1
2
E[T (p)

k ] +
1
2
E[T (s)

k ] + E[T (r)
k ], (8)

where T
(s)
k denotes the transmission time of an existing SU on the kth channel,

and T
(r)
k denotes the remaining service time of users on the kth channel. E[T (s)

k ]
can be calculated as:

E[T (s)
k ] =

1

μ
(s)
k − λ

(s)
k

. (9)

E[T (r)
k ] in (7) can be calculated as:

E[T (r)
k ] =

λ
(p)
n(

μ
(p)
n

)2 +
λ
(s)
k(

μ
(s)
k

)2 . (10)

Switching Delay of an Interrupted SU. In the case that an interrupted SU
decides to switch from the jth channel to the kth channel, intra-system or inter-
system handoff may occur as the jth channel and the kth channel may belong
to the same CRN or different CRNs. For both cases, the SU may conduct the
handoff procedure proactively or reactively, resulting in four types of handoff.
The corresponding switching delay can be examined, respectively.

a. Proactive and Intra-system Handoff: Denoting T (s,1) as the switching delay
of proactive and intra-system handoff, we obtain:

T (s,1) = tsensyn + tsen + tdec + tswitch + ttxsyn, (11)

where tsensyn denotes the synchronization time for spectrum sensing, tsen denotes
the time period for sensing spectrum resource, tdec denotes the time period for
determining a target handoff spectrum, tswitch denotes the time required for
switching from current channel to the target channel, and ttxsyn denotes the time
required for synchronizing to the transmission slots in the target channel.
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b. Proactive and Inter-system Handoff: In the case that a proactive handoff is
performed between two heterogeneous CRNs, the reconfiguration of radio fre-
quency (RF) front end is required. Denoting the time required for reconfiguration
as trecfg, the resulted switching delay denoted by T (s,2) can be expressed as:

T (s,2) = trecfg + T (s,1). (12)

c. Reactive and Intra-system Handoff: In the case that a reactive handoff is per-
formed inside one CRN, a handoff preparation time, denoted by tprep is required
to collect measurement information and determine the handoff spectrum, thus,
the resulted switching delay denoted by T (s,3) can be expressed as:

T (s,3) = tprep + T (s,1). (13)

d. Reactive and Inter-system Handoff: In the case that a reactive handoff is per-
formed between two heterogeneous CRNs, both handoff preparation and recon-
figuration of RF front end are required. As a result, the switching delay denoted
by T (s,4) can be expressed as:

T (s,4) = trecfg + T (s,3). (14)

3.2 Remaining Transmission Time Examination

In the case that the available transmission time on the current channel does not
meet the requirement of the SU, there is a possibility of future interruptions. To
reduce the number of subsequent spectrum switches, the remaining transmission
time, i.e., the transmission time required for the SU to complete its transmission
and the available transmission time of candidate spectrum are examined and
compared in transmission time constraint.

Denoting L0 and Lt as the length of original data packets and that of the
transmitted packets before interruption, respectively, and L as the length of
un-transmitted data packets of the interrupted SU. i.e.,

L = L0 − Lt (15)

The expected length of time required by the interrupted SU to complete its
remaining transmission on the kth candidate channel, denoted by T

(t)
k can be

calculated as:
T

(t)
k =

L

Rk
(16)

where Rk is the data rate on the kth channel and can be expressed as:

Rk = Bk log2

(
1 +

P |hk|2
σ2

)
(17)

where Bk is the bandwidth of the kth channel, P denotes the transmit power of
the interrupted SU, hk and σ2 denote respectively the transmission gain and the
noise power of the link from the interrupted SU to its CBS on the kth channel.
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Denoting T av
k as the available transmission time useable by the SU on the

kth channel, the transmission time constraint can be expressed as:

T
(t)
k ≤ T

(av)
k . (18)

4 Proposed Handoff Spectrum Selection Scheme

The proposed handoff spectrum selection scheme consists of two functional lev-
els, i.e., interruption delay constraint-based spectrum selection, and available
transmission time constraint-based spectrum selection. The detail description of
the proposed scheme will be presented in the following subsections.

4.1 Staying on Current Channel

Given that channel switching upon interruption can be costly, we propose a
scheme in which, an interrupted SU first considers the possibility of staying
on its default channel so as to resume its transmission after the holding time
of the interrupting PU provided its current channel meets interruption delay
constraint and transmission time constraint. For an interrupted SU with the
original channel being j, the interruption delay constraint can be expressed as:

T
(I)
j,j ≤ Tmax (19)

In the case that above constraint meets, we further examine the transmission
time constraint on current channel, i.e.,

T
(t)
j ≤ T av

j . (20)

If (20) also holds, the interrupted SU will choose to stay on current channel and
resume its transmission after the PU has completed its transmission on current
channel.

In the case that constraint in (19) fails to meet, the interrupted SU will
examine the characteristics of other channels and consider performing spectrum
handoff, as discussed in following subsection. In the case that constraint in (19)
meets while constraint in (20) fails to meet, the interrupted SU will jointly
examine the characteristics of current channel and other channels, based on
which a spectrum selection strategy can be made.

4.2 Interruption Delay Constraint Based Spectrum Selection

In a situation where the current operating channel fails to meet the constraints
of the SU, the need to consider switching to a new channel other than the current
channel may arise. For the kth channel, the interrupted SU needs to examine
interruption delay constraint, i.e., check whether (1) holds. We let M denote
the set of candidate channels that meet the interruption delay constraint in (1).
According to the value of M , following three cases should be considered.
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Case 1: M = 0, meaning no channel meets the interruption delay constraint of
the interrupted SU, hence, the handoff fails.

Case 2: M = 1, indicating only one candidate channel meets the interruption
delay constraint of the interrupted SU, hence, this channel is selected as the
handoff channel of the SU.

Case 3: M > 0, i.e., more than one candidate channel meets the interruption
delay constraint of the interrupted SU, the SU will further examine the trans-
mission time constraint of these candidate channels and then select the opti-
mal channel.

4.3 Transmission Time Constraint Based Spectrum Selection

Assume the kth channel meets the interruption delay constraint of the inter-
rupted SU, the SU can then examine the transmission time constraint of the
channel according to (18). We let Z denote the number of candidate channels
that jointly satisfy user service constraints in (1) and (18), depending on the
value of Z, three cases may arise:

Case 1: Z = 0, i.e., no single candidate channel jointly meets the constraints
in (1) and (18), thus, the SU will have to perform further spectrum handoff.
In this case, we propose a maximum transmission amount based spectrum
selection strategy in which the SU selects a channel that can transmit the
highest amount of bits within the available transmission time. Therefore, the
channel k∗ is selected as the target channel which meets:

k∗ = arg max(T av
k Rk), k = 1, 2 . . . , N. (21)

Case 2: Z = 1, indicating only one candidate channel jointly satisfies the con-
straints in (1) and (18), therefore, the user simply chooses it as handoff target
channel.

Case 3: Z > 1, indicating multiple candidate channels jointly satisfy the inter-
ruption delay constraint and the transmission time constraint. In this case, we
propose a maximum data rate based spectrum selection strategy, i.e., select-
ing the channel with the best transmission rate as target channel for handoff.
Hence the k∗ channel is chosen if:

k∗ = arg max(Rk), k = 1, 2 . . . , N. (22)

5 Simulation Results

In this section, we examine the performance of the proposed spectrum selection
scheme. The simulation experiments are carried out through MATLAB software.
In our simulation, we assume 2 to 10 (M = 2 − 10) channels each assigned to
a licensed user. The simulation time is chosen as a number of time slots with
the duration of each time slot being 5.77 × 10−4 s. λ

(p)
k and μ

(p)
k are chosen as

0.5 and 4, respectively. Table 1 shows other parameters used in our simulation.
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Table 1. Simulation parameters

Parameter Value

Transmission power of SU 0.6 W

Interruption delay threshold of SU 9 · 232 × 10−3 s

Radius of coverage Network 50m

Network Bandwidth 2MHz

Number of slots per channel 512

Packet length of SU 18 × 105 bits

Power of noise −60 dBm

Averaging over 1000 simulations, the results of our proposed channel selection
scheme are shown in the figures below.

Figure 2 shows the average number of handoff versus the packet length of SU.
It can be observed that the number of handoff increases as the packet length
grows. The reason is that longer transmission time is required for larger number
of packets, thus may need multiple handoff. It can also be seen that the rate
of handoff reduces with the increase in the number of available channels. This
is because when the number of available channel increases, the probability of
finding a channel that meets SU constraints becomes high.

Figure 3 shows the transmission time and the mean interruption of SU versus
the number of channels. It can be seen that the two performance metrics behave
in a similar way, i.e., both decline with the increase in the number of available
channels. As the number of candidate channels increases, the probability that a
user will find a channel that meets its transmission constraint is relatively high
leading to less subsequent interruptions, hence the decline in the interruption
delay, which is also reflected in the decreasing of total transmission time.
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Figure 4 shows the average number of handoff versus the arrival rate of PUs.
It can be observed that the average number of handoff increases with the increase
in the arrival rate of PUs and the handoff rate reduces with the increase in the
number of available channels, this is because when there are multiple channels
available, SU can suitably find a target channel that meets its constraints such
that the need for further interruptions and switching becomes relatively low,
thus keeping handoff rate relatively small.

In Fig. 5, we compare the total transmission time in the proposed scheme
and a random choice channel selection. Both transmission times decline with
increase in the number of available channels, however, it can be seen from that
the proposed scheme offers smaller total transmission time in comparison with
a random choice channel selection.

6 Conclusions

In this paper, a handoff target spectrum selection with a decision-making mech-
anism that minimizes the need for multiple handoffs as a means to reduce the
total transmission time of an interrupted SU in a CRN is proposed. We examine
the interruption delay and the transmission time of an interrupted SU during a
handoff situation in both staying and switching scenarios and then jointly con-
sidering a SU’s interruption delay threshold, transmission time requirement and
channel available time, we present a target spectrum selection scheme consisting
of both interruption delay constraint-based spectrum selection and transmission
time constraint-based spectrum selection.

Through simulation, we have shown that when an interrupted SU priori-
tizes staying on the default channel, switching and signaling overhead costs are
eliminated thereby reducing the total service time. We have also shown that,
when handoff is possible, if the SU considers only channels with relatively mini-
mal interruption delay and, therefore, selects only candidate channels that offer
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desired transmission time as target channels, by jointly considering the SU’s
remaining transmission time and the transmission time available on the candi-
date channel: the number of future spectrum handoffs is considerably reduced
thereby enhancing the performance of the SU.
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Abstract. In Heterogeneous networks (HetNets), the power difference
between macro base stations (MBSs) and small base stations (SBSs)
causes severe load unbalance. Therefore, cell range expansion (CRE) is
proposed as an effective method to extend the coverage of SBSs and
achieve balanced utilization of BSs. However, the downlink (DL) qual-
ity for offloaded user equipment (UE) cannot be guaranteed. In this
paper, a traffic-aware user association scheme is proposed in HetNets.
Distinct association biases are applied to different UEs according to their
requirements. System performance of the proposed scheme is analyzed
using the tool of stochastic geometry. The results show that the proposed
scheme can improve DL throughput by enhancing the rate coverage of
UEs, meanwhile signal-to-interference-plus-noise ratio (SINR) require-
ment with low data rate demand UEs is ensured. Moreover, the opti-
mal association bias, which maximizes DL throughput, can be derived
through particle swarm optimization (PSO), and it changes with differ-
ent densities of BSs and UEs.

Keywords: Traffic demand · User association · Cell range expansion ·
System capacity · Heterogeneous networks

1 Introduction

With the rapid development of smart terminals, cellular networks face an over-
whelming growth in data traffic [1,2]. To satisfy the extremely high data demand,
HetNets are proposed to improve the coverage and throughput of wireless com-
munication systems [3,4]. The SBSs in HetNets can provide network access for
closer users and offload the data traffic from MBSs to earn traffic offloading
gains. However, the transmit power of MBSs is always larger than that of SBSs,
the conventional association policy of reference signal receiving power (RSRP)
[5] leads to unbalanced load. Hence, CRE, which allows a UE to access in SBSs
with lower DL SINR, was proposed as an effective method to extend the coverage
of SBSs and achieve load balance.

Several studies have addressed the application of CRE. In [6], the authors
focused on the joint transmission of DL and uplink (UL), and derived the trans-
mission success probability and energy efficiency (EE) using stochastic geometry.
c© ICST Institute for Computer Sciences, Social Informatics and Telecommunications Engineering 2018

Q. Chen et al. (Eds.): ChinaCom 2016, Part II, LNICST 210, pp. 217–226, 2018.

DOI: 10.1007/978-3-319-66628-0 21



218 X. Lin et al.

Authors of [7] concerned with the cell edge users and presented an adaptive CRE
algorithm to improve the cell edge user throughput in HetNets. A scheme with
rate-based CRE offset was proposed in [8], which adjusts the CRE offset accord-
ing to the ratio of a user’s UL and DL data demands. In [9], a Pico-specific upper
bound CRE bias estimation algorithm for HetNets was proposed. However, these
papers neglect the fact that the types and needs of UEs grow rapidly in fifth
generation (5G) scenario, traffic demand for UEs should be considered.

In this paper, a tractable traffic-aware user association (TUA) scheme is pro-
posed in HetNets, where distinct association biases are applied to UEs according
to different user traffic demands. The main contributions are as follows:

– Proposed scheme is able to balance system loads by offloading some high traf-
fic demand UEs from MBSs to SBSs for better rate coverage, while ensuring
the SINR coverage of low traffic demand UEs. Furthermore, proposed scheme
can improve rate performance of UEs and enhance system DL throughput
compared to traditional RSRP association.

– The expression of SINR coverage, rate coverage, and system DL throughput
are derived theoretically using the tool of stochastic geometry.

– The optimal association bias factor θ∗
S,uH

, which can maximize DL through-
put, can be derived through particle swarm optimization (PSO). Numerical
results show that either UE density or BS density has an effect on θ∗

S,uH
.

2 System Model

In this paper, a 2-tier HetNet consisting MBSs and SBSs is considered. The
position of BSs are modeled according to an independent homogeneous Poisson
Point Processes (PPP) Φv with intensity λv, where v = M for MBS, and v =
S for SBS. UEs are divided into high data rate UEs and low data rate UEs
according to different traffic types. For example, UEs with voice demand are low
data rate UEs, and UEs with video demand are high data rate UEs. It is also
assumed that all kinds of UEs are located as independent PPP Φu with intensity
λu, where u = uH for high data rate UEs, and u = uL for low data rate UEs.

BSs in the same tier have the same transmit power Pv over bandwidth W .
Assumed that downlink signals experience path loss with a path loss exponent
α, where α > 2. The fading between a BS and a UE is assumed to be Rayleigh
fading with unit average power, i.e. h ∼ exp (1). Interference signals arise from
all other BSs except the serving BS, and there is no intra-cell interference, e.g.
orthogonal multiple access is applied within a BS area [5].

2.1 Traffic-Aware User Association Scheme

In traditional RSRP association method [5], all UEs are associated with the serv-
ing BSs offering the maximum received power. However, in RSRP mode, MBSs
have bigger coverage area than SBSs because of much higher transmit power,
which causes unbalanced loads of BSs. Besides, different UEs have characteristic
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requirements. For uL, it is easy to achieve user demand, it is also important
to ensure high signal-to-interference-plus-noise (SINR) quality and make data
traffic reliable. For uH , high data rate transmission is a key requirement. In pro-
posed TUA scheme, different UEs use diverse association biases. Specifically, the
SBS coverage area for uL remains unchanged, while the SBS coverage area for
uH is expanded. That means uL are connected to the serving BSs offering maxi-
mum DL received power for best SINR quality, while uH are associated with BSs
based on biased received power to have a probability of offloading from MBS to
SBS. The TUA scheme can be expressed respectively as follows

{
if PMθM,u‖xM‖−α

> PSθS,u‖xS‖−α
then to MBS

if PMθM,u‖xM‖−α
< PSθS,u‖xS‖−α

then to SBS
, (1)

where ‖xv‖ is the distance between a UE to its nearest BS in vth tier, and θv,u

is the association bias factor of different UEs u in vth tier. In TUA scheme, we
have

θM,uL
= θS,uL

= 1, and
θS,uH

θM,uH

> 1. (2)

Figure 1 illustrates the DL UE association with TUA scheme in HetNets. The
biggest solid circle presents the MBS coverage area for higher transmit power of
MBS. According to the association rule of TUA scheme, the SBS coverage area
for UEs with different data rate demands differs. The smallest solid circle is the
SBS coverage area for uL, while the dotted circle is the expanded SBS coverage
area for uH . As shown in Fig. 1, some uH , e.g. UE1, are offloaded from MBS to
SBS for high achieved rate and also system balance.

Fig. 1. An illustration of UE association with TUA scheme in HetNets.
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2.2 SINR Model

According to Slivnyak’s theorem [10], a typical UE located at origin is analyzed.
Because all BSs are assumed to use the same bandwidth, the DL interference
comes from all BSs except the serving BS, which can be modeled as a PPP ΦI

with a density of λI =
∑
v

λv. Hence, the SINR of a typical UE connected with

vth tier is written as

SINRv =
Pvhxv

‖xv‖−α

∑
yi∈ΦI

Pihyi
‖yi‖−α + σ2

, (3)

where ‖yi‖ is the distance from interference BSs of ith tier to the typical UE,
and σ2 is the constant additive noise power.

3 System Performance Analysis

In this section, we mainly analyze the SINR coverage, rate coverage, and DL
throughput. Especially, DL throughput can be given as

DL Throughput =
∑

u∈Φu

Ru, (4)

where Ru is the achievable traffic rate of UEs.

3.1 SINR Coverage

SINR coverage is defined as the probability that the SINR of a typical UE is
larger than SINR threshold τ . Therefore, the SINR coverage can be expressed
by definition as

S (τ) = P (SINR > τ) . (5)

In the HetNets, a typical UE has multiple BSs to connect with. Hence, let
Sv (τ) defines the SINR coverage of a typical UE associated with vth tier, and
the SINR coverage for a typical UE is

S (τ) =
∑

v

AvSv (τ) . (6)

According to [11], the probability of UEs associated with vth tier in DL can
be derived as bellows

Au
v =

λv∑
i∈{M,S}

λi

(
Pi

Pv
θ̂i,u

)2/α
, (7)

where θ̂i,u = θi,u

θv,u
.
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Let Du
v denotes the distance from a typical UE u to its DL serving BS in

vth tier, and the probability distribution function (PDF) of Du
v can be written

as [11]

fDu
v
(r) = 2πλv

Au
v

r exp

{
−πr2

∑
i∈{M,S}

λi

(
Pk

Pv
θ̂k,u

)2/α
}

. (8)

Theorem 1. The DL SINR coverage of a typical UE u ∈ {uL, uH} can be given
as

Su (τ) =
∑

v

2πλv

∫

r>0

r exp
{−rαP −1

v τσ2

−πr2

⎛

⎝
∑

i∈{M,S}
λi

(
Pi
Pv

) 2
α

⎛

⎝θ̂
2/α
i,u +τ

2
α
∫∞(

θ̂i,u
τ

)2/α
1

1+u
α
2

du

⎞

⎠

⎞

⎠

⎫
⎬

⎭
dr.

(9)

Proof. Using (8) into the definition of SINR coverage in (5), and we can get the
SINR coverage of a typical UE which is associated with vth tier BS as follows

Sv (τ) = Er [P (SINRv > τ) |r ]
=

∫
r>0

P

(
Pvhr−α

I+σ2 > τ
)

fDu
v

(r)dr

=
∫

r>0

P
(
h > rαP−1

v τ
(
I + σ2

))
fDu

v
(r)dr

=
∫

r>0

EIr

(
exp

(−rαP−1
v τ

(
I + σ2

)))
fDu

v
(r)dr

=
∫

r>0

exp(−rαP−1
v τσ2)

∏
i∈{M,S}

LIi
(rαP−1

v τ)fDu
v

(r)dr,

(10)

where I is the interference, and LIi
(rαP−1

v τ) is the Laplace transform of the
interference from BSs in ith tier derived as

LIi

(
rαP−1

v τ
)

= EIi

(
exp

(−rαP−1
v τIi

))
= EΦi

(
exp

(
−rαP−1

v τ
∑

y∈Φi

Pihy‖y‖−α

))

= exp
(
−2πλi

∫ ∞
zi

(
1 − 1

1+rαP −1
v Piτy−α

)
ydy

)

= exp
(

−πr2λi

(
Pi

Pv
τ
) 2

α ∫ ∞(
θ̂i
τ

)2/α
1

1+u
α
2

du

)
,

(11)

where zi is the distance of the nearest interference of ith tier expressed as

zi =
(

Pi

Pv
θ̂k

)1/α

r.

Hence, Sv (τ) can be got by applying (10) and (11) in (5), and the SINR
coverage of Theorem 1 can be easily derived from (7).

Corollary 1. When σ2 = 0 and α = 4, the expression of SINR coverage is

S (τ) =
∑

v∈{M,S}

λv

∑
i∈{M,S}

λi

(√
Pi

Pv
θ̂i +

√
Pi

Pv
τ arctan

√
τ
/

θ̂i

) . (12)
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3.2 Rate Coverage

According to Shannon theorem, the rate R of a typical UE is

R =
W

N
log (1 + SINR) , (13)

where W denotes the bandwidth of the system, and N is the total number of
UEs in coverage area of the serving BS.

The rate coverage is defined as the probability that the rate of a typical UE
is larger than rate threshold ρ. Therefore, the rate coverage can be expressed by
definition as

R (ρ) = P (R > ρ) . (14)

Denote demands of u as ρu. It is noticeable that ρuH
> ρuL

as definition.
Similar to SINR coverage in last part, the rate coverage in HetNets is

R (ρ) =
∑

v

AvRv (ρ). (15)

Theorem 2. The rate coverage of a typical UE u ∈ {uL, uH} is

Ru (ρu) =
∑
v

2πλv × ∫
r>0

r exp
{

−rαP−1
v

(
2

ρuN̄v
W − 1

)
σ2

−πr2

⎛
⎜⎝ ∑

i∈{M,S}
λi

(
Pi

Pv

)2/α

⎛
⎜⎝θ̂

2/α
i +

(
2

ρuN̄v
W −1

) 2
α ∫ ∞(

θ̂i

2
ρuN̄v

W −1

)2/α
1

1+u
α
2

du

⎞
⎟⎠
⎞
⎟⎠
⎫⎪⎬
⎪⎭ dr,

(16)
where N̄v is the average number of UEs connected to the serving BS in vth tier
given as

N̄v = 1 + 1.28

∑
k∈{uH ,uL}

λkAk
v

λv
.

Proof. According to the definition of rate coverage in (14), the rate coverage of
a typical UE u connected with vth tier with a rate coverage threshold ρu is

Ru
v (ρu) = P (Ru > ρu)

= ENv

[
P

(
W
Nv

log (1 + SINRu) > ρu

)
|Nv

]
≈ P

(
SINRu > 2

ρuN̄v
W − 1

)
= Su

(
2

ρuN̄v
W − 1

)
.

(17)

In this paper, different UE clusters are deployed independently according to
PPP in the system. Therefore, the average load of tagged serving BS in v tier
can derived referring to [11] as follows:

N̄v = 1 + 1.28λuH
A

uH
v

λv
+1.28λuL

A
uL
v

λv

= 1 + 1.28

∑
k∈{uH ,uL}

λkAk
v

λv
.

(18)
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Hence, Theorem 2 can be derived by applying (7), (17) and (18) into (15).

Corollary 2. When σ2 = 0 and α = 4, the rate coverage can be expressed as

Ru (ρu) =
∑

v∈{M,S}

λv

∑

i∈{M,S}
λi

√
Pi
Pv

(√

θ̂i,u+

√

2
ρuN̄v

W −1 arctan

√
2

ρuN̄v
W −1

θ̂i,u

) .
(19)

3.3 DL Throughput

In this paper, two kinds of UEs classified by different data rate demands are
served by HetNets. As definition of DL throughput in (4) previously, the total
system DL throughput should consider achievable throughput of all UEs as below

DL Throughput =
∑

k∈{uH ,uL}
λkρkRk (ρk) (Kbps/m2). (20)

4 Numerical Results

In this section, series of numerical results are presented to verify the accuracy
of system model and analysis. Especially, the DL throughput in the HetNets
is evaluated in detail. For clarity, the analysis in this section is limited to an
interference-limited 2-tier HetNet. Table 1 shows the key simulation parameters
of the system.

Table 1. Simulation parameters

Parameter Value

MBS density (m−2), λM 1 × 10−6

SBSs density (m−2), λS 1 × 10−5

MBS transmit power (W), PM 20

SBS transmit power (W), PS 0.13

SINR coverage threshold (dB), τ −10

Rate coverage threshold of uH (Kbps), ρuH 1024

Rate coverage threshold of uL (Kbps), ρuL 12

System bandwidth (MHz), W 20

Path loss, α 4

In Fig. 2, the SINR coverage and rate coverage under different association bias
factor θS,uH

are shown in (a) and (b), respectively. As shown in Fig. 2(a), it is
noticeable that uL remains the same SINR coverage, while uH has a decreasing
trend. This is because different association biases are applied to uL and uH .
For uL, the association bias factor always has θuL

= 1, which means that the
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association for uL is based on maximum received power, hence uL can always
get reliable SINR quality resulting from high SINR coverage. Moreover, for uH ,
the bigger the association bias factor θS,uH

is, the wider SBS coverage area
is. Hence, more uH are offloaded from MBSs to SBSs through expanding SBS
coverage area, which causes declining SINR coverage performance due to both
deterioration of the received signal power and enhanced interference.

Figure 2(b) presents the rate coverage of different UEs compared to tradi-
tional RSRP mode. Because uH have higher data rate demands than uL, the
rate coverage of uH is clearly interior to that of uL. Moreover, proposed TUA
scheme can obviously improve the rate coverage of uH , and slightly enhance the
rate coverage of uL. That is due to the fact that some uH are offloaded from
MBSs to SBSs, which relieves the congestion of MBSs and balances the BSs
load.
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Fig. 2. Coverage performance of classified UEs under different association bias factor
θS,uH (λuH = 2e−5m−2, λuL = 4e−5m−2): (a) SINR coverage with TUA scheme, (b)
comparison of rate coverage with TUA and RSRP schemes.

System DL throughput is demonstrated in Fig. 3. An optimal association bias
factor θ∗

S,uH
, which maximizes the DL throughput, is obtained using PSO. It is

shown that θ∗
S,uH

changes with different ratios of MBS density and SBS density.
Compared to traditional RSRP mode, TUA scheme can enhance DL throughput
by 16%, which mainly benefits from the improvement of rate performance. Fur-
thermore, increasing density of SBSs can also yield significant DL throughput
enhancement, because UEs are prone to be connected to SBSs as increase of
SBSs, which also contributes to load balance in HetNets.

In Fig. 4, the relations between optimal association bias factor θ∗
S,uH

and
distributions of both UEs and BSs are presented. When the density of uL is
increasing, the θ∗

S,uH
is on the rise. Moreover, as the decrease of SBS density,

the θ∗
S,uH

also has a remarkable growth. It is obvious that both more UEs and
less SBSs can cause more serious congestion of MBSs. Therefore, larger associa-
tion bias factor θS,uH

contributes to system load balance, which is beneficial to
enhance DL throughput.
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5 Conclusion

In this paper, a tractable TUA scheme in HetNets is proposed, where differ-
ent association biases are applied to satisfy various UEs traffic demands. The
expression of SINR coverage, rate coverage, and DL throughput are derived the-
oretically. Specifically, TUA scheme is able to balance loads by offloading some
high traffic demand UEs uH from MBSs to SBSs in DL. Numerical results illus-
trate that TUA scheme can improve rate coverage of UEs and enhance system
DL throughput by 16% compared to traditional RSRP association method, while
the SINR quality of uL is ensured. Moreover, there is an optimal association bias
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factor θ∗
S,uH

which maximizes DL throughput, and it reveals that θ∗
S,uH

differs
as either UE density or BS density changes.
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Abstract. In recent years, radio access technologies have experienced
rapid development and gradually achieved effective coordination and
integration, resulting in heterogeneous networks (HetNets). User equip-
ments (UEs) located in the overlapping area of various networks of Het-
Nets are capable of selecting the base station (BS) of one network for
association and conduct information interaction. In this paper, we study
user association and power allocation problem for HetNets with eaves-
droppers. To achieve secrecy data transmission in a secret and energy-
efficient manner, the concept of joint secrecy energy efficiency of the
network is introduced and is defined as the ratio of secrecy transmission
rate and the power consumption of the BSs. An optimization problem
is formulated which maximizes the joint secrecy energy efficiency under
the constraints of maximum power of the BSs and the minimum data
rate requirement of the UEs, and the optimal user association and trans-
mit power strategy is obtained through applying iterative algorithm and
Lagrange dual method. Numerical results demonstrate the efficiency of
the proposed algorithm.

Keywords: HetNets · User association · Power allocation · Secrecy
information transmission · Secrecy energy efficiency

1 Introduction

In recent years, radio access technologies have experienced rapid develop-
ment and gradually achieved effective coordination and integration, resulting in
HetNets [1], in which user equipments (UEs) located in the overlapping area of
various networks are capable of selecting the base station (BS) of one network
for association and information interaction. User association scheme design in
HetNets is of particular importance for it may affect user quality of service (QoS)
and network performance significantly.

Some research works have considered user association or cell association prob-
lem in HetNets. In [2], the authors addresses the cell association problem of a
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multi-tier HetNet and propose a unified distributed cell association and resource
allocation algorithm to maximize the sum utility of long term rate with long term
rate QoS constraints and maximize global outage probability with outage QoS
constraints. The authors in [3] examine the impact of mobile backhaul networks
on LTE-A HetNets, and propose a backhaul-aware user association algorithm to
achieve network load balancing and the performance enhancement in terms of
transmission delay and service block probability. In [4], user association prob-
lem in HetNets is studied and a distributed optimization method is proposed to
maximize the utilization of the BSs.

References in [5,6] jointly consider user association and power allocation in
HetNets. The authors in [5] study the joint BS association and power alloca-
tion problem for the downlink transmission in HetNets, and propose a two-stage
algorithm to maximize the minimum data rate of the UEs. In [6], the authors con-
sider the joint optimization of BS association and power allocation in a wireless
downlink HetNet under the proportional fairness criterion and propose a utility
function maximization based BS association and power allocation strategy.

It should be noted that compared to traditional cellular networks, the net-
work architecture of HetNets becomes more open and diverse, which makes the
information exchange more susceptible to eavesdropping, hence, the problem of
secure transmission becomes extremely important in HetNets. In [7], the authors
consider the network scenario in which eavesdroppers exist in HetNets and pro-
pose a joint resource allocation algorithm which jointly considers physical layer
security, cross-tier interference and joint optimal allocation of power and sub-
carrier to maximize the achievable secrecy sum rate of the network. The authors
in [8] investigate secure communications in a two-tier downlink HetNets, which
comprises one macrocell and multiple femtocells with each cell having multiple
users and an eavesdropper which attempts to wiretap the intended macrocell
UEs. The authors consider an orthogonal spectrum allocation strategy to elim-
inate co-channel interference and propose the secrecy transmit beamforming
scheme operating in the macrocell to maximize the secrecy rate of users.

In this paper, we study user association and power allocation problem for
HetNets with eavesdroppers. To achieve data transmission in a secret and energy-
efficient manner, the concept of joint secrecy energy efficiency of the network
is introduced and is defined as the ratio of secrecy transmission rate and the
power consumption of the BSs. An optimization problem is formulated which
maximizes the joint secrecy energy efficiency under the constraints of maximum
power of the BSs and the minimum data rate requirement of the UEs, and
the optimal user association and transmit power strategy is obtained through
applying iterative algorithm and Lagrange dual method.

The rest of the paper is organized as follows. Section 2 describes the sys-
tem model considered in this paper. We jointly design user association and
power allocation strategy for the heterogeneous integrated network described
in Sect. 3. The solution of the optimization problem is discussed in Sect. 4. Sim-
ulation results are presented in Sect. 5. Finally, we conclude this paper in Sect. 6.
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2 System Model

In this paper, we study the downlink transmission in a HetNet, which con-
sisting of multiple overlapping access networks and a number of users, which
may associate to one of the networks and conduct information interaction. We
assume that each network is assigned a portion of spectrum and no spectrum
sharing is allowed among networks and within each network, thus no transmis-
sion interference exists. Further assume that inside each network, there exists an
eavesdropper which may eavesdrop the information of the UEs associated with
the network.

We denote the number of networks and UEs by M and N , respectively.
We assume each network only has one BS, for convenience, the BS of the ith
network is referred to as BSi, 1 ≤ i ≤ M . We further assume that each UE
can only associated with one BS and each BS can only serve one UE on given
time-frequency resource block. Figure 1 shows the HetNet model we considered
in this paper.

Fig. 1. System model

3 Secrecy Energy Efficiency Optimization Problem
Formulation

In this section, the joint secrecy energy efficiency optimization is formulated.

η =
M∑

i=1

N∑

j=1

xi,jηi,j (1)

where xi,j denotes the association variable between BSi and the jth UE(UEj),
and ηi,j represents the secrecy energy efficiency of BSi when associating with
UEj and can be expressed as:
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ηi,j =
Rsec

i,j

Pi,j + P cir
(2)

where Rsec
i,j denotes the secrecy data transmission rate of the link between BSi

and UEj , Pi,j and P cir denote the transmit power and the circuit consumption
power of BSi when transmitting to UEj respectively. We assume that the circuit
consumption power of the BSs is constant in this paper.

Rsec
i,j in (2) can be expressed as:

Rsec
i,j = Ru

i,j − Re
i,j (3)

where Ru
i,j denotes the data rate of the link between BSi and UEj , Re

i,j denotes
the data rate of the eavesdropper when eavesdropping UEj in the ith network.
Ru

i,j in (3) can be expressed as:

Ru
i,j = Bi log

(
1 +

Pi,jhi,j

σ2

)
(4)

where Bi denotes the transmission bandwidth of BSi, hi,j denotes the channel
gain of the link between BSi and UEj , and σ2 denotes the noise power, which is
assumed to be a constant in this paper. Re

i,j in (3) can be calculated as:

Re
i,j = Bilog2

(
1 +

Pi,jh
e
i

σ2

)
(5)

where he
i denotes the channel gain of the link between BSi and the eavesdropper

of the ith network
The problem of joint user association and power allocation algorithm for

secrecy information transmission in HetNets can be formulated as following opti-
mization problem:

max
xi,j ,Pi,j

η (6)

s.t. C1 : Pi,j ≥ 0,

C2 : Pi,j ≤ Pmax
i ,

C3 :
M∑

i=1

Rsec
i,j ≥ Rmin

j ,

C4 : xi,j ∈ {0, 1},

C5 :
N∑

j=1

xi,j ≤ 1,

C6 :
M∑

i=1

xi,j ≤ 1.

In (6), Pmax
i denotes the maximum permissible power of BSi, the constraint

C2 represents that the transmit power of BSi should be less than its maximum
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permissible power, Rmin
j denotes the minimal secrecy data rate required from

UEj , apparently, the constraint C3 characterizes the data rate requirement of
UEj .

4 Solution of the Optimization Problem

The optimization problem formulated in (6) is a nonlinear mixed-integer opti-
mization problem the solution which is difficult to obtain directly. Indeed, as it
is assumed that each UE can only access one network and each network can only
serve one UE for given resource block, and there is no cross interference between
various networks, the power allocation for a particular UE-BS pair can be con-
ducted independently to obtain the locally optimal transmit power, based on
which user association can be performed. Hence, we can equivalently transform
the original optimization problem into two subproblems, i.e., the subproblem
of optimal power allocation, and the subproblem of user association. Through
solving the two subproblems successively, the optimal joint power allocation and
user association strategy can be obtained.

4.1 Optimal Power Allocation Subproblem

Assuming UEj associates with the BSi, i.e., xi,j = 1, the optimal power alloca-
tion subproblem for BSi can be formulated as follows:

max
Pi,j

ηi,j (7)

s.t. C1 − C3 in (6).

The optimization problem formulated in (7) is a nonconvex nonlinear frac-
tional program, which can be transformed into a convex problem. Without loss
of generality, we denote q∗

i,j as the maximum secrecy energy efficiency of BSi

when associating to UEj , which can be expressed as:

q∗
i,j =

Rsec
i,j (P ∗

i,j)
P ∗

i,j + P cir
, (8)

where P ∗
i,j denotes the optimal transmit power of BSi when associating to UEj .

It can be proved that the maximum secrecy energy efficiency q∗
i,j is achieved if

and only if
max
Pi,j

Rsec
i,j (Pi,j) − q∗

i,j(Pi,j + Pcir)

= R
(sec,∗)
i,j (P ∗

i,j) − q∗
i,jP

∗
i,j = 0.

(9)

Hence, the optimization problem expressed in (7) can be rewritten as:

max
qi,j ,Pi,j

Rsec
i,j (Pi,j) − qi,j(Pi,j + Pcir) (10)

s.t.C1 − C3 in (6).
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To obtain the optimal secrecy energy efficiency and transmit power strategy
of (9), we apply an iterative algorithm. The proposed algorithm is summarized
in Algorithm 1 and the convergence to the optimal secrecy energy efficiency can
be guaranteed in [9] (Table 1).

Table 1. Algorithm 1. Solving secrecy energy efficiency maximization problem

1. Initialize the maximal iteration number Lmax and
the tolerate value ω
2. Set qi,j=0 and the iterative index l=0
3. Repeat main loop
4. For a given qi,j , solving power allocation subprob-
lem to obtain the
locally optimal power allocation strategy Pi,j

5. If Rsec
i,j (Pi,j) − qi,j(Pi,j + P cir) ≤ ω

then
6. Convergence=true

7. Return q∗
i,j = Rsec

i,j (Pi,j)

Pi,j+P cir

8. else,set qi,j = Rsec
i,j (Pi,j )

Pi,j +P cir and let l = l + 1
9. end if
10. Until the algorithm is converged or l = Lmax

For a given qi,j , the optimization problem formulated in (10) can be trans-
formed into following problem:

max
Pi,j

Rsec
i,j − qi,j(Pi,j + P cir) (11)

s.t.C1 − C3 in (6)

We apply Lagrange dual method to solve above optimization problem. The
Lagrangian of the problem can be expressed as:

L(α, β, Pi,j) = Ru
i,j − qi,j(Pi,j + P cir)

−α(Pi,j − Pmax
j ) − β(Rmin

i − Rsec
i,j ), (12)

where α and β are Lagrange multipliers, the Lagrange dual problem of (12) can
be formulated as follows:

min
α,β

max
Pi,j

L(α, β, Pi,j)

s.t. α ≥ 0, β ≥ 0
(13)

For a given set of Lagrange multipliers {α, β} using standard optimization
techniques, the optimal power allocation policy Pi,j can be obtained as:

Pi,j =
[
(hi,j + he

i )σ
2 + ((hi,j − he

i )σ
4 + 4hi,jh

e
i t)

1/2

2hi,jhe
i

]+

(14)
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where t =
[
(1+β)Bj(hi,j−he

i )σ
2

(α+qi,j) ln 2

]+

, [z]+ = max{0, z}.

The dual function is differentiable, the iterative algorithm can be used to
solve the optimal Lagrange multipliers which leads to

α(t + 1) = [α(t) − ε1(Pmax
i − Pi,j)]+, (15)

β(t + 1) = [β(t) − ε2(
M∑

i=1

Rsec
i,j − Rmin

j )]+. (16)

where the iteration index εi(i = 1, 2) is the positive step size.

4.2 User Association Subproblem

Through assuming xi,j = 1, we can obtain the locally optimal power allocation
strategy, denoted as P ∗

i,j and q∗
i,j . Substituting Pi,j by P ∗

i,j in (1), we obtain:

η =
M∑

i=1

N∑

j=1

xi,j

Rsec,∗
i,j

(P ∗
i,j + P cir)

, (17)

where R∗
i,j = Bilog2

(
1 + P ∗

i,jh2
i,j

σ2

)
. For given P ∗

i,j ,
Rsec,∗

i,j

(P ∗
i,j+P cir) is a constant, there-

fore, the problem of maximizing (17) is equivalent to selecting the optimal xi,j

subject to user association constraints, which can be expressed as the following
optimal user association subproblem:

max
xi,j

M∑
i=1

N∑
j=1

xi,j
Rsec,∗

i,j

(P ∗
i,j+P cir)

s.t. C4 − C6 in (6)
(18)

The optimization model formulated in (18) is a nonlinear integer optimiza-
tion problem, which is in general very difficult to be solved. However, it can be
observed that given the constraints on user association, the optimization prob-
lem can be described by a bipartite graph and the problem of optimal user
association can be regarded as an optimal matching problem in the bipartite
graph, which can then be solved based on the typical algorithm such as modified
Kuhn-Munkres algorithm in [10].

A weighted bipartite graph G with bipartite division G0 = (V1, V2, E) is con-
structed, where the set of vertices V1 represents the collection of the interrupted
users, i.e., V1 = [SU1,SU2, . . . ,SUM ], SUm represents the mth interrupted SU,
1 ≤ m ≤ M , and the set of vertices V2 represents the collection of subchannels,
i.e., V2 = [C1,C2, . . . ,CN ], the weight of the edge, i.e., E {V1, V2} is defined as:

The steps for solving the optimal user association subproblem based on the
K-M algorithm can be described as follows.

1. Find an initial feasible vertex labeling and determine G0
l from G0.

2. A distribution of H is selected in G0
l .
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3. If H is perfect, then the optimization problem is solved. Otherwise, the label
having not being allocated by the distribution H is selected in G0

l . Set S = V1,
and T = Ψ , which denotes the empty set.

4. NG0
l
(S) denotes the collection of points which connect with S in G0

l . If
NG0

l
(S) �= T , go to step (2). Otherwise, NG0

l
(S) = T . Find

Δ = min(l(u) + l(v) ≥ w(u, v)|u ∈ S, v ∈ V2 − T ) (19)

and replace existing labeling l with l
′
by

l
′
(u) =

⎧
⎨

⎩

l(u) − Δ, u ∈ S
l(u) + Δ, u ∈ T
l(u), others.

The process continues until an equal subgraph consisting a complete match
is obtained.

5 Simulation Results

In the simulation, we consider a HetNet scenario consisting of multiple overlap-
ping access networks. Assuming the numbers of UEs and BSs are both chosen
from 3 to 5, respectively. We assume that all users are randomly located in a rec-
tangular region with the size being 100 × 100. The minimum rate requirements
of UEs when associating to BS are 0.99 Mbps, 0.97 Mbps, 0.90 Mbps, 0.89 Mbps,
0.95 Mbps, 0.88 bps respectively, the noise power is −47 dBm, the bandwidth is
1 MHz. The simulation results are averaged over 1000 independent adaptation
processes where each adaptation process involves different positions of UEs and
eavesdroppers.
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Fig. 4. Secrecy energy efficiency versus maximum transmit power (different circuit
power)

Figure 2 shows the secrecy energy efficiency versus the number of iterations
for different of circuit power. Pmax is chosen as 0.8 W in plotting the figure. It
can be observed that the iterative algorithm converges within a small number
of iterations.

Figure 3 shows the secrecy energy efficiency versus the maximum transmit
power for different numbers of BSs, and the results are obtained from the pro-
posed scheme and the scheme proposed in [6]. P cir is chosen as 0.5 W in plotting
the figure. As the maximum transmit power increases, the proposed scheme
performs better than the scheme proposed in [6]. This is because the scheme
proposed in [6] failed to allocate the optimal power to the UEs, resulting in a
undesired transmission performance. It also can be seen from the figure that for
a small Pmax, the secrecy energy efficiency increases with the increasing of Pmax,
indicating a larger power threshold is desired for achieving the maximum secrecy
energy efficiency. However, as Pmax reaches to a certain value, the secrecy energy
efficiency becomes a fixed value for the transmit power being less than Pmax has
resulted in the optimal secrecy energy efficiency, which will no longer vary with
Pmax.

The secrecy energy efficiency versus the maximum transmit power for differ-
ent circuit power consumption is shown in Fig. 4. It can be seen from the figure
that the total secrecy energy efficiency decreases with the increase of the cir-
cuit power consumption. Compared to the scheme proposed in [6], our proposed
scheme offers larger secrecy energy efficiency.

6 Conclusion

In this paper, an optimal user association and power allocation scheme is pro-
posed in HetNets. The factors, including channel characteristics and eavesdrop-
pers are taken into account jointly in optimal UE association and allocating the
transmit power of UEs, we formulate the problem of joint user association and
resource allocation as an optimization problem with the objective function being



236 M. Chen et al.

the total secrecy energy efficiency of UEs in HetNets. The optimization problem
which maximizes the secrecy energy efficiency for UEs is formulated and solved
through iterative algorithm and Lagrange dual method. It is verified by simula-
tion that the proposed algorithm achieves much better secrecy energy efficiency
than the proposed scheme in [6] in HetNets.
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Abstract. In this paper, we present a network energy-efficient resource-
allocation scheme for dense small cell heterogeneous networks by jointly
controlling femtocell base stations active/idle strategies and load balanc-
ing with SINR constraints among users. The optimization problem is NP-
hard, thus obtaining the optimal solution is extremely computationally
complex. Therefore, we formulate the optimization problem to two sub-
optimization problems: the load balancing design and the femtocell base
stations active/idle switch strategies control. In load balancing design
scheme, we optimize the load balancing of the small cell heterogeneous
networks under the fixed femtocell base stations active/idle strategies.
In femtocell base stations active/idle switch strategies scheme, we opti-
mize the network energy efficiency while achieving the minimum service
requirement among users. Combined with the optimal load balancing
design, we solve the femtocell base stations active/idle switch strategies
scheme by observation that the network energy efficiency is an increasing
function of both user number and femtocell number. Simulation results
show that the proposed algorithm could achieve a considerable perfor-
mance improvement in terms of network energy efficiency compared with
the traditional algorithms.

Keywords: Energy efficient · Femtocell · Load balancing · Stations
active/idle switch

1 Introduction

Recently, the amount of mobile data traffic widespread has been increasing explo-
sively. On the one hand, to meet surging traffic need, one of the promising
solutions is to increase heterogeneity for cellular networks, particularly through
development of small cell base stations (SBSs). e.g., picocell base stations (PBSs)
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and femtocell base stations (FBSs), which differ primarily in terms of maximum
transmit power, easy-of-deployment, physical size, and cost [1]. Because the dif-
ference between the power and the number of access node, the traditional cell
association scheme is no longer applicable, so the cell association issue should
be reconsidered. Existing works have dealt with various issues related to small
cells (SCs) problems, such as coverage improvement, traffic offload, load balanc-
ing (LB) and others. In [2], the authors proposed the offloading based on LB,
which studied the offloading process performance from the macrocell layer to
the small cell layer and exploited LB in the small cell layer with Voronoi dia-
grams. In order to maximize the network utility, the authors in [3] deployed the
edge SBSs to serve users far from marco base stations (MBSs). A general quality
of service (QoS) cell association scheme is provided in [4], which maximize the
user’s transmission rate as the target function and model the cell association to
NP-hard problem.

On the other hand, seeking for high network energy efficiency (NEE) is a
trend for the next generation wireless communication [5]. Recently, there are
many existing research works such as [6–8] focus on NEE. In [6], the authors
proposed an optimization scheme based on heuristic algorithm to minimize net-
work energy consumption. The work issues in [7] aim to maximize the NEE
under the rate fairness constraints among users. In [8], authors developed the
optimization problem of long-term BS turning off scheme, which jointly opti-
mizes the developed BS-user association and subcarrier allocation to maximize
the NEE or minimize total power consumption by taking the constraints of rate
proportion and average sum rate into consideration. Nevertheless, none of these
existing works consider the impact of the BSs active/idle operation with the
corresponding LB design on the network performance.

In this paper, we study the problem of NEE in dense small cell heteroge-
neous networks (HetNets), the work aims to maximize the NEE under the con-
straints of network outage probability and user’s QoS requirements by jointly
considering optimal FBSs strategies and LB design. Apparently, due to the inter-
ference coupling between FBSs and LB constraints involving various variables,
the optimization problem is non-convex, thus the optimal solution is extremely
computationally complicated. By exploiting the properties of the optimization
problem, we transform original problem into two sub-optimization problems and
solve them iteratively, which optimize the LB and FBSs active/idle strategies
separately.

The rest of the paper is organized as follows. Section 2 describes the system
model and problem formulation. Section 3.1 introduces the proposed LB algo-
rithm. Based on the above LB algorithm, the FBSs active/idle switch strategies
algorithm is proposed in Sect. 3.2. Simulation results with various parameters
are presented in Sect. 4. Finally, Sect. 5 concludes the paper.

2 System Model

In this section, we present the system model. As shown in Fig. 1, we consider
downlink communication scenarios in a spectrum sharing small cell HetNets
with 3-tiers of BSs, each tier models a particular type of BS: tier 1 consist of
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Fig. 1. Small cell heterogeneous networks

traditional MBSs, tier 2 and tier 3 are comprised of PBSs and FBSs respectively.
In the scenario, users are randomly distributed in the coverage of the MBS.

We denote the sets of BSs and users by B and U with size |Nβ | and |Nu|,
respectively. The transmission power of BS n ∈ B is Pn, Denote λn, n ∈ B, as
the indicators corresponding to the BS state, i.e., when BS n is active, λn = 1,
and otherwise λn = 0, and let λ = [λ1, . . . , λ|Nβ |]. Thus the received SINR at
user k association with BS n is given by:

SINRkn(λ) =
Pn · L(dk,n) · λn∑

i∈Ik
Pi · L(dk,i) · λi + N0

(1)

where N0 is the noise power, and Ik denotes the BSs set containing all BSs
interfering user k, L(·) is the pathloss function, dk,i and dk,n is the distance
from user k to BS i and BS n, respectively. In the network, we use the path loss
models from [3]. The pathloss is calculated by:

MBS to user LI(d) = 34 + 40 log10(d)dB

PBS to user LI(d) = 34 + 40 log10(d)dB

FBS to user LII(d) = 37 + 30 log10(d)dB

The achievable data rate of user k when associated with BS n is rkn(λ) =
log(1 + SINRkn(λ)). Let Xkn denote the network selection parameter of user
k at BS n, i.e., Xkn = 1 means that user k is associated with BS n, otherwise,
Xkn = 0. In this paper, we assume that users can be associated with only one
BS at a time. The rate of user k is given by Rk(λ,X) =

∑
n∈B Xknrkn(λ).

Because the FBSs will switch between active/idle state, two categories of power
consumption need to be taken into account, i.e., basic power and transmit power
consumption. The power consumption model described in [8] is used in our
scenario.

En(λ) = σPnλn + (1 − δ)P 0
nλn + δP 0

n (2)

where En(λ) is the power consumption of BS n, P 0
n denotes the baseline power

consumption when there is no user in the cell, (i.e.,
∑

k∈U Xkn = 0). However,
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in order to improve the NEE, the FBSs could choose their state to decrease the
baseline power consumption to Ps = δP 0

n , where 0 < δ < 1. Here, σ represent the
portion of the power consumption due to feeder losses and power amplifier. We
address an optimization problem in dense small HetNets, and jointly optimize
the FBSs operation strategies and LB designs. The optimization problem can be
expressed as P1:

max
λ,X

∑
k∈U Rk(λ,X) · θn

k∑
n∈B En(λ)

(P1)

s.t. C1:
∑

k∈U Xk,n ≤ Ln max,∀n ∈ B
C2:

∑

n∈B Xk,n ≤ 1,∀k ∈ U
C3:

∑

n∈B Xk,nSINRn
k ≥ SINRtarget

k ,∀k ∈ U
C4: Pnet < �

C5: Xk,n ∈ (0, 1),∀n, k

C6: λn ∈ (0, 1),∀n

The constraint C1 ensure that the number of users associated with BS n is no
more than its maximum load, where Ln max denotes the maximum load of BS
n. The constraint C2 mean that users could be associated with only one BS at a
time. In addition, the constraint C3 ensure the received SINR of user k associated
with BS n to meet the minimum requirement of user k, where SINRtarget

k is
the SINR threshold of user k. The constraint C4 guarantee the network outage
probability (i.e., �). Pnet is defined as the number of outage users divided by the
total users. θn

k denotes access factor to control the probability of users association
with BS n.

3 LB and FBSs Active/Idle Switch Strategies Algorithm

Notice that the optimization is difficult to obtain the optimal solution, due to
the following reasons. Firstly, the problem is a discrete optimization problem
involving the FBSs state control and users assignment. Secondly, the issue is
influenced by not only the LB but also the FBSs operation strategies, which is
complicated by the potential interference coupling among FBSs due to optimiz-
ing variables λ. In order to reduce the computation complexity, we decompose
the optimization into two sub-optimization problems. i.e., namely LB design
under the fixed FBSs active/idle strategies, and then select the optimal FBSs
active/idle strategies that lead to the maximum NEE among all possible choices
of λ.

3.1 Load Balancing Design Under Fixed FBSs Active/Idle
Strategies

For a given FBSs operation strategy, we focus on maximizing the NEE, while
take into account the requirement of the user’s target-SINR and LB. We propose
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optimal cell association LB (CALB) algorithm consisting of cell selection step
and cell association step. In CALB, firstly, we choose a candidate cell list which
could meet the SINR requirement. Then, we choose the optimal cell from their
candidate cell list of each user to maximize the utility function. Considered both
LB and the SINR requirements of users, we first define an utility function, which
composes of access factor and the user’s energy efficiency. The access factor is
related to the available resources and the scheduling method of the BS, and it
represents the probability of user successfully access to a certain cell. The utility
function is defined as:

ωn
k (λ) = θn

k (λ) · EEn
k (λ) (3)

where ωn
k is the integrated utility value, θn

k is the access factor, EEn
k is the energy

efficiency of user k associated with BS n. We define the effective load of BS n
as the number of users associated with it, Ln is the current load of BS n, and
Ln max is maximum acceptable load (the maximum number of users could be
serviced by BS n). Generally, Ln max is related with the maximum resources of
the BS n could be provided as well as the scheduling scheme. Let Ln sim denote
the maximum number of users of BS n could be served in each Transmission
Time Interval (TTI). If Ln > Ln sim, the BS n is not considered as an over-
loaded BS, since in the following TTI, some users may be served by other BSs
due to the dynamic LB schedule. In this paper, we adapt the Rounding Robin
Scheduling (i.e., Ln max = 2Ln sim), and update θn

k by the following process:

θn
k =

{
Ln max−Ln

Ln max
ifLn < Ln sim

Ln max−Ln

Ln max
· Ln sim

Ln
ifLn ≥ Ln sim

(4)

During the updating process, the BSs with smaller load will get lager access
factor, thus the cells with smaller load are more likely to be selected. When a
BS is full-loaded, the access factor reduce to zero, therefore, the user can not
access the over-loaded cells. EEn

k in (3) represents the energy efficiency of user
k, which is given by

EEn
k (λ) =

α log2(1 + SINRn
k (λ))

Pn
(5)

Thus, the energy efficiency of BS n can be calculated by

EEn(λ) =
∑

rk,n(λ)
Pn

, k ∈ {k|Xk,n = 1} (6)

where α = 0.6 represents the Shannon fading loss. Let Ψ(k) denote the degree of
freedom of user k, which is the number of BSs could be selected by user k under
the SINR target constraint. For user k, we conclude the LB design algorithm to
the following steps:

• Step 1: User k obtain its respective candidate cell list Ck, in which all cells
could meet its SINR target requirement, and calculate the degree of freedom
Ψ(k) of user k.
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• Step 2: Repeat step 1 until every user in the network obtain its candidate set,
then the users exchange their candidate list to the nearby BSs.

• Step 3: Let the users with smaller degree of freedom to select the cell prefer-
entially. During the cell selection, the BS circularly send the feedback infor-
mation to the users, and the feedback information contains the current load,
maximum load and downlink transmission power of the BS.

• Step 4: When the user k obtained all the feedback information from its can-
didate cells, the ωn

k (λ)(∀n ∈ Ck) can be calculated.
• Step 5: The BS n∗ with the largest ωn

k (λ) will be selected for user k. Once a
user makes the choice, it sends an access request signal to the BS n∗ before
access it.
The proposed optimal cell association LB algorithm is summarized in Algo-
rithm 1.

Algorithm 1. Optimal Cell Association LB Algorithm (CALB)
1: Initialization :
2: L = 0|Nβ |×1; X = 0|Nμ|×|Nβ |; Ψ = 0|Uk|×1;
3: Cell Selection Step
4: for all k ∈ U do
5: Ck = {n ∈ B|SINRn

k ≥ SINRtarget
k }

6: for all k ∈ Ck do
7: TRAN(n, Ck): transfer Ck to BS
8: end for
9: end for

10: Cell Association Step
11: for all n ∈ B do
12: Un = {k ∈ U |n ∈ Ck};
13: for all k ∈ Un do
14: Calculate Ψ(k) = |Ck|;
15: end for
16: SUn = SORT (D, Un); % SORT array users in ascending order according to

their degree of freedom.
17: for all k ∈ SUn do
18: Calculate ωn

k , ∀n ∈ Ck;
19: n∗ = argn{max(ωn

k )};
20: Xn∗

k = 1;
21: L∗

n = L∗
n + 1;

22: if L∗
n = Ln∗ max;

23: BS n∗ notifies the users ∈ Un to delete the BS n∗ in its cell list.
24: Update degree of freedom of users∈ Un.
25: SUn = SORT (D, Un);
26: end if
27: end for
28: end for

Notably, the CALB algorithm is a low-complexity distributed algorithm and
not need to search the entire network for each user.
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3.2 FBSs Active/Idle Switch Strategies Control

Based on the LB design from the previous steps. We determine the optimal FBSs
active/idle strategies to maximize the NEE. Since a large of portion power con-
sumption is assumed by the circuits of active BSs. Our main concern is how to
save energy by switching off unnecessary FBSs. Problem (P1) is a discrete opti-
mization problem, and the optimal FBSs active/idle operation strategies can be
found by exhaustive search over 2|Bs| possible cases, where the Bs denotes the
number of FBSs. However, it is difficult to get a closed-form solution on opti-
mal operation strategies, which results in high complexity and time-consumed
by exhaustive search. To deal with problem mentioned above, we optimize the
FBSs active/idle operation strategies that maximize the NEE under the net-
work outage constraint. The optimal FBSs active/idle switch strategies control
algorithm (FAIS) combined with the optimal solution from CALB algorithm to
maximize the NEE is composed of two steps.

Algorithm 2. Optimal FBSs Active/Idle Switch Strategies Control Algorithm
(FAIS)
1: Initialization :
2: All BSs are active, i.e., Np = 0 and λ0 = I1×|B|
3: repeat
4: Calculate the NEE ζ

′
(Np) by CALB Algorithm with a given SCS operation strategy

λNp

5: Calculate EEn for all active BSs based on equation (6)
6: Find femtocell n∗ such that n∗ = argminEEn(λn=1)

7: Update λNp with λn∗ = 0, and Np = Np + 1

8: until ζ
′
(Np − 2) > ζ

′
(Np − 1)

9: return λ
′
= λ(Np−1)

• Step 1: Based on a given FBSs active/idle operation strategy, we can obtain
the optimal cell selection by CALB algorithm and a NEE value.

• Step 2: Denote the number of idle FBSs is Np, there are C
Np

Bs
numbers of

NEE corresponding to the associated FBSs active/idle operation strategies.
Among these NEE, we can obtain the optimal FBSs operation strategies with
the maximum NEE. which is denoted as ζ(Np).

To avoid the exhaustive search for getting the optimal Np, we can switch FBSs
in turns, when increasing the idle FBSs number Np can not improve the NEE the
algorithm stop. The proposed optimal FBSs active/idle switch strategies control
algorithm (FAIS) is summarized in Algorithm2. Notice that the proposed algo-
rithm combined with the optimal LB design provides a sub-optimal solution for
problem (P1). Moreover, the idle FBSs could be periodically active and broad-
cast beacon messages. Therefore, we can periodically process FAIS algorithm to
adapt the variation of the system traffic.
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4 Simulation Results

In this section, we provide simulation results to evaluate the performance of the
proposed scheme described in the previous section. The analytical results show
a better communication service and a larger performance gain by the proposed
CALB algorithm and the maximum NEE could be achieved by FAIS algorithm.
In the simulation, we only switch off the FBSs. The main simulation parameters
used in the simulation are summarized in Table 1. Parameter σ refers to litera-
ture [9], and δ = 0.1 when FBS is idle. We consider the following conventional
algorithms for comparison with the proposed algorithm:

• Baseline algorithm (Max-SINR): user association based on max-SINR scheme,
and FBSs are not switch off.

• No association off algorithm (NAO) [8]: user association based on max-SINR
scheme, and the FBSs initially without associated users will be switched off.

• Lowest association off algorithm (LAO) [10]: user association based on max-
SINR scheme, and half of the FBSs with the smallest number of associated
users will be switched off.

Table 1. Simulation parameter

Parameter name Value

Macro cell radius 200 m

MBS transmission power 46 dBm

PBS transmission power 35 dBm

FAP transmission power 20 dBm

MBS load (Lmacro
sim , Lmacro

max ) 40,80

PBS load (Lpico
sim , Lpico

max) 8,16

FAP load (Lfemto
sim , Lfemto

max ) 4,8

Bias-SINR offset 3 dB

Shadow fading Log-normal

N0 noise power −174 dB/Hz

In Fig. 2, we show the normalized load (defined as the current load divided by the
maximum load of BS) per BS with different algorithms for |Nβ | = 10 and |Nμ| =
150. It is observed that the Max-SINR and the Bias-SINR algorithm could be
overloaded. BS No. 7, 8, 9 are over-load by Max-SINR algorithm, whereas BS No.
6, 7, 8, 9 are over-load by Bias-SINR algorithm. Compared with the tradition LB
algorithm, the proposed CALB/FAIS algorithm could achieve the load balancing
(the normalized load of each BS is less or equal 1).

In Fig. 3, the outage probability of network (defined as the number of outage
users divided by the total users)is illustrated with respect to the number of users.
With the increasing number of users, compared with the proposed CALB/FAIS
algorithm, the Max-SINR and the Bias-SINR algorithm have higher outage prob-
ability, which could reached 14% and 17% when the number of users increased
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to 220. For the proposed algorithm, when the number of users is less than 200,
the outage probability is zero. Moreover, even the number of users increase to
220, the outage probability is less than 4% due to the limited resources.

In Fig. 4, the performance gains of various algorithms compared to the base-
line algorithm is depicted respectively. It is observed that the proposed algorithm
could achieved the largest NEE and EC improvement. Apparently, it can obtain
the highest energy saving gain at the cost of the network throughput.

Figure 5 shows NEE gain of various algorithms compared to the baseline
algorithm v.s. the number of FBSs |βS |. It is shown that the NEE gains of all
algorithms are increasing in |βS |. Because with the number of FBSs increasing,
the network load becomes lower. Therefore, larger percentage of FBSs can be
switched off to save energy, so as to improve NEE.
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To investigate the impact of transmission power of MBS in HetNet, we com-
pare the NEE of the proposed CALB/FAIS algorithm with different Pm in Fig. 6.
Particularly, when the network become dense, there will be more users associ-
ation from FBSs to MBSs. This is because the MBSs can provide greater NEE
with higher Pm. In this case, the larger number of FBSs can be switched off to
improve NEE.

5 Conclusion

We investigate the joint LB design and FBSs active/idle strategies for maximiz-
ing the NEE in dense HetNets. The optimization problem is NP-hard. In order
to reduce the complexity of algorithm, we decomposed the optimization problem
into two sub-optimization problems. i.e., LB design and FBSs active/idle switch
strategies control. For LB design, we optimize the load balancing under the fixed
FBSs active/idle strategies. Combined with the result from LB, an optimal FBSs
active/idle switch strategies is proposed. By exploring the relationship between
the NEE and the number of idle FBSs, we could obtained the optimal solution.
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Abstract. With the development of aerial platforms, it becomes possible for
aerial platform-based base stations to coordinate with terrestrial cellular net-
works and provide services for terrestrial users immediately and effectually.
Hence, in the paper, a heterogeneous air-ground cellular network is proposed
which can provide high data rate for local users while enhancing energy effi-
ciency of the heterogeneous network. Different from regular topology of ter-
restrial cellular networks, performance of heterogeneous air-ground networks
are analyzed with a random topology of aerial and terrestrial base stations using
Poisson point process with different densities respectively. And the relationship
between energy efficiency of heterogeneous networks and densities of aerial and
terrestrial base stations is given in an explicit form. Simulations are carried out
and show that energy efficiency of the heterogeneous network can be signifi-
cantly improved with appropriate densities of terrestrial and aerial base stations.

Keywords: Aerial platforms � Heterogeneous air-ground cellular network �
Poisson point process � Energy efficiency

1 Introduction

With aerial platforms developing quickly, a potential solution to satisfy the growing
wireless business requirement lies in aerial platforms, which carry communications
relay payloads [1, 2]. A payload can be a complete base station, or simply a transparent
transponder [3]. Akin to the majority of satellites communications, line-of-sight
propagation paths can be provided to most users, with a modest free-space path loss
[4, 5], thus enabling services to take advantage of the best features of both terrestrial
and aerial communications. A single aerial platform can replace a large number of
terrestrial base stations, along with their associated costs, environmental impact and
backhaul constraints.

Although aerial platforms provide a way to solve the communication business
expansion, there are still some problems need to be overcome. On the one hand, aerial
platforms cannot be deployed widely due to the high cost of installation and mainte-
nance; on the other hand, energy efficiency has been the problem worthy of concern as
green communication emerging. In paper [6], system energy efficiency was improved
by reducing the number and size of active macro cells following traffic load conditions
in both heterogeneous and homogeneous networks. And in paper [7], by analyzing the

© ICST Institute for Computer Sciences, Social Informatics and Telecommunications Engineering 2018
Q. Chen et al. (Eds.): ChinaCom 2016, Part II, LNICST 210, pp. 248–257, 2018.
DOI: 10.1007/978-3-319-66628-0_24



relationship between the optimal partial spectrum reuse factor and active probability
ratio, energy consumption minimization in heterogeneous networks can be addressed.
When set up aerial platforms, the density of base stations should not only be planned to
reinforce the user throughput and system capacity, but also guarantee the improved
energy efficiency (EE) with user’s transmission rate constraint [8].

In this paper, we build a model of heterogeneous networks with terrestrial base
stations and aerial platform-based base stations, where the distributions of aerial and
terrestrial base stations are modeled as independent homogeneous Poisson point pro-
cesses (PPPs) with different densities k [9–11]. We further derive the more compact
closed-form EE and find that with the respect of densities of terrestrial and aerial base
stations changing into different values, the maximum EE of heterogeneous network will
be obtained with exact values of k. The theoretical framework is verified by
simulations.

The rest of this paper is organized as follows. In Sect. 2, the hierarchy architecture
and system model are described. Section 3 formulates and derives the EE model of the
heterogeneous air-ground cellular networks. In Sect. 4, simulations are carried out to
show and analyze numerical results. Finally, the conclusions are summarized in
Sect. 5.

2 System Model

2.1 Hierarchy Architecture

We consider ground-ground and air-ground communications coexisting in the hetero-
geneous networks. A hierarchical architecture is proposed in Fig. 1, which includes both
aerial and terrestrial base stations Poisson-point distributed in the heterogeneous
air-ground networks. And user equipment (UE) makes connection with aerial or ter-
restrial base stations according to the channel state information (CSI). In general, the
coverage of aerial base stations is much larger compared with terrestrial base stations.

Aerial Network

Terrestrial
Network

Service Area

Fig. 1. Hierarchy architecture for air-ground heterogeneous networks
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2.2 System Energy Efficiency

The cellular network model consists of terrestrial base stations arranged according to
homogeneous Poisson point process (PPP) Wm

b of intensity km in the Euclidean plane.
Consider an independent collection of aerial base station projections on the ground,
located according to Poisson point process Ws

b of intensity ks, and the attitudes of all
the aerial base stations are assumed to be consistent in this paper. So the set of all base

stations can be expressed as [ iW
i
b : i 2 m; s

� �
. Use b ið Þ

j 2 Wi
b to denote the jth base

station belong to i 2 m; sf g layer. Furthermore, the distributions of system users are
also assumed to be independent Poisson point distributed with density of ku. Let a1; a2
denote the pass loss coefficient of ground-ground link and ground-air link, which
satisfy to a1 [ a2 � 2 as a condition through this model.

In an arbitrary cell, the whole users can be denoted as Wu
b, where Wu

b

�� �� ¼ N 2 N þ .

The total bandwidth of base station b ið Þ
j for downlink is BHZ, and it is equally divided

into N sub-bands (i.e. each user belonging to base station b ið Þ
j has B0 ¼ B=N HZ). In the

kth sub-band, the associated user requires a specific service rate Rk;min. We assume both
terrestrial and aerial stations have the adaptive power control ability according to
zero-delay channel state information. Therefore, the BS transmission power Pj;k for Rj;k

on its sub-band is allocated to ensure the required service rate Rk;min, and the total

transmission power of base station b ið Þ
j can be obtained:

Rj;k ¼ B0 log2 1þ Pj;kgj;k
Ij;k þ r2

� �
�Rk;min:

Pj
total ¼

X
k
Pj;k s:t:Pj

total �PM :

ð1Þ

where r2 denotes power spectral density of Gaussian noise. Ij;k is inter-layer interfer-
ence plus cross-layer interference, gj;k is the power channel gains between user and its
associated base stations.

When calculating the maximum transmission rate, many literatures just consider the
transmission power of network of sending data, ignoring the circuit power consumption
of equipment which occupies large proportion especially for aerial base stations. To
comprehensively analyse the energy efficiency of wireless communication, we adopt
the formula as follows to measure the utility of energy efficiency.

gEE ¼
log2 1þ Pj;kgj;k

Ij;k þr2

� �
Pj
total þPc

: ð2Þ

where Pc denotes circuit power loss, which is usually a fixed value and has no rela-
tionship with the transmission rate.

250 J. Xin et al.



3 EE Analysis for Heterogeneous Networks

3.1 Interference Analysis and EE Formulation

For the users belonging to terrestrial base stations, unless otherwise noted, we assume
that the tagged user and its associated base station experience only Rayleigh fading

with mean 1. Employ a constant transmit power of P mð Þ
j;k and in this case, the received

power of a typical user at distance rj;k from the home base station is P mð Þ
j;k hmj;kr

�a1
j;k , where

the random variable hmj;k follows an exponential distribution with mean 1, denoted as

h mð Þ
j;k � exp 1ð Þ. The transmission rate can be represented as follows:

R mð Þ
j;k ¼ B0 log2 1þ P mð Þ

j;k h
m
j;kr

�a1
j;k

I10 þ I11ð Þþ r2

 !
: ð3Þ

where I10 and I11 are the interferences of inter-layer and cross-layer. Since the total
interference at a user is greatly higher than the noise power, i.e. r2 � I10 þ I11, we will
not consider the effects of noise in this paper. The corresponding transmission power

needed by user u mð Þ
j;k is

P mð Þ
j;k ¼ 2R

mð Þ
j;k =B0 � 1

� �
I10 þ I11ð Þra1j;k: ð4Þ

The interference power at the receiver is the sum of the received powers from all
other base stations other than the home base station. For users connected with terrestrial

base station b mð Þ
j , the inter-layer interferences can be formulated as:

Ikm10 ¼
X

n 6¼j
Pnh

mð Þ
n;k u mð Þ

j;k � b mð Þ
j

			 			�a1
: ð5Þ

where Pn is transmission power of interferential base stations.
Hence, for the users that belong to terrestrial stations, the moment generation

function of I10 can be calculated as:

FI10 ¼ exp 2pkm

Zþ1

rðmÞj;k

1� exp �t
Pm

Nra1

� �� �
rdr

0
BB@

1
CCA: ð6Þ

where Pm represents the maximum transmission power of terrestrial base stations.
According to the property of moment generation function, we have

I10 ¼ E Ikm10
� �

¼ � @

@t
ln FI10ðtÞjt¼0 ¼

2pkmPm

a1 � 2ð ÞN rðmÞ2�a1
j;k : ð7Þ
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In this paper, we assume that overages of aerial base stations do not overlap with
each other, so the users connected with terrestrial base stations just receive interfer-
ences from their closest aerial base station, i.e.

I11 ¼ EðIks11Þ ¼
Ps

N

ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
EðrðsÞn;k

� �2
þ h2

r( )�a2

¼ Ps

N

ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
C 3

2

� � �2
pks

þ h2

s8<
:

9=
;

�a2

: ð8Þ

where Ps is the transmission power of aerial base station with attitude h, and
C xð Þ ¼ R þ1

0 rx�1e�rdr.

According to Eqs. (7) and (8), the average transmission power needed by u mð Þ
j;k can

be obtained as follows:

E P mð Þ
j;k

h i
¼

Z
rj;k [ 0

2R
mð Þ
j;k =B0 � 1

� �
I10 þ I11ð Þra1j;k � 2pkmrj;ke�pkmr2j;k ¼

2NR
mð Þ
j;k =B � 1

� �
X1

N
:

ð9Þ

X1 ¼ 2Pm

a1 � 2
þPs

ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
C 3

2

� � �2
pks

þ h2

s2
4

3
5
�a2

C a1
2 þ 1
� �
pkmð Þ

a1
2

: ð10Þ

Assume that the coverage area of base station b mð Þ
j is Sm and all of terrestrial base

stations have same transmission rate, i.e. R mð Þ
j;k ¼ Rm. With kuSm denoting the number of

users belonging to b mð Þ
j , total transmission power of terrestrial base station b mð Þ

j can be
expressed as:

PSm
m ¼ X1 2NRm=B � 1

� �
kuSm

h i
: ð11Þ

Because the overages of aerial base stations do not overlap with others, for the users
served by aerial base stations, they just suffer from interference of cross-layer. In a
similar way, the average transmission power of an aerial station with coverage of Ss can
be represented as:

PSs
s ¼ X2 2NRs=B � 1

� �
kuSs

h i
: ð12Þ

when assuming the following substitutions:

X2 ¼ 2pkmPm

a1 � 2
b

2�a1
a1

C a2
a1
þ 1; h

� �
pksð Þ

a2
a1

: ð13Þ

where b ¼ Pm=Ps, and C x; yð Þ is half-baked gamma function which can be expressed as:
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C x; yð Þ ¼
Z þ1

y
rx�1e�rdr: ð14Þ

The energy efficiency formula of heterogeneous network can be obtained from the
derivation above:

gEE ¼ ku Rm þRsð Þ
B km PSm

m þP mð Þ
OM

� �
þ ks PSs

s þP sð Þ
OM

� �h i : ð15Þ

In formula (16), P mð Þ
OM ;P

sð Þ
OM separately represent the circuit power consumption of

terrestrial and aerial base stations.

3.2 Proof of Existence of the Optimal Solution

It can be discovered that the energy efficiency formula contains of km and ks, then it
will be verified how km and ks influence the energy efficiency in system.

@gEE
@km

¼ �ku Rm þRsð Þ
B2 km Psm

m þP mð Þ
OM

� �
þ ks Pss

s þP sð Þ
OM

� �h i2

�
@ B km Psm

m þP mð Þ
OM

� �
þ ks Pss

s þP sð Þ
OM

� �h in o
@km

:

ð16Þ

@ B km Psm
m þP mð Þ

OM

� �
þ ks Pss

s þP sð Þ
OM

� �h in o
@km

¼ B P mð Þ
OM þ @ kmPsm

m

� �
@km

� �
þ h: ð17Þ

where h ¼ 2pPm
a1�2 b

2�a1
a1

C
a2
a1
þ 1;h

� �
pksð Þ

a2
a1

.

Let Ps

ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
C 3

2ð Þ½ �2
pks

þ h2

r" #�a2

� C
a1
2 þ 1ð Þ
p
a1
2

¼ C, we have @ kmP
sm
mð Þ

@km
¼ l � Pm
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In the formula above,
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Because a1 � 2 and C[ 0, by the extremity theory:
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" #
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" #
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@gEE
@km

\0: ð21Þ

Due to the continuity of gEE , there must be a constant k	m making @gEE
@km

¼ 0. Namely
when given in the density of aerial base stations, the energy efficiency of heterogeneous
network will achieve a maximum value with a suitable density of terrestrial base
stations, and more detailed influences are shown in the following simulations.

By the same token, for the density of aerial stations we can draw the same con-
clusion, the proof in detail will not be given here.

4 Simulation Results

We consider an area of 10 km 
 10 km on the ground serviced by terrestrial and aerial
stations. The free path loss model is adopted for the air-ground radio link. Table 1.
gives some of the main system-level simulation parameters.

We firstly simulate the relationship of energy efficiency and densities of terrestrial
and aerial base stations to illustrate energy efficiency model conducted in the paper.
Then we adjust the density of the users to observe the change in transmission power of
terrestrial and aerial base stations. Finally, we simulate the change of system energy
efficiency with varying densities of users.

Figure 2 shows that the variation of energy efficiency with varying densities of
aerial base stations ks and terrestrial base stations km under the condition of Rs ¼
Rm ¼ 0:2Mbit=s and ku ¼ 1000=km2, we note that given in a certain ks, with km
increasing, energy efficiency of network is improved firstly and lowers then and there is

Table 1. Simulation parameters

Parameter Value

Radius of aerial and terrestrial cell 2000 m, 500 m
Maximum transmission power of aerial base stations 46 dBm
Maximum transmission power of terrestrial base stations 20 dBm
System bandwidth 20 MHz
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a certain value of km which maximize the energy efficiency; and likewise when km is
given, there is an optimal value of ks. When terrestrial and aerial base stations are
planned in small densities, throughput of the network is deficient and transmission
power of terrestrial or aerial base stations need to be improved to satisfy the demand of
users, which results in the reduction of energy efficiency. With increasing densities of
terrestrial or aerial base stations, higher traffic rate can make the network throughput
increase quickly, which leads to the improvement of energy efficiency.

In Fig. 3, we note that higher user density leads to the increase of transmission
power of terrestrial and aerial base stations, and obviously higher rate needed by users
means increasing transmission power, which results in the rise of power consumption.
In addition, transmission power of aerial base stations is larger than which of terrestrial
base stations with same density of users.

As illustrated in Fig. 4, the performance of energy efficiency over the heteroge-
neous network in varying Rk;min from 0.20, 0.25 to 0.30 Mbit/s is compared when km
and ks are given in a medium value. We note that with the density of network user
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increasing, energy efficiency of network is improved firstly and lowers then and there
exists an optimal ku to maximize the energy efficiency. With small density of users,
higher transmission rate needed by users leads to high energy efficiency. However,
when the number of system user increases, power consumption increases rapidly to
satisfy users’ service request and leads to the increase of interferences, which restrict
the increase of system throughput. As a result, although the higher traffic rate is needed
with increasing users, high power consumption and serious interferences lead to lower
energy efficiency.

5 Conclusion

In this paper, we take a deep analysis of energy efficiency heterogeneous air-ground
cellular networks. After considering density of base stations, energy consumption and
network deployment parameters, the tractable closed-form expression of energy effi-
ciency is given. And it is proved that when the density of terrestrial or aerial base
stations is given, there is an optimal energy efficiency of the heterogeneous networks.
In our simulation, we evaluate energy efficiency with varying densities of base stations
and users. Ultimately we conclude that energy efficiency of the heterogeneous networks
can be improved effectively by deploying terrestrial and aerial base stations in rea-
sonable densities.
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Abstract. Small cells are widely being deployed to enhance the performance of
cellular networks, which results in a random distribution of base stations as well
as a complex interference problem. Therefore, it becomes considerably chal-
lenging to derive a closed-form expression for the capacity of small cell
enhanced heterogeneous cellular network especially when the cognitive radio
(CR) technology is utilized to mitigate the possible interference. In this paper,
we first use the discrete time Markov chain (DTMC) to achieve the spectrum
mobility of macro base station (MBS) users, i.e. primary users (PUs) in the
cognitive heterogeneous cellular networks (CHCNs). Meanwhile, by modeling
MBSs and small base stations (SBSs) as two independent homogeneous Poisson
point processes (HPPPs), we propose an integral way based on stochastic
geometry (SG) to get the calculation of the interference. Simulation results show
that our capacity analysis method of CHCNs serves well in approximating the
network capacity by conquering the complex interference and the uncertainty of
spectrum mobility, which turns out to be an efficient and promising approach.

Keywords: Cognitive heterogeneous cellular networks (CHCNs) � Markov
chain � Stochastic geometry � Homogeneous Poisson point process (HPPP)

1 Introduction

The last few years have witnessed the proliferated deployment of small cells in the
cellular network, e.g., pico cell, femto cell. The small cells can bring a high network
capacity by providing heterogeneous access for indoor and outdoor hotspots. However,
they also arouse a considerably complex problem, i.e., the cross-tier interference as
well as co-tier interference. Meanwhile, the emerging of the small cells also aggravates
the irregularity of network coverage. Therefore, the traditional regular hexagon net-
work is not enough to provide the diverse rate requirement of different coverage.

Fortunately, by enabling cognitive radio (CR) technology on small cells to be aware
of and adapt to communication environments, the interference issue can be tackled
[1, 2]. The CR-enabled small base stations (SBSs) can actively acquire the information
about the channel by spectrum sensing mechanism, which conduces to avoid the pos-
sible co-channel interferences and enhance the entire network performance. However,
due to the irregular coverage of base stations and the troublesome interference problem,
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few works can give out a closed-form expression for the capacity of cognitive hetero-
geneous cellular networks (CHCNs). In addition, it becomes even more complicated
when spectrum mobility is involved. Therefore, it’s far from easy to weigh the contri-
bution of CR technology to the improvement of network capacity mathematically.

Recently, stochastic geometry (SG) wins its popularity through capturing the
topological randomness as well as acquiring tractable numerical results in the
increasingly complex networks [3–6]. Motivated by the favorable conclusions in
previous works, SG tends to be used in CHCNs. In [7], Hesham et al. utilize the SG to
model and analyze heterogeneous cellular networks from two aspects. They first exploit
SG to evaluate the load of each network tier, and then obtain the maximal frequency
reuse efficiency with spectrum sensing design for channel access by the assumption of
hard core point process (HCPP). But they only focus on the performance of cognitive
small cell network and get the outage probability for a small cell user. In [8], the
authors provide a performance analysis of two-tier HetNets with cognitive small cells
under the SG model with respect to the outage probability. They obtain the oppor-
tunistic spectrum access probability for small cell access points conditioned by the
spectrum sensing threshold. However, there are three weaknesses in the work. First, the
contribution of [8] is elaborated in the underlay fashion where the outage event of
primary users (PUs) is mainly caused by the aggregated interference from secondary
users (SUs) and noise environment. Second, only one PU is assumed in the derivation.
Third, the close-form derivation of interference from SUs to PU is obtained only in the
large-scale environment. [9] summarizes the previous work related to SG in the liter-
atures for single-tier, multi-tier, as well as cognitive cellular wireless networks. The
author points out that only few results in the context of multi-tier cellular networks are
available to CHCNs and indicates that there are opportunities for innovating techniques
which facilitate the SG modeling.

After analyzing these, we can clarify some facts and difficulties in obtaining the
capacityderivationof cognitivemulti-tier cellular networks. (i) TheobjectiveofCHCNs is
different from the conventional cognitive radio networks (CRNs) (i.e., cognitive networks
with licensed and unlicensed users). That is, we need to focus on the capacity aggregation
of both MBSs (similar to PUs in the conventional CRNs) and cognitive small cell base
stations (similar to SUs in the conventional CRNs) rather than an opportunistically uti-
lization of SUs on the unlicensed band subject to a tolerable performance degradation for
the PUs. (ii) The spectrum access is sensitive to its mobility model which affects the
capacity derivation significantly. (iii) The calculation of interference becomes even more
difficult in the CHCNs. For one thing, the small cell infrastructure confuses traditional
regular deployment, also the spectrum reuse policy, and the interference becomes com-
plicated to beobserved. For another, it is never too easy to get the channel state information
(CSI) in the multi-cell system, especially in the multi-tier networks.

In this paper, we focus on a closed-form expression for the capacity of CHCNs,
which including two parts, i.e., deriving the distribution of time slots by the discrete
time Markov chain (DTMC) and approximating the co-tier and cross-tier interference
by an integral method. In order to get the interference of the whole coverage, the
integral method takes the integral of the probability of the interference according to the
distribution of the distance from the user to its serving base station. Further, under the
adopted homogeneous Poisson point process (HPPP) model, a series of simulations
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illustrate that our proposed approach shows its superiority of weighing the network
capacity accurately and efficiently, which also takes the spectrum mobility of macro
base stations (MBSs) users into account.

The remaining sections of this paper are organized as follows. In Sect. 2, our model
with SG modeling techniques is presented. Section 3 describes the DTMC for the
purpose of analyzing the distribution of time slots and captures the capacity of CHCN
by giving a closed-form expression. In Sect. 4, we provide numerical results and
finally, Sect. 5 concludes the paper.

2 System Model

In this paper, we focus on a downlink two-tier CHCN where the users associate with the
BS (MBS or SBS) which provides the highest reference signal receiving power (RSRP).
Meanwhile, we assume that MBSs and their users use the licensed spectrum band, while
SBSs and their users act as the unlicensed users that access the channels if sensing the
vacant spectrum. Thereby, they work in an overlay fashion composing a typical cog-
nitive radio system apparently, i.e., MBS and their users work as PUs while SBS and
their users are SUs. To note that, they both serve as the cellular network, thus, both the
capacity of MBSs and SBSs need to be taken into consideration in the CHCNs. Each
time slot Tslot is divided into two periods, i.e., sensing period Ts, where SBSs and their
users scan throughout the spectrum band and data transmission period, where SBSs
access the channel if finding vacancy for MBSs. The structure of the frame is illustrated
in Fig. 1. The time for merging the sensing results and their feedback to the serving
SBSs is ignored. Here, we assume that only one user is allowed to access the channel
during the time slot within each macro cell or small cell and there is no free time slot.

Instead of assuming the MBSs and SBSs are placed deterministically in a grid
model, we adopt a HPPP model in this paper, where MBSs and SBSs accord to two
independent HPPPs with density kM and kF respectively. Also, users located in the
CHCNs accords to another HPPP with density kU, which includes X MBS users and
Y SBS users. The idea of HPPP derives from SG which aims at weighing the network

data
transimttion

data
transimttion

1

s

D
sTT

1
slotT

frame slotT D T= ×

Signal from serving BS

SBS

SBS

SBS
SBS user

MBS
MBS

SBS

MBS user

Interference from other BSs
(expect for serving BS )

,M mI,F fI

,F fI

D
slotT

Fig. 1. Illustration of a two-tier heterogeneous network.
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topologies from an average perspective rather than one single base station or user. It
has been shown by [9] as an equally accurate model to capture the performance of the
network compared with conventional grid model, whereas, the former is more
preferable for its tractability to describe the increasing opportunistic placed base sta-
tions in the future.

As is shown in Fig. 1, since the overlay fashion is applied in this paper, there is no
interference between two tiers, thus only co-tier interference remains. We assume that
all the MBSs and SBSs simultaneously transmit to their associated users with the same
power PM and PF. gM denotes the transmission gain of MBS user from its serving
MBS. Similarly, gF is the transmission gain of SBS user from its serving SBS. Note
that we only consider the large-scale fading for simplicity. The noise is assumed to be
zero-mean complex additive white Gaussian random variables with power PNoise. Then
the signal to interference plus noise ratio (SINR) of MBS and SBS users are given
respectively by (1) and (2).

SINRm ¼ PMgM
IM;m þPNoise

ð1Þ

SINRf ¼ PFgF
IF;f þPNoise

ð2Þ

where IM,m is the interference for MBS user m from other MBSs. Likewise, IF,f is the
interference caused by other SBSs to SBS user f.

3 Capacity Derivation of Cognitive Heterogeneous Networks

In the CHCN model, it is hard to derive the capacity due to the uncertainty of spectrum
mobility and the complex interference between users and the heterogeneous base
stations. As the DTMC advantages in analyzing the reliability and performance of
service portfolio, we consult to Markov chain to acquire the distribution of time slots.
Meanwhile, the interference is captured with HPPP assumption in a SG way.

3.1 Markov Chain Model for the Spectrum Mobility

The method of DTMC to capture the spectrum mobility is defined by its state, transfer
probability and steady probability. In what follows, we assume that MBS users arrive
in the channel with a probability of ka and depart with a probability of kd.

(1) State
Let M time slots be occupied by MBS users on the channel, and use w ¼
fwðuÞ ¼ 0 or 1; u ¼ 1; 2; . . .;Mg to represent the occupancy state of all MBS
users, in which wðuÞ ¼ 0 means that the MBS user is on the channel while

wðuÞ ¼ 1 means it is absent. Then, /ðiÞ ¼ PM
u¼1

wðuÞ ¼ i; 0� i�D denotes that

there are i MBS users in the frame and D is the number of time slots.
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(2) Transfer probability
Here, the MBS users arrive and depart in a Poisson way, and once one MBS user
arrives, a single time slot of consecutive frames will be occupied for an expo-
nentially distributed time period until it leaves. The probability of k (0� k� i)
MBS users’ arrival during the frame is given by

PAðkÞ ¼ PfNA ¼ kg ¼ ðkaTframeÞk
k!

e�kaTframe : ð3Þ

where NA is the number of MBS users who arrive at the channel during the frame
and Tframe ¼ D� Tslot means the total time of the frame.
Similarly, the probability of l (0� l� iþ k) MBS users’ departure during the
frame is given by

PDðlÞ ¼ PfND ¼ lg ¼ ðkdTframeÞl
l!

e�kdTframe : ð4Þ

where ND is the number of MBS users leaving the channel during the frame.
Therefore, in the state /ðiÞ, the probability of kMBS users’ arrival is expressed by

A i; k; lð Þ ¼
PAðkÞ i� lþ k\D

1� Pk�1

d¼0
PAðdÞ i� lþ k ¼ D

8<
: : ð5Þ

Correspondingly, the probability of l departures in state /ðiÞ is

D i; k; lð Þ ¼
PDðlÞ i� lþ k[ 0

1� Pl
q¼0

PDðqÞ i� lþ k ¼ 0

8<
: : ð6Þ

The transition probability matrix P can be derived by calculating all the state
transforms probability Pij from /ðiÞ to /ðiþHÞ. The elements of the matrix Pij is

Pij ¼ PiþH;i ¼ PððiþHÞ ij Þ ¼
Xi

k¼maxð�H;0Þ
Aði;Hþ k; kÞDði;Hþ k; kÞ; 0� i�D;�i�H�D� i ð7Þ

(3) Steady probability pðiÞ
Constructing the steady state probability pðiÞ; i ¼ 1; . . .;D as the elements of
matrix P ¼ ½pð0Þ; pð1Þ; . . .; pðDÞ�, we are able to obtain pðiÞ by finding the
solution with respect to the following condition equation.

P ¼ P � P ð8Þ

(4) The number of MBS and SBS users
The average number of MBS users during the frame can be calculated by accu-
mulating all the possible state.
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Np ¼
XD
i¼0

i� pðiÞ ð9Þ

Therefore, the average number of SBS users is given by (10).

Ns ¼ D� Np ð10Þ

3.2 The Approximating Capacity of CHCN with HPPP Assumption

In this paper, assuming that interference is captured by the density of base stations, we
consult to an integral way to derive the interference. The idea derives from “fluid
model” in [10] where the integral of the density of BSs in the whole network is used to
calculate the capacity. In the HPPP model, the probability density function (PDF) of the
distance between the serving BS and the user (denoted as r) can be given by

f ðrÞ ¼ k2pre�kpr2 ð11Þ

where k ¼ kM or kF .
As to the channel model, we only consider the power loss propagation for short.

Hence, the transmission gain in (1) and (2) can be express as gM ; gF ¼ r�a where a
denotes the path loss exponent. Taking the integral in the coverage of interfering base
stations, we can get the interference for MBS users and SBS users.

According to our assumption, only co-tier interference is considered. Therefore,
there are two kinds of interference categorized by different tiers.

(1) When the channel is occupied by MBS users, for a specific MBS user, the
interference from other MBSs is given by

IM;m ¼
Z 2p

0

Z 1

r
pMkM2pre�kMpr2 � r�adrdh ¼ 2ppM pkMð Þa2 C 1� a

2

� �
� C 1� a

2
; r

� �h i
ð12Þ

where C xð Þ ¼ R1
0 tx�1e�tdt and C x; rð Þ ¼ R r

0 t
x�1e�tdt are standard gamma

function and incomplete gamma function respectively.
(2) Similarly, when the channel is occupied by SBS users, thus, the interference from

other SBSs is as follows

IF;f ¼
Z 2p

0

Z 1

r
pFkF2pre�kFpr2 � r�adrdh ¼ 2ppF pkFð Þa2 C 1� a

2

� �
� C 1� a

2
; r

� �h i
ð13Þ

Therefore, the whole network capacity can be expressed as

C ¼ CM þCF ¼ Wg
D

½Np

XX
m¼1

log2ð1þ SINRmÞþNs

XY
f¼1

log2ð1þ SINRf Þ� ð14Þ

where W is the bandwidth of the channel, g ¼ 1� Ts=Tslot is the sensing efficient.
CM and CF stand for the capacity of macro cells and small cells respectively.
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4 Simulation Results and Analysis

To testify the proposed capacity expressions, we present several numerical metrics and
give relative analysis in this section. In the two-tier CHCN, MBSs, SBSs and users are
distributed in a HPPP way with density 4� 10�5/m2, 8� 10�4/m2 and 1:6� 10�4/m2

respectively in a circular coverage with radius 500 m. The rest of the simulation
parameters are listed in Table 1.

4.1 Comparison Between Theoretical Analysis and Simulation Result

We simulate the capacity of the network derived by integral method (theoretical
analysis) and sum method (simulation) in HPPP model in Fig. 2. It can be figured out
that the integral method has a lower capacity than that of the sum method. This is
because the BSs and users modeled by HPPPs are located in a more random way,
which brings a more conservative result by theoretical analysis compared with the
simulation. Thereby, integral method aggregates a higher interference resulting in the
lower capacity. Also, with the increase of SBSs density, the gap between the two

Table 1. Simulation parameters.

Symbol Definition Default value

PM The transmit power of MBS 20 W
PF The transmit power of SBS 0.1 W
PNoise The power of noise −174 dBm/Hz
W The physical bandwidth 1 Hz
a The path loss exponent 3
D The number of time slots in a frame 20
Tslot The lasting time of each time slot 0.577 ms
Ts The lasting time of sensing time 25 ls
ka The arrival probability of the MBS users 0.8
kd The departure probability of the MBS users 0.5

Fig. 2. Comparison between simulation result and theoretical analysis of network capacity.
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methods gets smaller (when the density of SBSs increases from 0.00063 to 0.0014/m2,
the gap decreases from 12% to 1%). This reveals that the theoretical results approach
the simulation at high density of SBSs.

4.2 Effect of the Spectrum Mobility of MBS Users

Figure 3 illustrates the network capacity under different departure probabilities with the
increase of arrival probability of MBS users. It can be observed that the network
capacity keeps growing with the increase of arrival probability of MBS users when the
departure probability is 0.2, 0.5 and 0.9. Whereas, when the departure probability is
0.1, the network capacity exhibits a slight decline. Actually, at low departure proba-
bility values, high arrival probability of MBS users impacts the capacity by aggregating
the interference, which results in a lower capacity (when the arrival probability goes
from 0 to 1, the capacity decreases 5%). Conversely, in the case of high departure
probability, there are more time slots occupied by MBS users with the increase of
arrival probability of MBS users, which brings a higher capacity.

The capacity under different arrival probabilities with variance of departure prob-
ability of MBS users is shown in Fig. 4, in which we can see there is an optimal
departure probability for each curve and it can be inferred from (4). Moreover, as is
illustrated in Fig. 4, the curves flare up at low departure probability, but show a decline
when the departure probability over certain values. The reason is that the whole
capacity includes macro cell capacity and small cell capacity and both of the two parts
have similar tendency with the whole capacity, as is depicted in Figs. 5 and 6. It can be
observed that the macro cell capacity curve has the same tendency with the whole
capacity curve while the small cell capacity curve acts conversely. In fact, in the case of
low departure probability, more users can connect to MBSs rather than SBSs with the
increasing departure probability, which leads to a higher macro cell capacity. Whereas,
when the departure probability goes higher, the total number of the MBS users in the
network becomes less, which results in a lower macro cell capacity. Opposite results
can be derived for the SBS network since that they share the same frequency during
each frame in the overlay fashion.
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5 Conclusions

In this paper, we derive the network capacity by a stochastic method in a two-tier
CHCN. A DTMC is employed to capture the spectrum mobility while an integral
method is proposed to approximate the interference. Simulation is made in a HPPP
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network model, and results show that the proposed method turns out to be an efficient
way to calculate the network capacity in CHCNs. Moreover, we also analyze the effect
of the spectrum mobility of MBS users on the network capacity. It has shown that the
arrival probability conduces to the network capacity at high departure probability and
there is an optimal departure probability for each arrival probability.
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Abstract. Heterogeneous networks (HetNets) composed of macrocells
and small cells are expected to improve the transmission performance of
users significantly. In this paper, a joint bandwidth and power allocation
scheme is proposed for femto base stations (FBSs) in HetNets. By tak-
ing into account bandwidth requirements of femto user equipments and
bandwidth resource characteristics of the network, a bankruptcy game
based bandwidth resource scheme is proposed for the FBSs, based on
which a multi-objective optimization based power allocation scheme is
proposed in which the energy efficiency optimization problem of each
FBS is formulated respectively and is solved via ideal point method and
genetic algorithm. Simulation results demonstrate the efficiency of the
proposed scheme.

Keywords: Heterogeneous networks · Bandwidth allocation · Power
allocation · Bankruptcy game · Multi-objective optimization

1 Introduction

The rapidly growing demand for mobile Internet applications poses great chal-
lenges on traditional cellular networks. Cellular heterogeneous networks (Het-
Nets) which consist of both macrocells and small cells such as femtocells, pico-
cells and relay nodes, etc., are proposed and expected to improve user quality of
service (QoS) and network performance [1].

Macrocells and small cells in HetNets may share the same bandwidth of
telecom operators, therefore bandwidth allocation scheme should be carefully
designed to achieve efficient resource utilization and transmission performance
enhancement. Two types of bandwidth allocation schemes have been proposed
for HetNets, i.e., orthogonal and co-channel bandwidth allocation scheme, where,
co-channel bandwidth allocation scheme is capable of achieving higher band-
width usage compared to orthogonal spectrum allocation [2]. However, band-
width sharing among cells may cause severe inter-cell interference, which highly
limits the transmission performance of both cells. To achieve efficient interfer-
ence management and network performance enhancement, reasonable bandwidth
allocation and power allocation schemes should be designed.
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Several bandwidth allocation schemes and power allocation schemes have
been proposed for HetNets in recent years. In [3], a semi-static hybrid spectrum
allocation scheme is proposed which achieves the maximum capacity of macro
user equipments (MUEs) and femto UEs (FUEs). The authors in [4] study joint
bandwidth allocation and call admission control problem for a cellular HetNet,
which minimizes the handover rate of UEs. In [5], the transmit power of macro
base station (MBS) is determined through maximizing the minimum data rate of
MUEs. Reference [6] considers power allocation problem for uplink transmission
in HetNets, a sum-rate optimization problem is formulated under the constraints
of cross-tier interference between HetNets and user QoS requirements.

Some research works jointly consider the impacts of allocated bandwidth and
transmit power in HetNets. In [7], the authors design a subchannel allocation and
BS selection scheme to achieve the maximal network throughput. Reference [8]
proposes a joint user transmit power and BS association scheme to maximize
the utility function of user data rate. However, this may result in large power
consumption and low energy efficiency. In [9], the authors aim to maximize
the energy efficiency of UEs to obtain the optimal joint bandwidth and power
allocation policy. However, the authors assume that the UEs may compete over
the shared bandwidth, which may result in lower energy efficiency. In addition,
it is assumed that the bandwidth resource is sufficient in most of the previous
research works, this may not be the case for the bandwidth requirement from
small cells is highly dynamic, hence, designing bandwidth and power allocation
scheme according to bandwidth resource characteristics is of great importance.

In this paper, we consider the joint bandwidth allocation and power alloca-
tion for HetNets, proposing a two-step resource allocation algorithm, which first
allocates bandwidth to various FBSs according to different bandwidth require-
ments and bandwidth resource characteristics, then an energy efficiency based
power allocation algorithm is designed for FBSs.

The rest of this paper is organized as follows. Section 2 introduces the sys-
tem model considered in this paper. Sections 3 and 4 propose bandwidth and
power allocation scheme, respectively. The performance evaluation and simula-
tion results are presented in Sect. 5. Section 6 concludes this paper.

2 System Model

In this paper, we consider a HetNet consisting of one MBS and multiple femto
BSs (FBSs) as shown in Fig. 1. Assuming that the MBS covers whole area while
each FBS covers a small region of the area. Downlink transmission from BSs to
UEs is considered in this paper, particularly, we assume that at interested time
duration, the MBS transmits to one MUE, and each FBS transmits to one FUE,
for convenience, the ith FBS and the ith FUE are denoted as FBSi and FUEi,
respectively, 1 ≤ i ≤ N , N denotes the number of FBSs.

To achieve efficient spectrum utilization, we assume that full spectrum sharing
between MBS and FBSs is allowed, i.e., all the FBSs are allowed to use the whole
spectrum of the MBS. To avoid transmission interference among FBSs, we assume
various FBSs are assigned different portion of the spectrum of the MBS.
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Fig. 1. System scenario

In this paper, we assume the total amount of the bandwidth and the trans-
mit power of the MBS are given constants and study the bandwidth allocation
and transmit power allocation problem of the FBSs under the constraints of the
transmission interference between the MBS and the FBSs and the QoS require-
ment of both the MUE and the FUEs. We propose a two-step joint bandwidth
allocation and transmit power allocation algorithm for the FBSs. In the following
sections, the bandwidth allocation and power allocation algorithms are discussed
respectively.

3 Bankruptcy Game Based Bandwidth Allocation
Scheme for FBSs

In this paper, we assume that network bandwidth resource is limited compared
to the bandwidth requirement of the FUEs, the maximal bandwidth requirement
of the FUEs can not be reached. Under the condition that the FBSs may coop-
erate in sharing the bandwidth resource of the MBS, the bandwidth allocation
problem can be modeled as a Bankruptcy cooperative game problem and solved
via Shapley value method [10]. As the transmit power constraints of the FBS
and the data rate requirement of the FUEs and the MUE may jointly affect the
bandwidth requirement of the FBSs and the bandwidth allocation strategy in
turn, we first examine the bandwidth allocation constraints.

3.1 Bandwidth Allocation Constraints of FBSs

Bandwidth allocation constraints of the FBSs consists of both lower bound and
upper bound constraints of the allocated bandwidth of FBSs.

Lower Bound Constraint of Allocated Bandwidth: To guarantee signal
receiving successfully, the signal-to-interference plus noise ratio (SINR) of the
MUE should be greater than certain threshold, which may pose constraint on
the transmit power of the FBSs in turn. Assume that the MBS and FBSi share
a portion of spectrum with the bandwidth being Bi, the SINR of the MUE on
the spectrum can be calculated as
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SINRm,i =
Pmhm

Pigi,m + σ2
(1)

where Pm and Pi denote the transmit power of the MBS and FBSi, respec-
tively, hm denotes the link gain from the MBS to the MUE, gi,m denotes the link
gain from FBSi to the MUE, and σ2 denotes the noise power of the link, which
is assumed to be a constant for all the links in this paper. The SINR should
meet certain constraint, i.e.,

SINRm,i ≥ SINRth
m (2)

where SINRth
m denotes the SINR threshold of the MUE. Combining (1) and (2),

we can obtain that

Pi ≤ Pmhm

SINRth
m gi,m

− σ2

gi,m
. (3)

For convenience, we denote

Pmax,1
i =

Pmhm

SINRth
m gi,m

− σ2

gi,m
. (4)

(3) can be rewritten as:
Pi ≤ Pmax,1

i . (5)

In addition, due to hardware limitation, the transmit power of FBSs should meet
certain maximum power constraint, i.e.,

Pi ≤ Pmax,2
i (6)

where Pmax,2
i denotes the maximum allowable transmit power of FBSi. Denote

Pmax
i = min{Pmax,1

i , Pmax,2
i }. (7)

Combining (5) and (6), we can express the upper bound constraint of FBSi as

Pi ≤ Pmax
i . (8)

Denote Ri as the data rate of FBSi when transmitting to FUEi, it can be
expressed as

Ri = Bi log2

(
1 +

Pihi

Pmgm,i + σ2

)
(9)

where hi denotes the link gain from FBSi to FUEi, gm,i denotes the link gain
from the MBS to FUEi. Denoting Rmin

i as the minimum data rate requirement
of FBSi, the data rate of FBSi should meet the data rate constraint

Ri ≥ Rmin
i . (10)

Combining (8)–(10), we obtain

Bi ≥ Rmin
i

log2(1 + Pmax
i hi

Pmgm,i+σ2 )
. (11)
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Denote

Bmin
i =

Rmin
i

log2(1 + Pmax
i hi

Pmgm,i+σ2 )
, (12)

we obtain the lower bound constraint of the allocated bandwidth of FBSi, i.e.,

Bi ≥ Bmin
i . (13)

Upper Bound Constraint of Allocated Bandwidth: To guarantee success-
ful information transmission, the SINR of FUEi should meet certain constraint,
i.e.,

SINRi =
Pihi

Pmgm,i + σ2
≥ SINRth

i (14)

where SINRth
i denotes the SINR threshold of FUEi. From (14), we can obtain

that

Pi ≥ SINRth
i (Pmgm,i + σ2)

hi
. (15)

Set

Pmin
i =

SINRth
i (Pmgm,i + σ2)

hi
, (16)

we obtain the lower bound constraint of Pi

Pi ≥ Pmin
i . (17)

We further assume that the service of FUEs has a maximum data rate require-
ment, which is resulted from the network architecture or resource management
schemes. Denoting the maximum data rate of FUEi as Rmax

i , the maximum data
rate requirement of FUEi can be expressed as

Ri ≤ Rmax
i . (18)

Combining (16)-(18), we obtain the upper bound constraint of the allocated
bandwidth of FBSi

Bi ≤ Rmax
i

log2(1 + Pmin
i hi

Pmgm,i+σ2 )
. (19)

Denote
Bmax

i =
Rmax

i

log2(1 + Pmin
i hi

Pmgm,i+σ2 )
, (20)

the upper bound constraint of Bi can be rewritten as:

Bi ≤ Bmax
i . (21)

The bandwidth requirement of FUEi can be considered in (13) and (21).
Assuming the network bandwidth resource is limited compared to the bandwidth
requirement of the FUEs. A brief introduction of bankruptcy game theory is
presented, then the game model for FBSs bandwidth allocation is established
and the optimal solution is presented.
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3.2 Bankruptcy Game Formulation

The theory of bankruptcy game can be dated back to an estate allocation prob-
lem of a bankruptcy company. Assume that a company with estate E becomes
bankrupt, it owes money to creditors, and the amount of the money claimed
for all the creditors is D. Hence, the money E is needed to be divided among
N creditors, as the estate of the bankrupt company is less than the sum of the
claims from the creditors, i.e., E < D. This conflicting situation leads an N-
person cooperative game, where the optimal solution for dividing the money can
be obtained through solving the game model.

In order to design a fair and efficient bandwidth allocation scheme for FBSs,
the problem of bandwidth allocation of can be modeled as a bankruptcy game
of N persons. Assuming that

∑N
i=1 Bi = B, B denotes the total amount of

bandwidth of the MBS. From discussion in previous subsection, we can obtain

Bmin
i ≤ Bi ≤ Bmax

i . (22)

3.3 Shapley Value Based Solution

Shapley value method is commonly applied for solving bankruptcy game prob-
lem. According to the Shapley value method, assuming that the alliance formed
by the FBSs constitutes a finite set N , with S denoting a subset of N , i.e.,
S ⊂ N , the characteristic function v(S) of the union S can be calculated as

v(S) = max(0, B −
∑
i/∈S

Bmax
i ), (23)

v(S) holds the largest number of the allocated bandwidth for the union S,
then the Shapley value of the bankruptcy game model can be defined as

Bi =
∑
S⊂N

(|S| − 1)!(N − |S|)!
N !

[v(S) − v(S − {i})] (24)

where |S| denotes the number of elements in the set S. Assuming that FBSi is in
the coalition S, v(S)−v(S−{i}) represents the contribution that FBSi makes to
the coalition and (|S|−1)!(N−|S|)!

N ! represents the weight of the contribution that
FBSi makes to the coalition, which is dependent on the size of the S and the
total number of the game players. From above formula, the Shapley value Bi,
which corresponds to the bandwidth allocation scheme for FBSi can be obtained.

4 Power Allocation Scheme for FBSs

Given the allocated bandwidth of the FBSs, we further design the power allo-
cation scheme for the FBSs. The power allocation problem is formulated as an
multi-objective optimization problem which is then solved via ideal point method
and genetic algorithm (GA).



274 Y. Chen et al.

4.1 Proposed Optimization Scheme

In this subsection, the multi-objective power allocation optimization problem
is formulated. From (9), it is apparent that the transmit power of FBSi, the
characteristics of the channel, including the bandwidth, the channel gain and
the noise power jointly determine the transmission performance of the FBS.
Particularly, given the channel characteristics, to maximize the data rate of
FBSi, the maximum transmit power should be applied. However, this may result
in large power consumption and low energy efficiency, which are highly undesired.
To jointly consider the transmission performance and the power consumption, we
formulate the energy efficiency of the FBSs and design transmit power allocation
strategy to achieve the maximum energy efficiency of each FBS in this paper.

The energy efficiency of FBSi is defined as the ratio of the data rate and the
power consumption of FBSi, i.e.,

ηi =
Ri

Pi + Pcir
, 1 ≤ i ≤ N (25)

where Pcir denotes the circuit power of FBSi, which is assumed to be a constant
for all FBSs in this paper.

In order to maximize the energy efficiency of all the FBSs, the multi-objective
optimization problem can be formulated as

max
Pi

ηi, 1 ≤ i ≤ N (26)

s.t. C1 : Ri ≥ Rmin
i ,

C2 : Ri ≤ Rmax
i ,

C3 : Pi ≥ Pmin
i ,

C4 : Pi ≤ Pmax
i ,

C5 : Rm ≥ Rmin
m .

4.2 Solution to the Optimization Problem

The problem formulated in (26) is a multi-object optimization problem, the
optimal solution of which is in general difficult to obtain. In this section, the
ideal point method [11] is applied to solve the optimization problem.

The basic idea of the ideal point method is that for each objective function,
the locally optimal solution, referred to as ideal result can be obtained inde-
pendently without considering the joint constraints and the feasibility of the
solutions, then a single objective optimization problem which minimizes the dis-
tance between the feasible solutions and the ideal solutions is formulated and
solved based on GA.

Ideal Solution to Individual Optimization Objective: For the ith FBS,
1 ≤ i ≤ N , the energy efficiency optimization problem can be expressed as
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max
Pi

ηi (27)

s.t. C1 − C4 in (26).

For convenience, we denote the maximum energy efficiency of FBSi as

η∗
i =

Ri(P ∗
i )

P ∗
i + Pcir

= max
Pi

{ Ri(Pi)
Pi + Pcir

} (28)

where P ∗
i denotes the optimal transmit power of the ith FBS. According to [12],

the maximum energy efficiency η∗
i is achieved if and only if

max
Pi

{Ri(Pi) − ηmax
i (Pi + Pcir)} = Ri(P ∗

i ) − ηi(P ∗
i + Pcir) = 0. (29)

Hence, the optimization problem formulated in (27) can be equivalently trans-
formed into following problem, i.e.,

max
ηi,Pi

Ri − ηi(Pi + Pcir) (30)

s.t. C1 − C4 in (26).

To obtain the optimal energy efficiency η∗
i , we apply an iterative algorithm and

the convergence to optimal energy efficiency can be guaranteed.

Single Objective Optimization ProblemFormulation: The locally optimal
η∗

i , 1 ≤ i ≤ N may not be feasible for the formulated multi-objective optimization
problem. According to the ideal point method, we examine the distance between
the feasible solutions and the locally optimal solution, denoted by Q,

Q =
N∑

i=1

(ηi − η∗
i )2, (31)

then the original multi-objective optimization problem can be converted into a
single object optimization problem as follows,

min
Pi

Q (32)

s.t. C1-C5 in (26).

The formulated single objective optimization problem can be solved based on GA.

5 Simulation Results

In the simulation, we consider a HetNet consisting of one MBS and five FBSs.
Assuming all UEs are randomly located in a rectangular region with the size
being 500 × 500, the MBS is located in the position with the coordinate being
(255,200), the positions of the FBSs are listed in Table 1. In the simulation, the
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Table 1. Simulation parameters

FBS1 FBS2 FBS3 FBS4 FBS5

(97,350) (40,60) (417,100) (250,405) (460,460)

Table 2. Simulation parameters

Parameters Value

The minimum rate requirement of FBSi 400 kbps

The minimum rate requirement of MBS 100 kbps

The maximum power of MBS 0.5 W

Noise power −200 dBm

transmission gain of the link between BS and UE is modeled as h = (c/4πfd)2,
where d denotes the distance between the source node and the destination node
of the link, c denotes the speed of light, f denotes the carrier frequency of the
transmit signal. Other simulation parameters are summarized in Table 2.

Assuming that the bandwidth offered by MBS is 1.2MHz, and the maxi-
mum bandwidth requirement of each FBS are 244, 297, 288, 298, and 299KHz,
respectively. Comparing the bandwidth requirement and the total amount of
the bandwidth of the MBS, the bankruptcy game can be modeled and the allo-
cated bandwidth for each FBS can be calculated according to the Shapley value
method. In Fig. 2, the allocated bandwidth for FBSs is plotted and compared
with the maximum bandwidth requirement of the FBSs. It can be seen from
Fig. 2 that the allocated bandwidth of all the FBSs meets the minimum band-
width requirement and a relatively fair bandwidth allocation with respect to
bandwidth requirement can be achieved. Fig. 3 shows the allocated transmit
power of FBS1 to FBS5 versus the number of generations of GA. It can be seen
from the figure that the transmit power curves of FBSs converge to constants,
demonstrating the effectiveness of the applied GA.

Figures 4 and 5 show the total energy efficiency versus the maximum transmit
power of the FBSs (Pmax

i ), and the results are obtained from the proposed
scheme and the scheme proposed in [8]. In Fig. 4, we examine the total energy
efficiency for different circuit power consumption of the FBSs. Comparing the
results obtained from the proposed scheme and the scheme proposed in [8], we
can see that for small Pmax

i , the energy efficiency increases with the increase
of Pmax

i for both schemes, indicating a larger power threshold is desired for
achieving the maximum energy efficiency. However, as Pmax

i reaches to a certain
value, the energy efficiency obtained from our proposed algorithm becomes a
fixed value for the transmit power being less than Pmax

i has resulted in the
optimal energy efficiency, which will no longer vary with Pmax

i , whereas the
energy efficiency obtained from the other scheme decreases with the increase of
Pmax

i . This is because the scheme proposed in [8] aims to achieve the maximum
data rate, thus may require higher power consumption, resulting in undesired
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energy efficiency. Comparing the two curves in the figure, we can see that the
proposed scheme outperforms the scheme proposed in [8].

In Fig. 5, we examine the total energy efficiency for different noise power of
the links between BSs and UEs, i.e., σ2. We can see from the figure as the value
of σ2 increases, the total energy efficiency decreases. This is because larger noise
power results in worse transmission performance of the FBSs. Comparing the
results obtained from the proposed scheme and the scheme proposed in [8], we
can see that our proposed scheme outperforms previously proposed scheme.

6 Conclusion

In this paper, we study joint bandwidth and power allocation problem for Het-
Nets. A bankruptcy game model is formulated and the amount of bandwidth is
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obtained for FBSs based on Shapley value method. To design the optimal power
allocation strategy for FBSs, we then formulate a multi-objective optimization
problem which maximizes the energy efficiency of the FBSs individually. The
optimization problem is solved through applying ideal point method and GA.
Simulation results demonstrate the proposed scheme is capable of guaranteeing
QoS requirement of FUEs and achieving higher energy efficiency compared to
previously proposed scheme.

v(S) = max(0, E −
∑
i/∈S

dmax
i ) (33)
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Abstract. The IEEE 802.11ah Task Group is going to specify a global WLAN
standard. However, .ah drafts still employs the carrier sense multiple access with
collision avoidance (CSMA/CA) medium access protocol, which is an
energy-consuming protocol and not suitable for networks where STAs are
generally battery supplied. Besides, since .ah could support up to 6000 stations
at most to be scheduled within one BSS, the introduced overhead and corre-
sponding processing delay are non-trivial. In this paper, a power saving
scheduling scheme is proposed which could greatly reduce the introduced
overhead while successfully scheduling the uplink/downlink traffic of meters.
Our model could also save the station’s battery with best efforts thus making our
protocol specifically suitable for Smart-Grid networks where battery changing
for stations is difficult. Numerical results show that our scheme outperforms the
PSM (Power Saving Mechanism) and PSMP (Power Save Multi-Poll) protocols
in terms of overheads, throughput and energy consumptions.

Keywords: Next generation WLAN � Smart grid � Power saving � Scheduling
scheme

1 Introduction

Along with the popularity of the easy deployment, simple use, and high penetration of
WI-FI interfaces in mobile communication devices, a fast growth is occurring for the
outdoor deployment for ubiquitous wireless access. Smart Grid, which is proposed as a
typical outdoor use-case [1] in IEEE 802.11ah (abbreviated as .ah later) draft, also
require a fast and simple deployment of long-range wireless communication networks
for meters and sensor devices in rural areas.

In .ah draft, a wireless coverage range up to 1 km is assumed. Sensors, such as
power, gas, or water meter will require at least 100 kbps bit rate. The suggested
infrastructure of smart grid meters application is plotted in Fig. 1. The typical discussed
scenario involves just one BSS (Basic Service Set) with at most 6000 STAs [2].
Because the special characteristics of .ah networks such as low data rate, short payload,
high coverage, large scale and long idle period, specialized MAC layer improvement is
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necessary. Notice that the usages of .ah determine that many small devices are expected
to be battery powered. With respect to battery requirements, .ah needs long battery life,
short data transmissions and power saving strategies.

Particularly, an efficient power saving scheme is mandatory for the following
reasons. First, STAs in .ah networks are generally battery supplied and often designed
with power sleep functionality. Second, in view of the short payload, a large overhead
incurred in power saving polling protocols, such as Power Save Mode (PSM) in IEEE
802.11b [3], Automatic Power Saving Delivery (APSD) in IEEE 802.11e [4] and
Power Save Mode Poll (PSMP) in IEEE 802.11n [5], is not permitted. Third, con-
sidering the large scale property that there may be at most 6000 STAs contending for
the shared medium in the worst case, a well-designed scheduling scheme is needed to
further reduce the energy consumption from collisions. Finally, multiple years of
battery life might be achieved by lowering the sleep state power consumption with an
efficient power saving polling scheme considering energy efficiency and .ah use case
with large numbers of STAs. In view of above problems, in this paper, we proposed an
efficient power saving scheduling scheme in Smart-Grid Networks based on .ah drafts
to reduce the polling overhead and at the same time improve the energy efficiency.

The rest of the paper is organized as follows. Section 2 describes the mechanism of
our scheduling scheme in detail. Numerical results and corresponding performance
evaluations are shown in Sect. 3. Our paper is concluded in Sect. 4.

2 Proposed Power Saving Polling Scheme

In this section, in view of the three kinds of traffics for a typical .ah network, i.e.
down-link data transmitted by AP, up-link data that AP is expected and burst data, we
proposed a scheduled multiple access mechanism using our presented Scheduling
Indication Message (SIM) field that can unify the scheduling time and reduce the
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Fig. 1. Our discussed smart grid usecase in IEEE 802.11ah
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overhead to a great extent. Especially, when AIDs of the STAs which have packets to
transmit or be received are successive or partially successive, our proposed scheme
could greatly reduce the overhead. The introduced frame structures for scheduling are
depicted in Fig. 2. Table 1 shows the corresponding usage of the control field in our
proposed frame. Since we attempt to schedule the STAs within one community or one
cell, we correspondingly name our proposed frame as Cell Polling Frame (CPF). Next,
we will explain the configuration considerations to use our scheme.

First, we suppose that there are several STAs which have downlink traffics on AP
or wait for the opportunities to transmit uplink data to AP. We next divide these data
exchanges procedure into multiple steps to demonstrate the usage of our scheme.

Step 1: determine the STAs set for scheduling
First of all, we must determine the set of STAs needed to be scheduled. Let C STA
denotes the set of STAs who have buffered downlink data on AP. Since the scale of
the number of STAs associated with a single AP could reach or over 6000, an upper
limit Nmax should be configured to confine the number of STAs to be scheduled
during one CPF. The determination of Nmax may consider the configuration of duty
cycles for STAs, services requirement, query frequency etc. After Nmax is given, the

Control SIM

PayloadMACHeader

octs 3 variable

Bit 1 2 3 4 5 6 7 8 9 10 11 12 13 14 15 16 17 18 19 20 21 22 23 24

Control field

(a) Format of our proposed Cell Polling Frame (b) Format of the control field in (a)

Starting AID Bitmap Starting AID The number of STAs

(c) Illustration of the uncompressed frame format (d) Illustration of the compressed format 

Fig. 2. The proposed frame formats

Table 1. Usage of control field in CPF frame

Bit Value Description

1 1 The current PSMP sequence will be followed by another PSMP
0 There will be no PSMP sequence following the current PSMP sequence

2 1 SIM field is compressed
0 SIM field is not compressed

3–7 – The time used by scheduling a single STA
8 1 PSMP-Recovery frame

0 The normal PSMP frame
9–15 – Reserved
16–24 – The length of SIM field
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set of STAs to be scheduled during current CPF, i.e. S STA, should be selected from
C STA. Two selection criterions are designed as follows:
(a) The STAs with the same service type will be selected as the candidates to be

scheduled for a given CPF. In this way, we can calculate a wake up time for each
scheduled station in a CPF and make the STAs in C STA doze for a long time
before or after they were scheduled. For instance, if all the STAs in a C STA are
waiting for the meter reading query and then responding the query with a short
ACK, their average service duration could be estimated and may not vary greatly.
Therefore, we can easily give their wake up time with our introduced compressed
or uncompressed Bitmap mechanism which will be explained later.

(b) The STAs with the continuous AIDs will be selected as the candidates to be
scheduled for a given CPF. In this way, our proposed compressed Bitmap
mechanism could be used thus greatly reducing the introduced overhead in a CPF.

If the above two criterions both do not work, the STAs will be selected from C STA
randomly.
Step 2: set BIT1 of the control field in CPF

As listed in Table 1, BIT1 indicates whether another CPF is needed to transfer the left
buffered packets for some or all of the STAs. For an example, if the AP will query a
station for some detailed readings according to the returned ACK in the first query,
another CPF should be followed to finish this transaction.
Step 3: set the SIM field in CPF

According to whether the AIDs for scheduled STAs are continuous, there maybe exist
two different cases for setting the SIM field. Let AIDmin denote the minimum AID in
S AID. For all the STAs in S AID, if exists

AIDi ¼ AIDmin þ i; i ¼ 1; 2; . . .;M � 1; ð1Þ

where AIDi is a member of S AID and M�Nmax is the number of STAs schedule in
this CPF, then it can be known that the AIDs in S AID are continuous. If so, the
compressed Bitmap mechanism could be used as step (a) describes. Otherwise, the
uncompressed Bitmap mechanism will be enabled as step (b) indicates.

(a) If AIDs in current CPF are continuous, the SIM field will only include two
subfield as shown in Fig. 3, i.e. AIDstart and the number of scheduled STAs M,
where AIDstart denotes the AID of the first scheduled station in current CPF. In
this way, for the ith scheduled station i, its AID could be derived as
AIDi ¼ AIDstart þ i. It is worth noting that the introduced overhead using this
compressed Bitmap may be greatly reduced compared to the traditional method
based on TIM frame.

AIDstart M

Fig. 3. SIM field for compressed
Bitmap

AIDstart Bit 1 Bit 2 Bit 3 Bit M-1

Bitmap

Fig. 4. SIM field for uncompressed Bitmap
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(b) If AIDs involved in current CPF are not continuous, then the SIM field will has
the following structure as shown in Fig. 4. Here, if Bit j in Bitmap is 1, it means
that the corresponding station j has buffered data on AP. j’s AID could also be
derived as AIDj ¼ AIDstart þ j. Correspondingly, if Bit j in Bitmap is 0, it means
that station j will not be scheduled during this CPF.

Step 4: compute the unit service duration
We define the Unit service Duration (USD) as

T ¼ maxf Li=MCSih igþ T0; i ¼ 1; 2; . . .;M; ð2Þ

where Li denotes the average packet length for station i and MCSi indicates the
sending rate for i using specific Modulation and Coding Scheme. Symbol xh i means
adding the MAC and PHY header to payload x. T0 equals to the needed duration for
the transmission of a typical ACK frame whose payload length could be only few
Bytes. This ACK frame may act as the querying response or a buffered report packet.
The exact length for an ACK frame can be configured for specific applications and
here we fix it to 32 Bytes. The introducing of USD into our work has two fold usages:

(a) Giving USD for all STAs to be scheduled, they can easily obtain their wake up
time by step (8). In this way, all STAs can doze as long as possible to save energy.

(b) By introducing MCS for each scheduled station, the duration for downlink
transmissions of all STAs could be intentionally kept almost the same. In this
way, our definition of USD could be made full use thus accurately estimating the
wake up time for STAs and saving energy.

Step 5: set the other BITS of the control field in CPF
To indicate whether compressed Bitmap mechanism is enabled, BIT2 needs to be set
as listed in Table 1. Besides, according to the configuration of BIT2, BIT16–BIT24
will be set to denote the length of SIM field in Bytes. In other words, our scheme
could support ð29 � 1Þ � 8 ¼ 4088 STAs. However, since 2 Bytes have been used for
AIDstart, the maximum number of STAs is ð29 � 1� 2Þ � 8 ¼ 4072. We can expand
the length of the field by introducing one more Byte, say, using BIT16–BIT32 to
express the SIM field to support ð217 � 1� 2Þ � 8 ¼ 1048552 STAs.
But generally speaking, this case will never occur within one BSS.
Step 6: AP broadcasts the filled CPF

After configurations of the CPF frame, AP then broadcasts it to STAs. Next, STAs in
S STA will do corresponding actions according to the values of received fields.
Step 7: STAs receive CPF and do corresponding actions

Receiving the CPF, a station will first extract the value of BIT2 and decide whether
this CPF has used the compressed Bitmap. If true, the range of AID to be scheduled
can be determined as ½AIDstart;AIDstart þM � 1�. One station i could know whether it
will be scheduled during current CPF by judging AIDi 2 ½AIDstart;AIDstart þM � 1�
or not. If yes, the station needs to be awake for an USD from TstartðiÞ which will be
given in step 8. Otherwise, this station could keep sleeping during this CPF. If BIT2 is
set to 0 which means uncompressed Bitmap has been used, a station should first check
whether its AID equals to AIDstart. If true, this station will be scheduled in current
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CPF; If not, this station needs to check the corresponding BIT in received Bitmap. If
the BIT is 1, this station will be schedule. Otherwise it could keep sleeping.
Step 8: compute the wake up time for a specific station

For a scheduled station, its wake up time TstartðiÞ during a polling can be gotten:

TstartðiÞ ¼ NbeforeðiÞ � T ; ð3Þ

where NbeforeðiÞ is the number of STAs scheduled before i during current polling
stage. T is the calculated USD during current CPF. Here, NbeforeðiÞ could be
determined as follows depending on the used Bitmap mechanism.

(a) If uncompressed Bitmap has been used, then

NbeforeðiÞ ¼
XAIDi�AIDstart�1

p¼0

Ipfxp : xp 2 S AIDg; ð4Þ

where I is a indicative function defined as follows:

Ipfxp : xp 2 S AIDg ¼ 0;xp 62 S AID

1;xp 2 S AID

(
: ð5Þ

(b) If compressed Bitmap has been used, then it is easy to obtain NbeforeðiÞ as

Nbefore ¼ AIDi � AIDstart: ð6Þ

Step 9: payload transmission
After each station scheduled has known its own schedule, data exchange could be
initiated between AP and STAs. For a scheduled station i, it will keep sleeping till
TstartðiÞ. During ½TstartðiÞ; TstartðiÞþ T�, i will first receive the downlink traffic from
AP. If there is still time left and i also has traffics to be uploaded to AP, it will keep
awake and send the uplink payload. The setting of USD by Eq. (2) has reserved
uplink duration for each scheduled station. Indeed, it is possible that some STAs have
only uplink traffics. For instance, STAs or meters may trigger an alarm report
whenever the predefined peak load threshold is surpassed. For this case, compared to
the passive uplink traffics after a downlink query, the active uplink traffics could be
uploaded at any time when STAs are awake according to their DTIM settings.
Step 10: AP sends Block ACK

After all the STAs in S STA have been scheduled, they will be awaken again to
receive the block ACK sent by AP. This block ACK aims to confirm the uploaded
traffics sent by specific STAs.

Next, we explain the CPF scheme in detail with a typical case as shown in Fig. 5.
First AP sets the CPF according to the buffered traffics, AIDs of STAs and some related
parameters. Then AP broadcasts the configured CPF to STAs in S STA. We assume
that STA1, STA2, STA3, STA4 and STA5 form the set S STA. Receiving the CPF,
each station orderly extracts the control fields in CPF. Here, STA1 to STA5 all have
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buffered traffics on AP and require 5 USDs. Every station knows its wake up time and
keeps sleeping before or after it. Specially, STA1, STA3 and STA5 have also uplink
traffics, uploading their uplink packets following downlinks respectively. When the
data service is finished, AP responses to the STAs by Block ACK(BA) [6].

3 Numerical Results

To evaluate the performance of our proposed scheme, we implement it in MATLAB
with the typical parameters listed in Table 2. Our simulations are divided into two
groups. In group 1, the overheads and throughput are compared among our scheme,
PSM and PSMP with the number of scheduled stations changing. In group 2, the
throughput and energy consumption are inspected with the data or burst size of each
station varying. Since BlockACK has been adopted as an option in IEEE 802.11n draft,
its impact on our model is also assessed.

The simulation topology is illustrated in Fig. 6, where Fig. 6(a) and (b) correspond
to the test scenario for group 1 and group 2, respectively. For group 1, only one service
is considered. In this way, since the traffic characteristics of stations for the same
service are similar, the scheduling table for those stations will be arranged together.
That is, most of the stations under AP1 in Fig. 6(a) will be scheduled in a CPF together
whatever their AIDs are continuous or discontinuous. Unlike group 1, there are mul-
tiple services existent in group 2 such as current meter reading, daily usage checking,
transmission fault checking and peak-load checking etc. Since different services
employ different report frequency, a large number of stations may not be scheduled

CPF DD1

UD1

UD3

DD3

UD5

BAAP

STA1

STA2

STA3

STA4

STA5

CPF: Cell Polling Frame DD: Downlink Data

UD: Uplink Data BA: Block ACK

DD2 DD4 DD5

Fig. 5. The interaction mechanism when AP using the proposed scheme

Table 2. The important parameters in simulation

Description Value Description Value

BER threshold 10^(−6) Awaking power 1 W
Channel capacity 400 kbps Sleeping power 0 W
Time slot length 20 ls CWmin 32
Transmitting power 2 W CWmax 1024
Receiving power 1.5 W Size of data frame 100 bytes
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together during a specific duration. For instance, the daily usage checking might be
invoked only once during a day while the current meter reading report may be
requested several times during a day. Another example is the peak-load checking,
which is a special service usually scheduled in summer but few arranged in other
seasons regarding their lower possibilities to overpass the peak-load threshold.
Therefore, for our simulation scenario 2, there are also a huge number of stations under
the cover of AP2 but only few of them will be scheduled together during a specific
duration. Note that in group2, because only few stations will be scheduled during a
CPF, there will be many “zeroes” in our proposed bitmap. Thereupon, the performance
between continuous or discontinuous AIDs cases for group 2 will be of great
differences.

The performance evaluation indexes are defined as follows:

• Overhead: the difference between data rate and throughput;
• Average awaken time: the arithmetic average of the total awaken time for all

stations;
• Average Energy consumption: the arithmetic average of the total consumed energy

for all stations;
• Normalized throughput: the fraction of time the channel is used to successfully

transmit payload bits.

The performance comparisons of overheads suppression among ours, PSM and
PSMP have been plotted in Fig. 7 with the number of stations varying. Note that in
Fig. 7, the AIDs of stations are not continuous. This case corresponds to the situation
such as readings report for stations whose load is over the average load or reaching the
peak load. The case with successive AIDs is also inspected with results shown in
Fig. 9. The continuous AIDs are usually configured for the meters in a community or
company where devices are sequentially installed. It can be concluded that our scheme
has the best performance on overheads reduction. If Block ACK is enabled during a
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CPF, the overheads will be further decreased. It is worth noting that the superiority of
our protocol over the other two is increasing with the number of stations grows.
Actually, due to contentions among upload stations and the overheads from notifica-
tions sent by the control unit to notify stations to report their readings, PSM needs the
most overheads to work. As for PSMP, although centralized scheduling is used to
coordinate stations from competing, its larger scheduling overhead, i.e., 8 Bytes for
each station, make it unsuitable for mass uplink traffics. In addition, due to the length
limitation, only 31 stations can be scheduled at most during a PSMP scheduling frame
[7]. In this way, PSMP needs several frames to finish the batch reports from a large
number of stations. On the other hand, since our scheme introduces the bitmap
mechanism and adopts centralized scheduling, the contention between stations is
eliminated and the number of stations schedulable in a CPF is greatly increased thus
making the final overheads very few.

Figure 8 shows the normalized throughput of three schemes with the number of
stations changing. The normalized throughput is defined as the Bytes successfully
received every unit time to the channel capacity. Since PSM uses competition-based
multiple access for uplink traffics, part of the channel bandwidth is wasted for backoff
and retransmissions. As a result, PSM shows the worst performance. When the number
of stations is over 31, PSMP needs multiple scheduling frames to receive the uploaded
traffics, thus outputting a worse throughput compared to ours. Another reason is the
larger scheduling frame size than ours, which makes PSMP waste many time for
overheads transmission thus decreasing the normalized throughput. Our scheduler
could arrange up to 4072 stations once and uses a smaller scheduling frame thus
resulting in a higher throughput. When BlockACK is enabled, the throughput could be
further increased by eliminating the time cost by multiple handshakes.

The normalized throughput comparisons are shown in Fig. 9 with the data size
varying. Note that in this simulation scenario, the case for continuous (abbreviated as
“Con”) and discontinuous (abbreviated as “Discon”) AID have been investigated for
our scheduler. Due to PSM and PSMP do not care the sequence of station’s AID, this
“Con” or “Discon” setting will not influence their results. Since PSM is a contention
based protocol, its performance is the worst due to channel competing and data
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retransmission. Our scheme with four different configurations show a better perfor-
mance than PSMP and PSM. As stated before, due to smaller scheduling frame and
only one CPF needed, ours output superior normalized throughput over others.
Especially when the AIDs are continuous, the normalized throughput is further
increased considering the reduction of CPF size and generated overheads. It is worth
noting that with the growing of data size, the normalized throughput increases for all
protocols due to more sent Bytes during a unit time. In addition, the difference of
different cases reduces when the data size increase. But as we have known, the data size
in Smart-Grid networks is usually small, such as 76 Bytes for MPDU (MAC Protocol
Data Unit) of PMU (Power Management Unit) [8], 480 Bytes for interval data read of
meter [9], etc. Therefore, we can reasonable consider that our proposed scheme has a
significant superiority on stations scheduling in Smart-Grid networks.

The performance for energy consumption is also compared among three protocols
with the data size varying as shown in Fig. 10. Since the meters are battery powered,
the energy efficiency is a very important factors in practice in Smart-Grid networks. It
is worth noting that PSM still shows the worst performance consistent with the results
in Figs. 7 and 8. As for PSMP, its energy efficiency is better than our scheme with
discontinuous AIDs and BlockACK but worse than ours with normal ACK mechanism.
This is because that a group of discontinuous AIDs will need a very long time to finish
all active stations’ uploading considering many “0” in the bitmap. When BlockACK is
enabled, an extra awaking time is needed for all active stations to fetch their ACK from
the BlockACK frame. As for the energy consumption for continuous AIDs case, since
the bitmap has been greatly compressed, the time used for scheduling all the active
nodes is much smaller than the discontinuous AIDs case thus saving the battery life to a
great extent.
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4 Conclusion

In this paper, a power saving scheduling scheme is proposed which could greatly
reduce the introduced overhead while successfully scheduling the uplink/downlink
traffic of meters. Our proposed model could also save the station’s battery with best
efforts thus making the scheme specifically suitable for Smart-Grid networks.
Numerical results show that our scheme outperforms PSM and PSMP in terms of
overheads, throughput and energy consumptions. Our future work will investigate the
possibility to merge the IEEE 802.11ah based network with the public cellular network
and extend the scalability of our model to make it suitable for the upcoming 5G mobile
communication networks.
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Abstract. Preamble is widely used for initial synchronization, chan-
nel estimation, user identification, and collision detection in communica-
tion systems. For machine-type communication (MTC), there are mas-
sive machines within one cell. Contention-based random access could be a
candidate protocol in this scenario. However, simultaneous transmission
of multiple users can lead to signal aliasing. This paper designs a novel
structure of preamble. Collisions of multiple users can be detected based
on well-designed structure of the preamble. Furthermore, channel state
information (CSI) can be estimated as a byproduct in the process of colli-
sion detection. We claim that the proposed preambles applies in flat-fading
channel, multipath channel and asynchronous scenario. The simulation
results validate the accuracy and robustness of the proposed scheme.

Keywords: Asynchronization · Contention-based random access ·
Collision detection · Channel estimation · Preamble

1 Introduction

In wireless systems, synchronization and channel estimation are generally accom-
plished by a particular signal, which is usually composed of two parts, i.e., a short
training sequence for synchronization followed by a long training sequence mainly
for channel estimation [1–3]. Optimal preamble sequences lead to high access prob-
ability and enhance the system performance [4]. Previous research of preamble
design focused on scheduling-based communications. In this paper, we investigate
preamble design for contention-based communications, which can detect collision
as well in addition to synchronization acquisition and channel estimation.

Contention-based communications attract much interest due to its potential
to serve a large number of wireless access terminals in machine-type communica-
tion (MTC) in 5G. So far, the cellular network is mainly based on scheduling, in
which each user is assigned to a time/frequency/space unit orthogonal to other
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users. In future, machines and/or things will be also connected into the net-
work rather than human only. With massive terminals which generally requires
random sparse traffic, contention-based communication becomes a good candi-
date. However, traditional contention-based protocol allows no collision. In [5],
it employed a fully-distributed random access protocol for collision avoidance
mechanism and in [6] it proposed using a novel medium access protocol Carrier
Sense Multiple Access/Collision Detection with Reservation (CSMA/CDR) to
resolve collision. In addition, adopting orthogonal spreading sequences having
a high autocorrelation to detect the collision is another choice, such as using
Zadoff-Chu (ZC) sequence [7,8]. For example, in the random access process of
LTE, the network access point detects the collision by a bank of correlators, each
of which is matched to a particular ZC sequence in the set [9].

However, the method of ZC sequence requires the correlation of different
sequences to be zero and thus it is very sensitive to asynchronization. In this
paper, we proposed a novel structure of preamble, with which we can detect
collision and estimate CSI regardless of correlation issue at the receiver. Specif-
ically, a Discrete Fourier Transformation (DFT) matrix is used to design the
preamble, preamble matrices of different users can be obtained by alternating
rows of a basis DFT matrix. Accordingly, a method of collision detection is pro-
vided which applies in practical channel conditions and channel state information
can be estimated as a byproduct. The receivers can utilize the structure of the
preamble to detect collision. And a collision detection algorithm which aims at
asynchronous and multipath scenarios in practical communication is proposed.
With the results of the algorithm, CSI can be estimated.

The rest of the paper is organized as follow. Section 2 introduces the system
model. Sections 3 and 4 we propose method for collision detection, channel esti-
mation in practical channel conditions. In Sect. 5 simulation results are provided.
Finally, Sect. 6 concludes this paper.

2 System Model and Preamble Structure

Consider a multiple access channel with one access point and M users. The
transmission of the users are contention-based, in which collision occurs with a
large probability when there are massive users, which is a typical scenario in 5G
communication.

Then, we introduce the structure of our proposed preamble by using a Dis-
crete Fourier Transformation (DFT) matrix

G =

⎡
⎢⎢⎢⎢⎢⎣

1 1 1 · · · 1
1 w w2 · · · wL−1

1 w2 w4 · · · w2(L−1)

...
...

...
. . .

...
1 wM w2M · · · wM(L−1)

⎤
⎥⎥⎥⎥⎥⎦

(1)

where w = ej 2π
L , and M,L ∈ Z

+. For illustration brevity, we define a vector as

gi =
[
1 , wi , w2i , · · · , wi(L−1)

]T
, i ∈ IM (2)
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where IM = {0, 1, · · · ,M}. In this paper, we propose to use G as a basis matrix.
The number of rows is equal to maximum users which can be detected in a
collision, and the number of columns is related to the diversity order which is
further elaborated later. Accordingly, the basis matrix is rewritten by

G =
[
g0 , g1 , g2 , · · · , gM

]T
. (3)

The preamble matrix Gk for the kth user is obtained by alternating the first
row and the (k + 1)th row of the basis matrix G, which is written by

Gk =
[
gk , g2 , · · · , g0 , · · · , gM

]T (4)

Note that the preamble matrix is sent column by column in practice. It is stacked
up into an equal dimension matrix at the access point for detecting collision and
estimating channels1.

3 Collision Detection and Channel Estimation

3.1 Toy Model of Collision Detection

In this toy model, we assume that, in a noiseless channel the ith user and the
kth user send their preambles in exactly the same slot. The overlapped preamble
signal Y t = Gi + Gk at the access point can be expressed as

Y t =
[
gi + gk, 2g1, · · · , g0 + gi, · · · , gk + g0, · · · , 2gM

]T
. (5)

From the definition of the preamble matrix in (1) and (4), each element of the
first column of Y t is 2 currently, which is equal to the number of collision users.
In practice, the preamble is contaminated by noises. Then, we average over all
elements in the first column to determine the number of collisions. We further
notice that the number of collisions can also be estimated by the sum of all ele-
ments of Y t divided by that of G, which is straightforward since Y t is obtained
by alternating different rows of G only. After that, we can further determine
which users collide from a decision matrix Y ′

t calculated by

Y ′
t = Y t − KG = Gi + Gk − 2G

=

⎡
⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎣

0 wi + wk − 2 · · · wi(L−1) + wk(L−1) − 2
...

...
. . .

...
0 1 − wi · · · 1 − wi(L−1)

...
...

. . .
...

0 1 − wk · · · 1 − wk(L−1)

...
...

. . .
...

0 0 · · · 0

⎤
⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎦

.
(6)

1 There could be misalignment among multiple users, which induces extra elements
for reconstructing the preamble matrix. The extra elements can be simply ignored.
Details are provided in Sect. 3.3.
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The collision users are determined by the indices of nonzero rows in Y ′
t except

for the first row.

3.2 Collision Detection in Flat-Fading Channel

Consider a noiseless flat fading channel, and the ith user and the kth user still
transmit in the same slot. The channel responses of the ith user and the kth
user are hi and hk, respectively. Then the received preamble matrix Y f can be
expressed as

Y f = hiGi + hkGk

=
[
higi + hkgk , · · · , hig0 + hkgi , · · · , higk + hkg0 , · · · , (hi + hk)gM

]T
.

(7)

Similarly to the previous toy model, we can average over the first column to
get the sum of the channel fading of the two users, i.e., hi + hk. An alternative
method is to sum up over all element divided by the sum of all element of G.
Then the detection matrix Y ′

f is calculated by

Y ′
f = Y f − (hi + hk)G = hiGi + hkGk − (hi + hk)G

=

⎡
⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎣

0 hiw
i + hkwk − (hi + hk) · · · hiw

i(L−1) + hkwk(L−1) − (hi + hk)
...

...
. . .

...
0 hi(1 − wi) · · · hi(1 − wi(L−1))
...

...
. . .

...
0 hk(1 − wk) · · · hk(1 − wk(L−1))
...

...
. . .

...
0 0 · · · 0

⎤
⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎦

.

(8)
Similarly, we determine the collision users by finding nonzero rows in Y ′

f except
for the first row. Furthermore, channel fading of the users can be estimated (by
averaging method) as

ĥj =
1

L − 1
·

L−1∑
�=1

hj(1 − wj�)
1 − wj�

, j = i, k (9)

where ĥj is the estimated channel fading of user j, and j = i, k.

3.3 Collision Detection in Asynchronous Scenario

In this section, we consider two users collides in an asynchronous manner. First,
we denote the received matrix by a delay sum operation, which is expressed as
C = sum(A,B; d), where the matrix A is summed up with a d-element-delay
version of B, and the elementary delay occurs column by column from the first
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elementary of the matrix signal is sent column by column. With the definition
of the delay sum, the received signal matrix is expressed as

Y a = sum(hiGi, hkGk; d) (10)

where hi and hk are the channel state information of the ith user and the k
user respectively, and here in this example d is the number of symbols between
the two users. From the structure obtained by the delay sum, it can be seen
that the previous preamble cannot be applied to detect the two collided users
directly. Next, we proposed an enhanced structure of preamble. Define f = e

j2π
N ,

where N is the number of signal sampling points (N > M + 1), matrix E can
be expressed as

E = diag
[
f, f2, · · · , fM+1

]
. (11)

The preamble matrix F i of the ith user can be designed by

F i = EGi =
[
fgi, f

2g1, · · · , f i+1g0, · · · , fM+1gM

]T (12)

The fundamental interpretation of this procedure is to modulate the symbols in
each row to a different carrier, which can be realized by fast Fourier transform
(FFT). Then, the received signal Y a is expressed as

Y a = sum(hiF i, hkF k; d)

=

⎡
⎢⎢⎢⎢⎢⎢⎢⎣

fhi fhiw
i + fM−d+2wk · · ·

...
... · · ·

fd+1hi + fhk fd+1hiw
d + fhkw

k · · ·
...

... · · ·
fM+1hi + fM−d+1hk fM+1hiw

M + fM−d+1hkw
M−d · · ·

(13)

fhiw
i(L−1) + fM−d+2hkw

(M−d+1)(L−2) fM−d+2hkw
(M−d+1)(L−1)

...
...

fd+1hiw
d(L−1) + fhkw

k(L−1) 0
...

...

fM+1hiw
M(L−1) + fM−d+1hkw

(M−d)(L−1) 0

⎤
⎥⎥⎥⎥⎥⎥⎥⎦

The access point needs to demodulate each row of the received matrix Y a with
corresponding frequency. Then, the matrix after demodulation goes through low-
pass filtering (LPF), the receiver gets a new matrix that eliminates the interfer-
ence of other users. Collision detection and channel estimation can be proceeded
as the previous scheme in flat-fading channel. Due to the fact that

1
N

N−1∑
q=0

e
j2πqm

N e− j2πqn
N = δ(m − n) (14)
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where m,n = 1, 2, · · · ,M + 1, and q = 0, 1, · · · , N − 1. For example,

1
N

N−1∑
q=0

(wm−1e
j2πqm

N + wn−1e
j2πqn

N )e− j2πqn
N =

{
wn−1 , m �= n

wm−1 + wn−1 , m = n
. (15)

For two elements on the same frequency, both of them are not eliminated. For
two elements on different frequency, only one will remains. So the demodulation
and low-pass filtering can be substituted for the above process in this paper.
Here we express the process as 1

T

∫
t
EHY a.

3.4 Influence of Multipath Effect and Noise

In a communication system, multipath and noise should be considered in prac-
tice. For the receiver, multipath can be interpreted as a signal with multiple
copies with different attenuations and delays. The received signal is a delay
sum of multiple components with different delays. The access point only regards
these copies as some other collision users. This phenomenon shows clearly that
the multipath does not affect the collision detection of the proposed preamble.

Because of the noise, the access point can not use nonzero rows to detect
collision directly any more. Therefore, we should set a threshold based on the
noise. In general, it is set to twice or three times the noise power. In the collision
detection, if the average power of a row is greater than the threshold, this row
will be regarded as nonzero row. So the problem of noise is solved.

4 Collision Detection Algorithm

Figure 1 is a flow-chart showing the process of collision detection. Where Y is a
matrix that stacked up by the received signal, and symbols m, Y ′,Y ′′,Y ′′′,H, h
are defined to save the intermediate results. Ignore the influence of noise tem-
porarily, and di represents the delay between the ith user and the (i+1)th user.
The process of detection is as follow

Step 1: Every single row of matrix Y needs down-conversion (DC) and LPF.
Then the receivers can get the matrix Y ′ = 1

T

∫
t
EHY .

Step 2: Testing Y − EY ′ = 0. If it is correct, that means every di is integral
multiple of M + 1. Then execute step 3. If it is false, jump to step 4.

Step 3: Here we define a new variable named m, and m = 0. Calculating

H = sum(Y ′)
sum(F ) , where sum(·) denotes the sum of all elements of matrix (·).

h = mean(y′
m+1), where mean(y′

m+1) denotes the mean value of (m + 1)th
column of matrix Y ′. If H = h, it means the rest of users after DC and LPF are
synchronical completely, then execute step 3.1. If H �= h, execute step 3.3.

Step 3.1: Calculating detection matrix Y ′′ as follow

Y ′′ = [y′
m+1,y

′
m+2, · · · ,y′

m+L] − HF (16)
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Fig. 1. Collision detection algorithm in asynchronous scenario.

where [y′
m+1,y

′
m+2, · · · ,y′

m+L] means the (m+1)th column to (m+L)th column
of matrix Y ′. Then continue to execute step 3.2.

Step 3.2: The access point determines the collision users and estimate the CSI
by the nonzero rows in Y ′′ except for the first row. And the algorithm ends.

Step 3.3: Calculating matrix Y ′′′ as follow

Y ′′′ = [y′
m+1,y

′
m+2, · · · ,y′

m+L] − hF (17)

Then continue to execute the step 3.4.

Step 3.4: Checking how many columns with zero mean are there in matrix Y ′′′,
and assign the number to the variable m′; Then back to step 3, and reassign
Y ′ = Y ′′′ and m = m′.

Step 4: Steps 3 and 4 are just the same, only when H = h, there are quite a few
differences. If H = h, step 4 calculates the matris Y ′′ as follow

Y ′′ = [y′
m+1,y

′
m+2, · · · ,y′

m+L] − HF . (18)

Then access point determines the collision users and estimate the CSI by the
nonzero rows in matrix Y ′′ except for the first row. However, the algorithm does
not end. The matrix Y − EY ′ in step 2 needs to be expanded into a row vector
by columns. After removing all the zero elements at the head and tail of the row
vector (Zero-Suppression/ZS), start with the first element, and convert it into a
new matrix [Y − EY ′]ZS by every M + 1 elements as one column. Then return
to step 1, reassign the matrix Y = [Y − EY ′]ZS and start next loop.
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5 Simulation Results and Analysis

In this section, the numerical results are presented to validate the performance
of collision detection and channel estimation. In the simulation, we evaluated
the proposed scheme in a flat Rayleigh fading channel both in synchronous and
asynchronous scenarios. Considered 10 candidate users with a single access point,
the size of the preamble matrix is 11×L. We also investigate the effect of variable
L on the performance of collision detection. The detection veracity rate (DVR)
represents the error probability of detection. For Channel Estimation, the mean
square error (MSE) is used to show its performance. Besides, this paper also
simulates the performance of ZC-sequence as a comparison, where L′ (must be
a prime number) is the length of ZC-sequence, so L′ is 11 at least in theory.
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Fig. 2. Detection veracity rate of the proposed scheme and ZC-sequence of different
lengths in asynchronous Rayleigh channel.

Figure 2 shows the DVR in asynchronous scenario. With the increase of SNR,
the performance of preamble matrix becomes better and better, and exceeds
ZC-sequence gradually. In fact, both ZC-sequence and preamble matrix are very
sensitive to the synchronization problem. However, we optimize the preamble
matrix by adding phase, so it performs better than ZC-sequence in the Asyn-
chronous scenario. Figure 3 shows the Mean Square Error (MSE) of channel
estimation in the Rayleigh channel when the communication is synchronous and
asynchronous. In this figure, we can find the performance of channel estimation
in an synchronous condition is worse. This is mainly because when the commu-
nication is asynchronous and the di is not integral multiple of M + 1, access
point can separate the signals mixing together completely. If ignore the noise
temporarily, the access point can get the original preamble matrix which car-
ries the channel information, and CSI can be estimated with the whole matrix.
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Fig. 4. Effects of L on DVR in synchronous and asynchronous Rayleigh channel
(SNR= 20 dB).

However, if the communication is synchronous, the access point can only use
the nonzero rows to estimate channel. So the performance in an asynchronous
condition is better after SNR > 8 dB. Here we can see asynchronous scenario
also has some advantages.

In Figs. 2 and 3, the performance of collision detection and channel estima-
tion is affected by L, the number of columns of preamble matrix. As shown in
Fig. 4, the simulation environment is in Rayleigh channel with SNR = 20 dB, we
can see the synchronous performance is better than asynchronous performance
as a whole. With the increase of L, the performance of collision detection over-
all is becoming better and better, but when the variable L grows to a certain



Preamble Design for Collision Detection and Channel Estimation 301

degree, the performance does not change any more. The reason is the method
of averaging or weighted average to suppress the noise is limited. Increasing the
dimension of the preamble matrix can reduce the interference of noise. However,
this trend will stop changing and keep smooth when L is large enough.

6 Conclusion

We proposed a new structure of preamble for contention-based communications.
With the well-designed preamble structure, we can detect the number of collided
users, which users are in the collision, and the channel state information of each
user in both synchronous and asynchronous scenarios. In addition, it involves
low amount of storage, which is the size of DFT matrix, and low computational
complexity. The numerical results show that the proposed scheme exhibits better
performance than using ZC-sequence as preamble.
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Abstract. In a vehicular network, the vehicles generally need to handoff among
RSUs (Road Side Units) frequently on highways due to their rapid mobility and
the limit of RSU’s radio coverage. This issue may cause a series of problems
such as data transmission interruption or increasing of the transmission delay. In
this paper, we took advantages of the emerging idea of SDN to improve the
performance of the vehicular networks. Specifically, we proposed a SDN-based
framework for the vehicular networks. In this framework, we developed three
function modules over the SDN application layer. And then by installing
appropriate rules on OpenFlow enabled RSUs, the controller can execute a wise
scheduling of RSUs’ downlink streams. In addition, based on this framework,
we proposed a data dissemination strategy when a vehicle handoff among the
RSUs to reduce the latency especially for bulk traffic. Simulation results
demonstrate that our solution can significantly reduce the latency and the
retransmission rate. In the paper, we adopted classical DCF mechanism in the
IEEE 802.11p standard to implement our protocol, which makes our solution
practical and compatible with previous drafts.

Keywords: SDN � OpenFlow � Vehicular network � DCF � RSU handoff

1 Introduction

Nowadays, vehicular networks have attracted more and more attentions, which is
regarded as the key technology to improve the road safety and the construction of
intelligent transportation system [1]. In a vehicular network, the communication
between vehicles is known as V2V (vehicle-to-vehicle), and the vehicle and the
infrastructure such as the RSU (roadside unit) is called V2I (vehicle-to-infrastructure).
The V2V communication usually has strong randomness due to high dynamic of
vehicles, therefore V2I communication is supposed to play an important role to
improve the performance of the network especially in high mobility scenarios. In
RSU-aided networks, vehicles traveling along the road can establish stable connections
to RSUs deployed on the roadsides, which is able to provide high-bandwidth com-
munication capability for data transmissions [2].

However, in traditional vehicular networks, the server always puts all the content in
one RSU, while the coverage of existing RSU is still limited. As a result, the vehicle in
the high-speed mobile scenarios such as highways will access another RSU even it
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doesn’t take off all the contents from the previous attached RSU. When the vehicle
successfully access the new RSU, it has to send the content requirement again [3]. As
we can see, this process above causes much unnecessary communication overhead,
especially transferring the bulk data and needing to switch RSUs frequently.

To solve the problems above, in this paper we propose a novel SDN based
VANETs architecture and a kind of data dissemination strategy during the RSU
handoff. The core idea of SDN [4, 5] is to realize the flexible controlling of the network
traffic by decoupling the control plane and the data plane of the network equipment.
SDN changes the original network with hardware configuration as the core to a soft-
ware based network, which can greatly improve the performance in centralized con-
trolling, programmability and other aspects of the existing architecture. In this paper,
we first construct the SDN based VENETs architecture and explain the functions of
every part in detail. Then through derivation we cut the bulk data the vehicle requested
into different sizes and allocate to the corresponding RSU. Furthermore, we propose the
pre-cache mechanism so that can reduce the kinds of communication overhead at
utmost. At the end of the paper, we simulate the architecture and dissemination strategy
we proposed in OPENET to verify the effectiveness of our solution.

2 Background and Related Work

2.1 Distributed Channel Access Mechanism in 802.11

So far the WLAN based 802.11p/wave protocol [6] is an important part of vehicle
networks. The Federal Communications Commission (FCC) appoints 75 MHz band for
vehicle networks communication based 802.11p. Among them, the first 1 MHz band is
reserved as a security vacuum boundary, the rest is divided into seven adjacent 10 MHz
band. As shown in Fig. 1, the channel is sequentially numbered Ch172, Ch174,…,
Ch184, in which Ch178 is controlling channel CCH for controlling and managing the
other six bands, the Ch172 is using as emergency message transmission channel, and
the Ch184 is suitable for transmitting long-distance public safety information, at the
same time, Ch174, Ch176, Ch180, Ch182 are common traffic channels using to transfer
the traditional network data through RSUs [7].

As known, common traffic channels have characteristics of traffic burst, low delay
requirement and high throughput requirement which coincide with the CSMA/DCF
protocol. Therefore, we consider using CSMA/DCF technology to compete ordinary

Fig. 1. Channel allocation of IEEE 802.11p Mac Layer
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SCH channel slot in this paper. The vehicle passes messages occupying this slot to the
RSU by one or two hops. Through the OpenFlow switches the messages in RSU are
transferred to SDN controller, and then injected into the Internet. In the downlink, the
messages from the Internet are sent to the RSU through the SDN controller, then the RSU
completes the downlink slot forwarding to the vehicle by one hop or two hops at most.

2.2 Related Work

With the developing of SDN, the domestic and foreign scholars have conducted a lot of
works about applying SDN in different fields. The network architecture based SDN
proposed in a REF. [8] which has explained the function of each part in detail. More
importantly, the practicability of the architecture is illustrated by the example of lane
change prediction and traffic flow distribution at the last part of this paper. REF. [9]
leveraged the emerging idea of SDN and OpenFlow technology to reorganize the
architecture of enterprise WLAN to mitigate the impact of interference, which cannot
be handled very well in conventional architecture. They proposed a downlink packets
scheduling algorithm to mitigate the impact of interference among APs and clients, as
well as conducted fine-grained downlink packets scheduling by installing appropriate
rules in corresponding APs.

However, the solution about reducing kinds of communication overhead during the
vehicle handoff process is still approaching the traditional method. The server will put
all the data that the vehicle requested in RSUs along the way the vehicle passing. This
solution will cause storage wasting and connection delay. So far few scholars propose a
directive solution, yet their researches on other aspects have provided important ref-
erences for us. REF. [10] proposed a hybrid Vehicle networks architecture aimed to
improve the protocol extensibility which is similar with mesh network. The paper
studied how to deploy RSU based vehicle traffic conditions and urban road structures.
However its research scene is only in one simple high-way, leading the deployment
issue is simplified as determining the access point distance according to the vehicle
density. Liu [11] have analyzed the RSU flow of uplink and downlink, as well as put
forward to take vehicles on the road as relay nodes for data transmission.

3 Data Dissemination During Handoffs Among RSUs

3.1 Framework and Handling Process

The vehicle network architecture based SDN is shown in the Fig. 2. For the conve-
nience of research we select the highway no considering the export and turning, besides
that, the RSU blind spots and the overlapping caused by more than two RSUs are out of
consideration. Among them, RUS is a roadside unit with the function that can collect
information including the road length, road conditions, the number of vehicles and
location and state of nearby RSUs etc. At the same time, RSU can also communicate
with the OBU in vehicle, collecting and storing the vehicle information including
vehicle ID, speed, route and the requirement etc. Finally RSU as a relay device is
responsible to forward the information above and information from the controller [12].
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Each OpenFlow switch [13] in architecture is composed of three parts: security
channels, OpenFlow protocols and flow tables. Security channel is for the communi-
cation between the switch and the controller transmitting the protocol commands and
data packets. The OpenFlow protocol is the standard interface for communication
between the controller and the OpenFlow switch. Each flow table contains a number of
flow table entries, each of which contains a matching field and an action set, according
which the switch processes the flow.

We select Floodlight as the controller that is responsible for the development and
management of the forwarding strategy. Floodlight [14] uses a modular architecture to
achieve the corresponding functions, which has a good extensibility. In this paper,
through the controller north interface (API) we develop three modules respectively:
Content Management, Content Cutting and Pre Cache. The Content Management
module includes data management and user management. Data management is mainly
used to manage the server IP, the location of RSUs, the current network topology and
the data has been cached. User management records vehicle ID, speed, route, as well as
the requirement. The Content Cutting module divides the data into different segments
according to the information in Content Management module. Pre Cache module sends
the packets to the corresponding RSU through the appropriate transmission path.

The top layer is Internet, which contains a large number of original servers, which
is the terminal of data upload and download. The V2I communication adopts 802.11p
protocol, while the connection of other parts adopts wired connection to ensure the
reliability of transmission.

The System operation is shown in Fig. 3.

(1) The vehicle sends the vehicle information and request content to RSU through the
OBU in vehicle.

(2) RSU as a relay device sends the information above to the SDN controller through
the switches.

(3) Content Management module is triggered to update user information and data
information.

RSU

Wired 
Communica on 

Wireless 
Communica on

Switch

Coverage

Content 
Management

Content 
Cu ng

Pre Cache

Fig. 2. The vehicle networks architecture based SDN
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(4) The SDN controller interacts with the Internet interaction uploading or down-
loading the data.

(5) Content Cutting module divides the data received from Internet into different
segments and packs them in unified form.

(6) Pre Cache module sends the packets to the corresponding RSU through the
appropriate route.

(7) When the vehicle enters the corresponding RSU, the RSU authenticates the
vehicle and transmits the packets pre cached in it.

3.2 Content Management

Since the SDN controller needs to make the routing strategies of global information, it
is necessary to keep track of all the information and topology of the current network. In
this paper, we use the Content Management module to store the data content and user
information. The data content includes RSU management and data management.

The RSU manages packets as form in Table 1. The RSUs along the road are
numbered as RSU_A, RSU_B, RSU_C, etc. The Location is just the location of the
RSU. Name represents the name of the data that has been cached in the RSU. The
throughput in the Table 1 is given when the vehicle is in the overlapping of two RSUs
and they all have the content requested, then we will select the larger throughput of
RSU for transmission (Here we ignore the RSU overlapping situation due to space
limitations, and it is another research point). Data management includes the size of the
packet, the update time, and the original server. Its format is shown in Table 2. User
information packets include the user’s ID, location, vehicle speed, travel path, and the
requirement. The frame format is shown in Table 3.

RSU2
Content Cutting

Pre
Cache

Content
MagementVehicle RSU1 InternetController

request

Pre cache 
data_1

Pre cache 
data_2

Transmit
data_1

Transmit
data_2

User
content

Data
information

Trigger

Downloading
data

Segments and routing

Fig. 3. System operation process
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3.3 Content Cutting

IEEE 802.11p protocol currently supports the maximum transmission distance within
1000 m, which can meet the communication requirement between the vehicles driving
at 33 m/s (about 120 km/h) and between the vehicles and RSUs. Considering the
constraints of antenna transmitting power, we suppose that the RSU transmission
radius is Rr = 1000 m, and the vehicle density in the RSU is q, thus the number of
vehicles is k ¼ q2Rr. As known, the number of vehicles obeys Poisson distribution
[15] so that the expectation and variance are k. The probability function of the number
of vehicles in one RSU is:

qðnÞ ¼ kne�k

n!
¼ q2RrÞne�q2Rr

n!
: ð1Þ

In the coverage range of the RSU, assuming the probability of a vehicle sending a
data frame in a random time slot is s, then the probability of collision between this data
frame and other data frame sending from another node is. When the value of n is given,
g will remain dependent and constant. The relationship is as following:

g ¼ 1� ð1� sÞn�1: ð2Þ

s ¼ 1� ð1� gÞn�1: ð3Þ

Bianchi analyzes the DCF backoff process using Markov chain. Given W = CWmin
(minimum contention window), maximum contention window CWmax = 2 m−1, m is

Table 1. RSU management packet

Identity Location Name Throughput

RSU_A {31.7811, 230.0018} Data1 320 Mb
RSU_B {31.1368, 230.9945} Data2 512 Mb
RSU_C {31.0025, 230.8597} Data3 128 Mb

Table 2. Data management packet

Identity Size Update time Owner

Data1 1024 201601220530 {A, C}
Data2 800 201502243122 {B}

Table 3. User management packet

Identity Location Speed Travel path Requirement

Vehicle_1 {31.2564, 230.1269} 20 m/s {D, E, G} Data 1
Vehicle_2 {24.2356, 230.5612} 15 m/s {D, E, F} Data 3
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the retransmission rate. According to the analysis, The probability of sending a data
frame when n vehicles compete the wireless channel is:

sðgÞ ¼ 2

1þW þ gW
Pm�1

i¼0 ð2gÞi : ð4Þ

From formula (3) and (4), we can work out the value of and. It is assumed that the
probability of at least one frame in a time slot transmitting is Ptr , and only one frame
transmitted successfully is Ps

Ptr ¼ 1� ð1� sÞn ð5Þ

Ps ¼ nsð1� sÞn�1

Ptr
¼ nsð1� sÞn�1

1� ð1� sÞn�1 ð6Þ

If a vehicle node successfully transmits a frame, the channel is busy for other nodes.
The probability of this process is Pst ¼ PtrPs, the average time is Tst; When the channel
is idle, the conflict probability that a node sends data during this time is
Pco ¼ Ptrð1� PsÞ, the average time is Tco; The idle channel probability during a time
slot is Pidle ¼ ð1� PsÞ, the average time is Tr Among them, Pst ¼ TDIFS þ
TDATA þ TSIFS þ TACK ,

Pco ¼ TDIFS þ TCODATA þ TSIFS þ TACK � TSIFS is minimum frame interval in DCF
mechanism; TDIFS is the waiting time between the idle channel confirmation and
sending data; TACK is the acknowledgement frame length; TDATA is a frame data
transmission time; TCODATA is the maximum data frame length when conflict occurs. If
we assume that all the data frame length is same, then Pst ¼ Pco. The average time of a
system time slot is:

Tslot ¼ PidleTr þPstTst þPcoTco
¼ ð1� sÞnTr þð1� ð1� sÞnÞðTDIFS þ TDATA þ TSIFS þ TACKÞ ð7Þ

The transmission efficiency is:

WðnÞ ¼ PtrPsTDATA
PidleTr þPstTst þPcoTco

¼ nsð1�sÞn�1TDATA
ð1�sÞnTr þð1�ð1�sÞnÞðTDIFS þ TDATA þ TSIFS þTACK Þ

ð8Þ

According to formula (8), if there is DDATA needed to transmit, the traffic that can
successfully transmitted during a frame is DSDATA ¼ WðnÞDDATA. In 802.11p protocol,
the data transmission rate x ¼ DDATA

TDATA
.

It is analyzed in REF. [5], if there are n vehicles in the coverage of the RSU, the
total throughput is:
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EðCÞ ¼ E½P1
n¼0 ðnpðnÞDSDATAÞ xn 1

DDATA
�

¼ E½P1
n¼0 ðn ðq2RrÞne�q2Rr

n! wðnÞDDATAÞ xn 1
DDATA

�
¼ E½P1

n¼0 ððq2RrÞne�q2Rr

n! wðnÞÞ�x
ð9Þ

Therefore, the probability that there is one vehicle at least in RSU according to the
function (1) is 1� e�q2Rr . It is also the vehicle i existing probability. And the vehicle
i downloading time is:Dt ¼ 2Rr

vi
.

Thus, the total traffic that vehicle i directly downloads (one hop) from RSU is:

E½W � ¼ E½CdownlinkDt� � ð1� e�2qRrÞxTDATA
ð2W�1

2 ÞTr þðTDIFS þ TDATA þ TSIFS þ TACKÞ
� 2Rr

vi
ð10Þ

If the vehicle i only downloads within the distance d, the downloading traffic is
EðWdÞ:

E½W � ¼ E½CdownlinkDt� � ð1� e�2qRrÞxTDATA
ð2W�1

2 ÞTr þðTDIFS þ TDATA þ TSIFS þ TACKÞ
� d
vi

ð11Þ

Assuming the total traffic that vehicle i requested is EðQÞ, if EðQÞ\EðWdÞ, there is no
need to switch RSU completing the download. If EðQÞ[EðWdÞ, it is necessary to
switch RSU, it means that we need to cut the download data into different packets. We
suppose the traffic downloading from RSU_A is EðWd1Þ, if EðQÞ � EðWd1Þ[EðWÞ,
we allocate a size of EðW Þ packet into RSU_B. Otherwise, put the rest of data into
RSU_B totally. Using this solution, cut the data sequentially and divide the packet into
corresponding RSU. The segmented data is packed as Table 4.

3.4 Pre Cache

In order to allow the vehicle to connect with the RSU as soon as possible and reduce
the latency maximally, we adopt the pre-cache pattern. The PRE_CACHE packet is
shown in Table 5.

We name the time that the vehicle gets to the next RSU as Time to Live (TTL).
Flag is a number of Boolean, which 1 represents downloaded already, and 0 is not
downloaded yet. Continue Cache represents whether other vehicles requests the data
either. When there are multiple vehicles request the same data, we can use the Continue
Cache value represents the arrival time of the vehicle requested later. The value of TTL
and Continue Cache will decreases over time. If the TTL expires (TTL < 0) and

Table 4. Segmented data packet

Name Original IP Segments Destination Size

Data_1 10.0.0.1.5 Data_1.1 RSU_A EðWd1Þ
Data_1.2 RSU_B EðWÞ
Data_1.3 RSU_C The rest
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Continue Cache value is not 0, then the TTL is replaced by the value of Continue
Cache. For example, the first column of the Table indicates that the vehicle requesting
the Data_1.1 will come in 80 s; the original server IP of the data is 10.0.0.9 and the
data has already cached in this RSU. At the same time, another vehicle requesting the
data ether will come in 100 s. Besides that, the TTL value will be added to the
Continue Cache value when the RSU receives the packet and finds that it has been
cached already.

3.5 Authentication and Handoff

When RSU detects a vehicle in its coverage, the algorithm below is activated imme-
diately. Given the vehicle ID set in RSU is ф, and the ID of vehicle i is IDk. Then we
use the pseudo code in the Table 6 to authenticate the vehicle.

Once the vehicle i has been found through the Matching Algorithm, the RSU will
send the packets stored in it for vehicle i to it. Thus, the whole dissemination process
during the handoff is completed.

4 Performance Evaluation

In this paper, we use OPNET simulator to build the SDN enabled vehicular networks
architecture. The simulation architecture and parameters we set are shown in Fig. 4 and
Table 7 respectively. Based on this architecture, we verify the advantages of the
proposed data dissemination strategy by latency and retransmission ratio.

We first compared the average transmission delay in SDN-based framework with
data dissemination strategy against that in traditional framework. In order to verify the
strategy performance during the handoff among RSUs we select to transmit the bulk
traffic packets trough RSUs to the vehicle, which varies from 0M to 500M. The results
are given in Fig. 5. SDN-based framework with the proposed dissemination strategy
can reduce the transmission delay by at least 30%. Then we vary the transmission
traffic so that the vehicle needs to through more than two RSUs to complete the

Table 5. PRE_CACHE packet

Name Original server IP TTL Flag Continue cache

Data_1.1 {10.0.0.9} 80 1 100
Data_3.2.1 {10.0.0.12} 100 0 0
Data_5.4.1 {10.0.0.20} −50 1 30

Table 6. Matching algorithm

Matching algorithm

Input: IDk

1. Switch (IDk), if case i == IDk , return case i, default.
2. End switch.
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transmission, we found that when the offered traffic is low, the improvement is not
quite obvious. With the increase of offered traffic, the disparity between SDN-based
framework and the traditional framework is more and more obvious. This means that
our solution will be more effective when vehicle needs to switch RSU during the
transmission.

We further evaluated the retransmission ratio in Fig. 6. As we can see in traditional
framework the retransmissions ratio increases rapidly as the increase of packets traffic.
On the contrary, the ratio in our solution keeps at about 0.10, The phenomenon
indicates that our dissemination strategy can avoid the interruption and reduce the
reconnection time, as a result the retransmission ratio can be maintained in a lower
level.

At the last, we evaluated the RSU pre cache success ratio. As we known, in
traditional VENETs data dissemination mechanism, the bulk data will always be
cached totally, which may occupy a lot of memory space in RSU. Thus will cause the
cache failure when data is cached to RSU. Our plan will solve this problem perfectly,
cause the bulk data will be cut to different segments and then pre cached to corre-
sponding RSUs. In Fig. 7, we can see under traditional data dissemination mechanism,
the cache success ratio is about 0.2 to 0.4, while using our solution, the cache success
ratio can reach 0.8 to 0.95. It has increased substantially.

Fig. 4. Simulation model

Table 7. Simulation parameter

Parameter Value

Mac 802.11p
Wired network bandwidth 20 Mbps
RSU wireless bandwidth 10 Mbps
RSUs spacing and coverage 1000 m
Vehicle speed 20–25 m/s

Fig. 5. Transmission delay
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5 Conclusion

The paper based on the traditional traffic distribution theory and classical CSMA/DCF
mechanism in 802.11p protocol, constructed a new vehicle network architecture based
SDN. More importantly, we propose a data dissemination strategy during the RSU
handoff, which is elaborated in detail in the paper. At the last, we simulated the dis-
semination strategy in OPENET, as expected, the simulation shows that the strategy
based the architecture we proposed can reduce the latency and retransmission rate sig-
nificantly. The following work may carry research on the multi- vehicle competition
situation.
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Abstract. Boolean functions can be used in Cryptography (especially,
the global avalanche characteristics of one Boolean function is an impor-
tant property in symmetric Cipher). In this paper, when an n-variable
balanced Boolean function satisfies the minimum the sum-of-squares
indicator, we give some new properties of (n − 1)-variable decomposi-
tion Boolean functions. Meanwhile, we derive a new condition on the
sum-of-squares indicator, if the sum-of-squares indicator of a balanced
Boolean function with n-variable is greater than 22n + 2n+3 for n ≥ 3.

Keywords: Boolean functions · Auto-correlation distribution · The
sum-of-squares indicator · Propagation criterion

1 Introduction

Boolean functions can be used in Cryptography (especially, stream ciphers and
block ciphers). In theoretical computer and communications security, cryptog-
raphy is an important tool to ensure data security. How to design some Boolean
functions with many good cryptographic properties (including nonlinearity, bal-
anced, algebraic immunity, correlation immunity, etc.) is an important prob-
lem in cryptography, if one can find such Boolean functions, then constructed
based on this result meets good cryptographic properties of Boolean functions,
and then design some cryptographic algorithms, these algorithms will effectively
resist the existing types of attacks, these advantages will greatly facilitate com-
puter science, cryptography and machine learning.

In Stream cipher, strict avalanche criteria (SAC ) [1,2] and propagation char-
acteristic (PC ) [3] of Boolean functions are important properties for studying
all kinds of algorithms. But the SAC and PC capture only the local proper-
ties of Boolean functions. In order to measure the global properties of Boolean
functions, Zhang and Zheng introduced another criterion: the global avalanche
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characteristics of Boolean functions (GAC ) [4], and gave the lower and upper
bounds on the two indicators: the sum-of-squares indicator σf (22n ≤ σf ≤ 23n)
and the absolute indicator �f (0 ≤ �f ≤ 2n). Son et al. [5] derived a lower
bound on the sum-of-squares indicator of the balanced functions with n-variable:
σf ≥ 22n + 2n+3 and �f ≥ 8 for n(n ≥ 3). Sung et al. [6] improved Son et
al’s results, and provide bound on the sum-of-squares indicator for a balanced
Boolean function satisfying the propagation criterion with respect to t vectors.

[4] implied that the smaller �f and σf , the better the GAC, thus we must
study a balanced Boolean function f (x ) with σf = 22n + 2n+3 for n ≥ 3 (because
this bound is the minimum). The rest of this paper is organized as follows. Some
definitions are introduced in Sect. 2. In Sect. 3, some properties of (n − 1)-
variable decomposition Boolean functions are derived if an n-variable balanced
Boolean function satisfies the minimum the sum-of-squares indicator. Finally, a
condition of which the sum-of-squares indicator of a balanced Boolean function
with n-variable is greater than 22n + 2n+3 for n ≥ 3 is obtained.

2 Preliminaries

We denote the set of n variables Boolean functions by Bn. Every Boolean func-
tion f(x) ∈ Bn admits a unique representation called its algebraic normal form
(ANF ) as a polynomial over F2 in n binary variables:

f(x1, · · · , xn) =a0 ⊕
∑

1≤i≤n

aixi ⊕
∑

1≤i,j≤n

ai,jxixj ⊕ · · · ⊕ a1,··· ,nx1x2 · · · xn

where the coefficients a0, ai, ai,j , · · · , a1,··· ,n ∈ F2. The algebraic degree, deg(f ),
is the number of variables in the highest order term with non-zero coefficient. The
support of a Boolean function f(x) ∈ Bn is defined as Supp(f) = {(x1, · · · , xn) ∈
Fn
2 | f(x1, · · · , xn) = 1}. The hamming weight of a Boolean function f(x) ∈ Bn

is wt(f) =| Supp(f) |. A function f(x) ∈ Bn is balanced if wt(f) = 2n−1 holds.
The Hamming weight of a ∈ Fn

2 , denoted by wt(a), is the number of ones in this
vector.

The Walsh spectrum of f(x) ∈ Bn is defined as

F (f ⊕ ϕα) =
∑

x∈F n
2

(−1)f(x)⊕αx,

where ϕα = α1x1 ⊕ α2x2 ⊕ · · · ⊕ αnxn, α = (α1, α2, · · · , αn) ∈ Fn
2 .

The cross-correlation function f(x), g(x) ∈ Bn is defined by

�f,g(α) =
∑

x∈F n
2

(−1)f(x)⊕g(x⊕α), α ∈ Fn
2 .

f (x ) satisfies the propagation criterion(PC ) [3] of degree p(PC (p)) for some
positive integer p when �f,f (α) = 0 for any α ∈ Fn

2 such that 1 ≤ wt(α) ≤ p.
Let f(x), g(x) ∈ Bn, the sum-of-squares [7] indicator of the cross-

correlation between f (x ) and g(x ) is defined by

σf,g =
∑

α∈F n
2

�2
f,g(α);
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the absolute indicator of the cross-correlation between f (x ) and g(x ) is
defined by

�f,g = max
α∈F n

2

| �f,g(α) | .

The above indicators are called the global avalanche characteristics between two
Boolean functions. [7] implied 0 ≤ �f,g ≤ 2n, (�f,g(0))2 ≤ σf,g ≤ 23n.
If f(x) = g(x), then

σf =
∑

α∈F n
2

�2
f (α), �f = max

α∈F n
2 ,wt(α)�=0

| �f (α) |,

σf and �f are called the global avalanche characteristics of a Boolean func-
tion (GAC [4]), and 0 ≤ �f ≤ 2n, 22n ≤ σf ≤ 23n. The smaller �f and σf , the
better the GAC.

3 Main Properties and a Condition

[8] derived a result of a balanced Boolean function satisfying the minimum the
sum-of-squares indicator. At first, we give this lemma.

Lemma 1. [8] Let f(x) = f(x, xn) = xnf1(x) ⊕ (xn ⊕ 1)f2(x), x ∈ Fn−1
2 , xn ∈

F2. Then

σf = σf1 + σf2 + 6σf1,f2 .

Based on Lemma 1, we obtain a necessary condition (Theorem 1) of a bal-
anced Boolean function satisfying the minimum the sum-of-squares indicator in
the following.

Theorem 1. Let f(x) = f(x, xn) = xnf1(x)⊕ (xn ⊕1)f2(x), x∈ Fn−1
2 , xn ∈F2,

wt(f) = 2n−1. If σf = 22n + 2n+3(n ≥ 3), then wt(f1f2) = 2n−3 or 2n−3 − 1.

Proof. Since f(x) = f(x, xn) = xnf1(x)⊕ (xn ⊕ 1)f2(x), x ∈ Fn−1
2 , xn ∈ F2. For

α ∈ Fn−1
2 , αn ∈ F2, we have

�f (α, αn) =
∑

x∈F
n−1
2 ,

xn∈F2

[(−1)xnfx(x)⊕(xn⊕1)f2(x)⊕(xn⊕αn)f1(x⊕α)(−1)(xn⊕αn⊕1)f2(x⊕α)]

=
∑

x∈F
n−1
2 ,

xn=0

(−1)(f2(x⊕f2(x⊕α)))⊕[αn(f1(x⊕α)⊕f2(x)⊕α)]+

∑

x∈F
n−1
2 ,

xn=1

(−1)(f1(x⊕f1(x⊕α)))⊕[αn(f1(x⊕α)⊕f2(x)⊕α)].

Furthermore, for α ∈ Fn−1
2 ,

�f (α, αn) =
{�f1(α) + �f2(α), αn = 0;

2�f1,f2(α), αn = 1.
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If σf = 22n + 2n+3(n ≥ 3), we easily prove that f (x ) is 3-value auto-
correlation: {2n, 0,−8}, and | {α ∈ Fn

2 | �f (α) = −8} |= 2n−3, | {α ∈ Fn
2 |

�f (α) = 0} |= 7 · 2n−3 − 1. Thus we have
⎧
⎨

⎩

�f1(α) + �f2(α) = 2n, α = (0, 0, · · · , 0) ∈ Fn−1
2 ;

�f1(α) + �f2(α) = 0, or,−8, α �= (0, 0, · · · , 0) ∈ Fn−1
2 ;

�f1,f2(α) = 0, or,−4, α ∈ Fn−1
2 .

Thus, �f1,f2(0) = 0, or −4. It implies that wt(f1f2) = 2n−3 or 2n−3 − 1.

Based on Theorem1, we have the following result.
Denoted I = {α = (0, 0, · · · , 0) ∈ Fn−1

2 : �f1(α) + �f2(α) = 2n}, A = {α :
�f1(α)+�f2(α) = 0}, B = {α : �f1(α)+�f2(α) = −8}, C = {α : �f1,f2(α) =
0}, D = {α : �f1,f2(α) = −4}, let

|I| = 1; |A| = a; |B| = b; |C| = c; |D| = d. (1)

then
⎧
⎪⎪⎨

⎪⎪⎩

c + d = 2n−1;
b + d = 2n−3;
a + c = 7 · 2n−3 − 1;
a + b + c + d + 1 = 2n.

(2)

(1) Note that wt(f) = wt(f1) + wt(f2) = 2n−1 and
∑

α∈F n−1
2

�f1,f2(α) = [2n−1 − 2wt(f1)][2n−1 − 2wt(f1)],

so, d = (2n−2 − wt(f1))2 = (2n−2 − wt(f2))2. It means that a, b, c, d are
known.
Furthermore,

−4d =
∑

α∈F n−1
2

�f1,f2(α) = [2n−1 − 2wt(f1)][2n−1 − 2wt(f1)],

so, (2n−2 − wt(f1))(2n−2 − wt(f2)) ≤ 0.
(2) On one hand, note that

σf1,f2 =
∑

α∈F n−1
2

�2
f1,f2

(α),

so

σf1,f2 =
∑

α∈F n−1
2

�2
f1,f2

(α) ≥ �2
f1,f2

(0n−1),

where 0n−1 ∈ Fn−1
2 and wt(0n−1) = 0. We have

16 · d ≥ �2
f1,f2

(0n−1) = [2n−1 − 2wt(f1 ⊕ f2)]2,
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that is

16wt2(f1f2) − 2n+2wt(f1f2) + 22n−2 − 16d ≤ 0, (3)

thus, if 16wt2(f1f2) − 2n+2wt(f1f2) + 22n−2 − 16d = 0, then

wt(f1f2) =
2n+2 ± √

22n+4 − 4 · 16 · (22n−2 − 16d)
32

= 2n−3 ±
√

d.

So, Eq. (3) imply that

2n−3 −
√

d ≤ wt(f1f2) ≤ 2n−3 +
√

d. (4)

At the same time,

�f1,f2(0
n−1) = 2n−1 − 2wt(f1 ⊕ f2) = 4wt(f1f2) − 2n−1,

according to Eq. (1), we have �f1,f2(0
n−1) = 0, or −4, so there are two

cases:
(i) If 4wt(f1f2) − 2n−1 = −4, then wt(f1f2) = 2n−3 − 1, that is 0n−1 ∈ D.

It means d ≥ 1.
(ii) If 4wt(f1f2) − 2n−1 = 0, then wt(f1f2) = 2n−3, that is 0n−1 ∈ C.

(3) By F 2(g ⊕ ϕα) =
∑

ω∈F n
2
(−1)ωα�g(ω) for g(x) ∈ Bn and α ∈ Fn

2 , then for
any ω ∈ Fn−1

2 , we have

F 2(f1 ⊕ ϕω) + F 2(f2 ⊕ ϕω) = 2n − 8
∑

α∈B

(−1)ωα. (5)

Meanwhile, we have

F (f1 ⊕ ϕω)F (f2 ⊕ ϕω) = −4
∑

α∈D

(−1)ωα. (6)

And, according to the relationship between �f1,f2(α), �f1(α) and �f2(α),
we have

2n−1d =
∑

ω∈F n−1
2

(
∑

α∈D

(−1)ωα)2. (7)

According to the following relationship:
∑

β∈F
n−1
2

�f1 (β)�f2 (β) =
1

2
{

∑

β∈F
n−1
2

(�f1 (β) + �f2 (β))
2 −

∑

β∈F
n−1
2

�2
f1

(β) −
∑

β∈F
n−1
2

�2
f2

(β)}

and
∑

a∈F n−1
2

�f1(a)�f2(a) =
∑

e∈F n−1
2

�2
f1,f2

(e).
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so we have
∑

a∈F n−1
2

�2
f1

(α) +
∑

a∈F n−1
2

�2
f2

(α) = 22n + 2n+3 − 96(2n−2 − wt(f1))2,

it imply that σf1 + σf2 ≤ σf = 22n + 2n+3.

We have the following theorem:

Theorem 2. Let f(x)= f(x, xn)= xnf1(x)⊕ (xn ⊕ 1)f2(x), x∈ Fn−1
2 , xn ∈F2,

wt(f) = 2n−1. If σf = 22n + 2n+3 for n ≥ 3, then

(1) For any α ∈ Fn−1
2 ,

|I| = 1; |A| = 3 · 2n−3 − 1 + (2n−2 − wt(f1))2; |B| = 2n−3 − (2n−2 − wt(f1))2;

|C| = 2n−1 − (2n−2 − wt(f1))2; |D| = (2n−2 − wt(f1))2,

where wt(f) = wt(f1) + wt(f2) = 2n−1.
(2) For any ω ∈ Fn−1

2 , we have

F 2(f1 ⊕ ϕω) + F 2(f2 ⊕ ϕω) = 2n − 8
∑

α∈B

(−1)ωα;

2n−1d =
∑

ω∈F n−1
2

(
∑

α∈D

(−1)ωα)2;

F (f1 ⊕ ϕω)F (f2 ⊕ ϕω) =
∑

α∈F n−1
2

(−1)ωα�f1,f2(α);

σf1 + σf2 = 22n + 2n+3 − 96(2n−2 − wt(f1))2.

Theorem 3. Let f(x) = f(x, xn) = xnf1(x)⊕(xn⊕1)f2(x), x,∈ Fn−1
2 , xn ∈F2,

wt(f) = 2n−1. If wt(f1)wt(f2) < 22n−4−√
23n−8 + 22n−5, then σf > 22n+2n+3.

Proof. On one hand, according to Cauchy-Schwarz’s inequality, we have

σf = σf1 + σf2 + 6σf1,f2

=
∑

α∈F n−1
2

�2
f1

(α) +
∑

α∈F n−1
2

�2
f2

(α) + 6
∑

α∈F n−1
2

�2
f1,f2

(α)

≥
[
∑

α∈F n−1
2

�f1(α)]2

2n−1
+

[
∑

α∈F n−1
2

�f2(α)]2

2n−1
+ 6

[
∑

α∈F n−1
2

�f1,f2(α)]2

2n−1

with the equality holds if and only if �f1(α) = �f2(α) = 2n−1 for any α ∈ Fn
2 ,

if and only if f1(x) ≡ 0 or 1, f2(x) ≡ 0 or 1.
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On the other hand, since
∑

α∈F n−1
2

�f1,f2(α) = (2n−1 − 2wt(f1))(2n−1 − 2wt(f2)).

Thus, we have

σf ≥ [(2n−1 − 2wt(f1))]4

2n−1
+

[(2n−1 − 2wt(f2))]4

2n−1
+ 6

[(2n−1 − 2wt(f1))(2n−1 − 2wt(f2))]2

2n−1

=28−n(22n−4 − wt(f1)wt(f2))
2.

Suppose 22n + 2n+3 = 28−n(22n−4 − wt(f1)wt(f2))2, then

wt(f1)wt(f2) = 22n−4 ±
√

23n−8 + 22n−5.

Thus, if wt(f1)wt(f2) < 22n−4 − √
23n−8 + 22n−5, then 23n−2 − 22n+2 + 128+

28−n ≥ 22n + 2n+3.
It implies that

σf > 22n + 2n+3

for wt(f1)wt(f2) < 22n−4 − √
23n−8 + 22n−5.

Remark 1. If n = 3, then wt(f1)wt(f2) = 2 or 6.
Is is because wt(f1f2) = 2n−3 or 2n−3 − 1. It implies that wt(f1) ≥ 2n−3 − 1

and wt(f2) ≥ 2n−3 − 1. By 2n−1 = wt(f1) + wt(f2) we know

wt(f1)wt(f2) ≥ (2n−3 − 1)(2n−1 − 2n−3 + 1)

= 3 · 22n−6 − 2n−2 − 1.

Hence,

28−n(22n−4 − wt(f1)wt(f2))2 ≤ 28−n(22n−4 − 3 · 22n−6 + 2n−2 + 1)2

= 23n−2 − 22n+2 + 128 + 28−n.

It implies that

σf ≥ 23n−2 − 22n+2 + 128 + 28−n.

Thus when n ≥ 5, 23n−2 − 22n+2 + 128 + 28−n ≥ 22n + 2n+3, we have

Corollary 1. Let f(x) = f(x, xn) = xnf1(x) ⊕ (xn ⊕ 1)f2(x), x ∈ Fn−1
2 , xn ∈

F2, wt(f) = 2n−1. Then σf > 22n + 2n+3 for n ≥ 5.

4 Conclusions

In this paper, we obtain some results on the sum-of-squares indicator of a
balanced Boolean function, including some new properties of (n − 1)-variable
decomposition Boolean functions, a condition of the sum-of-squares indicator of
a balanced Boolean function with n-variable, and other properties. In the next
step, we will study the same autocorrelation distribution of this function by the
method in [9,10].
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Abstract. This paper analyses the smart grid’s facing challenges and
the features of new energy source, then proposes the distributed frame-
works for Cognitive Radio based Smart Grid (CRSG) on Home Area
Network (HAN), on Neighbour Area Network (NAN), and on distributed
power generators respectively. The basic protocols such as the commu-
nication protocols of cognitive radio networks, power transmission pro-
tocols among different users, and power transmission protocols between
users and distributed power plants are presented. Those protocols are
evaluated in the proposed distributed CRSG with network simulation
platform, and the results show that distributed framework is economic
and effective.

Keywords: Smart grid · Cognitive radio networks · Distributed
networks · Power grid · Resource allocation

1 Introduction

Smart grid takes advantage of the advancement in communication and control
technologies to create an automated, widely distributed delivery network through
the use of bidirectional connection of electricity and information flows [1]. Global
demand for renewable energy in distribution grids continues to rise and the
worldwide installed capacity of PV exceeded 139 GW in 2013 [2,3], a total of
approx. 200 GW PV capacity is to be installed by 2050. To reach this amount
by 2050, an average of 4–5 GW PV must be installed annually in Germany.

In SG network, because the explosive data transmission demand, the central-
ized framework face very heavy burden, distributed infrastructure and according
communication/power transaction protocol became the most hot research spot
recently. Authors in [5] propose a simulation framework for distributed intelli-
gent grid system. [6] describes the overall architecture of a monitoring system
for distributed generation infrastructures of the Smart Grid, as well as the devel-
oped pieces of hardware and software, in addition, the validation of the system
is also outlined. [7] uses two types of scalable distributed communication archi-
tectures, communication architecture with distributed meter data management
c© ICST Institute for Computer Sciences, Social Informatics and Telecommunications Engineering 2018
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system (MDMS) and fully distributed communication architecture to minimize
the deployment cost. [8] proposes a distributed, service-oriented control archi-
tecture which provides a generic framework that could support numerous smart
grid applications. [9] considers an interaction system of the smart grid, which
including the cloud computing system and load devices, moreover, the authors
propose a nested game-based optimization framework. In [10], the authors inves-
tigate the scalability of three communication architectures for advanced meter-
ing infrastructure (AMI) in smart grid, formulate an optimization problem and
obtain the solutions for minimizing the total cost of the system that considers
both the accumulated bandwidth distance product and the deployment cost of
the MDMS.

To save the communication cost and avoid the message delivery failure of
power line communication (PLC), wireless cognitive radio is a good technol-
ogy of smart grid. Centralized CRSG infrastructure is easy to create but not
suitable for accessing numerous of user-side power generators, Fig. 1 shows the
traditional centralized CRSG infrastructure, where HAN is the basic local net-
work connected with different home applications and smart devices, HAN collect
the demands/status parameters of home applications and smart devices, each
HAN has one gateway named HGW, numbers of HGWs construct the Neigh-
bour Area Network (NAN), each NAN has a gateway named NGW, the collected
parameters will be delivered to the control center (CC) through HGW, NGW
and CR base station.

Fig. 1. Centralized CRSG
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For the centralized CRSG infrastructure, along the dramatic increasing of
data/command communication demand, the burden of CC face big challenge,
at the same time, it is not convenience to access user-side distributed power
generator, in this paper, we propose a flexible distributed network framework
to try to solve those problems, and according communication/power transaction
protocols are studied.

2 Distributed CRSG Framework

2.1 Distributed Framework in HAN

In the future of the smart grid, new energy access is the undoubted trend, many
countries around the world have the user side new energy access plan, such
as Germany’s millions of roof plan, solar power systems and smart meters are
installed on the user’s roof, photovoltaic power generation send power to the grid
in the day time and recharge the balance for user’s smart meter, in the night,
users can buy power from the grid and the balance will be charged.

In the distributed framework in CRSG HAN, the wireless communication and
power transmission all are distributed. CR technology allow the CR spectrum
can be used by CR based electronic users, and distributed CR network release
the heavy burden of control center, the designed distributed network architecture
can be seen as Fig. 2. We assume each user has one energy storage, and the Data
Aggregation Unit (DAU) is the sink node of a HAN.

Fig. 2. Distributed framework in HAN



Distributed Framework for Cognitive Radio Based Smart Grid 325

2.2 Distributed Framework in NAN

The distributed infrastructure in NAN can be seen as Fig. 3, different from the
centralized infrastructure, we assume each HGW has one DAU and a wireless
transmission equipment, HGW can collect the data from user smart meters, com-
municate with other DAUs/NGWs, and send command for power transmission.
NAN support the last mile communication service for smart grid, that is, DAU
manage all the data of its covered HAN. In our design, we let different DAU can
communicate with each other and translate power with each other, then some
times the communication and power interaction between them can be successful
without the management of CC.

HAN-B

HAN-A

HAN-C

HAN-D

Fig. 3. Distributed framework in NAN

2.3 Framework of Distributed Power Generators

The combination of renewable energy and power grid is an important improve-
ment of the smart grid. Use of renewable energy power generation can be a form
of distributed matte or a centralized form. Centralized power generation usually
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makes unified scheduling directly connected to the transmission grid, for exam-
ple, large-scale wind field, large-scale photovoltaic power station with MW/GW
level. While distributed generation is usually connected to the low voltage distri-
bution network, such as 380 V or 10 kV distribution power network. Distributed
generation has the most important features of environmental protection, energy
saving and efficient. So the modern smart grid should have good incompatibil-
ities for centralized power, distributed generation, renewable energy access and
energy storage device. Distributed generation is the future development direction
of power system, the future of the power supply should be the hybrid network
of the centralized and distributed grid.

Distributed generation has a key factor of energy storage, this is the bottle-
neck restricting the distributed power generation. Currently the battery energy
storage is the most popular if the storage problem is resolved, electricity two-way
flow in the smart grid is possible. Energy storage devices can provide power sup-
ply in peak period to reduce the peak lever, and sell power to other users/power
company if possible.

As is known to all, renewable energy generally has the following several
types, photovoltaic power generation, wind power, small hydropower, geother-
mal, ocean wave force power, solar thermal power generation, fuel cell power
generation, etc. Renewable energy has the biggest characteristic of distributed
geographical position, it’s hard to uniformly control and manage all the renew-
able energy, as a result, the distributed management and self-control will be
more reasonable, At the same time, because of the distributed energy dispersion
and the randomness of the distributed generation, if adopting the fixed frequency
allocation in according communication network, the usage of spectrum resources
will be inefficient, so CR is a efficient and economy communication technology
in such smart grid.

Based on the above analysis, after joining the distributed power, the designed
distributed network architecture can be found as Fig. 4. The renewable energy
can be saved in energy storage and can be controlled by CR based SG.

3 Communication and Energy Delivery Protocols

3.1 CR Communication Protocol

We adopt the basic CR communication mechanism in this paper, each commu-
nication node listens the wireless interference at any time, its communication
will fail only if its occupying channel is recycled by a new coming primary user.

3.2 Communication and Power Transmission Protocol Among
DAUs

From the distributed NAN architecture, assuming that the area which contains
DAU-A has a lot of demand for electricity, the DAU-A will send electricity
demand message to other DAUs, by responding message from other DAUs, DAU-
A select the DAU-B which is close to DAU-A and has reasonable price as the
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Fig. 4. Framework of distributed power generators

transaction object, so DAU-A sends a purchase request directly to DAU-B. This
protocol not only reduces the power transmission distance, transmission costs,
but also increases the response speed, this protocol can be seen as Fig. 5.

Fig. 5. Communication and power transmission among DAUs

3.3 Communication and Energy Transaction Protocol
with Distributed Power Plant

In a HAN, if a user’s (say user A) electricity consumption demand increases
dramatically during the power consumption peak periods, at this time, if A get
power directly from the main power grid, usually the cost is high. For the protocol
of considering distributed power plant, DAU-A send power requirement to other
DAUs through cognitive radio technology and wait reply, on the other hand,
all the DAUs which received DAU-A’s power demand will reply if its energy
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storage is enough, DAU-A will select the best one for transaction, the protocol
is illustrated in Fig. 6.

Fig. 6. Communication and energy transaction protocol with distributed power plant

4 Performance Analysis

Under the distributed CRSG framework described before, we create a discrete
time driven simulation platform with ns-3 [11] to evaluate the performance of the
network with different CR resource allocation and power transaction protocols.

1 2 3 4 5 6 7 8
24

26

28

30

32

34

36

38

Fig. 7. User cost and available CR spectrum
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The simulation parameters are set as follows, there are three NGWs, each
NGW has three HGWs, the number of distributed power plant is 10, time-out
threshold is in [0.1, 0.8], the number of available spectrum is in [1,8], the price
of power grid is set to 0.5/kW, the path loss coefficient is from 0.2 to 0.9, the
price of distributed power plant is normally distributed between [0.2, 0.5].

Figure 7 shows that users’ cost decreases with the increasing of the number of
available spectrum. With the increase of the available spectrum, the probability
of a user get CR spectrum for transmission before time out increases, so lager
probability users can exchange power from each other, because normally users’
transaction price is lower than that of power company, so the users’ average
electricity cost will be reduced. So under the same number of available CR
spectrum, users’ cost in distributed cognitive radio smart grid (DCSG) is less
than that in centralized cognitive radio smart grid (CCSG).

Figure 8 shows that with the time-out threshold increases, user cost will
reduce. because in the spectrum allocation procedure, to avoid the long waiting
time for spectrum allocation, if the waiting time exceeds the time-out threshold,
the user will purchase power from the power grid. If the threshold is high, the
users’ waiting time became long, and the probability of users purchase power
from distributed other users increases, which leads their cost decrease.

Fig. 8. User cost and time out threshold

Figure 9 shows that with the increase of path loss, user cost will increase,
because under the situation, more power will be purchased from the grid com-
pany. Compare with the centralized network, distributed infrastructure and
according protocols can save users’ cost significantly.
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Fig. 9. User cost and path loss coefficient

5 Conclusions

In this paper, we propose the distributed frameworks of cognitive radio based
smart grid, the distributed scenarios include the distributed framework in HAN,
distributed framework in NAN, and distributed framework of distributed power
generators. The communication protocols and power transmission protocols are
also presented, and the simulation show that the distributed network and accord-
ing protocols is very economic and effective.
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Abstract. Different from traditional intelligent transportation systems, vehic-
ular platoon systems pay more attention to interactive communications of
vehicle-to-vehicle (V2V) and vehicle-to-road (V2R). Both V2V and V2R
communications in platoon have higher demands of real-time and active safety
applications, where low-latency transmission and strong perception capability
are the fundamental guarantee of platoon cooperation. This paper proposed a
cooperative vehicular platoon system based on Zynq-7000 all programmable
SoC architecture, in which six miniature vehicles are designed through Zynq
modules for evaluating the platooning performance. We use the Vivado
development kit to create the system architecture, and evaluate cooperative
communication and coordinated control technology of the platoon. The test
results show that the Zynq architecture can improve the real-time processing and
information interaction performance of cooperative platoon systems.

Keywords: Vehicular platoon � Cooperative control � Zynq/SoC �
Programmable architecture

1 Introduction

As a typical application of IoT (Internet of things), Connected vehicles use embedded
sensor devices to get vehicular status information, and implement the information
interaction through vehicular networks [1], which enables real-time networking and
information sharing between vehicles and other traffic elements (e.g. other vehicles,
road-side units, infrastructures, and pedestrians) [2, 3].

With the rapid development of vehicular networking technology, the collaborative
vehicular platooning networks has become a promising research field of connected
vehicles [4]. Vehicular platoons based on cooperative V2 V and V2R communication
technology can obtain real-time information through vehicular sensors, which can
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automatically adjust the speed of vehicles, and keep a relatively safe distance among
vehicles [5, 6].

The research of Cooperative Vehicular Platoon mainly arises from intelligent vehicle
system architecture internationally. The PATH group, from the University of California,
Berkeleyin, proposed the 5-tier architecture based on the intelligent vehicle-highway
system Architecture in 1991 [7], specifically including the network layer, link layer,
coordination layer, control layer, and physical layer. The network layer mainly solves the
routing problemwhile the link layer adjusts the speed of vehicles along with the real-time
traffic on the road. The coordination layer selects the corresponding control strategy, and
the control layer implements it subsequently. At the same time, the physical layer includes
vehicle-mounted controllers and the physical structure of the vehicle [8]. A vehicular
collaborative driving system structure was proposed by Tsugawa et al. in 2000. They
analyzed the demand of vehicle cooperative driving function and designed a 3-tier system
structure, including traffic control layer, vehicle management layer, and vehicle control
layer [9]. In this system, the traffic control layer is positioned on the roadside while the
vehicle management layer and the control layer are located on the vehicle side, which are
used for the implementation of cooperative driving strategy. Hallé and Chaib-draa pro-
posed the collaborative driving systems, which has made a detailed description of data
acquisition and processing, platoon coordination control, and platoon communication in
the process of cooperative driving [10].

Nowadays, as the emerging embedded applications such as system on a pro-
grammable chip (SOPC) and advanced driver assistance systems (ADAS) are devel-
oping rapidly, traditional embedded development platforms are hard to satisfy the big
data demand, high computation ability and scalable development capability [11].
Xilinx officially launched the first scalable processing platform for Zynq-7000 series
embedded in the General Assembly 2010 held in Silicon Valley, where the ARM®
Cortex™-A9 MPCore (PS) and 28 nm low-power FPGA logic (PL) are tightly inte-
grated together [12].

Using real cars to carry out the experiment will bring great difficulty to the research
and design in real environments, and the complexity of the experiment and mainte-
nance will greatly increase the cost. Therefore, we take smart miniature vehicles as the
experimental platform of vehicular platoon and design a cooperative vehicular platoon
system based on six Zrobot-III modules, which are built by Zynq-7000 embedded SoC
architecture. The remainder of this paper is as follows: Sect. 2 introduces the system
model of the cooperative vehicular platoon. Section 3 describes the detailed design of
the cooperative vehicular platoon system, followed by a brief of key algorithms in
Sect. 4. Section 5 presents the analysis of the experimental results and Sect. 6 con-
cludes this paper.

2 System Model

2.1 Zynq/SoC Architecture

As shown in Fig. 1, The Zynq extensible processing platform (EPP) products consists
of a SoC style integrated processing system (PS) and programmable logic (PL), which
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provides an extensible and flexible SoC solution on a single chip [13]. On the single
chip, the PS includes the dual ARM Cortex-A9 processor, which comes with a dedi-
cated NEON co-processor and a double-precision floating-point arithmetic unit. The PS
is connected to the PL resources through multiple AXI (Advanced Extensible Interface)
ports.

The PL features Xilinx 7 Series FPGA logic from the Artix and Kintex families
which consists of configurable logic blocks (CLBs) and block random-access memories
with high performance and ultralow power consumption. AMBA (Advanced Micro-
controller Bus Architecture) bus specification is an open standard interconnection
specification, which is used for the connection and management of the system function
modules on the chip. ARM processor is able to control the design of the function
module via AXI bus in accordance with the design of using FPGA to customize
function module. Compared to a single ARM Cortex A9 board or a single Xil-
inx FPGA board, Zynq series products not only integrate different technology char-
acteristic processor and FPAG on a single chip, but also build the high- performance
connection between the processors and FPGA.

2.2 Cooperative Vehicular Platooning Model

This vehicle platoon system mainly consists of one miniature leading-vehicle and five
miniature following-vehicles, where each vehicle is designed based on the Zynq/SoC
architecture. To realize vehicular platooning cooperation, we have added some nec-
essary sensor modules to the miniature vehicles. Table 1 lists all the peripheral devices
used in each vehicle of the system.

Figure 2 shows the proposed cooperative vehicular platooning framework. The
platoon moves forward in accordance with the safe distance between the vehicles,
while the ultrasonic module can ensure the safe distance in real time.

The PL is mainly responsible for processing the received information and collecting
the data of the vehicle through sensor modules. Then, the data is processed and

Dual ARM
Cortex™-A9

MPCore

Memory 
Interface

Processing
System

FPGAAccelerator

Generic 
Peripherals

Generic 
PEripheras/

Defined 
Peripherals

AXI4

Fig. 1. Zynq/SoC architecture.
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transmitted to the PS. When the leading-vehicle meets the obstacle, the PS calculates
the expected direction and speed through data from the infrared photoelectric sensors
and ultrasonic sensors, and sends the signal to the following- vehicles through ZigBee
networks. Following-vehicles integrate its self-perception parameters and the received
data to extract characteristic and adjust attitude, and then follow the head vehicle to
make the corresponding action. Self-perception parameters mainly include the current
position, the distance to the vehicle ahead, the direction angle, and the speed. When a
vehicle plans to leave the platoon, it will send the request commands to the vehicle
platoon through the ZigBee network and perform the corresponding action when
receiving the confirmation. After the vehicle leaves the platoon, the following vehicles
keep up with the forward vehicle smoothly. If any vehicle intends to join in the platoon,
it will send the request parameters to the leading-vehicle, and follow the last vehicle in
the platoon with permission.

Table 1. Peripheral settings in the system.

Device name Number

Ultrasonic sensors 3
Infrared photoelectric sensors 3
Brushless DC motors 2
Holzer velocity measurement units 2
USB camera 1
Gyroscope module 1

Leading-vehicle Following-vehicle Following-vehicle

 Posture,Orientation,Speed Posture,Orientation,Speed

Control Information

Leading-vehicle Following-vehicle

Sensor 
Data

PS

PL

Data 
Processing

Own 
Parameters

Control 
ParametersControl 

Signal

Sensor 
Data

PS

PL

Own 
Parameters

Control 
Request

Data 
Processing

Attitude 
Adjustment

ZigBee 
Network

Fig. 2. System architecture.
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3 Cooperative Vehicular Platoon System

3.1 Hardware Platform

The proposed system is built on ZedBoard, which is a development board with high
performance based on Zynq-7000. ZedBoard provides 512M DDR3, 256M four bit
SPI FLASH and 4 GB SD card and contains an OTG USB, a USB serial port and
Gigabit Ethernet port. In addition, five Pmod interfaces and a FMC (FPGA Mezzanine
Card) extension connection are offered as well. We rebuild ZedBoard through inte-
grating necessary peripheral modules to set up the miniature platooning vehicles.

Figure 3 illustrates the whole underlying hardware architecture of the miniature
vehicle. Each miniature vehicle is composed of five components—power module,
communication module, display module, attitude acquisition module and obstacle
avoidance module.

3.2 Design of PS and PL

We built an embedded Linux operating system on the PS, using Linux to manage all
peripheral interfaces of the cooperative vehicular platoon system. The peripheral
interfaces include the human-machine interface, acceptance of control signals, and call
of IP cores. When the system is powered on, BootROM starts to control the whole
initialization process. FSBL (First Stage BootLoader) fulfills the initialization of the
PS, and then uses the bitstream file to configure the PL. Finally, FSBL loads U-boot
into ARM to complete hardware initialization, and Linux kernel sets up the compile
environment. Based on the IP module address (shown in Fig. 4), Linux driver calls the
corresponding modules by the address.

Pmod on the ZedBoard has four interfaces: JA, JB, JC, JD. PWM signal is inter-
faced to the JA port of Pmod to control the motor’s speed. Speed signal is connected to
the JB port of Pmod to obtain the speed of vehicle, acceleration, and the current
direction. Ultrasonic signal is linked with JD port of Pmod, which collects the distance
with the front vehicle and identifies the obstacles to maintain the normal inter-vehicle
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ARM9
Driving 
module

Display 
module

ARM9

FPGA

Memory interface

I/O

EM
IO

Communication 
module

Speed 
acquisition

Gyroscope Camera Ultrasonic Infrared

Attitude acquisition module Obstacle avoidance module

Fig. 3. Hardware architecture of miniature vehicle.
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distance. Optical signal and UART signal are jointed with the JC port of Pmod for
signal transmission.

3.3 IPcore

Zynq/SoC architecture is focused on IP based system realization, and IPcores have
become the key technology of SoC design. In the process of design and development,
we can define our own IP cores according to the specific requests. Using vivado
development tools, the VHDL program will be packaged as user IPcore, which
includes configurable register group, clock, reset, and interrupt port. This system
designed motor, speed, UART, ultrasonic and other IPcores. The hardware architecture
is illustrated in Fig. 5, where we use self-defined IPcores in Vivado.

Fig. 4. Module address.

Fig. 5. Systems block configuration.
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4 Design of Key Algorithms

4.1 Cooperative Sensing

The collaborative sensing requires various sensors to deal with complicated environ-
ments. Before making a control decision, we must process the different sensing data in
different formats to get effective information, and then transmit to the PS according to
the specific format predefined. In the process, the multi-source information fusion is
necessary for cooperative sensing. As depicted in Fig. 6, the multi-source information
fusion model is divided into two progressive stages. The sensor modules mainly
include camera, ultrasonic sensor, gyroscope, and infrared sensor. In the first stage, the
raw data obtained from the sensors are processed and transformed to characterize
surrounding environments, extracting features transmitted to ARM processors (PS) in
Zynq. In the second stage, the system gets the control parameters and evaluates the
results after information was processed, and then sends control signals to the platoon.

4.2 Information Interaction

V2V communications play an important role in the vehicle platooning system. ZigBee
is mainly used for data transmission between miniature vehicles in short distance and
low power consumption, which can be used to transmit periodic data and intermittent
data in low reaction time, and also effectively to ensure the transmission of control data.
In this system, ZigBee module is connected to the UART port of ZedBoard, which
forms a mobile ad-hoc network.

ZigBee on the head-vehicle is served as the coordinate node to supervise the whole
network. In that way, ZigBee modules on other vehicles are responsible for

Other vehicle data

Posture evaluation

Control signal

Get Sensor Data

Feature extraction

Sensor 
Interface

Data Processing 
in PS

Control command

Fig. 6. Multi-source information fusion model.
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communication as routing nodes, Zynq chip calls UART’s IPcore, function
pthread_create(&tid[0], &attr[0], thread_serial_ttyPS1, NULL) gets ZigBee network
data, and packages vehicle information into a data packet in accordance with the
custom format, while the packet is sent to other vehicles through the UART. The
communication data packet format is defined as follows:

StartByte ->1B (represent start byte of packet)  
PropertyId->1B (represent PropertyId) 
NodeId->1B(represent device node Id) 
PacketLength->2B (represent the length of the package) 
PrivateData->XB (represent load content) 
EndByte->1B (represent end byte of packet)

5 Experimental Analysis

The development and design of system algorithms is based on Vivado suite, which
provides a new integrated engine, IP and hardware and software integration. After the
system is completed, we create the system_wrapper, and add the pins and timing
constraints. At the end of the system compilation, Vivado will generate a compile
report. From the utilization report in Fig. 7, it indicates that the main consumption of
LUT (logical unit table) is about 2/3 and memory LUT only consumes 9%.

After the completion of code writing and simulation debugging, we make the boot.
bin image which runs on the miniature vehicle. When the system is powered on, each
module on the vehicle operates normally. The camera of leading-vehicle collects
surrounding information to confirm and identify the obstacles ahead assisted by
ultrasonic distance measuring module. The PL analyzes the underlying dense data
stream of image, motion control, and other typical applications in the system, and the
data is reported back to the PS, allowing the vehicle make corresponding movements of
obstacle avoidance, turning and so on, and also transferring the data to the follow -
vehicles behind. As shown in Fig. 8, follow-vehicles travel stably at the back of leading
car according to a safety distance at a constant speed.

Fig. 7. Utilization report.
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Under the normal running of the system, image distortion and dislocation will
occur, making it unable to show the processing results, which influences the identifi-
cation of obstacles. Since the image is displayed completely, after excluding the
problem of image transmission width, the problem of unstable IPcore work of image
pre-processing is found. During the design of IPcore, in hardware project, the clock of
processor, data bus, VDMA transmission channel related to IPcore should be set
uniformly, because the reference clock in HLS will influence the compiling results of
IPcore, and the PS works normally after the problems are solved. As depicted in Fig. 9,
when the front vehicle turns or deviates direction, the system can successfully detect
the characteristic points on the vehicle. After that, the PS establishes the coordinate
system according to the characteristic points, and calculates the deflection angle of the
front vehicle.

6 Conclusions

Communication technology is the key support of cooperative vehicular platoon system,
which is the future development direction of connected vehicles. Zynq is a
high-performance processing platform with low power, and it is a flexible and scalable
solution. We designed a cooperative vehicular platoon system based on Zynq-7000
embedded SoC architecture, which can take place of the real car to emulate the scene of
vehicular platoon and help to verify the cooperative algorithm as well. It is shown
through experiments that the Zynq architecture can improve the real- time processing
and information interaction performance of cooperative platoons. In the future, we will
mainly focus the cooperative control algorithm embedded into Zynq, and optimize
V2V interaction algorithm, which can give full play to the framework advantage of
PS + PL of Zynq/SoC.

Fig. 8. Platoon prototype.

Fig. 9. Image processing result.
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Abstract. This paper presents a 24-bit fixed-point multi-mode Coor-
dinate Rotation Digital Computer (CORDIC) engine for VLSI imple-
mentation of Independent Component Analysis (ICA). Three different
modes are integrated for computing sine/cosine, arc tangent and square
root to save system resource. We describe the design method for decid-
ing iteration time and fixed-point bits, and present the architecture of a
pipelined VLSI implementation. An approximation method is proposed
to decrease the data to be pre-stored. The CORDIC engine is designed
and implemented with SMIC 65 nm CMOS technology. The performance
and computation results of this engine are shown to be very high-accurate
and area-efficient.

Keywords: CORDIC · ICA · Sin · Cos · Arctan · Square root

1 Introduction

The Coordinate Rotation Digital Computer (CORDIC) algorithm is an itera-
tive algorithm for computing general vector rotation. It was first brought up by
Volder [7], and then it was refined and improved by Walther [8]. CORDIC can
compute the trigonometric function, hyperbolic function, logarithm, exponential
and square root with only adds and shifts. Therefore, it is suitable for hardware
implementation and has applied in many areas including signal processor, com-
munication system and mathematic co-processor.

Independent Component Analysis (ICA) is a widely used algorithm for blind
source separation in signal processing. For very large scale integration (VLSI)
implementation of ICA, trigonometric and square root functions are neces-
sary [1,4,6], for which CORDIC is a perfect solution. The work in this paper
integrates the computation of trigonometric and square root functions in one
CORDIC engine, and improves the algorithm specially for hardware implemen-
tation. Finally we implement a 24-bit fixed-point multi-mode CORDIC that can
compute arc tangent, sine/cosine and square root in one engine with different
modes.

The remainder of this paper is organized as follows: Sect. 2 introduces
the basic principle of CORDIC. Section 2.1 introduces the improved algorithm
c© ICST Institute for Computer Sciences, Social Informatics and Telecommunications Engineering 2018
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and design methodology. Section 4 introduces hardware architecture. Section 5
presents the timing and area results of the CORDIC engine implementation.
Section 6 is the conclusion.

2 Introduction

2.1 Overview

The basic idea of CORDIC is to approach a rotation angle by swinging a series of
fixed angles. CORDIC executes a rotation in each iteration. As shown in Fig. 1,
to rotate vector (xi,yi) by θ to get the new vector (xj ,yj):

xj = r cos(α + θ) = xi cos θ − yi sin θ
yj = r sin(α + θ) = yi cos θ + xi sin θ

(1)

Split θ into N smaller rotation angles, for the nth rotation:
(

xn+1

yn+1

)
= cos θn

(
1
tan θn

− tan θn
1

)(
xn

yn

)
(2)

For clarity, a new variable zn is used to calculate the residue angle to be
rotated. Then the final form of the rotation process is shown in (3) and (4):

(
xN

yN

)
=

N∏
n=1

cos(m1/2θi)

(
1

m1/2dn tan(m1/2θi)
−m1/2dn tan(m1/2θi)

1

)(
x0

y0

) (3)

zN = z0 +

N∑
i=1

diθi (4)

Fig. 1. The coordinate rotation



A Multi-mode Coordinate Rotation Digital Computer (CORDIC) 347

In rotation mode, zn is forced to approach zero, while in vector mode yn is
forced to approach zero.

For the convenience of hardware implementation, each rotation angle is cho-
sen to be related with 2−n as (5). With this constraint the complicated compu-
tation of arc tangent can be replaced by simple bit-shifting [3].

θn =

⎧⎨
⎩

arctan(2−n) m = 1
2−n m = 0
arctan h(2−n) m = −1

(5)

CORDIC executes circular rotation when m = 1, hyperbolic rotation when
m = −1 and linear rotation when m = 0.

After times of iteration, cosθ in (3) becomes a constant, which is defined as
the correction factor K:

K =

⎧⎪⎪⎪⎨
⎪⎪⎪⎩

∞∏
n=0

√
1

1+2−2n ≈ 0.6072 m = 1

1 m = 0
∞∏

n=1

√
1

1−2−2n ≈ 1. m = −1

(6)

Correction factor can be multiplied to the final result after the last iteration,
so the iteration can be simplified as:

⎧⎨
⎩

xn+1 = xn − mdn2−nyn
yn+1 = yn + dn2−nxn

zn+1 = zn − dnθn

(7)

Different functions are fulfilled with different choices of m and d. This work
includes three different calculating modes: sine/cosine, arc tangent and square
root. The details of parameter settings, input and output for these three modes
are shown in Table 1.

Table 1. Initialization for different modes

Mode m d Input Output

Sin/cos 1 sign(zn) x0 = 1/k, y0 = 0, z0 = θ xn = cosθ
yn = sinθ

Arctan 1 −sign(yn) x0 = 1, y0 = x, z0 = 0 zn = arctanx

Square root −1 sign(zn) x0 = x + 1/4, y0 = x − 1/4, z0 = 0 xn =
√

x

3 Improvement of Algorithm and Design Methodology

3.1 Algorithm Improvement

As shown in Eq. (6), the value of θn is changing in each iteration. These values
need to be pre-stored in implementation, which consume more area. To save
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hardware resource, we optimize the algorithm by an approximate method. We
know arctan(xn) can be expanded with Taylor series:

arctan(xn) = xn − x3
n

3
+

x5
n

5
− x7

n

7
+

x9
n

9
· · · (8)

When xn equals to 2−n, Eq. (8) can be further simplified:

arctan(2−n) = 2−n − 2−3n

3
+

2−5n

5
− 2−7n

7
+

2−9n

9
· · · (9)

The value of arctan(2−n) is gradually approaching 2−n as it iterates more
times. When the number of iteration time is large enough, we could replace
arctan with the first term 2−n only, thus an operation of simply shifting could
be used to save area and enhance computing speed as well.

As shown in Table 1, the calculation of square root (m = −1) is not required
to output zn, while the other two modes is irrelevant arctanh, thus the calculation
of arctanh is not needed, only arctan (m = 1) is needed to be implement as above.

3.2 Algorithm Implementation

CORDIC fulfills its function by making a specified parameter approach to zero,
zn is forced to zero for rotation mode, while yn is forced to zero for vector mode.
In VLSI implementation, it is difficult to constantly judge whether the specified
parameter has approached to zero during each iteration process, we need to fix
the iteration times. An appropriate planning of iteration times could achieve the
balance between the consumption of resource and calculation accuracy.

Figure 2 shows the relation between iteration times and absolute error. The
result shows that as iteration times increase, the calculation accuracy is higher
logarithmically. Square root requires less iteration times than the other two
modes. The calculation accuracy of square root reaches around 10−6 when iter-
ating 9 times, while the iteration number is required to be 17 for sin/cos and

Fig. 2. The relation between iteration time and accuracy
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Fig. 3. The relation between fixed-point bit and accuracy

arctan modes. Therefore we choose 17 for sin/cos and arctan modes, and 9 times
iteration for square root mode.

The hardware design uses fixed-point instead of floating-point. In the process
of converting float-point number to fix-point number, proper bit-width is impor-
tant. As shown in Fig. 3, the absolute error reaches around 10−6 when the fixed-
point bit is around 20. Therefore we choose 24 bit fixed points with 20-bit decimal
places.

4 Architecture Design

4.1 Pre-processing for Square Root

For arctan mode, the output is in [−π/2, π/2] [2], and for sin/cos mode, the
available interval of input is [−π/2, π/2] [5], which does not need any initializa-
tion. While the simulation results in Fig. 4 show that the input range of square
root needs to be [1.1, 8.1], otherwise accuracy gets worse rapidly. So for square
root mode, a pre-processing is required before iteration. As shown in Fig. 5, we
need to determine whether the input number is in the specified range. If not,
shift the input number left or right by 2i bit (i for shifting times) until it is in
the range. When the calculation is done, shift the output left or right by i bit
to eliminate the impact of pre-process. As shown in Fig. 6, when input is out of
the range, with pre-process we can still get a result of high accuracy.

As shown in Fig. 7, the system uses a pipelined architecture to implement
the core calculation part. According to different input of calculation modes, the
rotation direction is decided by a multiplexer, so that addition or subtraction
would be executed in each iteration. As mentioned in III-A, value of arc tangent
of the rotation angles does not needed to be all saved as a table. As shown in
Table 2, only seven values of arctan(2−n) need to be pre-stored. When n> 6,
value of arctan(2−n) can be easily approximated by 2−i, which is achieved by
shifting in hardware implementation.
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Fig. 4. The available range for the original square root algorithm

Fig. 5. Flow diagram of initialization for square root mode

Fig. 6. The available range after the initial operation for square root
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Fig. 7. Structure of the pipelined CORDIC

Table 2. Table of rotation angle

n Tangent Value Hex value

0 arctan 0.78539816 C90FE

1 arctan 0.46364761 76B1A

2 arctan 0.24497866 3EB6F

3 arctan 0.12435499 1FD5C

4 arctan 0.06241881 0FFAB

5 arctan 0.03123983 07FF5

6 arctan 0.01562373 03FFF

5 Results and Dissussion

The CORDIC engine is implemented by Verilog HDL at behavior-level. The sim-
ulation is performed in VCS, and its results are shown in Table 3. It can be seen
that the CORDIC engine have a high accuracy of about 10−6. For sin/cos and
arctan mode, the result is ready after 20 clock cycles as shown in Figs. 8 and 9,
respectively. For square root mode, the result is ready after 12 clock cycles when
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Table 3. Simulation results

Mode Input Exact result Hex result Decimal result Error

Sin 1
4
π 0.707106 0B5054 0.707111 4.6 × 10−6

3
8
π 0.923880 0EC836 0.923879 0.1 × 10−6

Cos 1
4
π 0.707106 0B504a 0.707102 4.2 × 10−6

3
8
π 0.382683 061F75 0.382680 3.5 × 10−6

Arctan 1 0.785398 0C9105 0.785405 7.1 × 10−6

2 1.107148 11B6E5 1.107152 4.0 × 10−6

Square root 6 2.449489 27311F 2.449492 2.7 × 10−6

4 2 200001 2.000001 9.5 × 10−7

Fig. 8. Simulation of mode sin/cos

Fig. 9. Simulation of mode arctan

Fig. 10. Simulation of mode square root

input is in the specified range as shown in Fig. 10. Besides the clock cycles for each
iteration, there are three more cycles for data input, initialization and choosing
output data, respectively.

The design uses 65 nm low power process. Synthesis is carried out by Design
Compiler. Placement and route(PR) use IC Compiler. The timing analysis is
performed in Primetime. Synthesis and PR is done with the low threshold voltage
devices and regular voltage devices under slow corner (1.08v/120◦C). The use of
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low threshold voltage devices can save power consumption. The analysis under
slow corner leaves a margin for actual environment. The Table 4 shows the results
of synthesis and PR, namely critical path delay and cell area. The size of this
CORDIC engine is 600μm × 350μm. Design uses 1441 sequential cell to achieve
all the three calculation modes which is of high source efficiency. The Fig. 11
indicates the clock tree structure of the design. It has a 7-level clock tree to
balance the delay.

Table 4. Synthesis and pr results

Synthesis Place & route

Critical path delay 1.03 ns 1.24 ns

Combinational cell 37653 41398

Sequential cell 1441 1441

Cell area 117991.7 μm2 155176.8 μm2

Fig. 11. The clock tree structure of backend place and route

6 Conclusions

In this paper, the design and implementation of an 24-bit efficient multi-mode
CORDIC engine are proposed. This CORDIC engine can achieve high-accuracy
with appropriate fixed-point design. It is of high-efficiency with fully pipelined
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architecture. Instead of using various CORDIC units for different modes, it com-
bines the calculation for sine/cosine, arc tangent and square root together. This
multi-mode design makes the proposed CORDIC engine very area-efficient. It
is suitable for VLSI implementation of high-precision ICA algorithm, as well as
other applications in areas such as high-accurate biomedical signal processing,
communication system and mathematic co-processor.
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Abstract. However applying encryption in physical layer reveals high levels of
security, it can increase the system complexity and it can affect the communi-
cation reliability. This paper shows how to overcome these problems, where it
doesn’t only show the design of combined Low Density Parity Check (LDPC)
code and Customized Stream Advanced Encryption Standard (CSAES) to
increase the security level, but it also introduces a practical implementation for
it. The proposed algorithm is designed in order to optimally exploit the hardware
resources, and FPGA parallelism to achieve high throughput and to save
hardware size. The design method shows how channel coding can be exploited
to increase the security and resist attacks without affecting the communication
reliability. The proposed algorithm is implemented on (Cyclone-IV4CE115) to
achieve variable throughputs. It achieves 604 Mbps and 10−6 BER at SNR =
3.25 dB, while it can achieve 2 Gbps for SNR greater than 6 dB. NIST tests are
applied to check the ciphered output randomness, and also the resistance of the
algorithm against some attacks is discussed.

Keywords: LDPC � AES � McEliece � Combined encryption-channel

1 Introduction and Overview

The methodology of integrating the channel coding algorithm and encryption algorithm
is often based on using public generator matrix that gives no information about its
parity check matrix such as public key encryption. In 1978, the first channel coding
based cryptocodes algorithm was introduced by McEliece Public key (MP) cryptogra-
phy [1]. It begins with choosing the irreducible t-degree polynomial (Goppa Code) for
the parity check matrix H; calculate G from Parity matrix H, then choosing Sk�k

scrambling matrix and Pn�n permutation matrix. The next step is to publicly calculate
the public key from (1), while keeping the ingredient of the public key secret so only
who have the secret key can recover the information from the codeword. In encryption,
the sender can encrypt input data U by multiplying it by the public generator matrix G

0
,

then adding random intentional errors to obtain encrypted word C as shown in (2) [1].
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G' = S � G � P ð1Þ
C ¼ U � G0 þ eint ð2Þ

The weight of e must be chosen less than the error correction capability of the
decoder. Because only the authenticated receiver has the secret key, it can remove the
intentional errors and recover the information as shown in the next equation.

X_ ¼ C � P�1 ¼ U � S � Gþ eint � P�1 ð3Þ

Despite the robustness of MP algorithm, its key length and complexity directed the
researchers to try other more lower complexity solutions such as replacing Goppa
codes by LDPC codes [2]. However LDPC codes reduce the complexity, it makes the
algorithm vulnerable to many attacks that exploit the sparse nature of the LDPC code.
Different methods are proposed to solve this problem, such as using of more denser
matrices, or QC-LDPC based random differences family code construction [3], using
irregular QC-LDPC [4, 5], or selection of better intentional error vectors methods [6].
Other methods of MP based LDPC codes apply the addition of intentional error in
modulation function to increase the security [7]. Many researches exploit the MP
structure and the AES structure to combine between them. These methods based on
exploiting the nature of LDPC code as high diffusion codes to replace the multipli-
cation MixColumns operation of AES and to reduce the number of AES rounds.
Because such systems contain both public key encryption algorithm, and also private
key encryption, it is called hybrid systems. Some researches show that only six rounds
[8] or seven rounds [9] or nine rounds [10] from AES is enough for such combined
system.

The evaluation of security level for a certain cryptosystem is defined by the number
of operations that are required to break it, which called work factor as described in [4],
or cryptanalysis complexity as defined in [11]. This factor represents the capability of
the algorithm to resist attacks. For example AES system actually has four parameters in
each round. These parameters are the field irreducible polynomial, the affine trans-
formation for Sbox, the offsets for ShiftRows, and the polynomials for MixColumns.
Rijndael was designed to have resistance against the majority of known attacks based
on its linear and nonlinear function represented in diffusing layer and substitution layer
(Sbox) respectively [12]. The Sbox nonlinearity is measured by its differential prob-
ability, and output correlation. AES Sbox Differential Probability (DP) is d ¼ 2�6, and
Sbox maximum correlation j ¼ 2�3 [13]. As described in [14] the resistance of AES
against differential cryptanalysis depends on both the non-linear building blocks and
the linear mixing maps interconnecting them (i.e. MixColumns and Shiftrows). Super
boxes include both linear and non-linear components. The differential property of the
linear mixing map is called the differential branch number which can be calculated
from (4). Branch number b(U) is used to determine the bound of Expected Differential
Probability (EDP) of the Super box as described in (5) based on differential property d
of its nonlinear component (Sbox).
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bðUÞmin
a 6¼0:

xdðaÞþxo / að Þð Þð Þ ð4Þ

max
a 6¼0

EDP� db Uð Þ
� �

ð5Þ

Where xd the weight of the input difference and xo / að Þð Þ is the weight of the
output of the linear mixing mapping. The maximum branch number b(U) obtained
from EDP=DP as explained in [11, 14] for four rounds of AES is 225. So the maximum
differential probability equals d25, and the maximum linear probability equals j25.

To decide the algorithm strength, the maximum differential cryptanalysis must be
lower than 2−127, and maximum linear probability must be lower than 2−64 to achieve
complexity higher than O(2128). Customized Sbox has to be tested to check its strength
as shown in [15]. The nonlinearity test indicates the minimum hamming distance
between its output 2n binary string and n variable affine transformation. Strict Ava-
lanche Criteria (SAC) test and Propagation Characteristic (PC) test reflect the rela-
tionship between the input changes of the Sbox to its output changes, to pass this test,
half of the output must change randomly.

The proposed algorithm LDPC-CSAES introduces a practical algorithm that
achieves a better level of security compared with previous work. It shows how the
integration can increase the system capability to resist attacks, and achieves high
throughput, while keeping the error correction performance without effect. It is based
on stream AES to encrypt the data before and after LDPC.

Stream ciphers are used in order to not affect the error correction rate, but it requires
synchronization, for this reason, a novel idea for synchronization that increases the
security and resists attacks is introduced.

The security improvement in the proposed algorithm is based on the following:

• Double AES size, AES parameters customization, and shared shuffling function
[16].

• CTR mode of operation combined with LDPC, where CTR mode has better
resistance against attacks as described in [17].

• Adding extra data and permutation [18], Parallel processing.
• Using of Sync Word (SW) to prevent modifications as will be discussed later.

The next section discusses the security, the complexity, the reliability degradation
problems that are targeted to be solved by LDPC_CSAES. Section 3 explains the
proposed algorithm, while Sect. 4 explains its FPGA implementation. Section 5 dis-
cusses the results, related work comparison, and LDPC-CSAES resistance to attacks.

2 Problem Formulation

The tradeoff between error correction capability of the algorithm, system complexity,
and security level, especially in the presence of side channel attacks, is a serious
problem. The problems that face the McEliece like algorithm designers embody in
choosing random matrix and method of generating error vector, where adding fixed
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errors can be removed very easily, while adding variable errors is restricted by the
capability of error correction of the decoder, which cannot exceed the minimum
hamming distance between codes according to the decoding principles [6], and it
resulted in performance degradation. So the tradeoff between error correction rate and
security represent a real problem in this situation. The MP secret ingredient can be
easily extracted by Power analysis (PA) attacks, the problem that requires adding more
complications to the system [19].

Using of joint AES–LDPC, increases the security level of MP like algorithm, but it
increases the complexity also, and it is based on ECB mode of operation that resulted in
reducing the error capability of the system where one bit error means a frame error
because of AES avalanche criteria. The second problem resulted from using ECB mode
its vulnerability to attacks [17]. Actually joint AES–LDPC is based on reducing some
rounds of conventional AES in order to reduce the complexity, so it is always have low
security level compared with conventional systems that contain separate AES and
separate LDPC. Increasing the security level of joint AES guided the researchers to
increase the no of rounds again from 6 rounds in 2008 [8], to 7 rounds in 2013 [9], to 9
rounds in 2014 [10], ends with 10 rounds again as conventional AES in 2015 [20].
The JASALC method described in [11] based on replacing the MixColumns operation
by QC-LDPC parity matrix, and interlace of other AES round’s functions with
QC-LDPC parity matrix. It is claimed that this method has low complexity, while
decoding operation based on Sbox of soft information input, and dual step decoding
actually increase the complexity.

3 The Proposed Algorithm and Related Works

Unlike other algorithms, the proposed algorithm is based on CTR mode of operation
instead of ECB mode, where CTR mode has better resistance against PA attacks
compared with ECB [17]. The problem of CTR mode embodies in its need for syn-
chronization. The LDPC-CSAES introduces a solution for synchronization, where it
separately encode the synchronization word with a random constructed LDPC matrix,
and repeat it, then concatenate it with the encrypted codeword and send it after per-
mutation operation, this method achieves high error correction rate where it based on
repeated codes that is decoded separately and decoded together as will be shown in
next subsection. It also increases the security, where the addition of random data to the
codeword is recommended to increase the security as described in [18]. The Sync Word
(SW) consists of system ID, Counter Value (CV), and Random Vector (RV), where RV
is also used to mask the ID and CV, so adding it to encrypted codeword doesn’t affect
the total frame randomness.

The input data block to the algorithm consists of two frames, each frame input data
length is 256 bit which is double size of conventional AES as recommended in [21] to
resist side channel attacks. The algorithm begins with input initialization which is
executed by XOR of IV and SW. Every round of AES-256 contains customized Sbox,
conventional MixColumns for 128 bit input, customized permutation represented in
256 bit permutation, and key 256 bit XOR, as shown in Fig. 1. After 3 rounds of
AES-256 the AES output is xored with LDPC input. During LDPC coding operation,
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the AES-256 is working in parallel to prepare a cipher stream (randomly permuted
frame from the AES-256 output after 6 rounds and 9 rounds) to be xored with the 512
bit output of LDPC to obtain the first encrypted codeword W1. The second frame
treated like the first frame except for the AES-256 input for the second frame is the
output of the AES-256 from the previous frame as represented in Fig. 1 to obtain W2.
Repeated SW, W1, and W2, are concatenated together and permuted to obtain the
encrypted block. The structure of AES-256 is the same for decryption-decoding pro-
cess because of using stream cipher. The decryption-decoding process begins with
inverse permutation for the received data and then SW decoder is used to decide
whether to initialize the operation or not. According to the received data, i.e. if the
received data is too noisy or modified the operation is stopped, this method proposes a
novel idea to resist fault attacks, and modification attacks, and in the same time not
affect the error correction rate in case of noise according to its error correction
performance.

The LDPC decoding algorithm for the proposed method is consisting of two
decoders the first is Scaled Min-Sum (SMS) Algorithm and the second is Weighted Bit
Filliping (WBF) algorithm that is used as a post processing decoder to enhance the
performance and at higher SNR used as the main decoder to obtain high throughputs.
The WBF [22] begins by calculating the hard decision for the received codeword, then
calculate syndrome from (6) where Y is the received codeword and H is the parity
matrix. If S is null or if the maximum iteration reached, then stop decoding and output
X as the decoded data. If S is not null so it uses (7) and (8) to calculate the weight of the
error for every variable node and then flip the maximum error ei bits

S ¼ Y � HT ð6Þ

wij ¼
Y
i21:n

sj:Hij;where j 2 1 : m ð7Þ

AES 256 3 rounds
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Fig. 1. Data flow for one block of two frames 256 bit length
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ei ¼
X
j21:m

wij ð8Þ

SMS algorithm is a massage passing algorithm that is iteratively calculates the
effect of variable/check nodes that share certain check/variable nodes through tanner
graph to correct error bits, so the algorithm is based on two main functions which are
check node update as shown in (9) and variable node update showed in (10). The
algorithm stops decoding if reaches to the right code by the help of syndrome calculator
or when reaching to the maximum iteration.

Enew
i;j ¼ a

Y
i
0
sign Li;j

� ��mini0 jLi;jj ð9Þ

Lnew
i;j ¼ uchi þ

X
j
0

Li;j
� � ð10Þ

Sbox customization is done by customizing each internal operation, where the AES
substitution process is the inverse of the number in GF(28) modulo irreducible poly-
nomial followed by affine transformation and adding constant. The customization for
Sbox depends on using a polynomial from the 30 available polynomials, using different
constant and different affine matrix. The count of different affine transformation is
194822323021283328000 in the AES system [23, 24]. The generated Sboxs are tested
to check its avalanche criteria, strict avalanche criteria, bit independency criteria and
correlation as described in [15]. The ShiftRows or permutation is achieved by bit
shuffling (bit permutation) to resist Square attacks that based on byte oriented behaviors
to extract the key.

4 LDPC-CSAES FPGA Implementation

In this section the hardware implementation and optimization that is achieved in order
to reduce the hardware size without affecting the functionality and performance are
introduced.

The top-level of decoder-decryption module is shown in Fig. 2. The green modules
in Fig. 2 represent the SW/LDPC decoder; the yellow modules represent the AES-256
modules, while the purple modules represent other control modules such as inverse
permutation. LDPC-CSAES contains one Round of AES-256 and one LDPC decoder.
The AES round has the same structure of conventional AES’s round, but the Sbox of
the proposed algorithm is customized and a 256 bit permutation is used instead of byte
permutation used in conventional AES. The implementation of Sbox is based on
Lookup Tables (LUTs), while the MixColumns is implemented by logic functions. The
extracted SW is decoded by SMS algorithm through the Variable Node Update (VNU),
and Check Node Update (CNU), where CNU, and VNU is generic modules that can
process any regular LDPC (column weight = 3, raw weight = 6). So the first hardware
reduction is achieved by resources reuse where SW and The other two codewords are
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decoded by the same module. The problem is the existence of different mapping
according to the Parity matrix H, and this problem is solved by using multiplexers to
choose between different mappings according to H.

Figure 3 is simple block diagram of SW decoder to describe the SW decoding
operation. It consists of three parallel decoders work in parallel on the repeated SW
codeword in the first stage then add the output of the three decoders together and
decode it again in the second decoding stage. After decoding if the syndrome gives null
it stops decoding and output the SW and initiates the system to start. If the syndrome is
not null it saves power and put the system in idle state. The syndrome of WBF decoder
is used while SMS iterations execution to allow the decoder to stop decoding early to
reduce the computational complexity and reduces hardware size through exploiting
WBF Syndrome. If SMS algorithm stops without right decoding the WBF is working
on these data as a second decoder until reaching to the maximum number of iteration or
reaching to the right code. The SMS one iteration costs 8 clocks 4 clocks for the
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variable nodes update and 4 clocks for check node update, and SW iteration Costs 2
clocks. The maximum number of iterations required for decoding SW is 5 for the first
stage and 5 for the second, while the maximum number of iterations required for SMS
and WBF is 10 iterations for each, but actually using of SMS before WBF speeds the
convergence rate of WBF and reduces the SMS’s average number of iterations. Also
using WBF reduces the average required number of iterations for the SMS through
early stop decoding feature.

To reduce the required hardware for CNU module and avoid critical paths, a 3-MIN
method described in [25] and a new scaling method are used. The new scaling method
based on subtracting the value of the most 2 bits from the value itself. This method
suits 6 bits quantization; it reduces the hardware size without affecting the performance.
The variable node update module size is also reduced as shown in Fig. 4, where it uses
only 5 adders instead of 6 adders. The WBF algorithm is implemented by simple logic
gats, and it costs only one clock to execute iteration. The resources utilization is
represented in Table 1. According to timing diagram in Fig. 5 the proposed algorithm
can achieve 603 Mbps throughput and 10−6 BER at SNR 3.25 dB, using clock fre-
quency 250 MHz, while it can achieve 2 Gbps and 10−6 BER, at SNR > 6 based on
using WBF as the main decoder.
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Fig. 4. Variable nodes update circuit diagram

Table 1. Resources utilization for 6 bits quantization for the proposed method

Algorithm Logic functions Logic registers Memory elements

LDPC CNU 18624 – 13824
VNU 25216 – 13824
WBF 4020 512 –

CTRL 864 810 –

AES 938 1024 69888
Input interface 3840 7424 512
Total (LDPC-CSAES) 53 k (46%) 9 k(8%) 95 k(2%)

Fig. 5. LDPC_SAES timing diagram, (a) encoding, (b) decoding
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5 Comparative Results, Testing, and Resistance to Attacks

5.1 Comparative Results, Testing

There are two points for comparison which are the error correction rate, and the
security level. The security level can be represented in the maximum deferential
probability, maximum correlation, and resistance to attacks. Although the LDPC used
is (512, 256) which is short code length it achieves high error correction rates reaches
to 10−6 at 3.25 dB, and that is because of using the new method of SW decoding that
achieves very high block error correction rate as shown in Fig. 6, stream ciphering, and
two decoders (SMS and WBF). The proposed method achieves 0.75 dB coding gain
compared to JSALC code length 256 [11], and more than 2.5 dB coding gain compared
with other joint AES [8, 20]. The customized Sboxs maximum correlation is 2−3 and
maximum differential probability is 2−6, where they are examined after generation as
discussed in Sect. 4, and only the Sboxs that path the test are selected. The proposed
method uses MixColumns from conventional AES so the branch number for 4 rounds
of the proposed method equals to the conventional AES which equal 225 [11, 14]. So
the maximum differential cryptanalysis is (2−150) which is lower than (2−127) and have
complexity greater than O(2128). The same is the maximum linear probability is (2−75)
which is lower than (2−64) and its complexity is greater than O(2128). From another
point of view, the bit propagation for the 3 rounds of AES is 43 and LDPC propagation
is 42 [11, 14]. For the proposed algorithm we have two frames, every frame is xored
before LDPC and after LDPC, where LDPC code rate is 0.5 so we need 256 cipher bit
to XOR the LDPC input and 512 bit to XOR the LDPC output for every frame so 6
cipher outputs are required for one block contains 2 frames. Every 3 rounds of the
proposed AES, a cipher output with length 256 can be obtained. So the numbers of
rounds for the first frame is 3, 6 and 9 rounds of AES, while the second AES input is
the previous AES output, so the numbers of rounds for the second frame is 12, 15 and
18 rounds of AES. So the Total Propagation for the first frame is bounded by
43 � 42 � 46 �TP� 43 � 42 � 49 ¼ 411 �TP� 414, and for the second frame, the TP
bounds is 429 �TP� 432, if we consider the least bounds which are 411 for the first
frame and 429 for the second frame, the proposed algorithm still achieves higher

Fig. 6. (a) LDPC-CSAES SW Block error rate against SNR for AWGN channel, BPSK, and (5,
1) Quantization (b) Performance comparison between LDPC-CSAES error correction rate, A:
BER 6 round AES-LDPC [8], B: BER 10 round AES-LDPC [20], C FER JSALC code length
256 [11].
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propagation than other related works. For more accurate evaluation for the complexity
of the proposed algorithm, the NIST tests are used to examine it.

5.2 LDPC-CSAES Resistance to Attacks

If the attacker tries to use brute force to attack the proposed algorithm so, he has to try
invisible number of trials (2256 key * 2256 IV * 256! internal permutation * 512!
intermediate permutation * 1276! final permutation 30 polynomials-Sbox *
20922789888000 affine transformations * (C256

6 � C512
3 ) random LDPC matrix). Which

is the highest value compared to others secure channel coding algorithms. The pro-
posed method is also immune against other attacks like differential and linear attacks,
where as discussed before it has complexity greater than O(2128). Bit shuffling and
LDPC make the square attacks which based on byte orientation useless [8]. In side
channel attacks the attacker always has a hypothetical model of the encryption algo-
rithm, especially for the last and first round. Unlike other related works the proposed
algorithm based on CTR mode integrated with LDPC, and uses customized parameters,
so that the attacker has no hypothetical model for it and the attacker cannot attack the
last round because of LDPC [17].

The parallel processing of LDPC and AES, beside the double structure make the
algorithm very immune for side channel attacks, including fault attacks, especially in
the presence of the SW decoding that controls the algorithm and stop it, if modification
exist in the received codeword

6 Conclusion

The proposed method introduces a solution that gathers between high level of security,
high error correction capability, high throughput, and low complexity for a practical
secure channel coding based on the integration between AES and LDPC. In this paper a
LDPC is exploited to increasing the security level and resist attacks without any
degradation of its performance. The proposed method introduces a solution for stream
cipher synchronization that is exploited to make the algorithm immune for modification
attacks. It also resists side channel attacks. The throughput achieved at 3.25 dB is 604
Mbps with low hardware size.
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Abstract. Modularization and integration are becoming the main-
stream trend in the development of data center. However, the integrated
monitoring of power and environment has been a challenge in data cen-
ters. An All-in-One monitoring system design and implementation has
been developed based on Internet of Things (IoT) architecture in this
paper. The hardware is composed of two levels: one integrated moni-
toring gateway and several monitoring modules through the CAN-BUS
network. The two-level structure design enables us to achieve module
splicing and flexible deployment easily as well as rapid troubleshooting.
A series of software applications are developed to establish the sensor
network and collect sensor data. In addition, a web interface is provided
for users to master the state of data center conveniently. Laboratory tests
verify that the proposed system is able to offer automatic and intelligent
support for data center management, thus significantly reducing the cost
of labor and operation.

Keywords: All-in-One monitoring system · Data center · CAN-BUS ·
IoT · Integrated management

1 Introduction

Recently, Internet of Things (IoT) has become a future trend of technology in
changing humans’ life. IoT extends the concept of Internet from the network of
computers to the network of all things [1]. In order to meet the needs of users,
a new wave of smart IoT services has been set off by massive sensing analysis
techniques to integrate more advanced and intelligent applications [2].

With the rapid development of information construction, more and more data
centers are widely used around the world. Given the ever increasing role that data
center plays in society, business, and science, it is obvious that the construction
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cost and operation management of data center have become a major concern.
Managers of data center have been looking for methods to reduce expenses while
still ensuring efficient and stable services. All-in-One data center integrates all
systems in a standard container, including power supply and distribution, cool-
ing, IT cabinets, cabling, fire extinguishing, surge protection, and monitoring. It
has been the mainstream trend nowadays because of its rapid deployment, easy
expansion, low operational costs and low energy consumption. Generally speak-
ing, data centers are arranged with complex and expensive equipment which is
sensitive to the external environment. Meanwhile, due to the particularity of
data center, it does not have the capability to achieve real-time scene moni-
toring by managers. Therefore, it is difficult to make a timely response under
the circumstance of an unexpected danger, resulting in abnormal and inefficient
services, or even damaging the expensive server equipment which will lead to
serious effects. According to the statistics, companies around the world spend a
huge amount of human resources and financial resources to manage servers, but
at these high costs, even companies with 99.9% normal time lose hundreds of
thousands of dollars every year in unplanned fault time [3]. Nevertheless, power
and environment monitoring system provides a possible solution to deal with
the aforementioned problems in data centers.

The research in [4] includes monitoring system with the surveillance main-
frame and several sensors based on Client/Server (C/S) architecture through the
RS-485 network. Studies have been made in fuzzy control theory to reduce the
energy consumption and ensure the real-time monitoring of data center using
microcontroller in [5]. However, few works are involved in the power and envi-
ronment monitoring system for All-in-One data center. Current power and envi-
ronment monitoring systems on the market mostly adopt integrated solution,
which combines the management module and the sensor collection module into
a block of hardware [6]. Any broken part will lead to the replacement of the
entire hardware. Moreover, due to the fixed number of hardware interfaces, the
amount and location of mount nodes are subject to certain restrictions.

The architecture and key technologies of IoT offer a new way of rethinking
monitoring system for data center [7,8]. Based on IoT architecture, this paper
proposes a new All-in-One monitoring system for next generation data center.
A two-level structure of one integrated gateway and several sensor monitoring
modules through the CAN-BUS network is introduced in the All-in-One monitor-
ing system. Different module splicing schemes support different combinations of
monitoring parameters by using various sensors. Thus, the proposed system can
achieve rapid and flexible deployment easily within existing Information Tech-
nology (IT) infrastructures while bringing a significant reduction in the cost of
building a data center. Besides, the distributed structure design makes it con-
venient for troubleshooting and positioning. Therefore, managers only need to
replace the broken parts instead of the whole hardware and the maintenance
cost is also reduced.

The rest of this paper is organized as follows. Section 2 introduces the archi-
tecture of the All-in-One monitoring system. Section 3 elaborates on the design
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of hardware boards and their detailed usages. Section 4 describes the software
products and applications developed to monitor the data center. Then, the imple-
mentation snapshots of the system are shown in Sect. 5. Section 6 provides some
results and discussions. The conclusion and future work are given in Sect. 7.

2 All-in-One Monitoring System

The All-in-One monitoring system is deployed in key positions of the All-in-
One data center container as depicted in Fig. 1. It consists of five monitoring
subsystems and one integrated monitoring gateway. These monitoring subsys-
tems, including IT monitoring system, network monitoring system, precision
air-conditioning monitoring system, Uninterruptible Power Supply (UPS) mon-
itoring system and environment monitoring system, almost cover all of the data
center’s monitoring parameters. Sensor data from different monitoring subsys-
tems is gathered by the gateway in a unified way. The integrated monitoring
gateway also offers a dedicated user-friendly web interface to diaplay the device
information, the connection status and the sensor values of different sensor nodes.

Fig. 1. System architecture of the All-in-One monitoring system

IT equipment can be monitored by IT monitoring system for parameters like
Central Processing Unit (CPU) utilization, memory size and process state. Net-
work monitoring system is able to obtain the current network status of data cen-
ter. Precision air-conditioning monitoring system is mainly responsible for man-
agement of the cooling system in data center. UPS parameters such as input and
output voltage and current, battery capacity and various powers are monitored
by UPS monitoring system. Environment monitoring system provides temper-
ature and humidity monitoring, smoke monitoring, water leakage monitoring,
etc.

At present, most monitoring systems in data center are deployed by an inte-
grated block of hardware. This solution actually reduces the flexibility of imple-
mentation and management. The architecture of IoT brings us a new idea for
monitoring system. Generally, the structure of IoT is divided into five layers,
which are the business layer, the application layer, the processing layer, the
transport layer and the perception layer [9,10]. The perception layer deals with
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the identification and collection of sensor information. The transport layer trans-
fers the data from sensors to the data processing system. The processing layer is
responsible for storing and processing the information received from the trans-
port layer. The application layer provides global management of diverse appli-
cations based on the information processed in the transport layer. The business
layer manages the overall IoT system and helps make future decisions and busi-
ness strategies through some data analysis.

CAN-BUS is becoming a standard bus protocol for embedded industry con-
trol network of area because of its good performance and high reliability. CAN-
BUS communication can support up to 1 Mbps and upload emergency message
in interrupt mode so that data transmission will be very quick. In addition,
the number of mount nodes on CAN-BUS is significantly increased compared
with the traditional way. This allows users to make the most suitable choice for
different scale of data centers.

Fig. 2. Hardware collection structure of the All-in-One monitoring system

Based on IoT architecture, the two-level structure design of Micro Control
Unit (MCU) and interface converter through CAN-BUS is shown in Fig. 2. It
enables us to achieve module splicing and flexible deployment easily, as well as to
facilitate the support of a variety of manufacturers, different interface devices and
monitoring sensors, etc. The MCU is responsible for the collection and display
of data from the CAN-BUS and acts as a gateway for external access, while the
two types of interface converter, 485-CAN transfer board and IO-CAN transfer
board, collect the data of third-party devices and send to the CAN-BUS. Of
course, any CAN device is able to access our bus network directly just following
the protocol and any network monitoring device could be reached by means of
a switch connected to MCU. Device management and application development
in the upper layer are mainly concentrated in the web interface.
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3 All-in-One Monitoring System Hardware Design

The All-in-One monitoring system deployment in this work consists of four kinds
of hardware which are described in following subsections, respectively. The MCU
needs a powerful microprocessor to run an Operating System (OS) and process
the data so AT91SAM9X25 is a good choice. As for three interface converters, the
cost-effective stm32 singlechip can meet the demand and the hardware overhead
can be reduced.

3.1 MCU Board

The MCU board plays the leading role in our All-in-One monitoring system,
which just takes on the integrated monitoring gateway in Fig. 1. A series of
add-ons modules are developed based on AT91SAM9X25 as shown in Fig. 3 to
make the system more user-friendly. The 128 MB Double Data Rate 2 (DDR2)
Random Access Memory (RAM) and 256 MB Nand flash enable us to run an
embedded linux OS on the board. Two 10/100 M adaptive Ethernet chips are
used for network communications to show the web interface and monitor network
devices. Usually, the MCU board gets the sensor data through the CAN-BUS
and these data can be stored in onboard flash or other external storage devices
if needed, such as Universal Serial Bus (USB) and Secure Digital (SD) card. The
program can read the different Dual Inline-pin Package (DIP) configurations to
set different IP address for identifying each MCU board.

Fig. 3. Hardware components of the MCU Board

3.2 Temperature and Humidity Sensor Board

The temperature and humidity sensor board is applied to monitor environmen-
tal data relevant to the cooling processes at a data center. For this purpose, the
Sensirion SHT11 temperature and humidity sensor is selected. The principle of
this sensor is that the forward voltage of a silicon diode is temperature depen-
dent. The sensor has inbuilt configurable 8/12 bit up to 12/14 bit Analog to
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Digital Convertor (ADC) for relative humidity and temperature measurements,
offering typical accuracy tolerance of ±3.0% for relative humidity and ±0.4 ℃
for temperature. In the stm32 singlechip, the sensor data is obtained by means
of Inter-Integrated Circuit (I2C) communication and sent to the CAN-BUS.

3.3 485-CAN Transfer Board

Based on the stm32 singlechip, the 485-CAN transfer board is composed of a
series of main elements: one CAN interface, four RS485 ports and one 8-bit DIP
switch. The board is used to collect 485 device data and transform them to
CAN data. Since a lot of sensors only have 485 interface, our system can be
compatible with those third-party 485 devices by this way. By taking full advan-
tage of the stm32 singlechip’s CAN and Universal Synchronous/Asynchronous
Receiver/Transmitter (USART) Application Programming Interface (API), our
transform program becomes easier. Noted that one MCU board can bear at most
28 − 1 = 255 485-CAN transfer boards by adjusting the 8-bit DIP switch.

3.4 IO-CAN Transfer Board

Similar to the 485-CAN transfer board, the IO-CAN transfer board is composed
of such main elements: one CAN interface, eight switching signal ports, four
relay output interfaces and one 8-bit DIP switch. The board is used to collect
switching signal data and transform them to CAN data. By this way, those
switching signal devices, such as smoke sensor and water leakage sensor, also
have access to our system. Furthermore, users are able to send command to
control a relay switch through the CAN-BUS. Similarly, noted that one MCU
board can bear at most 28 − 1 = 255 IO-CAN transfer boards by adjusting the
8-bit DIP switch.

4 All-in-One Monitoring System Software Design

Five software applications have been developed for our All-in-One monitoring
system in order to communicate with sensors, establish the sensor network, and
manage the sensor data such as collecting, storing and displaying.

4.1 Embedded Linux OS

With the growth of Internet, linux becomes the most popular free operating
system because of its powerful kernel and hardware support. Our embedded
software is just based on linux 2.6.39 kernel and some modifications are made
on the drivers and pins for our specific hardware.

4.2 Embedded Web Server

For the purpose of providing users with a universal interface, transplanting an
embedded web server is needed. As a lightweight opensource server, lighttpd has
the characteristics of very low memory overhead, low CPU occupancy rate but
good performance.
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4.3 Singlechip Application

Three different applications have been developed in three different singlechip
boards as mentioned in Sect. 3. The Keil integrated development tools and C
programming language are adopted. In the 485-CAN transfer board, 485 devices
communicate with the controller via Modbus protocol in which the controller acts
as a master and the sensor acts as a slave. The sensor data will be read and filled
in a generated CAN frame and then sent to the MCU board. Similar to the 485-
CAN transfer board, the temperature and humidity sensor board’s application
and the IO-CAN transfer board’s application adopt the similar schema. The only
difference is that one reads the data from a temperature and humidity chip, while
the other one reads the switch signal data.

4.4 Gateway Application

The gateway connects the CAN-BUS sensor network and the web interface for
the bidirectional data movement shown in Fig. 4. Applications in the gateway
collect data reported by sensors in order to update the status of real-time moni-
toring in the web interface. The gathered data will be converted into JavaScript
Object Notation (JSON) format and sent to the web interface as a HyperText
Transfer Protocol (HTTP) payload. At the same time, applications receive user
commands and convert them into CAN command frames and then forward to
the desired end board. There are four processes running in the background,
dealing with device updating, device lost, data over threshold and commands
delivering respectively. For the convenience of users, functions like changing the
MCU board’s IP, setting the date and time, and recording the system log are
also fulfilled. A remote upgrade interface is provided in the web page for users
to upgrade their software systems fast and easily.

One month’s data is recorded on the gateway for further processing and
analysis. Furthermore, four threshold values namely “low warning threshold”,
“low alarm threshold”, “high warning threshold” and “high alarm threshold”
can be preset for individual sensor nodes. Once the performance indicators for
data center exceed the preset threshold or other abnormal situations appear,
alarm information will be sent to the administrators immediately via bell, email
or Short Message Service (SMS) and recorded to the system log at the same
time.

Fig. 4. Data flow of the gateway application
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4.5 CAN Communication Protocol

The CAN communication protocol is customized in Table 1 by using the 32 bit
ID of CAN extended frames. In the All-in-One monitoring system, each board,
device and data has its own unique CAN ID. The MCU board identification
depends on the DIP switch state, so does the board number identification. As
for the board type identification, we set 0x01 standing for temperature and
humidity sensor board, 0x02 standing for 485-CAN transfer board and 0x03
standing for IO-CAN transfer board. At last, the device identification relies on
the hardware position of device and the data identification is on the basis of the
user’s configuration sequence.

Table 1. CAN communication protocol

ID bits (high→low) Instructions

1 bit Reserved

8 bit MCU board identification

3 bit Board type identification

8 bit Board number identification

4 bit Device identification

5 bit Data identification

5 Implementation Snapshots

The proposed system will be deployed at banks and Internet companies to pro-
vide their data centers with a cost-effective and intelligent monitoring system.
Compared to the integrated solution in [6], our two-level structure reduces the
replacement probability of MCU and the maintenance cost of monitoring sys-
tem. Besides, the CAN-BUS solution increases the number of mount nodes and
reduces the purchase cost of MCU. Figures 5 and 6 show the physical hardware
connection diagram and the web interface of the implementation respectively.

The All-in-One monitoring system supports various interface devices which
are hot swap and offers dynamic device management. The web interface helps the
operation and maintenance personnel master the state of data center whenever
and wherever possible. The data collected from sensors distributed in every cor-
ner, such as temperature and humidity, could reflect how environmental parame-
ters affect the conditions of data center. And they can be used to design dynamic
control systems that would adjust the cooling resources or others according to
the circumstance, for the target of maintaining the data center’s normal running.
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Fig. 5. Physical hardware connection diagram

Fig. 6. Web interface of the implementation

6 Results and Discussions

A simple test environment is set up in our 80 square-meter laboratory. More
than a dozen temperature and humidity sensors are deployed in each student’s
seat and the sensor data is collected every three seconds. Figure 7 shows the 24-h
monitoring results gathered by the All-in-One monitoring system. The temper-
ature varies from 24 ℃ to 29 ℃, and the humidity fluctuates from 14% to 22%.
From a data collection point of view, this experiment demonstrates that the pro-
posed system can be an effective tool for environment monitoring in data center.
More scenarios and monitoring parameters will be implemented in the real data
center in the next few months.

To validate the performance of device’s hot swap as well as the timeliness
of detection alarm and commands taking effect in the All-in-One monitoring
system, a few measurements are conducted. Figure 8(a) illustrates that a lost
device will be detected in no more than 7 s. Figure 8(b) shows that the delay of
detecting device plugged mainly concentrates between 1.5 s and 3.5 s. Moreover,
Fig. 9(a) verifies that an alarm will be generated within 4 s. Figure 9(b) shows
that a user command will take effect between 1 s and 2 s in most cases. In general,
above indicators fully meet the needs of data center monitoring.
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Fig. 7. Monitoring results of temperature and humidity

Fig. 8. Performance of device hot swap

Fig. 9. Timeliness of detection alarm and commands taking effect
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7 Conclusions

An All-in-One monitoring system design and implementation is proposed in this
paper to solve existing problems in power and environment monitoring of data
center. Based on IoT architecture, the two-level structure through CAN-BUS is
devised. Then the four hardware components of the distributed sensor network
are implemented respectively. Several software applications and a web interface
are also developed for the All-in-One monitoring system. Test results in labora-
tory indicate that the proposed system can be well applied in the micro-module
data center. This paper can provide essential foundation for the development of
data center monitoring system in the Internet plus age and IoT era.

Data collection in order to understand a data center’s environment is the
first step to improve the operation and management of a data center. In the
future, data analysis methods will be introduced to dynamically change the
environmental conditions and energy resource allocation in data centers. Thus,
the intelligence of data center could be further enhanced significantly.
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Abstract. In this paper, based on ambient light sensor and camera
sensor, two different receiving methods of visible light signal are exper-
imentally studied. For ambient light sensor, its response time and light
intensity are analyzed. The results show that it is available to transmit
data with 0.2 kbps data rate over 2 m. For camera sensor, the relationship
and difference between original data and corresponding image are stud-
ied for the first time. Besides, a series of methods are used to process the
original data instead of the image, including data adjustment, histogram
equalization and polynomial fitting. Using camera sensor, 2 kbps data
rate over 0.3 m transmission with real-time processing of data in mobile
phone is achieved even if the stripes are not clear enough, which is faster
and more robust. The research is beneficial for practical application of
visible light communication (VLC).

Keywords: Visible light communication (VLC) · Light sensor · Camera
sensor · Signal receiving

1 Introduction

Traditional wireless communication has encountered bottleneck because the
spectrum resources are exhausted gradually. The visible light has unregulated
spectrum to exploit, which has gained increasing attention [1]. And the devel-
opment of light emitting diode (LED) technology provides a basis for using the
visible light to transmit information [2]. Visible light communication (VLC) is
different from the traditional wireless communication and optical fiber communi-
cation, it’s a kind of new communication technology. It uses LED as transmitter
and utilizes the continuous changes in state (on-off) of the light to transmit
information. VLC combines lighting with communication together, and it is
considered as part of 5G system. However, there are still lots of problems to
be solved for practical application, and the signal receiving technology is the key
point.

In recent years, smart phone becomes increasing popular and it contains
many sensors which can detect the visible light. From the report of Internet
c© ICST Institute for Computer Sciences, Social Informatics and Telecommunications Engineering 2018
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Data Center (IDC), the shipments of smart phones in the whole year of 2015
reach 1.4329 billion [10]. Therefore it is significant of utilizing the exiting mobile
phone resources in VLC system. The rolling shutter effect of camera sensor
can be used for receiving the visible light signal [3–9]. However, the problem of
blooming effect will affect the decoding of signal seriously. The literatures [3,4]
capture the image from a reflected surface to mitigate blooming effect, which
wastes lots of energy. The literatures [6–9] process the gray image and solve
the blooming problem with the method of digital image processing to a certain
extent.

In this paper, we study two different receiving methods of visible light signal
using ambient light sensor and camera sensor in mobile phone. The experiments
are conducted indoor with sunlight and lamplight, the transmitter is a LED
whose output power is 9.8 W, and the receiver is a Samsung Galaxy Nexus
mobile phone. For ambient light sensor, its response time and light intensity are
analyzed. The minimal response time is about 5 ms and the illumination can
still be easily distinguished when the distance is 2 m. The results show that it
is available to transmit data with 0.2 kbps data rate over 2 m. This method is
simple and it utilizes the existing device in mobile phone instead of additional
hardware, which can reduce the cost and be used in low rate demand condition.
For camera sensor, the relationship between the original data and corresponding
image is studied. In particular, the way of data-represented gray level in mobile
phone is different from that in common situation, therefore it is necessary to
adjust the data before further processing. The principle of data adjustment is
adding 256 to the negative value and remaining the positive value. Moreover, the
data matrix of original data is compared to the data matrix of corresponding
image in MATLAB, the result shows that the original data is different from
the image. The literatures [6–9] process the image to decode the signal, which
may loss some information. To solve this problem, processing the original data
instead of the image is proposed, which can be more accurate. After adjusting
the data, histogram equalization is used to increase the difference between light
and dark stripes, and polynomial fitting is used to make decision on the data. We
process as much data as possible to avoid random error. After data processing
mentioned above, the information sent by LED can be recovered successfully
even if the light and dark stripes are not clear enough. Using camera sensor,
2 kbps data rate over 0.3 m transmission with real-time processing of data in the
mobile phone is achieved, which is faster and more robust.

2 Principle

2.1 Ambient Light Sensor

The visible light is part of the electromagnetic wave, and its wavelength is from
380 nm to 780 nm. For the receiver, the illumination is often used to represent
the strength of the received light signal, and it’s measurement unit is lx.
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The ambient light sensor is assembled in mobile phone, and it’s a hardware
device which can detect the visible light signal. The light sensor is a photo-
diode, and it can get the value of illumination when the intensity of ambient
illumination changes. The light sensor records the data in the perspective of one
dimensional. For this reason, it can be used to receive and decode the visible
light signal. The illumination of ambient light changes all the time due to the
ambient light noise, however, the noise can be ignored when compared to the
signal.

2.2 Camera Sensor

The camera sensor is an array of photodiodes, and it is the most important
hardware device to detect light signal in mobile phone. We utilize the rolling
shutter effect of camera sensor to detect the visible light signal. The detail of
rolling shutter effect is in [3–5]. Figure 1 shows the procedure of taking photo
with camera, both the data and the image can be got in our program. The
relationship and difference between data and image are studied in detail later.

Fig. 1. Procedure of taking photo with camera: the data is YUV format and the image
is JPEG format.

3 Experiment, Results, and Discussion

Figures 2 and 3 show our system block diagram and experiment setup respec-
tively. In transmitter (Tx), we use FPGA to generate a certain binary sequence
for cycle and drive the LED array light through the LED driver. In receiver (Rx),
the light sensor or camera sensor detect the visible light signal, then we process
the data and display the results in mobile phone. Because the android system is
open source, we do the experiment with a Samsung Galaxy Nexus mobile phone,
whose version of android is 4.0.

3.1 Ambient Light Sensor

When the ambient illumination intensity changes, our program can save the
intensity of illumination and the time it happens. The sensitivity of ambient
light sensor in android has four levels, as shown in Table 1.

We choose the fastest level and conduct the experiment under different con-
ditions. The experiment conditions are shown in Table 2. The data with different
rates is analyzed and the result shows that the minimal time interval is about
5 ms, which means the highest sensitivity of light sensor can detect the signal
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Fig. 2. System block diagram: the upper part shows the Tx (which includes a FPGA,
an LED driver and an LED array) and the lower part shows the Rx (mobile phone).

Fig. 3. Experiment setup

Table 1. Sensitivity of ambient light sensor

Sensitivity level Time delay (µs)

Sensor delay fastest 0

Sensor delay game 20,000

Sensor delay UI 60,000

Sensor delay normal 200,000



382 Q. Yuan et al.

Table 2. Experiment condition

Data sent Binary number

Modulation format OOK

Frequency (Hz) 0–100

Distance (m) 0–2

Fig. 4. Illumination with distance: the blue line (continuous) indicates no signal, the
red line (continuous) indicates signal logic 1, the green line (continuous) indicates signal
logic 0, the purple line (continuous) indicates the ratio of logic 1 and logic 0, the black
line (dashed) is the average of the ratio. (Color figure online)

with the rate of 0.2 kbps. Then we choose 100 Hz as an example for further
analysis, and the results of illumination (average value) with different distance
are shown in Fig. 4.

It particular, the data without signal is the same as the data with signal logic
0 for OOK signal. The blue line coincides with the green line in Fig. 4, which is
consistent with the theory. As the distance increases, the illumination decreases
accordingly, but the strength of logic 1 signal is always about twice than that
of logic 0 signal. Figure 5 shows an example of the illumination data when the
distance is 2 m, and the data can be easily distinguished by the threshold. In the
example the average of illumination is regarded as the threshold.

3.2 Camera Sensor

Both the data and corresponding image shown in Fig. 1 can be got from our
program, then we compare them to find a better source for processing. The
relationship between the data and corresponding image is experimented. In our
android program some special data is set and corresponding image is generated
to verify the relationship between data and image. Figure 6 shows the result of
experiment.
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Fig. 5. Illumination of 2 m: the blue spot indicates the illumination and the red line
(continuous) indicates the threshold. (Color figure online)

Fig. 6. Relationship between image and data: the gray level of image (left) corresponds
to the number (right).

The image is generated according to special data, and the range of byte data
is from −128 to 127. Through the experiment we know that in the camera built-
in mobile phone the number 0 represents black. When number changes from 0 to
127 the gray level of image changes from black to gray, which is the same as the
common method of data representation. In particular, the number −1 represents
white. When number changes from −1 to −128 the gray level of image changes
from white to gray, which is different from that in common.

Because the way of data-represented gray level in mobile phone is different
from that in common situation, it is necessary to adjust the data before further
processing. The principle of data adjustment is adding 256 to the negative value
and remaining the positive value. After adjusting, the number 0 and 255 represent
black and white respectively, and the rest number represent different gray level.
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Fig. 7. Data and corresponding image: (a) is the raw image captured by camera, (b) is
the gray level of (a), (c) is the image generated in MATLAB with the original data
and (d) is the horizonal flipped image of (c).

Fig. 8. Difference of data and image: the result of (d)–(b) in Fig. 7

After figuring out the relationship between the data and corresponding image,
the data is compared to the image to study the difference between them. We
display the data and corresponding image with MATLAB and the result in Fig. 7
shows that the image (b) is the same as the image (d). Then we subtract the data
matrix of (b) from the data matrix of (d) and the difference is shown in Fig. 8. It
is obvious that most of the data in Fig. 8 is not equal to 0, which means the data
is different from the corresponding image. Considering the data is more original
than the image, we select the data instead of the image for further processing.
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The data captured by camera (in Fig. 9) is not as uniform as the data cap-
tured by light sensor (in Fig. 5) due to dimensional factor. The position of LED
relative to the mobile phone will affect the value of light and dark stripes. The
value of data close to the LED is larger than that far away, which even leads to
the value of logic 1 is smaller than that of logic 0. Therefore it is necessary to
use polynomial fitting.

Fig. 9. Polynomial fitting for data decision: the blue spot is the original data, the red
curve is the fitting curve, the green spot is the value of decision and the binary number
is the data sent by LED. (Color figure online)

Figure 9 shows the approach of data processing, and it is an example for a
row of data. We regard the fitting polynomial curve of the original data as the
threshold and get the decision data by comparing the original data to fitting
curve. Obviously, the data received is same as the data sent.

Fig. 10. Procedure of original data processing

Figure 10 shows the procedure of original data processing. We process the
data as much as possible to avoid random error. For the data matrix we get, its
size is 640 * 480. It is processed as the example does, then 640 rows of decision
data can be got totally. All the 640 rows of data are added together according
to column. The number is regarded as logic 1 if it is bigger than 320, otherwise
regarded as logic 0. We get the final decision value and recover the data sent by
LED. All data processing is done in mobile phone with our android program,
and Fig. 11 shows different android program interface.
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Fig. 11. Android program interface: (a) is for light sensor, (b) is for camera, (c) is for
data processing and (d) is for data display.

4 Conclusion

Two different receiving methods of visible light signal based on ambient light
sensor and camera sensor in mobile phone are experimentally studied in detail in
this paper. The experiments are conducted indoor with sunlight and lamplight,
the transmitter is a LED whose output power is 9.8 W, and the receiver is a
Samsung Galaxy Nexus mobile phone. For ambient light sensor, its response
time and light intensity are analyzed. The results show that it is available to
transmit data with 0.2 kbps data rate over 2 m. This scheme can be used in low
rate demand condition, such as sending the mark of LED beacons for indoor
location system, sending the password to access the wireless network and so on.
For the camera sensor, the relationship and difference between data and image
are studied, and we propose processing the original data instead of the image
to avoid loss of information. After data adjustment, histogram equalization and
polynomial fitting, the information sent by LED can be recovered successfully
even if the light and dark stripes are not clear enough. Using camera sensor,
2 kbps data rate over 0.3 m transmission with the real-time processing of data in
mobile phone is achieved, which is significant for practical application of VLC.
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Abstract. Flying Ad hoc Network (FANET) is a special type of Mobile
Ad hoc Network (MANET) consisting of a swarm of Unmanned Aerial
Vehicles (UAVs), and simulation is the dominant method for its research.
Mobility models that generate the trajectories of UAVs in a flying session
are the foundation for constructing a realistic simulation environment.
However, existing mobility models targeting general MANETs are not
adaptable to FANET, as the mobility patterns of UAVs are fundamen-
tally different from general mobile nodes on the ground. In this paper, we
propose a group mobility model called STGM (SpatioTemporally corre-
lated Group M obility model) for UAVs in a FANET. The distinct feature
of STGM is that both the temporal property on the trajectory of a UAV
itself and the spatial correlation across multiple UAVs that fly as a coor-
dinated group are taken into account. In addition, the collision-free dis-
tribution of UAVs are maintained in STGM. Built on top of mathemati-
cal principles, STGM provides a parameterized framework. By adjusting
its parameters, it is able to provide UAV trajectories covering different
application scenarios. We validate the effectiveness of STGM with a set
of important metrics, and the results show that STGM is a suitable and
configurable mobility model, which will facilitate FANET research at
upper layers.

Keywords: Mobility model · Flying Ad Hoc Network · Simulation

1 Introduction

Small Unmanned Aerial Vehicles (UAVs) are becoming widely applicable in
recent years due to their versatility, flexibility and ease of re-deployment. These
small UAVs equipped with various sensors and wireless communication modules
can be connected to form Flying Ad hoc Networks (FANETs) [1]. FANETs are
increasingly used for civil applications, such as monitoring, surveillance, search
and rescue [2].

However, compared to traditional Mobile Ad hoc Networks (MANETs),
FANETs are facing some unique challenges caused by their high mobility. For
example, the topology of a FANET may change frequently, raising problems
for the design and analysis of routing protocols. To overcome these problems,
c© ICST Institute for Computer Sciences, Social Informatics and Telecommunications Engineering 2018
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we need better understanding on the mobility of FANET nodes. Field testings,
although realistic, are very costly, and the observed results are only applicable
to the specific settings. In contrast, simulations using mobility models are con-
sidered to be a low-cost alternative, and their results can be applicable to more
generalized situations [3].

As an abstraction of node movements, a mobility model describes the moving
patterns of the node (including the change of its position, velocity, etc.). It can
serve as an input to FANET simulation by producing trajectories for UAV nodes
in a flying session, or waypoints of UAV nodes at specific times. Therefore, it
is the foundation for other FANET research at upper layers, such as network
connectivity analysis, network performance evaluation and the design of reliable
routing protocols.

Although mobility models have been extensively studied for general mobile ad
hoc networks (MANETs), existing models are not very adaptable to the domain
of FANETs, as mobility patterns of UAVs are fundamentally different from gen-
eral mobile nodes on the ground. Thus MANET models may not truthfully
emulate FANETs. This limitation suggests an urgent need to comprehensively
investigate FANET mobility models for the development of high-quality simula-
tion environments, which will facilitate the research on other FANET problems.

The aim of this paper is to propose a mobility model for FANETs that
capture their unique features. The rest of this paper is organized as follows.
In Sect. 2, we give a brief description of related works. In Sect. 3, we propose
the STGM mobility model. In Sect. 4, we justify the model with experimental
results. Finally, we draw conclusions in Sect. 5.

2 Related Work

Mobility models have been extensively studied for MANETs [3], but mobility
models targeting FANETs are relatively new and scarce. In [4], a survey on
mobility models for airborne networks is presented. The mobility models for
aerial vehicles can be classified into two categories: traditional MANET mod-
els adapted to aerial ad hoc networks and new models developed for aerial ad
hoc networks. The first category includes the pure random models which do
not consider any additional constraints. The well-known models among them
include Random Way Point (RWP) and Random Direction (RD) model [3]. But
the movement of UAV nodes obeys some kinematic and dynamic constraints,
e.g., they tend not to make sharp turns or sudden stops. Disregarding these
constraints will introduce unrealistic trajectories of UAVs. The very few existing
mobility models for aerial vehicles are different from traditional MANET models
in that the former capture smooth aerial turns which is caused by kinematic and
dynamic constraints. In [5], the Smooth Turn (ST) mobility model is presented.
ST perpendicularity ensures the smoothness of the trajectories. It is also an
entity model, and it does not take group motion into consideration. The basic
Gauss Markov (GM) mobility model [6] and Enhanced Gauss Markov (EGM)
mobility model [7] can produce UAV trajectories for more general FANET sce-
narios, and the waypoints on each trajectory exhibit good temporal correlations
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that are common in reality. But these Markov models are still entity models,
lacking the ability to capture spatial correlations among the UAVs in a group.
As for group models, a widely used group model for traditional MANETs is Ref-
erence Point Group Mobility Model (RPGM) [3], and a number of its variants
have been proposed as well, like Column mobility model, Pursue mobility model,
Nomadic mobility model, etc. Up to now, group models targeting FANETs are
very scarce. In [8], A pheromone model is proposed for addressing the require-
ments of ad hoc networks of UAVs cooperating to achieve a common mission.
However, this model is not network-friendly, because its pheromone logic pushes
the UAVs away from each other, leading to the break of node links.

3 Spatiotemporally Correlated Group Mobility Model

3.1 Overview of the Model

There are three aspects to be considered in our modeling framework. First, a
UAV node in the real world cannot move in a random trajectory because of
kinematic and dynamic constraints, so the temporal property of the trajectory
reflecting these constraints should be considered in our model. Second, the UAVs
in a FANET usually form a group or multiple groups, and the UAVs in the same
group are moving coordinately. More specifically, there is a logical center in this
group, which dictates the motion properties of the entire group, such as location,
speed, direction, etc. All UAV nodes in this group should follow the motion of
this logical center in a large degree, with some necessary randomness allowed.
Third, the UAVs should maintain collision-free distribution during flying session.
Hence, this property should also be kept in our model.

Based on above analysis, we propose a Spatio Temporally correlated Group
Mobility model, called STGM. The whole process of STGM can be decomposed
into two phases. In the first phase, we propose a correlated Gauss Markov model
to generate a trajectory (which is a series of waypoints along consecutive time
slots) for each UAV in a group. We choose Gauss Markov process for model-
ing because it is much better at producing a temporally correlated sequence of
elements than many other models, e.g., random ones. To capture the spatial
correlations among the trajectories of different UAV nodes, we introduce impor-
tant changes to the basic Gauss Markov model. Besides, since we should avoid
collisions among UAVs in the whole flying session, the waypoints in these trajec-
tories should be examined and adjusted to avoid collisions between UAVs when
it is necessary. We perform this task in the second phase of the STGM model.
Figure 1 illustrates the framework of STGM, and more detailed description about
these two phases is given below.

3.2 Phase #1: Generation of Velocities and Waypoints

In UAV simulation, the trajectory of each UAV node can be approximated as a
sequence of waypoints at discrete times. If we know the original waypoint and



394 X. Li and T. Zhang

Fig. 1. Overview of STGM process

the velocity of each node at every time slot, we can calculate its waypoints for all
time slots. For example, supposing at time t, UAV node i is at waypoint WPi(t),
and its velocity at t is Vi(t), then its waypoint at time t + δ can be calculated
as WPi(t + δ) = WPi(t) + Vi(t) ∗ δ. Since the velocity of a UAV consists of its
speed and direction, our task is to derive a mathematical formula for each of the
two aspects. In our framework, we adopt Gauss Markov process for modeling
temporal properties of each trajectory, and take the direction and speed of the
logical center as references for modeling spatial correlations between different
trajectories. With these considerations, the speed and direction of each node are
calculated by the following equations respectively.

Si(t) = (1 − β)Sgm
i (t) + βSl(t) (1)

Di(t) = (1 − β)Dgm
i (t) + βDl(t) (2)

In the equations, Si(t) and Di(t) are the speed and direction of a UAV
node i at time t respectively. Sgm

i (t) and Dgm
i (t) is the basic Gauss Markov

process for each node itself. Sl(t) and Dl(t) represents the logical center’s speed
and direction at time t respectively. The parameter β ∈ [0, 1] is a coefficient
reflecting the correlation of each UAV node with the logical center on their
movements. When β = 0, the UAV nodes have nothing to do with the logical
center, indicating that the UAVs are not flying as a group. When β = 1, the
UAV has the strongest correlation with the logical center. In fact, it will follow
the moving of the logical center strictly in this case.

The basic Gauss Markov equations for speed Sgm
i (t) and direction Dgm

i (t)
are given as follows:

Sgm
i (t) = αSgm

i (t − 1) + (1 − α)S
gm

i +
√

1 − α2s(t − 1) (3)

Dgm
i (t) = αDgm

i (t − 1) + (1 − α)D
gm

i +
√

1 − α2d(t − 1) (4)

S
gm

i and D
gm

i are constants representing the mean value of the speed and
direction of node i respectively; s(t − 1) and d(t − 1) are random variables
from Gaussian distribution. Parameter α reflects the degree of randomness in
the Gauss Markov process, varying in the range [0, 1]. When α = 0, the model
is memory-less, and the trajectory for each UAV node will be totally random,
without any temporal correlation along its waypoints. In contrast, when α = 1,
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the UAV speed and direction keep unchanged throughout the flying session. In
other words, it is flying along a straight line with a constant speed.

In Eq. (1) and (2), the speed Sl(t) and direction Dl(t) of the logical center
play their roles in affecting the speed and direction of a UAV node. In this way,
the motion of the logical center decides the motion of the entire group. In the
context of simulation, Sl(t) and Dl(t) can be provided as input vectors given by
the following equations.

Sl(t) = VG(t) (5)

Dl(t) = DG(t) (6)

VG and DG are group motion vectors, which are two sequences of speed
and direction values respectively at different times. The values of VG and DG
are generated by path planning strategy according to specific demands.

It can be seen that by setting the two parameters α and β with different
values respectively, we are able to control the degrees of temporal and spatial
correlations for the trajectories of the UAV nodes.

3.3 Phase #2: Collision-Free Adjustments

As mentioned in Sect. 3.1, UAVs should avoid collisions in the flying session,
which was not taken into account in Phase #1. In this phase, we adjust the
original waypoints to ensure that the UAV nodes always keep a safe distance
with each other. Note that each waypoint should be moved as little as possible to
respect the spatiotemporal properties derived from Phase #1. These adjustments
are performed in two steps. The first step is to identify the UAV nodes which are
not in safe distance with at least one other UAV in the same group. In case any
node violates this condition, the second step is invoked to perform an adjustment
algorithm on the waypoint of this node. This algorithm is based on the following
assumptions: (1) The global activity space of all UAVs is known. (2) The initial
distribution of UAV group is collision-free. (3) Collisions during the interval
between t and t + 1 is not considered, i.e., collisions are only examined at the
start of each time slot. With these assumptions, Algorithm 1 gives the process
of the waypoint adjustments.

Note that in Algorithm 1, the threshold is the safe distance between UAVs,
an empirical value that is set as ten meters in this paper. Figure 2 illustrates an
instance of the adjustment algorithm. Assuming the node under consideration
is i, and its waypoint at time t − 1 is WPi(t − 1), then it will reach the position
indicated by WPi(t) calculated in the first phase at time t. Since i is in danger
of collision with another node j, we need to conduct adjustment for i. We start
from the current position WPi(t), and find the nearest safe point around WPi(t),
as indicated by WP ′

i (t) in Fig. 2. This point also preserves its spatiotemporal
property as much as possible. This procedure will be applied to all the other
UAV nodes in this group in a sorted order. Eventually, the adjusted waypoints
WP ′(t) are obtained.
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Algorithm 1. Collision-free Adjustment Algorithm
Input:

Waypoints WP (t) of all nodes calculated in Phase #1.
Output:

Collision-free waypoints WP ′(t)
1: Sorting UAV nodes in descending order of their distances to the logical center.
2: Picking a node i from the node set in sorted order.
3: If existing a node j, with Distance(WPi(t), WPj(t)) < threshold, then i is in the

unsafe area of j, goto step 4; otherwise goto step 5.
4: Searching the nearest safe waypoint WP ′

i (t) around WPi(t) for i, such that it is
not in the unsafe area of j and any other nodes.

5: If all the nodes have been processed then take step 6, otherwise go to step 2.
6: return WP ′(t).

Fig. 2. An instance of collision-free adjustment

4 Simulation Results and Analysis

4.1 Metrics and Experimental Setup

To validate STGM model is flexible and suitable, we use some protocol-
independent metrics, such as Spatial Correlation, Temporal Correlation and
Path Availability. These metrics are defined in [9]. The BonnMotion [10] is taken
to generate mobility scenarios and analyze the performance of the mobility model
with above metrics. It has been widely used for studying the characteristics of
mobile ad hoc networks. BonnMotion is an open-source software, thus we can
implement our proposed STGM model with it and make comparisons with other
models. The major simulation parameters set in BonnMotion are described in
Table 1.



STGM Model for Flying Ad Hoc Networks 397

Table 1. Major simulation parameters

Simulation parameter Value

Simulation area length 1000m

Simulation area width 1000m

Min speed 5m/s

Max speed 15m/s

α [0∼1]

β [0∼1]

Number of simulated nodes 30

Simulation Time 600 s

4.2 Results And Analysis

With the above experimental setup, we perform two sets of experiments. The
first one is to validate whether STGM can capture the flying characteristics
of a FANET across a wide variety of application scenarios. The second one is
to compare with a few other mobility models described in the related work
to show that STGM outperforms existing mobility models. We perform five
independent experiments for each evaluated metric. The illustrated results below
are averaged.

As described earlier, STGM should exhibit spatial and temporal correlations
for a UAV swarm in the FANET. As the two parameters α and β in the STGM
formulas are designed to control the degrees of temporal and spatial correlations
for different scenarios, we first evaluate STGM by adjusting the α parameter to
reveal the configurable temporal correlation. For this experiment, we set β to
0.5. Figure 3 shows the various values of average temporal correlation by tuning
parameter values α = [0, 0.25, 0.5, 0.75, 1]. It can be observed that the temporal
correlation is low when α is small, and the temporal correlation gets large when
α is being increased. Obviously, the temporal correlation is captured, and can
be adjusted using the α paramter in STGM. Thus, for application scenarios
where the UAVs are required to fly with sharp turnarounds, we will see low
temporal correlation among waypoints for individual UAVs. This scenario can be
simulated with STGM by setting α with a small value. In contrast, for situations
where UAVs are flying in a very predictable trajectory, their high temporal
correlation can be satisfied by setting α with a large value. In summary, by
adjusting the α parameter, STGM can cover various application scenarios with
different requirements on temporal correlation.

Figure 4 shows that the variation of spatial correlation can be controlled by
the β parameter (α is set to 0.5 in this experiment). Obviously, the spatial
correlation in STGM gets stronger with the increase of β. Therefore, to meet
demands on spatial correlation for different application scenarios, we can simply
adjusting the β parameter. For example, in search and rescue scenarios, relative
low spatial correlation is required to enable larger coverage on scanned areas.
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Fig. 3. Temporal correlation Fig. 4. Spatial correlation

In this case, we can set a relative small value for β. On the other hand, in a
patrol scenario, where UAV swarms are flying in a more regular path, these
UAVs will exhibit strong spatial correlation with each other. In such situation,
the requirement can be satisfied by setting a large value for β.

Apart from revealing mobility characteristics of STGM itself using the above
metrics, there is still a need to check whether STGM can simulate the dynamic
of FANETs. We use path availability metric to make it. Figure 5 shows the path
availability over different value pair of α and β. From Fig. 5, the fluctuation
of path availability indicates that FANET is a dynamic and unstable network,
especially when the value pair of α and β is small. In other words, the smaller
value pair of α and β leads to the more randomness of UAV nodes. As a result,
FANET is more unsteady in this situation. Another observation is that the
dynamic degree of FANET in STGM is controllable. When we want to simulate
a relative steady FANET, we can set α and β with relatively large values. In
contrast, by setting the α and β with small values, an unsteady FANET scenario
can be obtained. It validates that STGM is able to simulate different dynamics
of FANETs according to the demands of specific application scenarios. This will
enable researchers to construct various simulation environments for evaluating
their routing protocols.

Fig. 5. Path availability Fig. 6. Temporal correlation of dif-
ferent mobility models

From the above experiments and analysis, we can see that STGM model
provides a flexible framework to satisfy different requirements of FANETs.

Next, we perform a set of experiments to compare with existing models to
show that our model is more suitable for FANET research.
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Fig. 7. Spatial correlation of
different mobility models

Fig. 8. Path availability of different
mobility models

Figure 6 shows STGM and GM model have the higher temporal correlation
than RPGM and ST. The reason is that STGM and GM guarantee temporal
correlation by Gauss Markov process. The temporal correlation in Gauss Morkov
formula is inherent. While RPGM and ST generate their movement by randomly
selecting speed and direction, which can not ensure steady temporal correlation.
ST has higher temporal correlation than RPGM. This is because ST ensure
relative smooth trajectories by adjusting head direction. It is beneficial to obtain
temporal correlation.

Figure 7 shows that group mobility models (STGM and RPGM) have higher
spatial correlation than the entity models. This is because the entity models
do not take spatial correlation into account. For the two group models, the
correlation of STGM is higher than RPGM. The reason is that RPGM was
proposed for the movement of human populations using the RWP model, where
the kinematic and dynamic constraints are not modeled.

Figure 8 presents the average path availability among different mobility mod-
els. Obviously, the group mobility model have higher path availability than the
entity models. The reason resides in this observation is that the movement of
each node in group models is correlated with other nodes. This property is ben-
eficial to obtain higher path availability. Besides, another observation is that
STGM is more stable than RPGM. This is because STGM takes both spatial
correlation and temporal correlation into account. Whereas, the RPGM gener-
ates trajectories by RWP entity model which is a pure random mobility model.
In addition, the dynamic of STGM is controllable. Thus, STGM is superior than
RPGM for FANETs research.

5 Conclusion

Mobility model serves as the foundation for constructing a realistic simulation
environment for FANET research. However, the existing mobility models are
mainly developed for MANETs, which may not truthfully emulate FANETs.
In this paper, we propose a spatiotemporally correlated group mobility model
(STGM) for FANETs. The distinct feature of STGM is that both the temporal
correlation on the mobility of a specific UAV itself and the spatial correlation
across multiple UAVs that fly as a coordinated group are taken into account.
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Moreover, it maintains a safe distribution during the whole process. The exper-
imental results show that STGM not only meets the expectation of the FANET
scenarios, but also performs better than existing models. It suggests that STGM
can provide a foundation that will facilitate FANET research at upper layers.

In the future, we plan to investigate the performance of routing protocols in
FANET using the proposed STGM model in this paper, and develop an effective
routing protocol that meets the requirements posed by FANET accordingly.
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pal government for basic research on the basic technology of UAV swarm network
(JCYJ20150629144717142).
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Abstract. In the Long Term Evolution-Advanced (LTE-A) systems, coordi-
nated Multi-Point (CoMP) transmission/reception technology is widely used to
improve cell-edge throughput and system throughput. With the introduction of
CoMP technology, handover scenes have changed and traditional handover
algorithms are no longer able to meet the requirements of current handover
scenes. Different from traditional CoMP handover trigger mechanism, we adopt
the event based handover trigger mechanism to update the CoMP coordinating
set (CCS) and transmission points (CTP). Furthermore, under the constraints of
the reference signal received power (RSRP) and the load of the base stations
(BSs), we propose the cycle selection algorithm to choose CCS and CTP based
on the radial velocity and SINR. Simulation results show that the proposed
handover algorithm can effectively reduce the total number of handover, system
delay and signaling overhead in the practical CoMP system.

Keywords: CoMP � Handover algorithm � Event trigger mechanism � Cycle
selection

1 Introduction

In cellular network system, handover mechanism aims at providing seamless service
for users during the moving process. Hence, handover is considered as a key issue of
mobility management and an important indicator of cellular network performance.

Meanwhile, CoMP technology has been widely applied in the LTE-A network. As
a key technique, CoMP technology reduce inter-cell interference and improve cell-edge
throughput as well as system throughput effectively by applying cooperation between
independent and decentralized transmission points geographically [1]. There are two
kinds of CoMP techniques considered in LTE-A systems, i.e., joint processing (JP) and
coordinated scheduling/beamforming (CS/CB). JP supports multiple connections
between cooperated BSs and a typical UE while CS/CB only supports a single con-
nection between the serving BS and a typical UE using the scheduling/beamforming
parameters decided by the coordination among the cooperated BSs [2]. In the case of
JP, if multiple BSs transmit data to a UE on the same frequency resource at the same
time and turn interference signal into useful signal, it’s known as Joint Transmission
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(JT). And if only one BS transmit data to UE at a time, it’s known as Dynamic Cell
Selection (DCS).

However, handover scenes have changed a lot when CoMP-JT technology is
introduced and the traditional handover algorithms can’t meet the requirements of
current handover scenes any more. On this basis, there are some relevant researches
about CoMP handover algorithms. A detailed analysis of information exchange and
signaling transmission among multi-cells or between multi-cells and UE is introduced
in [3] according to the existing non-CoMP handover mechanism. [4] proposes a RSRP
limited CoMP handover algorithm that considers Physical Resource Block (PRB) uti-
lization, system throughput and system delay. In [5] and [6], the authors propose the
handover algorithms based on capacity assessment and capacity performance respec-
tively. Although those algorithms improve system throughput, a minimum number of
handover can not be guaranteed because they all ignore the necessity of handover. In
[7], a handover scheme based on static coordinating set to reduce the number of
unnecessary handovers is proposed, but it is only applicable to the environment with
fixed BS density. Therefore, we propose a new CoMP handover algorithm based on
dynamic coordinating set that considers of the handover overhead and the necessity of
handover.

The rest of this paper is organized as follows. In Sect. 2, the system model using
CoMP-JT is introduced in detail. In Sect. 3, radial velocity based CoMP handover
algorithm in LTE-A system is proposed. Performance evaluation of the simulation
results are presented and analyzed in Sect. 4. Finally, we conclude this study in Sect. 5.

2 System Model

In this paper, there are four units involved in CoMP-JT handover algorithm: mea-
surement set, CCS, CTP and serving cell. Among them, serving cell takes the
responsibility of making handover decision and each UE can only attach to one serving
cell at each time instant. Measurement set is a cluster of cells whose channel state
information (CSI) can be received and reported by UE, and then, UE gives serving cell
the feedback. CCS is a set of cells selected from the measurement set by serving cell
which participates in data transmission to UE directly or indirectly. A CTP is a set of
cells chosen from the CCS by serving cell which directly and simultaneously partici-
pate in data transmission to UE. Figure 1 demonstrates an example of CoMP system
model in LTE-A system. Where, the serving cell of UE is assumed as cell 1, the
measurement set is vi ¼ f1; 2; 3; 4; 10; 11; 12g, the CCS is Ci ¼ f1; 2; 3; 4g. Moreover,
CTP is a subset of CCS with wi ¼ f4; 5g.

There are two variables involved in CoMP-JT handover algorithm: handover
margin (HOM) and time to trigger (TTT). HOM is a constant variable which represents
the threshold for the difference of RSRP between the serving BS and the target BS.
HOM ensures the target BS is the most appropriate BS which UE switches its con-
nection to. A handover can only be executed after TTT is met on the time. A combi-
nation of TTT and HOM can prevent unnecessary handovers, which is also called Ping
Pong effect.
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In CoMP-JT systems, backward compatibility is an important criteria. It means that
the emerging handover algorithm can not only be applicable to CoMP handover but
also support traditional non-CoMP handover. Based on backward compatibility, this
paper no longer distinguishes CoMP UE and non-CoMP UE. Especially, when the size
of CTP is one, the UE is represented as non-CoMP UE.

In this paper, we have the following assumptions. The transmit power of each BS is
assumed identical and fixed which is expressed by P0. The channel gains between BS j

to UE i can be denoted as hi;j � r�b
i;j r�b

i;j is the large-scale fading between BS j and UE i,
with, where ri;j denotes the distance and b is the path loss exponent. And hi;j represents
the small-scale fading. When the channels follow independent flat Rayleigh fading, the
channel power gains are exponentially distributed, i.e., hi;j follows exponential distri-
bution with mean 1. Therefore, the RSRP form BS j to UE i can then be expressed as

RSRPi;j ¼ P0 � hi;j � r�b
i;j ð1Þ

Then the received signal-to-interference and noise ratio (SINR) of UE i in
CoMP-JT systems can be given by

SINRi ¼
P

j2wi
P0 � hi;j � r�b

i;jP
m2v;m62wi

P0 � hi;m � r�b
i;m þ r2

ð2Þ

where the noise is additive white Gaussian noise (AWGN) with zero mean and variance
r2. Therefore, the date rate of UE i is given by

Fig. 1. An illustration of CoMP system model
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Ri ¼ B � log2ð1þ
P

j2wi
P0 � hi;j � r�b

i;jP
m2v;m62wi

P0 � hi;m � r�b
i;m þ r2

Þ ð3Þ

where, B represents the channel bandwidth allocation from each BS of the CTP to UE i.

2.1 User Mobility Prediction

In this section, we propose a user mobility prediction method to improve handover
performance. By assessing the relative change in radius from neighboring BSs per unit
time which is known as radial velocity [8], the UE selects suitable cooperative cells as
CTP set. Figure 2 shows the calculation principle of radial velocity vr form BS j to UE i.

Suppose that vr is constant during the time interval between t0 and t1, it can be
simply represented by

vr ¼ ri;jðt1Þ � ri;jðt0Þ
t1 � t0

ð4Þ

From Eq. (4), we can get that UE is moving away from the BS when vr is positive,
and the larger vr is, the faster UE leaving the BS. UE is closing to the BS when vr is
negative, and the smaller vr is, and the faster UE closing to the BS.

If we substitute Eq. (1) into Eq. (4), vr becomes

vr ¼ 1

Pb
0 t1 � t0ð Þ

RSRPi;jðt1Þ
hi;jðt1Þ

� �b

� RSRPi;jðt0Þ
hi;jðt0Þ

� �b
" #

ð5Þ

For the sake of simplicity, hi;j can be considered as a constant variable for the time
interval t1 � t0. We use the mean of hi;jðtÞ, which is represented as EðhÞ, instead of
hi;jðt1Þ and hi;jðt0Þ. Then EðhÞ can be given by

UEj

UEjri,j(t0)

ri,j(t1)
BSi

rΔ

Fig. 2. Calculation principle of radial velocity
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EðhÞ ¼
Z t1

t0

e�tdt ¼ e�t0 � e�t1 ð6Þ

Substituting Eq. (6) into Eq. (5), we can get

vr ¼
RSRPb

i;jðt1Þ � RSRPb
i;jðt0Þ

Pb
0ðe�t0 � e�t1Þb t1 � t0ð Þ

ð7Þ

When choosing the CCS and CTP, UE gives radial velocity a higher priority under
the promise of RSRP. During the movement, if the UE has a tendency toward the BS j,
i.e., the radial velocity from BS j to the UE is smaller, we give priority to BS j as a
candidate BS of CTP. By choosing such a cell as candidate cell, UE can stay connected
with that cell for a longer time, which reduces the number of handovers during a call
connection.

2.2 Average of RSRP

Caused by the influence of various environmental factors, instantaneous RSRP may
cause fluctuation. In this paper, we use the average RSRP to eliminate the influence for
convenience. The time interval between t0 and t1 is equally divided into N sub-intervals
with the length Tm. The average of RSRP form BS j to UE i, which is represented as
E½RSRPi;j� and can be obtained as

E½RSRPi;j� ¼ 1
t1 � t0

XN�1

n¼0

ðRSRPi;jðt1 � n � TmÞÞ ð8Þ

3 CoMP Handover Algorithm

In the mobile terminal, a handover decision process is triggered when the RSRP
received from the current network falls below a given threshold or the QoS provided by
the networks under a desired threshold of UE [8, 9]. CoMP Handover in LTE-A
systems includes not only handover between cells, but also handover of CCS, CTP and
the serving cell.

Generally, handover trigger mechanism can be divided into time trigger mechanism
and event trigger mechanism. In the existing CoMP handover algorithms, UE gathers
measurement reports from the measurement set and feeds the reports back to the
serving cell based on time trigger mechanism. Then the serving cell selects a set of cells
as CCS from measurement set and selects a set of cells to be CTP from CCS peri-
odically. This allows UE to maintain optimal system throughput but results in a large
number of handover and high signaling overhead because handover necessity is not
considered.
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In this paper, handover process of CCS and CTP is driven by the UE’s instanta-
neous SINR. If the SINR from the current CTP to UE drops below the handover
threshold for entire TTT, the election or re-selection of CCS and CTP is executed. The
proposed cycle selection algorithm of the CTP set based on radial velocity of UE is
shown in Algorithm 1. Where, A PRB is the smallest transmission unit in the downlink
LTE-A systems which is the resource of 12 consecutive subcarriers in the frequency-
domain and a slot of 0.5 ms in the time-domain. Since handover process is imple-
mented by the serving cell, it sends a cancellation message to the source CTP and
interrupts the connection between UE and all cells in the source CTP. Then a new
connection is established between UE and the target CTP.

In theory, the more cells participate in cooperating, the better CoMP performance.
But in fact, when the number of cooperation cells is large, the throughput gain of
CoMP-JT is not necessarily higher as expected after taking the complexity and the
overhead into consideration [10]. Therefore, it is not necessary to add cooperation cells
when the current cooperation cells is able to meet the QoS requirement of the UE [11].
Specifically, We generally select the size of CTP not larger than four [12].
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After the election or re-selection of CCS and CTP, we need to determine whether
the serving cell need to handover. A serving cell handover will be triggered when the
triggering condition (9) is satisfied during the entire TTT duration.

RSRRCTP [RSRPS þHOM ð9Þ

where RSRRCTP and RSRPS are the RSRP received by an UE from the target cell with
the maximum RSRP in CTP and the serving cell respectively. Once a handover is
triggered, a handover command is sent by the serving cell to instruct the UE to
handover to the next serving cell. Otherwise, the current CTP starts transmitting data to
the UE and waits for the next measurement period expires.

4 Simulation Results

In this paper, we evaluate the performance of CoMP handover algorithm based on three
metrics: total number of handover, handover failure (HOF) rate, and system through-
put. In the following part, some numerical results are shown to illustrate the impact of
different system characteristics. We assume that UE’s direction is randomly between 0
to 2p and stays constant in each time slot. The user’s speed is 36 km/h and keeps
constant. Other simulation parameters are shown in Table 1.

Figure 3 shows the comparison of the total number of handover between the
proposed CoMP handover algorithm and capacity based CoMP handover algorithm in
LTE-A. As is depicted in Fig. 4, our proposed algorithm has less total number of
handover as 20, 51, 81 and 110 times than capacity based CoMP handover algorithm as
38, 85, 129 and 172 times, respectively. That is, the proposed CoMP handover algo-
rithm has a 47.37%, 40%, 37.21% and 36.05% decrease in total number of handover

Table 1. Simulation Parameters

Simulation parameters Values

Radius 1000 m
System bandwidth 10 MHz
Path loss k*r^(−4)
BS’s position PPP(k ¼ 1e - 5)
UE’s position Random distribution
Total number of users 20,30,40,50,60,70 and 80
Simulation time 5000 ms
Measurement period 50 ms
TTT 5 ms
System bandwidth 10(Mhz)
The number of subcarriers 600
Size of CCS no more than 5
Size of CTP no more than 3
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than existing CoMP handover algorithm in 20, 40, 60 and 80 UE respectively. In
conclude, the total number of handovers of the proposed scheme is smaller than that of
the existing scheme by analyzing the necessity of handover. this is because the current
CTP can meet the service requirements of the UE and the handover of CCS and CTP is
not required in the proposed algorithm.

Figure 4 compares the system throughput of new CoMP handover algorithm and
capacity based CoMP handover algorithm. We can see that the system throughput is
improved with the increase of number of UE. The proposed CoMP handover algorithm
provides lower system throughput as 21.60Mbps, 42.08Mbps, 63.25Mbps and
84.29 Mbps, and brings about 8.32%, 6.16%, 6.95% and 6.12% system throughput
increase than capacity based CoMP handover algorithm in each scenario of 20, 40, 60
and 80 UE respectively. It is shown that capacity based CoMP handover algorithm has
a better throughput because it firstly considers the cells with the best performance to
switch periodically, while the proposed algorithm perform doesn’t choose the CTP
with largest SINR when the current CTP can meet the requirement of UE.
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Figure 5 shows the handover fail (HoF) rate comparison between the new CoMP
handover algorithm and capacity based CoMP handover algorithm. It is observed that
the HoF rate increases as velocity of UE increases, and the increase trend of capacity
based CoMP handover algorithm is faster than the new CoMP handover algorithm. In
contrast, the new CoMP handover algorithm have less HoF rates, which can be
explained that the new CoMP handover algorithm can provide better handover per-
formance, especially in the case of high velocity.

Figure 6 illustrates the comparison of system delay of our proposed CoMP han-
dover algorithm and capacity based CoMP handover algorithm. We can see that the
system delay of the proposed algorithm is smaller than that of capacity based CoMP
handover algorithm. When number of users is changed from 20 to 80, the proposed
handover algorithm results in 9.84%, 8.52%, 10.98%, 9.90%, 9.28%, 7.67% and 8.17%
decrease of system delay than capacity based CoMP handover algorithm. This is
because we consider a lower loaded cell firstly when making a handover decision.
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5 Conclusions

In this paper, we propose a radial velocity based CoMP handover algorithm in LTE-A
considering the handover necessity and the handover trigger mechanism and the cycle
selection of the set of CTP. Simulation results illustrate that radial velocity based
CoMP handover algorithm can effectively reduce the total number of handover, the
probability of handover failure and the impact of system delay on system performance.
Therefore, the proposed mechanism is useful for the practical CoMP-JT system.
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Abstract. In order to cope with the traffic exploding, operators are looking for
offloading solutions which can efficiently offload high-volume Internet traffic
from not only mobile access but also mobile core network. WLAN requires no
expensive network planning and leverages unlicensed spectrum to add capacity.
To expand the reach of revenue-generating services and applications, operators
can make use of already-existing WLAN networks. The paper presents a new
product concept of Wireless Access Broker (WAB) as well as the innovation
solution on how to provide network-based IP flow mobility support and Internet
traffic breakout. In contrast with current solutions, this new solution enables the
legacy UE to support selective IP flow offloading to the WLAN network. Unlike
the IFOM solution defined in 3GPP, our solution does not require the UE to
install DSMIPv6 stack and related interacting module. Serving as a breakout
point, WAB enables the Internet traffic directly bypass through the fixed access
network while bringing no effect on other network elements.

Keywords: WLAN � Convergence � Selective IP flow mobility � Internet
breakout

1 Introduction

Due to the ever growing mobile data (including mobile Internet) in the network, the
operators are looking for offloading solutions which can efficiently offload high-volume
Internet traffic from not only mobile access but also mobile core network.

Wi-Fi has provided tangible data offload benefits to its main proponents, which has
helped offload the growth in mobile data traffic from the radio access network at low
cost. The technology can also offer an improved user experience, through faster, less
congested connectivity and improved indoor coverage [1]. Major operators (AT&T,
Verizon, CT, CMCC. etc.) are starting to explore integrated cellular-WLAN solutions.
However, the major challenge for operators is how to integrate WLAN into operator’s
network and maintain the services continuity while the UE moving between the cellular
and WLAN network [12].

This paper presents a new product concept of Wireless Access Broker (WAB) as
well as the innovation solution on how to construct a telecom WLAN network in
operator’s network. WAB is designated for the purpose of integrating WLAN into
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operator’s network to extend network coverage, add Wi-Fi mobility to the network, and
also offload cellular traffic from both mobile access network and mobile core network.

The remainder of this paper is organized as follows. Section 2 introduces some
related research and standardization activities in the area of WLAN & 3G/LTE network
interworking, especially on the handover and IP flow mobility support. A brief intro-
duction of WAB is presented in Sect. 3. Enhanced IP flow mobility solution and
optimized upstream traffic breakout mechanism are provided in Sects. 4 and 5
respectively. Section 6 gives the performance analysis of our approach, followed by the
conclusion Sect. 7.

2 Related Work

The 3rd Generation Partnership Project (3GPP) standard is specifying architectures for
the WLAN and 3GPP networks interworking [2–4]. The interworking between WLAN
and 3GPP systems is provided by connecting WLAN to the EPS through an ePDG
(evolved Packet Data Gateway) or directly by connecting the UE through WLAN to the
P-GW as depicted in the Fig. 1 below

Currently, 3GPP is also standardizing support for IP flow mobility and seamless
WLAN offload [8] building the solution on Dual-stack Mobile IPv6 [6], multi-homing
[7], and flow-based mobility handling [10] using traffic selectors [11]. The goal is to
provide mobile data offload support for LTE networks allowing multimode terminals to
move certain flows to WLAN hotspots when overlapping coverage is available in the
proximity of the terminal.

DSMIPv6 [6] is used to provide mobility between 3GPP and I-WLAN with service
continuity e.g. IP address preservation for the UE. The Home Agent may be co-located
with GGSN or PDG and terminates the DSMIPv6 signaling within the network. This

Fig. 1. WLAN/3GPP interworking architecture
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signaling is transparent to GGSN and PDG. The UE needs to be enhanced by a
DSMIPv6 Client to enable the DSMIPv6 based signaling towards the Home Agent.
The UE has to initiate DSMIPv6 specific signaling towards the Home Agent to create a
binding in the HA and to register its care-of-address. This will, on one side, establish
the DSMIPv6 tunnel between the HA and the UE, and on the other side, ensure that
mobile terminated traffic is routed by the HA towards the correct access network.

Since the UE registers to the HA and builds DSMIPv6 tunnel to it, all the traffic
from UE need to be transported to the HA through this tunnel no matter which access
network the UE is connecting. Unlike the MIPv4 protocol [5], there is no other
mobility anchor (FA, Foreign Agent) to enable the upstream traffic breakout. For the
large amount of Internet or other 3rd party application services, this solution is not
efficient enough due to the aggregation point locating at the mobile core network.

IP Flow Mobility (IFOM) defined in 3GPP Rel-10 [4] introduces the concept of
treating IP flows individually within a PDN connection. It specifies that the mobility of
a PDN connection is handled per IP flow. This means within a PDN connection the
following operations can be performed:

(1) Establishment of IP flows over multiple accesses.
(2) Selective removal of IP flows from an access system.
(3) Selective transfer of IP flows between access systems.
(4) Transfer of all IP flows from a certain access system.

This requires some DSMIPv6 extensions to allow the registration of multiple
addresses simultaneously [7]. More specifically, the extensions defined for DSMIPv6
have the capability to register multiple local addresses (i.e., CoAs) to a single per-
manent address (i.e., HoA), and also the capability to bind different IP flows (i.e.,
HTTP, Video, VoIP, etc.) to different CoA(Care-of address) or directly to HoA
(Home-of address) (Fig. 2).

IP flow 1,  e.g. 3rd party App

IP flow 2,  e.g. VoIP

IP_HoA -> IP_CoA 2 [Flow 2]
IP_HoA -> IP_CoA 1 [Flow 1] 

Fig. 2. IFOM solution
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3 Wireless Access Broker

The product concept of Wireless Access Broker (WAB, shown in Fig. 3) is proposed to
integrate WLAN networks into telecom network and interwork with mobile core
network. It relieves cellular network from heavy traffic load while bypassing Internet
traffic. In handover scenario, it acts as a mobility anchor and breakout upstream data
traffic directly which can efficiently reduce the data flow to the mobile core network.

Providing standard data and signaling interface to cellular network, WAB enables
dual mode UE to access 3GPP services through WLAN network. With intelligent
traffic processing and routing mechanism, WAB can breakout Internet traffic while
bypassing the macro RAN and mobile core. Providing the NAT function, WAB
maintains multiple global IP address to setup backhaul to different network domain. UE
only obtains a local IP address from WAB, so there is no requirement for UE to
maintain different IP address to access different services. WAB can distinguish the
different destination of traffic from UE, and routes it to different network domain. Since
the traffic is bypassed from WAB, the accounting function is also implemented in the
WAB with the signaling interface to the 3GPP core network. Other charging and
management functions (e.g. lawful interception) are also supported by WAB for the
operation purpose.

Current definition of IFOM requires the UE to support DSMIPv6 stack and other
interacting module which may be a hurdle for its deployment. The WAB provides an
enhanced mechanism to implement IP flow mobility in cellular & WLAN converging
network.

(1) It provides network-based mobility support for IPv4-enabled UE to register its
CoAs and routing filter. Through this new mechanism, the legacy UE can support
IP flow mobility without any requirements on DSMIPv6 stack and register
module.

Fig. 3. WAB solution
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(2) The mobility anchor in the WAB maintains the CoA address for each UE while
the UE only configures one IP on its dual network interfaces.

(3) The mobility anchor in the WAB serves as a pseudo UE to perform HA discovery
and binding update. It also interacts with the HA for routing policy transfer.

(4) Serving as a breakout point, WAB enables the Internet traffic breakout through the
fixed access network while bringing no effect on other network elements.

In handover scenario, the WAB acts as a mobility anchor and breakout upstream
data traffic directly which can efficiently reduce the data flow to the mobile core
network. A new routing module in WAB performs package interception and flow
control to breakout the upstream Internet traffic. This routing module captures the
upstream data package from UE and identifies the real destination address. According
to the destination information, WAB decides whether the package is to be encapsulated
and transported to mobile core network. If the destination IP address indicates that the
package need to be delivered to the Internet or other 3rd party applications domain, this
routing module in WAB directly bypasses the package without any tunnel encapsu-
lation through the fixed wireline network.

4 Enhanced Mobility Mechanism for Selective IP Flow

3GPP/WLAN mobility using DSMIP as per 3GPP Rel-8 provides a solution for
seamless WLAN offload where all traffic is offloaded to the WLAN. However, it may
be desired that in some scenarios only some traffic is moved to the WLAN while other
IP flows are maintained over the 3G access. This requires some DSMIPv6 extensions to
allow the registration of multiple addresses simultaneously. These protocol extensions,
known as IP Flow Mobility (IFOM), are part of 3GPP Rel-10 [4] and introduce the
capability to move selective IP traffic – a new dimension in flexibility. This definition
of IFOM requires the UE to support a DSMIPv6 stack and related interacting functions
which may be a hurdle for its deployment.

To optimize this mobility solution, a mobility anchor is proposed to support the
legacy UE with IFOM function. The mobility anchor is located in the WLAN network
and help UE to register the CoA and routing filter to the HA/P-GW. The UE only
obtains the HoA address from EPS/P-GW when it performs the initial PDN connection
establishment through the 3GPP air interface. The conventional UE may configure it on
the dual network interfaces. This is called one address on two interfaces. The UE uses
the HoA address to access the WLAN network all along since only the HoA address is
configured on the Wi-Fi interface of the UE. In contrast with the DSMIPv6 solution
defined in Rel.10, our solution does not need to configure one or more CoA addresses
for each UE which can significantly save the address resource. Through the WLAN
connection procedure, the mobility anchor obtains the HoA/HA address of the UE and
performs the HA discovery as well as the DSMIPv6 bootstrapping process substituting
for the UE.

When the conventional UE connects to the WLAN and completes the WLAN link
establishment with the HoA address obtained cellular network, the mobility anchor
serves as a pseudo UE to send BU message which is used to register the CoA and
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routing filter to the HA/P-GW. The CoA address may be a local address or the IP
address of the mobility anchor itself, which can be routed from the HA. The mobility
anchor maintains the CoA address for each UE while the UE does not need to configure
this IP address. The mobility anchor request the HA to store routing filters so that one
or more flows can be associated to a registered CoA. Furthermore, the HA needs to
identify individual flows, then it can route a particular flow through a particular access.
The work procedure is shown in Fig. 4. The mobility anchor performs the package
encapsulate/de-encapsulate function when the traffic arrives.

This solution can be utilized to enhance the S2c interface in Rel-8 EPS mobility
architecture so that it supports this flow level granularity (i.e. flow binding). The IETF
extension to DSMIPv6 introduces a new Flow Identification mobility option [9], which
is included in the BUmessage and can be used to distribute routing filters to the recipient
of the BU. Using the Flow Identification mobility option, the mobility anchor can bind
one or more flows to a CoA while maintaining the reception of other flows on another
CoA. Requesting the flow binding can be decided based on local policies within the
WLAN network, e.g. link characteristics, types of applications running at the time, etc.

In order to allow the WLAN network elements indicate the HA/P-GW through
which access technology PDN connections/IP flows are expected to be routed, inter
system routing policies are introduced. Such policies can be defined per APN, per IP
flow class under any APN or per IP flow class under a specific APN and can be
provided to the UE either through ANDSF [3] or by means of static pre-configuration.
The interacting module in the mobility anchor extends DSMIPv6 basic support to allow
it to specify policies associated with each binding and even to each flow through
individual routing filters. The routing filters are unidirectional and can be different for
uplink and downlink traffic. A policy can contain a request for a special treatment of a
particular IP flow, e.g. QoS.

We note that there are some concerns about the difference between our method and
the Proxy MIP mechanism. We would like to make some clarifications. Firstly, the
Proxy MIP is adaptive for the use case that the mobile node makes handover between

PDN GW/ 
HA

AAA 
Proxy 

HSS/
AAA UE

Mobility 
Anchor

GERAN
UTRAN/
EUTRAN hPCRF

3. Binding Update 

vPCRF 

Roaming Scenario

6. Binding Acknowledgement 

7. GW control session and QoS rules provision procedure 

4. IP-CAN session modification request

5. IP-CAN session modification response

8. 3GPP resource release 

1. WLAN link establishment and IP address assignment  

2. HA discovery, DSMIPv6 bootstrapping and Home Link Detection

Fig. 4. Work procedure of IFOM support for the legacy UE
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different access points with one network interface. The PMIP can substitute for the
mobile node to de/encapsulate the MIP packets while the mobile node needs to do
noting and just keeps the IP address unchanged on the network adapter. In cellular &
WLAN converged network, the mobile nodes would have two network interfaces.
Basically the mobile nodes would obtain two different IP addresses for accessing the
two networks separately. If we use the PMIP mechanism here, the session would be
disrupted because the IP address has changed. Secondly, the PMIP is designed for the
one interface scenarios. Even with our method that one address is configured on dual
interfaces, the PMIP cannot support the selective IP flow mobility. Because the PMIP
protocol only supports fully handover between different access points, all the IP flows
would be transferred to the destination access point when the handover occurs. Thirdly,
the PMIP cannot support the multiple CoAs maintained for one mobile node. So it can
not differentiate the service class between multiple IP flows of one mobile node. Our
solution help one mobile node to register multiple CoAs which facilitates the differ-
entiation of multiple IP flow classes even these IP flows are over the same the accesses
and the same APN manner. The PMIP mechanism cannot support this feature.

5 Optimized Breakout for Upstream Traffic

In current 3GPP defined interworking solution, as dashed line shown in Fig. 5, when
the UE accesses to the cellular network and wants to communicate with the corre-
spondent node in the Internet, the destination IP address of the upstream packages is the
correspondent node’s IP (162.105.203.16). While the UE is roaming to the WLAN
network, it obtains a CoA address (172.24.149.166) and notifies the HA of the new
binding information. A DSMIPv6 tunnel is built between the UE and the HA and all
the upstream packages from the UE are transmitted through the tunnel no matter
whether the correspondent node locates in the mobile core network or not. The UE
encapsulates the original packages with the destination IP address set as the HA
addresses and delivers through the DSMIP tunnel. When the HA receives the upstream
packages from the tunnel, it decapsulates the packages and routes the original packages
to the correspondent node. For the large amount of Internet or other 3rd party

Fig. 5. Current DSMIP mechanism
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application services, this solution is not efficient enough due to the aggregation point
(HA) locating at the mobile core network.

To optimize this mobility solution, a new routing module is introduced in the WAB
which is designated for the purpose of integrating WLAN into operator’s network and
offloading cellular traffic from cellular network. This routing module performs package
interception function and makes en/decapsulation on the packages substituting for the
UE. WAB has the capability to identify the destination address of the original data
packages transmitted from the legacy UE which does not support DSMIPv6 protocol. It
substitutes for the legacy UE to perform MIP signal processing and interworking with
HA for the purpose of mobility support. According to the destination information in the
upstream package, the WAB decides whether the package is delivered through fixed
wireline network directly. If the destination IP address indicates that the correspondent
nodes locates in the 3GPP network domain, this routing module will encapsulate the
package with DSMIPv6 head and set the HA IP address as the destination address. On
the other hand, as the red line shown in Fig. 6, the original package to the corre-
spondent node which locates in the Internet will be offloaded directly by the WAB
through the fixed wireline network.

With this package interception and traffic processing function, WAB can offload the
upstream Internet traffic in mobility scenario which efficiently relieves the traffic load of
the mobile core network. As for the downstream traffic, the routing module in the WAB
performs the decapsulation accordingly. It provides network-based mobility support for
the legacy UE that has not installed DSMIPv6 stack and related interacting modules.
Serving as a breakout point, WAB enables the Internet traffic breakout while bringing
no effect on other network elements.

6 Performance Analysis

This section gives some performance analysis on our new approach. In our simulation,
we estimate the upstream traffic from the UE and give the contrast result between our
approach and 3GPP approach.

Fig. 6. WAB-based routing mechanism (Color figure online)
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We assume that there are 1000 APs (Access Points) in the WLAN network and 10
active UEs under each AP on average. In the simulated scenario, each active UE
transmits Internet upstream data with the rate of 100 packages per second, and we
suppose that there are at least 2 more network entities (e.g. router, switch, gateway) the
upstream packets need to be transmitted through when these packages are transported
via the mobile core network than they are offloaded through fixed access network
directly. In our assumption, each intermediate network entity is equipped with 1Gbps
interface which is used to process the traffic.

For a standard IPv6 package, the package head of IP layer is 40-bytes in length.
Since the WAB would encapsulate the DSMIP package head with the original package
when transmitting it to the mobile core network, there are 40 bytes more data for each
package to be transmitted through the mobile core network than the fixed access net-
work. We investigate the total processing time when the upstream Internet packages are
transmitted through two different paths and define it as the transportation cost. In our
contrast test, we calculate the total transportation cost under two variable quantities. The
one variable quantity is the average package length of UE’s upstream traffic. The other
factor is the intermediate network entities that the packages are transmitted through.

The two charts below give the simulation result of our WAB-based solution and
3GPP solution respectively (Fig. 7).

In the above figure of 3GPP solution, it needs to note that the actual amount of
network entities is 2 more than the described value in the X axis. In order to contrast
the two mechanisms efficiently, we keep the X-axis value aligned in two figures. As we
mentioned before, we assume that there are at least 2 more entities the upstream
packages need to be transmitted through in the 3GPP mechanism than our mechanism.

Since the routing module in WAB directly bypasses the upstream Internet traffic
through the fixed wireline network, our solution can efficiently relieve the cellular
network from heavy traffic load. Due to the less intermediate entities and shorter
package length, WAB solution also evidently reduces the processing time and network
delay as well. The contrast figures show that the transport cost of 3GPP solution is
obviously higher than our WAB solution.

Fig. 7. Transportation cost of two solutions
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7 Conclusion

This paper introduces an efficient routing mechanism to support mobility between
cellular network and WLAN network. In contrast with the DSMIPv6 solution, our
solution offloads the upstream Internet traffic through the fixed wireline network which
can efficiently relieve the cellular network from heavy traffic load. Serving as a
mobility anchor, the network-based mobility support is provided by the WAB in the
WLAN network. It helps the UE to send BU message which is used to register the CoA
and routing filter to the HA/P-GW. Through this new mechanism, the conventional UE
can support selective IP flow offloading to the WLAN network, while maintaining
connectivity to the same PDN connection via the 3GPP radio interface.
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Abstract. Current space-ground IP networks cannot achieve real-time signal-
ing interaction between aircraft users and GEO freely in large service ranges, so
there is packet drop rate when aircraft users hand off between different GEO
satellites. This paper proposes a new scheme to provide seamless handover
service for aircraft users. Since the control center can obtain the orbit and
position of aircraft can be obtained timely and accurately, during the handover
process, it initiates the control signaling in different aspects to fulfill a complete
handover process based on standard mobile IP protocol. Compared with other
schemes, the proposed scheme can reduce packet drop rate in the handover
process. Moreover, the time delay for data transmission is reduced based on
mobile IPv6 technique.

Keywords: Space-ground IP network � Mobile IP � Handover management

1 Introduction

With the development of space technology, the demand of real-time and reliable
communication between space station and ground become more obvious. Currently,
the communication between ground users and aircraft users is achieved with the help of
GEO satellites through directional antennas [1]. Since the GEO satellites’ directional
antennas can only cover a relatively small area in their wide service ranges, it is difficult
for aircraft users to initiate the communication with GEO satellites [1]. Besides, the
real-time signaling interaction between aircraft users and GEO satellites cannot be
achieved freely [3], as a result, standard mobile IP protocol [4] fails to work when
aircraft flies through service ranges of different GEO satellites. Therefore, it is difficult
to maintain reliable and continuous data transmission from ground users to aircraft
users.

Nowadays, several solutions are proposed to solve the above problems. The
Centralized Static Routing [5] establishes some possible routing sets for users to choose
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when handover between aircraft users and GEO satellites happens. This scheme is
applicable in small scale networks, but causes large calculation pressure in network
management. Another solution is mobile router, a software resided in a network. It
takes care of handover process in the network, and allows the whole network to roam
[6]. However, during handover, the mobile router have to obtain care-of address and
register with home agent (ground station1 in this paper) [7], which causes high delay
and packets loss, especially in long distance space-ground network.

This paper proposes a new scheme based on mobile IP to present reliable and
continuous data transmission in space-ground IP networks. The scheme ensures that
aircraft can achieve seamless handover between different satellites. Under the premise
that the orbit information and position of aircraft can be obtained timely and accurately
by control center during the handover process, the control center can initiate the control
signaling, including changing directions of antennas on GEO satellites, assigning new
IP addresses for aircraft users and establishing IP address mapping table in ground
station, sending multicast data to all of the ground stations. Thus the complete han-
dover process of standard mobile IP protocol can be achieved without real-time sig-
naling interaction between aircraft users and GEO satellites. Moreover, in order to
reduce the time delay from ground users to aircraft users after handover, the scheme is
improved with techniques in mobile IPv6 [9] to overcome the problem of “triangle
routing” [8, 10].

In this paper, Sect. 2 introduces basic scenario of the space-ground IP network.
Section 3 describes the operating modes of standard mobile IP and proposes solutions
for mobile IP based on the space-ground network. Section 4 presents simulation
analysis, including experimental simulation parameters, results and descriptions. Sec-
tion 5 is the conclusion.

2 Description of Basic Scenario

The space-ground IP network mainly consists of two parts, the ground part and the
space part [2].

As shown in Fig. 1, the ground part includes:

(1) Control center: manages the basic information about entire network.
(2) Ground stations: provide service for GEO satellites.
(3) Ground users: terminal users on earth, which are connected with space-ground

network through internet.

The space part includes:

(1) GEO satellites: provide transparent forwarding between aircraft and ground sta-
tions. The radius of service range of GEO satellites is about 2:5� 106 m. The
radius of cover area of directional antennas is about 1� 105 m, which is much
less than the radius of service range.

(2) Aircraft users: terminal users in space.
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2.1 Process of Handover Management

This scenario describes the process that aircraft users cross the network segments made
by GEO satellites, using handover management to maintain normal communication
with ground users. The specific process is given below:

When the aircraft is in the service range of the GEO1, the business data from
ground user is encapsulated into IP packets to be routed to the control center, after
processing, packets are forwarded to the ground station 1, and then the ground station1
transmits them to GEO1. Finally packets are delivered to aircraft user. When the
aircraft user flies into service range of the GEO2, the connection between aircraft and
ground becomes ground station 2. In the ground network, packets are routed according
to IP address, ground user does not know the IP address of the aircraft has changed, so
the packets are still routed to ground station 1 in accordance with the previous address,
which causes communication error. Thus mobile IP is needed to solve the problem.

2.2 Overview of Mobile IP

Mobile IP has three basic elements: mobile node, home agent, foreign agent [4].
Protocol overview is as following:

(1) When mobile node is in the home network, it will be assigned an address, which is
called home address. For user, this address is mobile node’s permanent address
[4].

(2) When mobile node moves to a foreign network, it obtains a care-of address [4]
from foreign agent, then mobile node registers its new care-of address with home
agent.

Fig. 1. Basic scenario of the space-ground IP network. It includes space part (GEO satellites and
aircraft) and ground part (ground stations, control center and users). The radius of service range
of GEO is 2:5� 106 m, the radius of antenna range is 1� 105 m. Control center can management
the entire network.
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(3) Host sends packets to mobile node, via standard IP routing mechanism trans-
mitting the packet to the home agent.

(4) Home agent tunnels the packets to the care-of address [4] (usually address of
foreign agent).

(5) The foreign agent decapsulates packets and transmits them to the mobile node.

The above is the working mechanism of mobile IP in ground network, but it cannot
be applied in the space-ground IP network. Because mobile node, home agent, and
foreign agent are demanded to periodically broadcast their status, so that they can have
frequent signaling interaction. Thus it has a very high demand for real-time perfor-
mance and reliability to the network. However, the characteristics of the space network
are long distance, high time delay, complex link status, and the present conditions of
GEO satellites can only communicate with directional antenna, the aircraft is unable to
detect and connect to GEO actively. So ground-based mobile IP network obviously can
not meet the requirements of space-ground IP network, which need to improve existing
schemes (Fig. 2).

3 Solution Scheme

This paper proposes revised schemes based on standard mobile IP to solve the problem
that the signaling interaction between GEO satellites and aircraft users is not real-time,
and the handover process exists packet loss and high time delay. Particularly, the
ground station 1 is equivalent to the home agent, the ground station 2 is equivalent to
the foreign agent, the aircraft is a mobile node, the control center schedules the entire
network.

Fig. 2. Overview of mobile IP. The mobile node, home agent and foreign agent periodically
broadcast their status, and have frequent signaling interaction.
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3.1 Scheme 1

This scheme is proposed on the condition that control center have real-time status
information about aircraft (flight obit, position, flight time), and can send signaling to
each node and schedule them. It can achieve seamless handover.

(1) Initial condition
When the aircraft is in the service range of GEO1, the transmission path of user

data is ground user ! control center ! station 1 ! GEO1 ! aircraft.
(2) Set the trigger condition
The trigger condition can be flight time or the position of the aircraft. When the

aircraft enters into the overlapping coverage of the two satellites, control center sends
signaling to GEO2, which is to let the antenna of GEO2 begin to swing in the direction
of GEO1.

(3) Send multicast data to ground stations
When the aircraft enters into the overlapping coverage, the control center sends the

data, which is from users, to all of the ground stations. This progress is multicast, which
continues to the end of the handover. Using multicast mechanism can guarantee data
from users send to all of the ground stations at the same time, including the home agent
ground station1 and the foreign agent ground station2. Ground stations store the
received data till the aircraft connected with the GEO2, then the data is sent to the
aircraft via the GEO2. This progress can result in some data packets are repeatedly
received, but can ensure seamless handover.

(4) Establish home agent mapping table
Control center sends the IP address of the ground station 2 to the ground station 1,

then the ground station 1 establishes an address mapping table. That is to say, when the
aircraft left the service range of GEO1, the data packets via the mapping table are
routed from the ground station 1 to the ground station 2.

(5) Assign a new address to aircraft
After establishing the mapping table, control center assign a new IP address to

aircraft, which is in the same network segment with the IP address of the GEO2.
(6) Connect GEO2 and aircraft
The antenna of GEO2 is aligned with the aircraft and builds connection, the con-

nection is generally assumed that is instantaneous. Since the ground stations are not
connected with each other, they all connect to the control center, the transmission path
of the packets is user ! control center ! ground station 1 ! control cen-
ter ! ground station 2 ! GEO2 ! aircraft.

Since the number of nodes in this scene is small, the connection between aircraft
and the next satellite is obvious. Therefore, after the aircraft entered in the over-
lapping range of the two satellites, the control center can adjust network by sending
signaling. It sends the GEO2 instructions, so that the GEO2 has enough time to
adjust the antenna, which can improve the probability of successful connection.
Besides, it assigns care-of address to aircraft so that aircraft can connect with GEO2.
This scheme can achieve seamless handover, on the condition that the connection is
instantaneous.
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3.2 Scheme 2

The above scheme is proposed based on Mobile IPv4, which can achieve seamless
handover between two satellites. However, it still is not good enough because of
“triangular routing”. Inspired by banding update mechanism of Mobile IPv6 [9], we
proposed an optimization routing scheme, called Mobile IPv4-E.

In Mobile IPv4-E, steps of (1), (2), (3), (4), (5) and (6) are the same as the first
scheme, additional step is that:

When the handover is completed, the user establishes an address mapping table.
Packets should be sent to the ground station 1 are mapped to the ground station 2. Thus,
the transmission path of the packets in this scheme is user ! control center ! ground
station 2 ! GEO2 ! aircraft.

Compared with the first scheme, the transmission path of each packet can decrease
by two hops, which can reduce the transmission delay in the ground network. Figure 3
is the Schematic diagram of scheme 1 and scheme 2.

4 Simulation and Analysis

The simulation was carried out on an discrete-event system simulation platform. The
simulation scenario includes two GEO satellites, an aircraft, two ground stations, a
control center and several ground users. Basic parameters about network nodes are
shown in Table 1. The height is the distance to the center of the earth. The care-of
address is 172.23.2.2.

Fig. 3. Schematic diagram of (a) scheme 1 and (b) scheme 2. The green strips are the packet
transmission path before the handover, the yellow strips are the transmission path after the
handover, the dotted line is signaling, the blue strips are the multicast data sent from control
center to all of the ground stations. The difference between scheme 1 and scheme 2 is in the
ground network, after the handover, scheme 2 can decrease the transmission path by two hops.
(Color figure online)
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4.1 Parameters of the Simulation

Besides, the bandwidth of the forward link (ground station ! GEO) is 10 M, the
backward link (GEO ! ground station) is 25 M, the ground link is 100 M, the buffer
size of link is 10 M, the sending rate of packets randomly changes between 5 M to
15 M bps, transmission delay in the ground network is 10 ms.

4.2 Result of Simulation

Compared among the mobile router scheme [6], scheme 1 and scheme 2 proposed in
this paper, we can get the result:

The mobile router scheme is proposed in [6], which adds a software, called mobile
router, into the space-ground network, so device connected with mobile node is una-
ware of mobility [7]. The mobile router asks for care-of address and then registers it
with ground station, this process has delay, which causes packet losing.

Figure 4 shows that the received packet percent of scheme 1 and scheme 2 can
achieve 100%, that is to say control center sends signaling to manage GEO and aircraft,
cooperated with the multicast data sent from control center to ground stations, can
effectively achieve seamless handover.

Another question we concerned is end to end transmission delay. According to the
relationship of the distance, time, and the speed of light, the transmission delay

Table 1. Basic parameters of the each node.

Node name Height\m Latitude Longitude IP address

GEO1 4:2� 107 0° 16° E 172.23.1.1

GEO2 4:2� 107 0° 108° E 172.23.2.1

Ground station 1 6:4� 106 39° N 101° E 172.23.1.5

Ground station 2 6:4� 106 34° N 116° E 172.23.2.3

Control center 6:4� 106 34° N 108° E 172.22.1.0

User 6:4� 106 20° N 105° E 172.23.3.1

Aircraft 6:7� 106 —— —— 172.23.1.2

Fig. 4. Received packet percent in different schemes. The received packet percent is defined as
the number of received packets divided by the number of sending packets. The received packet
percent is statisticsed from the time that the aircraft entries the overlapping service range, to the
time that the handover is completed.
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between ground station and GEO is about 0.12 s, assume that transmission delay in the
ground network is 0.01 s. The simulation result of end to end packet delay in each
position can be seen in Table 2.

During the handover process, control center sends multicast packet data to all of the
ground stations, packets sent to the ground station1 are transmitted directly to the
GEO1, but the packets sent to the ground station2 are stored and not transmitted until
the aircraft connects with the GEO2. Since the aircraft breaks the connection with the
GEO1, and then connects with the GEO2, which needs about 0.48 s. The packets
stored in the ground station2 are transmitted to the next hop, which also needs 0.48 s.
Since the control center sends multicast packets to all of the ground stations, these
packets have been sent by the ground station1. That is to say repeatedly sending
packets can ensure a seamless handover process.

In the simulation, the end to end transmission delay of scheme 1 and scheme 2 is
different, which is shown in Fig. 5. After the handover, the end to end transmission delay
of scheme 1 is about 0.75 s, but the transmission delay of scheme 2 is about 0.73 s.

The end to end transmission delay of two schemes in Fig. 5 both have several
segments. In the scheme 1, the first segment is about 0.25 s, which is equal to the
transmission time from the control center to the ground station1 via the GEO1 and then
to the aircraft. The second segment is about 0.73 s, which is the sum of 0.25 s and

Table 2. End to end packet delay of the handover process.

Position of the
aircraft

Transmission path End to end
delay/s

Before handover user ! control center ! ground station
1 ! GEO1 ! aircraft

0.25

During handover
multicast

user ! control center ! ground station ground station 2
(store the multicast data) ! GEO2 ! aircraft

0.73

After handover
Scheme 1

user ! control center ! ground station 1 ! control
center ! ground station 2 ! GEO2 ! aircraft

0.75

After handover
Scheme 2

user ! control center ! ground station
2 ! GEO2 ! aircraft

0.73

Fig. 5. End to end transmission delay. The delay of scheme 1 and scheme 2 is different.
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0.48 s. The meaning of 0.48 s is that multicast packets stored in the ground station2
need about 0.48 s to send to the next hop. The 0.25 s is the same with the first second.
The first and the second segments of the scheme 2 is the same with the scheme 1. The
comparison of the third segment and the forth segment can be obviously seen in Fig. 6.

Figure 6 partially enlarges the picture, which contains scheme 1 and scheme 2,
since scheme 2 has routing optimization in the ground network, the transmission delay
is less than scheme 1 after the handover. In the scheme 1, packets sent to the ground
station2 (foreign agent) must be via the ground station1 (home agent), that is to say
there is a “triangle transmission”, which is about 0.02 s in the ground network. So after
handover, the end to end delay is about 0.75 s. However, in the scheme 2, there is
routing optimization in the ground network, the transmission delay is less than
scheme 1 after the handover.

5 Conclusion

In the current space-ground IP network that bases on GEO satellites, when aircraft
users with high speed fly through the service range of different GEO satellites, the most
important thing is mobility management, i.e., to route packets to the correct destination.
However, the standard mobile IP can not be applied, since there is no real-time sig-
naling interaction between aircraft and GEO satellites, they can only communication
through directional antenna. A scheme proposed in this paper is that control center uses
the flight time and position of the aircraft as a trigger, then sends signaling to GEO
satellites, and assigns new IP address, called care-of address, to aircraft users, and sends
multicast data to all of the ground stations. This scheme can achieve seamless handover
in current condition, which has been verified by simulation. Nevertheless, there is
“Triangle Routing” in the scheme, a optimization routing scheme based on the first
scheme is further proposed. According to the simulation result, we draw the conclusion
that the scheme can reduce transmission delay in the ground network.

The above proposed schemes are based on the current equipment condition. With
the development of space technology, high-orbit satellite antenna in the future may be

Fig. 6. Comparison of end to end delay of scheme 1 and scheme 2. Note that it is the partial
enlarged picture of Fig. 5. Due to the routing optimization, the transmission delay of scheme 2 is
less than scheme 1.
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able to support sending signaling and data transmission at the same time. In this case,
there will be no need unified scheduling by control center when the aircraft in the
overlapping region. The only thing that aircraft in the overlapping region should do will
be to send a request to GEO. Then GEO will assign new IP to it and connect with it. It
will be similar with mobile IP in the ground network that achieves automatic handover
management.
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Abstract. Single Frequency Network (SFN) is considered as a vital deploy-
ment method in High Speed Train (HST) scenario. HST channel model is of
much importance to LTE performance assessment. And SFN channel models are
non-stationary. Since the train moves fast, the impact of Doppler rises signifi-
cantly. The consideration of the effect of Doppler shift in SFN scenario is of
much difference from in traditional stationary channels. In this paper, we build a
link level simulation system and evaluate the performance of TD-LTE system
with single-tap and two-tap SFN High Speed Train (HST) channel models
without frequency compensation. The results show that when the Doppler shift
exceeds 1000 Hz, the performance degrades much more obviously. Addition-
ally, the absolute value of Doppler shift has great influence on TD-LTE system
and the impact of Doppler shift variation on the system performance is not
obvious. This paper provides reference for the design of next generation railway
mobile communication system and lay a foundation for the LTE high-speed
adaptability research.

Keywords: LTE � Doppler shift � Performance evaluation � SFN channel
model

1 Introduction

In recent years, the high-speed railway achieves good development, especially in
China. Long Term Evolution (LTE) has the characteristics of high spectral efficiency,
high peak data rates, as well as flexibility in frequency and bandwidth [1]. So, it is a
key problem for LTE to meet the performance requirement of passengers in high speed
railway. Many companies have proposed possible high-speed railway scenarios in the
3GPP RAN4 meeting recently, including scenario 1, scenario 2 (scenario 2a to 2g),
scenario 3 and scenario 4. And it is explicitly proposed to investigate scenario 1,
scenario 2d and the first hop of scenario 2c, namely: open space SFN scenario, SFN
scenario in tunnel and leaky cable scenario in tunnel [2].

To avoid frequent handover in HST scenario, multiple Remote Radio Heads
(RRHs) are connected with one BBU by fiber, and share the same cell ID. That is to
say, one cell contains multiple RRHs, and UE receives the same signal from multiple
RRHs, thus forming the open space SFN scenario which is an important solution in

© ICST Institute for Computer Sciences, Social Informatics and Telecommunications Engineering 2018
Q. Chen et al. (Eds.): ChinaCom 2016, Part II, LNICST 210, pp. 431–440, 2018.
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high-speed railway communication. Many companies have been devoting to evaluate
the performance basing on LTE-FDD system. And three candidate solutions are pro-
posed in the RAN 4 #77 meeting, which are respectively UE receiver enhancement,
eNodeB frequency pre-compensation and unidirectional SFN arrangement. But for all
of the solutions, the Doppler shift caused by high-speed movement will be a key impact
factor for system performance [3, 4], especially when the target moving speed is up to
750 km/h which has been put forward in RAN #70 meeting.

Both [3, 4] have investigated the effects of Doppler shift in HST scenario and
proposed some methods, including the mean square error (MSE) scheme and the
chunk-based resource allocation, to improve the accuracy of the Doppler offset esti-
mation. But the channel models in [3, 4] are traditional Rician or Rayleigh fading
model, which are not suitable for the SFN scenario.

So, in this paper, we build an integral system to assess the impact of Doppler
shift on TD-LTE system performance with both one-tap and two-tap SFN channel
models. This work is useful for the further Doppler frequency offset estimation
method research in SFN scenarios. The rest of this paper is organized as follows:
Sect. 2 briefly introduces the system models including the channel models and system
structure. Section 3 presents and analyzes the simulation results and Sect. 4 gives the
conclusions.

2 System Description

Currently, SFN channel models approved in 3GPP RAN 4 meeting include single-tap
channel model proposed by Samsung and two-tap SFN channel model proposed by
Huawei [5]. We focus on single-tap channel model and two-tap SFN channel model to
investigate the impact of Doppler shift. The detailed induction of both of the models are
depicted as follows.

2.1 Single-Tap Channel Model

Assume that N RRHs connected to one BBU by optical fiber, and these N RRHs share
the same cell ID. Owing to the distance to the receiver are different between RRHs, N
paths will be formed [6]. Single-tap SFN channel model is described as Fig. 1. Ds is the

BBU

…

t=0 t=2Ds/vDsDs/2

Dmin

RRH1 RRH2 RRH3 RRHN

Ds/2

Path 1

v

Fig. 1. Sketch map of single-tap SFN channel model. (Color figure online)
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distance between two neighbor RRHs; Dmin is RRH railway track distance in meters;
v is the velocity of the train in m/s; t is time in seconds.

When 0� t � NDs=v, namely the train is in the coverage area of the first cell. The
Doppler shift of each path can be denoted as:

fdn ¼ fdmax cos hn tð Þ; ð1Þ

where the maximum Doppler shift is calculated as:

fdmax ¼ fc � vc � cos hnðtÞ ð2Þ

When NDs=v� t� 2NDs=v, that is when the train hands over to the second cell. To
maintain the continuity of the frequency offset and avoid the alternation of Doppler shift
when handing over, the cosine of angle hnðtÞ of the nth path can be expressed as [7]:

cos hnðtÞ ¼
� nþN � 1

2

� �
Ds þ vt

ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
� nþN � 1

2

� �
Ds þ v

� �2 þD2
min

q ; n 2 1;N½ � ð3Þ

When t� 2NDs=v,

cos hnðtÞ ¼ cos hn t mod ð2NDs=vÞð Þ ð4Þ

Obviously, it is very complicated taking N paths into consideration. One tap high
speed train channel model is denoted as Eq. (5).

cos hðtÞ ¼

0:5Ds�vtffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
D2

min þ 0:5Ds�vtð Þ2
p ; 0\t� Ds

v

�1:5Ds þ vtffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
D2

min þ �1:5Ds þ vtð Þ2
p ; Ds

v \t� 2Ds
v ;

cos h t mod ð2Ds=vÞð Þ; t[ 2Ds=v

8
>><

>>:
ð5Þ

Power and delay are not taken into account in one tap HST channel model. The
trajectory of the Doppler shift with the condition of v = 350 km/h, Ds = 1000 m,
Dmin = 10 m, and fc = 2300 MHz is shown in Fig. 2.

To evaluate the Doppler shift effect of single-tap SFN channel model, we choose
four cases with different variation characteristics of Doppler shift. Case 1 denotes that
Doppler shift keeps almost constant positive value, case 2 denotes that Doppler keeps
almost constant negative value, case 3 is that Doppler shift ranges from positive to
negative and case 4 is that Doppler shift ranges from negative to positive. These four
cases are marked in red in Fig. 1. And the simulation time of every case is 1 s. We
carry out relative simulations under the condition of no frequency compensation in
these 4 cases, and the corresponding results is shown in part 4.
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2.2 Two-Tap SFN Channel Model

In the two-tap SFN channel model, we assume that RRHs are deployed along the
railway in sequential order. Path 1 denotes the path from even RRH and path 2 denotes
the path from odd RRH. Doppler shift, tap delay and relative power are all
time-variable, as shown in Fig. 3.

Doppler shifts of two paths are given by:

fd;1ðtÞ ¼ fdðtþ 1:5Ds

v
Þ ð6Þ

fd;2ðtÞ ¼ fdðtþ 0:5Ds

v
Þ ð7Þ

Where fdðtÞ ¼ fdmax cos hðtÞ, and fdmax is the maximum Doppler frequency. The
cosine of angle hðtÞ is given by:

Fig. 2. Doppler shift of single- tap HST channel model. (Color figure online)

BBU
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Ds

Dmin
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Ds

Path 1 Path 2

Fig. 3. Sketch map of two-tap channel model.
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cos hðtÞ ¼

0:5Ds�vtffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
D2

min þ 0:5Ds�vtð Þ2
p ; 0\ t � Ds=v

�1:5Ds þ vtffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
D2

min þ �1:5Ds þ vtð Þ2
p ; Ds=v\t� 2Ds=v

cos h t mod ð2Ds=vÞð Þ; t[ 2Ds=v

:

8
>>>><

>>>>:

ð8Þ

Signal power received by the UE for each path is given by:

p1ðtÞ ¼
D2

min

ðDs�vtÞ2 þD2
min

; 0\t� 2Ds=v

p1 t mod ð2Ds=vÞð Þ; t[ 2Ds=v
:

8
<

:
ð9Þ

p2ðtÞ ¼ p1 tþDs=vð Þ ð10Þ

p1(t) and p2(t) are normalized received power to the nearest RRH.
Time delay of two taps are given by:

d1ðtÞ ¼
ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
ðDs�vtÞ2 þD2

min

p

c ; 0\t� 2Ds=v

d1 t mod ð2Ds=vÞð Þ; t[ 2Ds=v
:

8
<

:
ð11Þ

d2ðtÞ ¼ d1 tþDs=vð Þ ð12Þ

Since the two-tap channel model is featured by three parameters, namely Doppler
shift, tap delay and power. In order to investigate the effect of Doppler shift, it is vital to
eliminate the influence of other parameters. According to the analysis made on the
channel parameters, we can find that only Doppler shift varies while tap delay and
power remain unchanged by setting different carrier frequency. As shown in Fig. 2.

To investigate the Doppler shift effect of two-tap SFN channel model, we choose
four cases with different variation characteristics of Doppler shift. Case 1 denotes that
Doppler shifts of the two taps keep almost constant respectively, case 2 denotes that
Doppler shift rapidly changes from positive to negative (tap 1) and changes from
negative to positive (tap 2). These two cases are marked in red in Fig. 4. The simulation
time of every case is 1 s and the simulation location is right at the first reaching RRH.
We carry out relative simulations under the condition of no frequency compensation in
these 2 cases of two-tap channel model, and the corresponding results is shown in
part 4.

2.3 System Model

The simulation bases on the TD-LTE MATLAB Link simulation platform. The flow
chart is shown in Fig. 5.
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Tap 1

Tap 2

Ds=1000m, Dmin=10m, v=350km/h

case 1 case 2

Fig. 4. Doppler shift trajectory of two-tap SFN channel model with different carrier frequencies.
(Color figure online)
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3 Simulation Results

Then, we carry out simulations to investigate the impact Doppler shift has on system
performance under four cases marked in red in Fig. 1. The simulation assumptions are
listed in Table 1.

In Fig. 6, we get the system BER when Doppler shifts are respectively 250 Hz,
500 Hz, 750 Hz, 1000 Hz and 1500 Hz. From the figure we can see that with the
increasing of SNR, all the BERs decrease obviously, especially when SNR is higher
than 8 dB. But for different Doppler shifts, the BER variations are not the same, i.e. the
smaller the Doppler shift, the faster the BER drops. That is to say, the system per-
formance is obviously influenced by the Doppler shift. Additionally, when the Doppler
shift exceeds 1000 Hz, the performance degrades much more obviously.

From the previous analysis, we already know that constant value of Doppler is a
major factor affecting performance. Therefore, now we focus on the effect of Doppler
shift in single-tap SFN channel model, which is shown in Fig. 7.

Table 1. Parameters of the simulation for single-tap channel model

Parameters Value

Carrier frequency [MHz] 450, 900, 1800, 2300
Bandwidth [MHz] 10
Ds [m] 1000
Dmin [m] 10
MCS MCS #19
Simulation time [s] 1
Simulation frame 10000
v (Velocity of train) [km/h] 350

Fixed Doppler shift: Ds=1000m, Dmin=10m
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ER

SNR [dB]
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Fig. 6. BER under fixed Doppler shifts.
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Figure 7 shows the simulation results of single-tap channel model. From Fig. 7, we
can see that when UE experiences constant value, BER performances are almost the
same. So, the absolute value of the Doppler shift is the key factor that affects the system
performance. Additional, from case 2 and case 4, we can see that the impact of Doppler
shift variation on the system performance is not obvious. However, during the changes
of Doppler absolute values, there are some values which are relatively smaller than the
values in case 1 and case 3, so the performance becomes better. For example, when
SNR = 15 dB, the difference is about 20 dB.

To further investigate the effects of the Doppler, we change channel models from
single-tap to two-tap model. In the two-tap channel model, there are three time-varying
parameters, including Doppler shift, tap power and delay. In order to ensure the other
parameters not affected, we change the center carrier frequency which does not affect
delay and power to control Doppler shift which is proportional to carrier frequency (see
Eq. (2)). Therefore, in this part, two cases are simulated respectively in two-tap channel
model. In case 1, the Doppler shift changes dynamically from the positive maximum
Doppler shift to the negative one for tap 1, and on the contrary for tap 2, see the part
marked in green in Fig. 2. In case 2, Doppler shifts are respectively positive (tap 1) and
negative maximal value (tap 2).

From the results we can see that in the two cases, there is little difference. All the
BERs decrease obviously with the increasing of SNR, especially when SNR is higher
than 17.5 dB. For different carrier frequencies or fixed Doppler shifts, the BER vari-
ations are almost the same when SNR is lower than 17.5 dB, but very different when
SNR is higher than 17.5 dB, i.e. the smaller the Doppler shift, the faster the BER drops.
So we can also get the conclusion that the system performance is obviously influenced
by the Doppler shift in two-tap SFN channel model (Figs. 8 and 9).
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Fig. 7. BER under different Doppler shifts in single-tap SFN channel model.
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4 Conclusion

The impact of Doppler shift has been an attractive part of research in academia and
industry. SFN scenario has been proposed as one of the high speed train scenarios. This
paper comprehensively investigates if Doppler shift impacts the performance of LTE
system basing on identified SFN channel.

The performance of BER of TD-LTE system has been assessed using single-tap
and two-tap high speed train channel model in TR36.878. And we conduct further
study on the impact of Doppler shift. The results show that the absolute value of
Doppler shift has great influence on TD-LTE system. To be more specific, when the
Doppler shift exceeds 1000 Hz, the performance degrades much more obviously in
single-tap channel model. And from the results of two-tap channel model, the BER
variations are almost the same when the Doppler shift is lower than 300 Hz, but very

Two-tap channel model (case1): Ds=1000m, Dmin=10m, v=350km/h
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Fig. 8. BER of case 1 in two-tap SFN channel model.

Two-tap channel model (case2): Ds=1000m, Dmin=10m, v=350km/h
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Fig. 9. BER of case 2 in two-tap SFN channel model.
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different when higher than 300 Hz, the higher the Doppler shift, the worse the per-
formance. Additionally, the impact of Doppler shift variation on the system perfor-
mance is not obvious. Thus, for further enhancement for LTE system under identified
SFN channel model, more investigation needs to be conducted to overcome the
maximal Doppler shift.
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Abstract. The past decade has witnessed the rapid development of
cloud computing. Virtualization, which is the fundamental technique
in providing Infrastructure as a Service (IaaS), has led to an explo-
sive growth of the cloud computing industry. Fault-tolerance is a sig-
nificant requirement of cloud computing due to the Service Level Agree-
ments (SLA). In order to achieve high reliability and resilience of real-
time systems in virtualized clouds, a Virtualization-based Fault-Tolerant
Scheduling (VFTS) algorithm is proposed. In this paper, fault tolerance
is implemented by using primary-backup approach. VFTS is designed
for periodic and preemptive tasks in homogeneous environment. Simu-
lation results demonstrate an impressing saving of processing resources
compared with those needed by the dual-system hot backup approach,
which proves the feasibility and effectiveness of the proposed VFTS algo-
rithm.

Keywords: Fault tolerance · Real-time system · Scheduling · Virtual-
ized cloud

1 Introduction

Cloud computing is a new paradigm for providing computing resources to users
on-demand dynamically [1]. The feature of quick deployment relies on virtual-
ization to a large extent. Virtualization is a technology that divides hardware
resources to multiple logical computing units using software method [2]. With
virtualization, dynamic resource allocation, flexible scheduling and cross-regional
sharing can be realized. Virtualization makes it possible to elastically share cloud
resources to multi-users at the same time.

A real-time system is described as one that processes data and returns result
both correctly and timely [3]. In other words, correctness and timeliness are
the main principles of real-time systems. Fault-tolerance plays a significant role
in ensuring the functioning of cloud systems, especially for those with safety-
critical property (e.g. nuclear power system, electronic cruise control system and
medical electronics system). Fault-tolerant scheduling is a superior method which
can combine fault-tolerant technique with many different scheduling methods.
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Among all the fault-tolerant schemes, primary-backup (PB) approach is the most
commonly used one. In the PB approach, each task is represented by two copies,
i.e., the primary copy and the backup copy. The primary copy executes when
the system functions normally, and the backup copy executes depending on its
type. If the backup copy is an active one, it always runs just like primary copy.
Passive copy executes only in case of system failure.

In this paper, a novel fault-tolerant scheduling algorithm VFTS that com-
bines both virtualization and PB approach is proposed. VFTS assigns tasks to
virtual machines (VMs) instead of to hosts directly like [4]. Meanwhile, VFTS
provides fault-tolerance for cloud system by scheduling tasks among different
VMs. Schedulability and effectiveness are verified by theorems and experiments.
It is shown that VFTS can accomplish the purpose of fault-tolerance and saving
more precise computing resources.

The remaining part of the paper is organized as follows. Related work in
this area is reviewed in Sect. 2. Section 3 gives the notations, assumptions, and
detailed descriptions of the scheduling model. Section 4 deals with the schedul-
ing criteria and constrains. Based on the analysis, scheduling algorithm VFTS is
then presented. In Sect. 5, simulation results evaluate the performance of VFTS
algorithm compared with the simple duplication approach. Finally, Sect. 6 sum-
marizes the major contribution of this paper and discusses future directions of
this work.

2 Related Work

Since assigning real-time periodic tasks to processors has been proved to be NP-
hard [5], several heuristic algorithms for allocating tasks have been researched.
Rate-Monotonic (RM) algorithm for preemptively scheduling periodic tasks on
a single processor was proposed by Liu and Layland [6]. In RM scheduling, tasks
with smaller periods have higher priorities, and tasks with low priority will be
preempted by tasks with high priority if their running time conflicts. Joseph
and Pandya [7] proposed the sufficient and necessary condition for testing the
schedulability of a bunch of priority driven tasks on a single processor, called
the Completion Time Test (CTT). Rate-Monotonic First-Fit (RMFF), which
extended RM to multiprocessor systems, was proposed by Dhall and Liu [8].

As for fault-tolerant scheduling algorithms, active duplication approach is
simple and commonly used. In order to reduce system overhead, backup over-
booking and deallocation were proposed in [9] to tolerate fault in multiprocessor
systems. But it is only for nonpreemptive and aperiodic tasks. Fault-Tolerant
Rate-Monotonic First-Fit (FTRMFF) was proposed in [4] by extending the
RMFF algorithm and combining backup overbooking and deallocation. Active
Resource Reclaiming (ARR) was proposed in [10] to extend FTRMFF with
the phasing delay technique [11], which reduces the overlapping between a pri-
mary and backup copy. Task Partition based Fault Tolerant Rate-Monotonic
(TPFTRM) introduces a new type of backup – the overlapping backup, and
abandons active backup to utilize the computing resources more efficiently.



Real-Time Fault-Tolerant Scheduling 445

However, none of the fault-tolerant scheduling algorithms mentioned above
take virtualization, which is the key feature of cloud systems, into account. Wang
et al. proposed a fault-tolerant mechanism FESTAL, which extends the primary-
backup model to schedule real-time tasks in clouds [12]. Nonetheless, it is a
dynamic algorithm for heterogeneous systems.

In this paper, we investigate a novel static scheduling algorithm that assigns
tasks to multiple hosts, each of which contains several homogeneous virtual
machines. Three objectives are satisfied: (1) tasks are finished before their dead-
lines, (2) fault-tolerance is guaranteed, and (3) virtualization characteristics are
considered.

3 Scheduling Model

This section presents the characteristic descriptions and notations of the model.

3.1 Fault-Tolerance Model

For the fault-tolerance model, some assumptions are made for sake of conve-
nience:

1. Hosts fail in a fail-stop manner, which means a host either functions well or
breaks down.

2. Faults are independent. That is to say, a faulty host can not cause incorrect
behaviours in a non-faulty host.

3. There exists a failure detection mechanism. The failure of a host is detected
as soon as failure happens.

4. A second failure does not occur before the system recovers from the former
failure.

5. All VMs in a faulty host would stop working.

3.2 Task Model

A periodic task ti is characterized by a pair (Ci, Ti) parameter. Each task must
complete before its deadline, which is equal to its period in this paper. Each task
ti has a primary copy tPi and a backup copy tBi .tPi and tBi execute on different
hosts for purpose of fault-tolerance. Periodic tasks t1, t2, ..., tn are independent
and preemptive. Backup copy is usually a simplified version of its primary copy.
For the purpose of simplicity, it is assumed that primary and backup copy have
the same parameter. The backup copy has two status: active and passive. Let
Wi be the worst-case completion time (WCRT) of tPi . The recovery time of tBi
is Bi = Ti − Wi. If Bi < Ci, then set st(tBi ) to active. Because if tBi is a passive
backup copy, it would not start execute until failure occurs, and if failure happens
just at the WCRT of its primary copy, it would not have enough time to recover
from failure. If Bi ≥ Ci, set st(tBi ) to passive.

A virtualized host is denoted as hi. Each host hi can hold multiple VMs,
denoted as vmi1, vmi2, ..., vmim. For sake of convenience in comparing between
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different scheduling algorithms, it is assumed that each host accommodates the
same number of identical VMs.

tPi and tBi are assigned to VMs instead of to hosts directly. vm(tPi ) and
vm(tBi ) denote the VMs where tPi and tBi are allocated respectively. host(tPi )
and host(tBi ) are their corresponding hosts.

After assigning tasks to VMs, the task copies on the same VM are scheduled
by the RM algorithm. Given n periodic tasks t1, t2, ..., tn, the goal of the fault-
tolerant scheduling algorithm is to minimize the number of VMs.

To facilitate the analysis, we summarize the notations of task model in
Table 1.

Table 1. Task model parameters

Symbol Meaning

ti Task i

tPi Primary copy of ti

tBi Backup copy of ti

Ci Computation time of ti

Ti Period of ti

Wi Worst-case response time (WCRT) of tPi

Bi Recover time of backup copy tBi

hi Host i

vmij jth VM of hi

primary(vmij) Primary copies on vmij

active(vmij) Active copies on vmij

recover(vmij , hf ) Backup copies on vmij whose primary copies are on hf

st(tBi ) Status of tBi

pri(ti) Priority of ti

Ntask, Nhost, Nvm Number of tasks, hosts and VMs per host

4 Virtualization-Based Fault-Tolerant Scheduling
Algorithm VFTS

In this section, we leverage the virtualization techniques and scheduling schemes
to develop a virtualization-based fault-tolerant scheduling algorithm VFTS.
Scheduling strategies of primary, active and passive copies are discussed in detail.
The pseudocode of VFTS algorithm is presented. It should be noted that all
tasks should be re-indexed with the decreasing order of their priorities which
are inversely proportional to their periods. The backup copy is scheduled follow-
ing its primary. So the actual scheduling order is tP1 , tB1 , tP2 , tB2 , tP3 , tB3 , · · · with
T1 ≤ T2 ≤ T3 ≤ · · · .
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4.1 Scheduling Criteria

In the classic paper [6], a critical instant of a task is defined to be a particular
time when a task will get the latest finishing time.

Theorem 1. A critical instant for any task occurs whenever the task is requested
simultaneously with requests for all higher priority tasks.

As a consequence, to check whether a task is schedulable, we just need to
check its schedulability when it starts to execute with all higher priority tasks.

Joseph and Pandya proposed the sufficient and necessary condition for ver-
ifying the schedulability of a set of fixed-priority tasks on a single processor,
called Completion Time Test (CTT) [7].

Theorem 2. To check whether task ti is schedulable in a VM, its worst-case
response time (WCRT) is:

W (ti, τ) =
∑

τk∈τ

Ck�W (ti, τ)/Tk� (1)

where τ is the task set assigned to the VM with priorities equal to or higher than
ti (including ti). If W (ti, τ) ≤ Ti, then ti is schedulable in the VM.

To calculate the WCRT, an iterative method was proposed in [10]. The com-
putation time on a processor occupied by tasks in VM during [0, t] is:

W (t, τ) =
∑

τk∈τ

Ck�t/Tk� (2)

�t/Tk� is the number of periods that tk experiences during interval [0, t].
Owing to tk’s higher priority than ti, the length of the time interval occupied by
tk is Ck�t/Tk�. Let S0 =

∑
τk∈τ Ck, and iterate Sl+1 = W (Sl, τ) with l = 0, 1, 2...

until Sn = Sn+1. If Sn ≤ Ti, then ti is schedulable and its WCRT in the VM is
Sn.

Theorem 3. If vm(tPi ) ∈ hj, then vm(tBi ) /∈ hj.

Proof. Prove by contradiction. Suppose that tBi is assigned to vmjk ∈ hj , then
host(tPi ) = host(tBi ). When hj fails, all the VMs in hj fail. Thus, both primary
and backup copies of ti cannot execute. Therefore, tPi and tBi cannot be assigned
to VMs in the same host. ��
Theorem 4. If t∗i is a primary copy or active backup copy, then in case of fault
free, the WCRT of t∗i is

W (t∗i , τ) =
∑

tPk ,tBk ∈τ

Ck�W (t∗i , τ)/Tk� (3)

where τ is the primary copies or active backup copies on vm(t∗i ) with priorities
equal to or higher than t∗i (including t∗i ). If W (t∗i , τ) ≤ Ti, then t∗i is schedulable
in the VM.
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Proof. The primary copies and active backup copies always execute in fault free
case, and passive backup copies do not execute. The computation of WCRT is
similar to Theorem 2. ��
Theorem 5. If st(tBi )=passive, then in case of fault free, tBi need not execute.

Theorem 6. For primary copy tPi , in the presence of hf ’s failure (hf 	=
host(tPi )), the WCRT of tPi is

W (tPi , τ) =
∑

tPk ∈τ

Ck�W (tPi , τ)/Tk� +
∑

tBk ∈τ

Ckφ(tBk ,W (tPi , τ)) (4)

where

φ(tBk , t) =

⎧
⎨

⎩

�t/Tk� if st(tBk ) = active
1 if st(tBk ) = passive and t ≤ Bk

1 + �(t − Bk)/Tk� if st(tBk ) = passive and t > Bk

τ = {τk|τk ∈ primary(vm(tPi )) ∪ recovery(vm(tPi ), hf ), pri(τk) ≥ pri(tPi )}.

If W (tPi , τ) ≤ Ti, then tPi is schedulable in the VM.

Proof. When failure occurs, passive backup copy tBk needs to finish Ck during
its recovery time. After the recovery interval, tBk enters the periodic circulation,
and finish Ck in every period. ��
Theorem 7. For backup copy tBi , in the presence of host(tPi )’s failure, the
WCRT of tBi is

W (tBi , τ) =
∑

tPk ∈τ

Ck�W (tBi , τ)/Tk� +
∑

tBk ∈τ

Ckφ(tBk ,W (tBi , τ)) (5)

where φ(tBk , t) is the same as that in Theorem 6, and

τ = {τk|τk ∈ primary(vm(tBi ))∪recovery(vm(tBi ), host(tPi )), pri(τk) ≥ pri(tBi )}.

If W (tBi , τ) ≤ Ti for active backup copy or W (tBi , τ) ≤ Bi for passive backup
copy, then tBi is schedulable in the VM.

Proof. For passive backup copy tBk , the worst case happens when the failure
occurs in host(tPk ) just at the moment when tPk is about to finish at its WCRT,
which means the time left for tBk to recovery is shortest, i.e., Bk. tBk must accom-
plish Ck in its recovery interval with the length of Bk. ��

4.2 VFTS Algorithm

Combining the criteria and constraints stated above, the detailed description of
the VFTS algorithm is given in Algorithm 1.
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Algorithm 1. VFTS Algorithm
1 Sort tasks t1, t2, ..., tn such that T1 ≤ T2 ≤ · · · ≤ Tn

2 foreach ti in the task set do
3 foreach hj in the host set do // loop 1

4 foreach vmk in the VMs of hj do
5 (CheckNoFault,Wi) ←NoFaultCTT(tPi , vmjk)
6 if CheckNoFault == True then
7 for f = 1 → Nhost do
8 CheckFault ←FaultCTT(tPi , vmjk, hf )
9 if CheckFault == False then

10 break

11 if CheckFault == False then
12 continue

13 Allocate tPi → vmjk

14 Break out of loop 1

15 if tPi fails to be scheduled in any VM then
16 Add a new host with Nhost ← Nhost + 1

17 Allocate tPi → vmNhost,1

18 if Ti − Wi < Ci then
19 Status(tBi ) ← active
20 foreach hj in the host set do // loop 2

21 foreach vmk in the VMs of hj do
22 CheckNoFault ←NoFaultCTT(tBi , vmjk)

23 CheckFault ←FaultCTT(tBi , vmjk, htPi
)

24 if CheckNoFault==True and CheckFault==True then
25 Allocate tBi → vmjk

26 Break out of loop 2

27 else
28 Status(tBi ) ← passive
29 foreach hj in the host set do // loop 3

30 foreach vmk in the VMs of hj do
31 CheckFault ←FaultCTT(tBi , vmjk, htPi

)

32 if CheckNoFault==True and CheckFault==True then
33 Allocate tBi → vmjk

34 Break out of loop 3

35 if tBi fails to be scheduled in any VM then
36 Add a new host with Nhost ← Nhost + 1

37 Allocate tBi → vmNhost,1

Function NoFaultCTT(t∗i , vmjk) is used to check schedulability of t∗i on vmjk

in fault free case. For primary copy tPi , NoFaultCTT(tPi , vmjk) tests the schedu-
lability of τ = tPi ∪ primary(vmjk) ∪ active(vmjk) on vmjk using CTT. The
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WCRT Wi of tPi is also calculated by this function. For active backup copy tBi ,
NoFaultCTT(tBi , vmjk) tests the schedulability of τ = tBi ∪ primary(vmjk) ∪
active(vmjk) on vmjk using CTT. Passive backup copies do not need to per-
form this test because they do not execute in non-fault case.

FaultCTT(t∗i , vmjk, hf ) is used to check schedulability of t∗i on vmjk in case
hf (f 	= k) encounters a failure. The analysis is in concert with Theorem 4.

Theorem 8. The time complexity of VFTS is O(NtaskN2
hostNvm).

Proof. To assign a primary copy, at most NhostNvm VMs are tried. Each
trial requires in turn one execution of NoFaultCTT and Nhost − 1 execu-
tions of FaultCTT, in the worst case. Thus, the time complexity of VFTS is
O(Ntask)O(NhostNvm)O(Nhost) = O(NtaskN2

hostNvm). ��

5 Simulation Experiments

In order to calculate the number of VMs needed by the VFTS algorithm to
provide fault-tolerance for virtualized cloud systems, simulation experiments
are performed. Simple duplication with RMFF (DRMFF) is used to compare
with VFTS. DRMFF schedules tasks with the method of RMFF and provide
fault-tolerance by duplicating the hosts. We denote with N the number of VMs
required by VFTS algorithm, and with M the number of VMs required by
DRMFF algorithm. Since the optimal assignment of tasks to VMs is difficult
to figure out, we use the total load U = U1 + U2 + · · · + Un as the minimum and
optimal number of VMs. For simplicity of comparison, each host is assumed to
contain 8 identical VMs. Once a new host is added, 8 VMs are created simulta-
neously. The VFTS and DRMFF algorithms were developed in Matlab and run
on a PC with Intel Core i7-2600K CPU and 8 GB RAM.

Task sets with length of 100 ≤ n ≤ 1000 are generated. The maximum load
α = max{U1, U2, · · · , Un} is chosen to be 0.2, 0.5 and 0.8. Each task period Ti

is randomly distributed in the interval [1, 500], and each computation time Ci

is uniformly distributed in the interval [0, αTi]. For every chosen n and α, the
experiment is repeated for 30 times, and the average result is calculated.

Figure 1 shows the ratios between the number of VMs required by VFTS or
DRMFF and the total load. Generally the ratio increases with the increasing of
α. The increasing trend of DRMFF is less obvious than VFTS because DRMFF
does not take into account the complicated relations and constraints between
primary and backup copies, and always tries to fully fill every VM regardless
of α. For smaller number of tasks, the ratios are relatively higher because more
VMs are not fully utilized due to limited number of tasks.

Figure 2 shows a remarkable saving of VMs compared with those needed by
DRMFF. The percentage of VMs saved by VFTS is about 33% for α = 0.2, 25%
for α = 0.5 and 4% for α = 0.8 when the number of tasks is large enough.
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6 Conclusions

This paper considers the problem of providing fault-tolerance for virtualized
clouds with scheduling algorithms. VFTS combines the characteristics of cloud
and traditional scheduling schemes to provide simple, efficient and low-cost fault-
tolerance. VFTS assigns tasks in virtualized clouds instead of isolated computing
nodes. Compared with simple duplication fault-tolerant method, VFTS makes
use of the computing resources more efficiently. The analysis and simulation
results have verified the effectiveness of the VFTS algorithm.

Finally, future research could deal with the strategies of assignment, which
can further leverage the idle time of passive backup copy and reduce redundancy
of active backup copies.
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Abstract. Due to the spread of mobile Internet and development of
many new multimedia applications, there are much different quality-of-
service (QoS) requirements of users in fifth generation (5G) communi-
cation system. In this paper, we consider two types of users with differ-
ent QoS requirements in OFDMA based cloud radio access network (C-
RAN). One type QoS requirements of users are joint bit error rate (BER)
and data rate (type I users), and the other type is the data rate (type II
users). We formulate the resource allocation problem in OFDMA-based
C-RAN, the problem is maximal weighted sum rate for type II users
subject to the QoS requirements of type I users and the fronthaul capac-
ity constraint. Since the formulated problem is a non-convex problem,
two subproblems are reformulated firstly, and then based on the CPLEX
package, time-sharing and alternating methods, we proposed an iterative
algorithm. Simulation results confirm that the proposed algorithm can
achieve good performance.

Keywords: Cloud radio access network · Multiple QoS requirements ·
Subcarrier and power allocation · Time-sharing and alternating methods

1 Introduction

Cloud radio access network (C-RAN) can provide significant enhancement in
data rate to support broadband applications [1,2]. It is anticipated that wireless
communication systems will support more than 1000 times todays traffic volume
by 2020 [2]. Besides, the number of mobile devices with diverse quality-of-service
(QoS) requirements is increased. For example, video services need high speed
data rate to guarantee with best effort for QoS requirement. However, voice
services need low latency and low delay jitter. Therefore, how to satisfy the
different QoS requirements of users is a significant problem in C-RAN.
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Fig. 1. System model

In wireless communication networks, there are various QoS requirements
(such as rate, delay, bit error rate (BER) and energy efficiency) for different
users. To meet the multiple QoS requirements of users, resource allocation has
attracted considerable attention in recent years. Matalgah et al. proposed a sub-
channel and power allocation algorithm to maximize the sum capacity subject
to fairness parameters and QoS requirements constraints [3]. Considering the
QoS requirements are interference tolerance and data rate, a resource allocation
policy was proposed to obtain the maximal sum rate [4]. A resource allocation
policy was proposed for different QoS guarantee, fair transmission and high data
rate in OFDMA to get maximal sum data rate [5]. An optimal power allocation
strategy was investigated maximize effective capacity subject to joint statistical
delay and energy efficiency requirements [6].

All the previous works considered the maximal sum rate of all users subject
to the different QoS requirements. However, since the resources are limited, we
need guarantee the basic services firstly. If the resources are remaining, other
services can be guaranteed. For example, voice services are the basic services in
wireless networks, and we need guarantee them firstly. But for video services, we
can meet their QoS requirements when the resources are remaining. Therefore,
how to allocate resources to meet different QoS requirements of users is an urgent
problem.

In this paper, we consider two types of users with different QoS requirements
to share resources in OFDMA based C-RAN. We focus on the weighted sum rate
maximization problem of the users whose QoS requirement is data rate, and the
constraints are the other users whose QoS requirements, such as BER and data
rate, should be guaranteed. Since the problem is non-convex, two subproblems
are reformulated firstly. And then we use CPLEX package, time-sharing and
alternating methods to solve these two subproblems. Based the solution of these
two subproblems, we proposed an iterative algorithm. Numerical results show
that the proposed algorithm can achieve good performance.
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2 System Model

In this paper, we consider the downlink transmission in OFDMA-based C-RAN,
as shown in Fig. 1. This system consists L remote radio heads (RRHs), which are
connected to the baseband unit (BBU) pool via a fronthaul link with capacity of
Cf . The transmission power for each RRH is P . Let B denote the bandwidth of
each RRH, which is divided into K subcarriers. The set of subcarriers are denoted
as Ω = {1, 2 ...K} and the bandwidth of each subcarrier is B/K. Each RRH can
reuse all the subcarriers, we ignore all interference in this system. N0 is the power
spectral density (PSD) of the white Gaussian noise. In this system, there are two
types of users with different QoS requirements. One type QoS requirements of
users are joint BER and data rate (type I users), the other type is the data
rate (type II users). For different QoS requirements users, each RRH divides the
available power P and subcarriers Ω into two parts. Let PI and ΩI be the power
and subcarriers to the type I users; respectively PII = P − PI , ΩII = Ω \ ΩI

are the power and subcarriers to the type II users. In each RRH, the set of type
I users is M = {1, ...,M}, and the set of type II users is N = {1, ..., N}. Each
user is served by one RRH.

For the type I users, each RRH supports T classes of services, denoted by
the set T = {1, ..., T}. Let Mt be the number of users belonged to the class
t and the 1st user to the M th

1 user belong to class 1, the (M1 + 1)th user to
the (M1 + M2)th user belong to class 2, and so on [7,8]. To satisfy the QoS
requirements, tth class users need a target BER of P t

e and a constant data rate
of Dt bits/OFDM symbol. cm,i denotes the number of bits to be modulated onto
one OFDM symbol on the ith subcarrier by the mth user. In this system, we
consider M-ary Quadrature Amplitude Modulation (QAM), where C = 2cm,i is
the constellation size, as cm,i = {2, 4, 6}, C = {4, 16, 64}. cm,i = 0 means that
no bit is transmitted on the ith subcarrier for the mth user. We denote pm,i and
τm,i as the power and subcarriers allocated to the type I users by each RRH,
where pm,i is the power allocated to user m over the i subcarrier. τm,i is a binary
indicator, if subcarrier i allocated to user m, τm,i = 1, otherwise τm,i = 0. Then
∑M

m=1

∑
i∈ΩI

pm,i
.= PI . And,

∑M
m=1 τm,i ≤ 1, i ∈ ΩI , it means one subcarrier

only be allocated to one user. hm,i is the channel gain that user m experiences
on subcarrier i.

For the type II users, we denote pn,j and τn,j as the power and subcarriers
allocated to the type II users by each RRH. hn,j is the channel gain that user n
experiences on subcarrier j.

3 Problem Formulation

In this section, we allocate the power and subcarriers to maximize the weighted
sum rate of type II users with the constraints of the QoS of type I users and the
fronthaul capacity.
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For the type II users, the rate Rn achieved by user n in each RRH can be
express as

Rn =
∑

j∈ΩII

τn,j
B

K
log2

(

1 +
pn,j

N0
B
K

)

. (1)

The fronthaul capacity constraint of RRHs in this system can be expressed
as

LB log2

(

1 +
P

N0B

)

≤ Cf . (2)

In this paper, we allocate the power and subcarriers to maximize the weighted
sum rate of the type II users with the constraints of the QoS requirements of
type I users and the fronthaul capacity, the QoS requirements including the BER
and data rate for type I users. Then, this problem is formulated as

(P1) max
{pn,j ,τn,j}

L

N∑

n=1

ωnRn (3a)

s.t
∑

i∈ΩI

τm,icm,i = D1, m = 1, 2, ...,M1,

∑

i∈ΩI

τm,icm,i = D2, m = M1 + 1, M1 + 2, ...M1 + M2,

...
∑

i∈ΩI

τm,icm,i = Dt, m = MT−1 + 1, MT−1 + 2, ...MT−1 + MT , (3b)

M∑

m=1

τm,i ≤ 1, τm,i ∈ {0, 1}, i ∈ ΩI ,

N∑

n=1

τn,j ≤ 1, τn,j ∈ {0, 1}, j ∈ ΩII ,

(3c)

LB log2

(

1 +
P

N0B

)

≤ Cf , (3d)

T∑

t=1

M∑

m=1

∑

i∈ΩI

pt
m,i

.= PI , (3e)

PI + PII ≤ P, ΩI + ΩII ⊆ Ω, (3f)

where ωn is the weight of user n, and it expresses the priority of user n. pt
m,i is the

power allocated to user m over the i subcarrier for t class of service. Constraint
(3b) guarantees the transmission rate of type I users. Constraint (3c) means
one subcarrier only shared by one user. Constraint (3d) is the fronthaul capacity
constraint. Constraint (3e) is the power allocated to type I users. Constraint (3f)
is the system subcarriers and power constraints. This problem is a mixed-integer
nonlinear programming (MINLP) problem, so it can not be solved by classical
convex optimization methods [9].
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4 Resource Allocation Algorithm

The problem (P1) is to maximize the weighted sum rate of type II users subject
to the QoS requirements of type I users and the fronthaul capacity. Because
the resources are limited, for the type I users, we only need allocate minimum
resources to guarantee their minimum QoS requirements, and the remaining
resources are all allocated to type II users. In order to solve this problem, firstly,
we use CPLEX package to obtain the minimum resources for type I users. And
then, we use time-sharing and alternating methods to allocate resources for type
II users.

4.1 Resource Allocation for Type I Users

In this subsection, we formulate a subproblem to minimize the transmission
power of type I users while satisfying the QoS requirements of type I users for
all classes of services.

For the type I users, according to [10], we denote ft(c) as the required received
power for class t users in a subcarrier for reliable reception of c information
bits/symbol

ft(c) =
N0B

3K

[

Q−1(
P t

e

4
)
]2

(2c − 1), (4)

where Q−1(x) is inverse function.
In order to satisfy the QoS requirements of each type I user, the allocated

power to ith subcarrier by the mth user of class t is

pt
m,i = ft(cm,i)/h2

m,i =
N0B

3K

[

Q−1(
P t

e

4
)
]2

(2cm,i − 1)/h2
m,i. (5)

Inspired by [7,8], we notice that the term 2cm,i can only take discrete values
of 22, 24 and 26. Therefore ft(cm,i)τm,i can be replaced by

qt(gs
m,i) = 3ρtg

1
m,i + 15ρtg

2
m,i + 63ρtg

3
m,i, (6)

with additional constraints
3∑

s=1

gs
m,i ≤ 1,m = 1, 2...,M, i ∈ ΩI , (7)

where gs
m,i ∈ {0, 1} are the three new binary variables, where s = 1, 2, 3. Equa-

tion (7) means the selected modulation mode.

ρt =
N0B

3K

[

Q−1(
P t

e

4
)
]2

. (8)

According to the above analysis, the minimal transmission power of type I
users problem can be formulated as

(P2) min
gs
m,i

L

T∑

t=1

M∑

m=1

∑

i∈ΩI

qt(gs
m,i)

h2
m,i

(9a)
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s.t
∑

i∈ΩI

rm,i = D1, m = 1, 2, ...,M1,

∑

i∈ΩI

rm,i = D2, m = M1 + 1, M1 + 2, ...M1 + M2,

...
∑

i∈ΩI

rm,i = Dt, m = MT−1 + 1, MT−1 + 2, ...MT−1 + MT , (9b)

rm,i = 2g1m,i + 4g2m,i + 6g3m,i, m = 1, ...,M, i ∈ ΩI , (9c)

qt(gs
m,i) = 3ρtg

1
m,i + 15ρtg

2
m,i + 63ρtg

3
m,i, m = 1, ...,M, i ∈ ΩI , (9d)

ρt =
N0B

3K

[

Q−1(
P t

e

4
)
]2

, t = 1, 2..., T, (9e)

3∑

s=1

gs
m,i ≤ 1, m = 1, ...,M, i ∈ ΩI , (9f)

gs
m,i ∈ {0, 1}, s = 1, 2, 3. (9g)

Constraint (9b) and (9c) guarantee the transmission rate of type I users.
Constraint (9d), (9e), (9f) and (9g) are the relationship between BER and trans-
mission power.

Problem (P2) is a standard binary linear programming (BLP), therefore we
can use standard packages such as CPLEX [11] to solve it.

4.2 Resource Allocation for Type II Users

By using CPLEX package, we can obtain the power PI and subcarriers ΩI which
are allocated to type I users. After that, the remaining resources are all allocated
to type II users. The maximal weighted sum rate of type II users problem can
be formulated as

(P3) max
{pn,j ,τn,j}

L

N∑

n=1

ωnRn (10a)

s.t
N∑

n=1

τn,j ≤ 1, τn,j ∈ {0, 1}, j ∈ ΩII , (10b)

N∑

n=1

∑

j∈ΩII

τn,jpn,j ≤ P − PI , (10c)

ΩI + ΩII ⊆ Ω, (10d)

LBII log2

(

1 +
P

N0BII

)

≤ Cf − CI , (10e)

where BII is the bandwith allocated to type II users by each RRH. And CI is
the transmission capacity of type I users and it can be get from problem (P2).
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Constraint (10b) means one subcarrier only shared by one user. Constraint (10c)
and (10d) are the system power and subcarriers constraints. Constraint (10e) is
the fronthaul capacity constraint.

4.3 Resource Allocation for Type II Users Without Fronthaul
Constraint

For convenience, we denote problem (P3) without fronthaul constraint (2) as
problem (P3-1), which is a MINLP problem. In this subsection, we use time-
sharing and alternating methods to solve this problem [12].

Problem (P3-1) with Time-Sharing: For constraint (10b), we relax it firstly,

N∑

n=1

τn,j ≤ 1, τn,j ∈ [0, 1], j ∈ ΩII . (11)

And then, we use alternating method to solve problem (P3-1) with time-
sharing by considering two problems: one for tuning the allocated power for
given time-share values and the other for tuning time-share values for given
fixed power allocation.

Proposition 1. For given fixed allocated time-share values, the optimal power
allocation is

pn,j = max

(
Lωn

B
K

λn ln 2
− N0

B

K
, 0

)

, (12)

where λn are the Lagrange multipliers.

Proof. Due to the limited pages, we can easily get (12) by using the dual decom-
position method [9]. ��

The power allocation pn,j is instantaneous power. The average power used
by the user on this subcarrier is qn,j = pn,jτn,j . Now, we fix the average power
qn,j to tune time-share values.

For given fixed allocated average power, the optimal time-share variables are
the solutions of the following optimization problem

τn,j = arg max
τn,j

L

N∑

n=1

∑

j∈ΩII

ωnτn,j
B

K
log2

(

1 +
qn,j

N0
B
K τn,j

)

, (13)

subject to the constraints (10d) and (11).

Proposition 2. For given fixed allocated power, the time-share values of (13)
can be found by solving the following equations

un(y) = Lωn
B

K

(

log2(1 + y) − y

ln 2(1 + y)

)

= βn, y =
qn,j

N0
B
K τn,j

, (14)
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where un(y) is the utility function of user n and βn are the Lagrange multipliers.

Proof. Due to the limited pages, we can easily get (14) by using the dual decom-
position method [9]. ��

Equation(14) means that for any given subcarrier the optimal time-share
values should balance the utility function of the users. We propose an iterative
algorithm to obtain the optimal time-share values.

For a given subcarrier j, set initial time-share values and calculate the time-
share values for the fixed values of ql̄

n,j

τ
(t̄+1)
n,j =

ut̄
n,jτ

t̄
n,j

ΣN
n=1u

t̄
n,jτ

t̄
n,j

, ut̄
n,j = un

(
ql̄
n,j

N0
B
K τ l̄

n,j

)

. (15)

Proposition 3. For large enough number of iterations on t̄, (15) will converge
to the time-share optimal solution.

Proof. Equation (15) allocates new time-share proportional to the next utility
function of users. Therefore, users with larger/smaller utilities will get more/less
time-share values. It will make the overall utility increase every step. Moreover,
there exists a fixed point corresponding to the balanced utilities. Hence, by
increasing the number of iterations Eq. (15) will converge to its fixed point. ��

4.4 Resource Allocation for Type II Users with Fronthaul
Constraint

From the previous subsection, we get the resource allocation for type II users
without fronthaul constraint. We define the optimal objective value of problem
(P3-1) as RIIw/f and define the optimal objective value of problem (P3) as R∗

II .
Then, R∗

II can be found as

R∗
II =

{
RIIw/f if RIIw/f ≤ Cf − CI

Cf − CI if RIIw/f ≥ Cf − CI .
(16)

4.5 Proposed Iterative Algorithm

According to the above analysis, we propose an algorithm to calculate problem
(P1). The algorithm is presented as Algorithm 1.

5 Results and Discussions

In this section, simulations are made to confirm our analysis. The number of
RRH is 1 and RRH transmission power is 5 w. The fronthaul capacity is 70 Mbps.
The bandwidth is set 8 MHz and it is divided into 16 subcarriers. The bandwith
of each subcarrier is 512 kHz. There are 2 type I users of two different service
classes, i.e. M1 = M2 = 1, which data rates are D1 = 6, D2 = 8 bits/OFDM
symbol and the target BER values are P 1

e = 10−2, P 2
e = 10−4. The PSD level

N0 is 4 × 10−10 W/Hz.
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Algorithm 1. Proposed Power and Subcarrier Allocation

1: input P, B, L, N0, M, N, K, T, P t
e , Cf , D1, D2, ...Dt;

2: use CPLEX package to calculate problem (P2), get ΩI and PI ;
3: use (3f) to get ΩII and PII ;
4: give a feasible set for τn,j ;

5: give the l̄-th iteration τ l̄
n,j , use Proposition 1 to calculate l̄-th iteration ql̄n,j ;

6: give the l̄-th iteration ql̄n,j , use (15) to calculate (t̄ + 1)-th iteration τ
(t̄+1)
n,j ;

7: stop if the termination criterion is satisfied, otherwise go to step 5;
8: use (16) to calculate R∗

II .

5.1 Resource Allocation for Type I Users

In order to obtain the maximal weighted sum rate of type II users, we only need
allocate minimum resources to type I users to guarantee theirs QoS requirements.
The problem (P2) is to minimize the transmission power with satisfying the data
rate and BER for type I users. To understand subcarrier and bit allocation for
type I users. We give one allocated result at one snapshot of channel gain in
Table 1. From this table, we can see the subcarrier allocation and constellation
selection on each subcarrier for each user with every constraints fulfilled.

Table 1. Subcarrier and bit allocation at minimized transmit power. When M1 =
M2 = 1, N = 16, D1 = 6, D2 = 8 bits/OFDM symbol, P 1

e = 10−2, P 2
e = 10−4.

h2
m,i i = 1 i = 2 i = 3 i = 4 i = 5 i = 6 i = 7 i = 8

m = 1 0.7102 0.3216 0.4986 0.4836 0.2572 0.3516 0.4036 0.3317

m = 2 0.2006 0.2989 0.3276 0.3062 0.2773 0.6589 0.2274 0.3214

τm,icm,i i = 1 i = 2 i = 3 i = 4 i = 5 i = 6 i = 7 i = 8

m = 1 0 0 0 0 0 0 0 0

m = 2 2 0 6 0 0 0 0 0

h2
m,i i = 9 i = 10 i = 11 i = 12 i = 13 i = 14 i = 15 i = 16

m = 1 0.2817 0.3012 0.2417 0.5696 0.3337 0.392 0.6052 0.1373

m = 2 0.1254 0.2567 0.4312 0.6865 0.5891 0.1289 0.5698 0.4531

τm,icm,i i = 9 i = 10 i = 11 i = 12 i = 13 i = 14 i = 15 i = 16

m = 1 0 0 0 0 0 0 0 6

m = 2 0 0 0 0 0 0 0 0

5.2 Resource Allocation for Type II Users

We compare the following algorithms with our proposed algorithm:

– Average power algorithm: A solution where subcarrier is optimal but power
is allocated to each user averagely in each subcarrier at one snapshot.
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– Average subcarrier algorithm: A solution where power allocation is optimal
but subcarrier is allocated to each user averagely at one snapshot.
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Fig. 2. Weighted sum rate versus number of type II users under different resource
allocation policies

Figure 2 illustrates the weighted sum rate versus number of type II users
under different resource allocation policies. For the proposed algorithm, it can
be seen that with the number of type II users increases, the weighted sum rate
increases, which is because of the multiuser diversity. However, when the number
of type II users reaches 5, the weighted sum rate can not increase, which is
because that the resources are limited. For the average subcarrier algorithm,
it can be seen that with the number of type II users increases, the weighted
sum rate decreases. We can explain as follows: when the number of type II
users increases, the number of deep fading users also increases, and these deep
fading users occupy more subcarriers. And the power is allocated to the users
who has been allocated subcarriers. Therefore, with the number of type II users
increases, the weighted sum rate decreases. The average power algorithm has the
same trend with the proposed algorithm, that is because all users are allocated
power in these two algorithms.

Figure 3 illustrates weighted sum rate versus number of type II users under
different BER of type I users. From this figure we can see that with the BER
value of type I users decreases, the weighted sum rate of type II users decreases.
This is because when the BER value of type I users decreases, the RRH needs
to allocate more power to type I users, so the weighted sum rate of type II users
becomes low.

Figure 4 illustrates weighted sum rate versus number of type II users under
different data rate of type I users. From this figure we can see that with the data
rate of type I users increases, the weighted sum rate of type II users decreases.
It is because that as the data rate of type I users increases, the RRH needs to
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allocate more subcarriers to type I users, so the weighted sum rate of type II
users becomes low.

6 Conclusion

In this paper, we investigated the weighted sum rate maximization of type II
users with joint QoS requirements of type I users and fronthaul capacity con-
straints in OFDMA-based C-RAN. To deal with the optimization problem, a
MINLP problem was formulated. Because it is a non-convex problem, two sub-
problems were reformulated firstly. And then based on CPLEX package, time-
sharing and alternating methods, an iterative algorithm was proposed. Simula-
tion results have demonstrated that the proposed algorithm can achieve good
performance.
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Abstract. Cloud computing technology achieves enormous scale by
routing service requests from users to geographically distributed servers,
typically located at different data centers. On one hand, energy con-
sumption of data centers and networks has been receiving increasing
attention in recent years. On the other hand, users require low latency
during data access from data centers. In this paper, we tackle the problem
of energy-efficient data placement in data centers, taking into account
access latency, energy consumption of data centers and network trans-
port. We propose two request-routing algorithms to determine the num-
ber of copies for each data chunk and the data centers accommodating
the data chunk. Our simulation results have shown that the proposed
algorithms are effective in terms of the tradeoff among the data access
latency, the energy consumed by network transport and data centers.

Keywords: Energy-efficient · Latency · Energy consumption of servers ·
Energy consumption of network transport · Data placement

1 Introduction

Cloud computing technology achieves enormous scale by routing service requests
from end users to a set of geographically distributed servers, typically located
at different data centers. In order to reduce data access latency experienced by
users, it is quite often to place the data in multiple data centers so that the users
can access the data from nearby data centers. However, the data centers are large
consumers of electricity, consuming about 1.3% of the worldwide electricity sup-
ply [1]. At the same time, a lot of energy needs to power the network equipments,
which consume approximately 14.8% of the total ICT energy consumption [2].

There has been some work on reducing the delay, the electricity cost and con-
sumption of the data centers and the networks in recent years. A request-routing
scheme to minimize the electricity bill of multi-datacenter systems is proposed
in [3]. [4] improves the algorithms in [3] on multi-region electricity markets to
better capture the present electricity price situation. [5] proposes an adaptive
operational cost optimization framework incorporating time-varying electricity
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prices and dynamic user request rates. [6] considers the joint optimization prob-
lem of minimizing carbon emission and electricity cost. [7] adjusts the number of
servers running in data centers for a tradeoff between latency and carbon emis-
sions. [8] provides a method to calculate the energy consumption of the network,
which can estimate the energy consumption required to transport one bit from
a data center to a user through the Internet. [9] jointly considers the electricity
cost, service level agreement (SLA) requirement, and emission reduction bud-
get by exploiting the spatial and temporal variabilities of the electricity carbon
footprint. [10] proposes a request-routing scheme, FORTE, allowing operators
to strive the tradeoff among electricity costs, access latency, and carbon emis-
sions. Assuming each data chunk, i.e. each piece of data, is placed in only one
data center, [11] proposes a request-routing scheme to strike the tradeoff among
access latency, energy consumption of the data centers and the network transport
during data placement.

In this paper, we tackle the data placement problem in geo-distributed cloud
data centers, taking into account the access latency, the energy consumption of
the servers in the data centers, and the energy consumed by network transport,
assuming each data chunk can be placed in more than one data center. The main
contribution of this work is two-fold: First, we investigate the data placement
problem with the objective to strike the tradeoff among the three factors above.
Second, we propose two efficient algorithms to determine the proper number of
copies for each data chunk and the data centers accommodating the data chunk.

The rest of the paper is organized as follows. The problem under study is
formally defined in Sect. 2. The proposed algorithms are presented in Sect. 3.
Section 4 reports the performance evaluation. The paper concludes in Sect. 5.

2 Problem Formulation

The network model that the data centers provide data services to the end users
is similar to the one in [8,11], and the energy eI(ui, dcj) required to transport
one bit from a data center to a user through the Internet is estimated via Eq. (1).

eI(ui, dcj) = 6(3 Pes

Ces
+ Pbg

Cbg
+ Pg

Cg
+ 2 Ppe

Cpe
)

+2 Pc

Cc
hc(ui, dcj) + Pw

2Cw
hc(ui, dcj)

(1)

where Pes, Pbg, Pg, Ppe, Pc and Pw are the power consumed by the Ethernet
switches, broadband gateway routers, data center gateway routers, provider edge
routers, core routers, and WDM transport equipment, respectively. Ces, Cbg, Cg,
Cpe, Cc and Cw are the capacities of the corresponding equipment in bits per
second. hc(ui, dcj) is the number of hops during the data transmission in the core
network. We assume a server consumes the full-system power when the server
is on, because (1) it is an estimator accurate enough to determine the relative
rank in energy consumption; (2) no general analytical model of server energy
consumption for various kind of servers at different loads is available [12]. The
problem is formulated as follows.
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Minimize:

λ1

∑

ui,dcj ,sm,dk

rep(dcj , sm, dk)p(ui | dk)l(ui, dcj , dk)

+λ2

∑

dcj ,sm

rep(dcj , sm)eS(dcj , sm)

+λ3

∑

ui,dcj ,sm,dk

s(dk)rep(dcj , sm, dk)p(ui | dk)eI(ui, dcj)

(2)

Subject to:

rep(dcj , sm) = min(
∑

dk

rep(dcj , sm, dk), 1),∀dcj , sm (3)

∑

dcj ,sm

rep(dcj , sm, dk) ≥ 1,∀dk (4)

∑

ui

p(ui | dk) = 1,∀dk (5)

eS(dcj , sm) = P dcj
sm

∗ PUE(dcj) (6)
∑

dk

rep(dcj , sm, dk)s(dk) ≤ C(sm, dcj),∀dcj , sm (7)

where p(ui | dk) is the probability that a given request coming from user ui

is asking for data dk, s(dk) is the size of data dk, l(ui, dcj , dk) is the average
latency between user ui and data center dcj for data dk, rep(dcj , sm, dk) indicates
whether data dk is placed in server sm in data center dcj , rep(dcj , sm) indicates
whether server sm in data center dcj has accommodated some data, eS(sm, dcj)
is the average energy consumption of server sm in data center dcj , PUE(dcj) is
the PUE of data center dcj , P

dcj
sm is the average processing power of sever sm in

data center dcj , and C(sm, dcj) is the capacity of server sm in data center dcj .
λ1, λ2, and λ3 in Eq. (2) are the constant normalized weights of the sub-

objectives of the latency, the energy consumption of the servers in the data
centers and the energy consumed by the network transport, respectively. Equa-
tion (3) mandates the data placement incurs access delay and energy consump-
tion. Equation (4) requires each data chunk to be placed in some data center(s).
Equation (5) determines the request for a data chunk comes from one of the
users. Equation (6) defines that the energy consumption of the servers should
take into account the PUE of the data center. Equation (7) dictates the size of
the data stored in a server cannot exceed the capacity of the server.

3 Energy-Efficient Latency-Aware Data Deployment
Algorithms

We propose an Energy-efficient Latency-aware Data Deployment algorithm
(ELDD) for the problem. The algorithm shown in Algorithm1 consists of two
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Algorithm 1. Algorithm ELDD
Input: The large data segment set Dl

k′
Output: The set of working servers
1: for all dlk′ do
2: Merge.
3: Sort the data centers.
4: Assume all the data centers have accommodated large data segment dlk′ .
5: Assign each user to the data center with the least cost that holds dlk′ .
6: for all dcj do
7: Evaluate the cost of turning off the server accommodating dlk′ in dcj .
8: Turn off the server if shutting down the server will lead to cost saving.
9: end for

10: end for

stages: (1) The data chunks are merged into large data segments so that each
data segment consumes nearly the full capacity of a server. (2) The proper servers
are found to accommodate each large data segment dl

k′ .
A data chunk with high access probability is more likely to be placed in more

than one data center to reduce the energy consumption of network transport and
the access delay. The data chunks are sorted by the non-ascending order of the
total access probability from all the users in algorithm ELDD. The algorithm
proceeds iteratively using greedy strategy. Within each iteration, the algorithm
performs procedure Merge to put multiple data chunks into a large data segment,
under the constraint that the large data segment does not exceed the storage
size of server. The large data segments are formed one by one. This procedure
continues until all data chunks are put merged.

After obtaining the large data segment set with procedure Merge, algorithm
ELDD searches for the proper servers to accommodate each large data segment
dl

k′ . The basic rationale of algorithm ELDD is to iteratively turning off the
servers. Initially, algorithm ELDD places each large data segment dl

k′ in all the
data centers. Therefore, all the users can access the required data from the
closest data center to reduce the energy consumption of network transport and
the access delay. The effect of turning off the server accommodating large data
segment dl

k′ in each data center is evaluated. The cost of placing data chunk dk

on server sm in data center dcj is calculated via Eq. (8). If a server possessing dl
k′

is turned off, the users accessing dl
k′ from the server have to acquire dl

k′ from the
next closest data center. The server will be shut down if the inactive server can
reduce the placement cost. The procedure repeats for each large data segment
set, until all the large data segments are placed into some server(s).

cost(dk, dcj , sm) = λ1

∑

ui

l(ui, dcj)p(ui | dk)

+λ2eS(dcj , sm) + λ3

∑

ui

s(dk)eI(ui, dcj)p(ui | dk) (8)

Theorem 1. Assume the number of data centers and users are D and U , respec-
tively. The time complexity of algorithm ELDD is O(DU + D log D).
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Proof: The time complexity of sorting the data centers is O(D log D).
Assume two arrays Leastcost and NextLeastcost, each with the length of U .
Leastcost[ν] = ω denotes that the working data center with the least cost to
accommodate the data required by user uν is the data center with the ω-th least
cost for user uν . NextLeastcost is similar to Leastcost, which is to store the level
of the working data center with the next to the least placement cost to accommo-
date the data required by user uν . Initially, each user can access the data from the
data center with the least cost, since each data chunk has a copy in all the data
centers. Therefore, Leastcost[ν] = 1 and NextLeastcost[ν] = 2 for each ν. For
each Leastcost[ν] = ω, we evaluate the cost of turning off server in the data cen-
ter and assigning user uν to the data center with the next to the least placement
cost, if possible. If it leads to cost saving by turning off the server in the data
center, Leastcost and NextLeastcost will be updated. ν increases from 1 in the
range of [1,D], and the traverse of Leastcost and NextLeastcost runs in O(DU)
time. Therefore, the time complexity of algorithm ELDD is O(DU +D log D). �

Note that we can deal with the data centers in different orders while placing
a data chunk in the data centers. We propose ordering method ELDD-Standard
which sorts the servers in the data centers in a non-descending order of the
average processing power of the servers. Another ordering criteria is defined via
Eq. (9).

Sj = fj −
∑

i

max{0, vi − ci,j} (9)

where fj denotes the server energy consumption of data center dcj , vi is the
integrated cost of the data access latency, energy consumption of the network
transport and the data centers while placing the data in the closest working
data center, and ci,j indicates the cost of the data access latency an energy
consumption of network transport by assigning user ui to data center dcj . We
propose sorting method ELDD-Fast which sorts the data centers in the non-
descending order of Sj . For Simplicity, we call ELDD-Standard and ELDD-Fast
as Standard and Fast, respectively.

4 Simulation

We evaluate the performance of the proposed algorithms Standard and Fast by
comparing them with the algorithms FORTE [10] and GLDD [11]. The objective
of FORTE indicates that both the electricity costs and carbon emissions increase
with the number of the servers used in the data centers. With FORTE, a data
chunk may be placed in one or more data centers, while GLDD places each data
chunk in a data center. Similar to GLDD, Standard and Fast strike a tradeoff
among the factors considered in GLDD. However, a data chunk may be placed
in one or more data centers with Standard and Fast, which is similar to FORTE.

We use geographical distance as an approximation for latency similar to
[10,11]. The request for a data chunk from a user is random, and any request for
a data chunk comes from one of the users. Each data center hosts 200 servers,
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each with the capacity of 2TB and the power of 500 W. The equipments used
in the network are the same as [13]. The quantity of data chunks, the average
distance between the users and the data centers, the PUE of the data centers,
and the number of WDM and core routers are set as the same as [11].

4.1 Impact of Various Number of Data Chunks

In this subsection, we investigate the performance of Standard, Fast, GLDD
and FORTE with regard to the distance, the energy consumed by the network
transport and the servers in the data centers versus different number of data
chunks, assuming the number of users is 1000.

Figure 1 demonstrates that in general the distance increases with the increase
of the number of data chunks, which is also shown in Eqs. (2) and (8). FORTE
places each data chunk in one or more data centers and each user can access the
data from the data center located closest to the user. Each data chunk has only
one copy with GLDD, and each user may not be able to access the data from the
closest data center. Standard and Fast may place each data chunk in one or more
data centers. However, the number of data copies with Standard and Fast may
be potentially less than that with FORTE, since Standard and Fast also consider
the factors of energy consumed by the network transport and the data centers.
Therefore, FORTE leads to the least distance and GLDD results in the largest
distance. Standard only considers the energy consumption of the data centers
while evaluating the cost of turning off the servers. In contrast, Fast takes into
account the energy consumption of the network transport and the data access
latency, in addition to the energy consumption of the data centers. Therefore,
Fast potentially places more copies of the data than Standard, which leads to
less distance than Standard.

Figure 2 illustrates that the energy consumption of the servers in the data
centers increases with the increase of number of data chunks, because more
servers are needed to accommodate the data. FORTE consumes the most energy,
since FORTE places more copies of the data. Each data chunk is placed in only
one data center with GLDD, and hence GLDD requires the least energy. Fast
potentially places more copies of the data than Standard, which makes Fast
consume more energy than Standard.

Figure 3 shows that the energy consumed by network transport increases
with the increasing number of data chunks, since more data transfer incurs more
energy consumption in the network. FORTE results in the least energy consumed
by the network transport. With FORTE, the data go through shorter distances
between the data centers and the users than with GLDD, Standard and Fast,
which potentially reduces the number of network devices needed for the data
transfer as shown in Eq. (1). With GLDD, each data chunk is placed only in
one data center. The data access has to experience largest distance, and hence
requires the most number of network devices, which makes GLDD consume
the most network transport energy consumption. Fast potentially leads to less
distance and less network devices than Standard, and hence Standard results in
more energy consumed by the networks.
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chunks.

2000 3000 4000 5000 6000 7000 8000 9000 10000
0

0.5

1

1.5

2

2.5

3
x 108

Number of data chunks chunks

En
er

gy
 c

on
su

m
ed

 b
y 

tra
ns

po
rt(

J)

GLDD
FORTE
Fast
Standard

Fig. 3. Energy consumed by transport
with the algorithms of Standard, Fast,
GLDD and FORTE as the increasing
number of data chunks.

2000 3000 4000 5000 6000 7000 8000 9000 10000
100

200

300

400

500

600

700

800

900

1000

Number of data chunks

In
te

gr
at

ed
 c

os
t

GLDD
FORTE
Fast
Standard

Fig. 4. Integrated cost with the
algorithms of Standard, Fast,
GLDD and FORTE as the increas-
ing number of data chunks.

The performance in terms of the integrated cost of the distance, the energy
consumed by the servers in the data centers and the network transport is depicted
in Fig. 4. λ1, λ2 and λ3 are all set as 1, so that all the three factors will have equal
impact on the data placement decision. Standard, Fast and GLDD consider all
the three factors of the data access latency, and the energy consumption incurred
by the network transport and the data centers, while FORTE does not consider
the energy consumption of the network transport. Therefore, Standard, Fast and
GLDD achieve better results than FORTE.

4.2 Impact of Various Number of Users

In this subsection, we compare Standard and Fast, with GLDD and FORTE
versus different number of users, assuming the number of data chunks is 5000.
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The simulation results in Fig. 5 show that in general the distance keeps sta-
ble with various number of users. When the number of data chunks is fixed,
the increase of the number of users decreases the probability that each data
chunk is accessed by each user. FORTE leads to the least distance and GLDD
results in the largest distance. The number of copies with Standard and Fast
may be potentially less than the number of copies with FORTE, and GLDD
places each data chunk in only one data center. Standard only considers the
energy consumption of the data centers while evaluating the cost of turning off
the servers. In contrast, Fast takes into account the energy consumption of the
network transport and the data access latency, in addition to the energy con-
sumption of the data centers. Therefore, Fast potentially places more copies of
the data than Standard, and results in less distance than Standard.

Figure 6 illustrates the energy consumption of the servers keeps steady
because of the fixed number of data. FORTE consumes the most energy, since
FORTE potentially creates the most number of data copies. GLDD places each
data chunk in only one data center, and hence requires the least number of
servers, which leads to the least server energy consumption. Standard achieves
better performance than Fast, since Fast places the data in more data centers
and thus requires more servers.

Figure 7 shows the energy consumed by the network transport increases with
the growth of the number of users, since more users access the data through
the network. FORTE achieves the best performance, because users can access
the data from the closest data centers. GLDD consumes the most energy, as
each data chunk is placed in only one data center so that the users go through
largest distance to access the data. Fast outperforms Standard, since the users
can access the data from the closer data centers with Fast than Standard.

The performance in terms of the integrated cost of the distance, the energy
consumed by the servers in the data centers and the network transport is given
in Fig. 8. By considering the three factors of the latency, the energy consumption
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of data centers and network transport, Standard and Fast outperforms FORTE
and GLDD without the limitation of the number of data copies. Fast performs
better than Standard because Fast potentially places the data in more data
centers, and the decreased cost of network transport energy consumption can
compensate the increased energy consumed by the data centers.

5 Conclusions

Cloud computing technology enables large-scale Internet applications to provide
service to end users by routing service requests to geographically distributed
data centers. Currently, the data centers and the network transport that power
the applications consume significant electricity. At the same time, latency is also
an important concern for the end users. In this paper, we tackled the problem
of energy-efficient and latency-aware data placement in data centers. The objec-
tive was to reduce the energy consumed by network transport and data center
servers, while reducing access latency. We proposed two efficient algorithms to
determine the proper number of copies for each data chunk and the data cen-
ters accommodating the data chunk. Our simulation results have shown that the
proposed algorithms are effective in terms of the tradeoff among the data access
latency, the energy consumed by network transport and data centers.
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Abstract. Space Information Flow (SIF), also known as Space Net-
work Coding, is a new research paradigm which studies network coding
in Euclidean space, and it is different with Network Information Flow
proposed by Ahlswede et al. This paper focuses on the problem of Con-
strained Space Information Flow (CSIF), which aims to find a min-cost
multicast network in 2-D Euclidean space under the constraint on the
number of relay nodes to be used. We propose a new polynomial-time
heuristic algorithm that combines Delaunay triangulation and linear pro-
gramming techniques to solve the problem. Delaunay triangulation is
used to generate several candidate relay nodes, after which linear pro-
gramming is applied to choose the optimal relay nodes and to compute
their connection links with the terminal nodes. The simulation results
shows the effectiveness of the proposed algorithm.

Keywords: Network Information Flow · Delaunay triangulation ·
Network coding in space · Space Information Flow

1 Introduction

Departing from Network Information Flow (NIF) proposed by Ahlswede et al.
[1] in 2000, Space Information Flow (SIF) [2,3] is a new concept proposed by
Li and Wu in 2011 and it studies network coding in Euclidean space. SIF is
also different with both Euclidean Steiner Minimal Tree (ESMT) [4] and Min-
imum Spanning Tree (MST) [5]. ESMT is the optimal routing in space. MST
connects together all the terminals of a given set with a shortest network, with-
out any additional relay node, while additional relay nodes are required in SIF
[2,3]. The pentagram [6] example illustrated in Fig. 1 demonstrates that SIF can
strictly outperforms ESMT, with the cost advantage [7] being strictly bigger
than 1. The cost advantage is defined as the ratio of the minimum network cost
without network coding over that with network coding. Consider six multicast
terminal nodes in a 2-D Euclidean space depicted in Fig. 1(a). Among the six
multicast terminals, five (T1 to T5) are equally placed on a circle and form a
regular pentagon whose center is node O. The circumscribed circle of the pen-
tagon has a radius of 1. Node O is selected as the multicast source, while the
c© ICST Institute for Computer Sciences, Social Informatics and Telecommunications Engineering 2018
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remaining five nodes (T1 to T5) are the receivers. With ESMT, an optimal solu-
tion can be computed [8] and the cost is 4.6400/bit (Fig. 1(b)). Three Steiner
nodes (S1 to S3) are introduced for connecting the terminal nodes, each adjacent
to three links which form three angles of 120◦. An optimal solution by SIF is
depicted in Fig. 1(c). The total distance is 9.1354, while every sink receives 2
bits. The normalized cost is 9.1354/2 = 4.5677/bit. Five relay nodes (R1 to R5)
are introduced for connecting the terminal nodes, each adjacent to three links
which form three angles of 120◦. The cost advantage of the pentagram example
is 4.6400/4.5677 ≈ 1.0158> 1. Despite its small value, we emphasize that the gap
between the two optimal costs reveals that multicast with SIF is fundamentally a
different problem from geometric ESMT, with a different problem structure, and
probably a different computational complexity. The placement of relay nodes in
wireless sensor networks is a potential application of SIF [9].

Fig. 1. Illustration example of pentagram. (a) Six terminal nodes in 2-D Euclidean
space; (b) Optimal solution with ESMT (cost = 4.6400/bit); (c) Optimal solution with
SIF (cost = 4.5677/bit).

For SIF, Li and Wu [3] studied the problem of multiple-unicast network
coding in space. Yin et al. [10] proved a number of properties of optimal multicast
network coding in 2-D Euclidean space. Xiahou et al. [11] applied SIF as a tool
to design a framework for analyzing the network coding conjecture. A heuristic
approach based on iterative method has been proposed by Hu et al. [12] to
address min-cost video multicast problem via Constrained SIF. A polynomial-
time heuristic algorithm for computing the optimal SIF solution in multicast
network has been proposed by Huang et al. [6]. In a subsequent study, Huang
and Li [9] presented a polynomial-time heuristic approach based on non-uniform
recursive space partitioning for computing SIF. In another subsequent work,
Uwitonze et al. [13] presented a polynomial-time heuristic approach based on
Delaunay triangulation that computes the SIF solutions in multicast networks.
In line with routing in space, Gilbert and Pollack [4] studied the properties of
optimal ESMT. As for MST, its complexity is polynomial [5].

The objective of SIF is to minimize the cost of constructing a network, allow-
ing network coding to be used and additional relay nodes to be inserted for con-
necting a given set of terminals in geometric space, while satisfying end-to-end
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throughput demands among terminals [2]. However, adding more relay nodes
may clearly lead to a higher cost in practice, given that each extra relay node
may be associated with hardware and deployment cost. Therefore, it is neces-
sary to consider such cost by minimizing the number of additional relay nodes.
In this paper, we propose the Constrained SIF (CSIF) problem, which is a new
version of SIF that considers the transmission of information flows in a geometric
space under the constraint (restriction) on the number of additional relay nodes
that can be introduced to connect a set of given terminal nodes. The space we
consider in this work is a 2-D Euclidean space. To the best of our knowledge,
this is the first work to explore the problem of Constrained SIF (CSIF) and to
use Delaunay Triangulation (DT) [14] in CSIF. DT has two properties that are
useful to reduce the overall length of the tree, as denoted by Smith et al. [14].
Firstly, since MST of N is contained in the DT (N), a number of edges in ESMT
is the same as edges in MST. Secondly, since each Delaunay triangle tends to be
equilateral, we achieve the maximum possible reduction in using the ESMT, as
compared with using the MST.

The main contribution of our paper can be summarized as follows:
We propose the first heuristic algorithm based on Delaunay Triangulation (DT)
and Linear Programming (LP) techniques, with a polynomial -time complexity
that computes the min-cost in multicast networks and the corresponding network
topology (including the way relay nodes are connected with the terminal nodes,
as well as the flow rate on the connection links), under the constraint on the
number of additional relay nodes to be introduced.

The rest of this paper is organized as follows: Sect. 2 discusses the problem
formulation. Section 3 describes the detailed steps of the new heuristic algorithm
for CSIF. Section 4 presents the simulation results, while Sect. 5 concludes the
paper.

2 Problem Formulation

This work focuses on the problem of min-cost multicast network coding in 2-D
Euclidean space. For N ≥ 3 given terminal nodes T1, T2,. . . ,TN in the Euclidean
space and a multicast session from one source to a number of sinks, the objective
is to compute a min-cost multicast transmission scheme using SIF, that permits
to insert at most M extra relay nodes. The total network cost is defined as∑

uv w(uv)f(uv), where f(uv) denotes the information flow rate on a link uv
in space, while w(uv) denotes the weight of the link uv, and it is equal to the
Euclidean distance ||uv|| of uv [2,3]. These two variables are called positions and
flow assignments. The connection topology of all nodes will be determined by
flow assignments, because a link with a zero rate shows that the link does not
exist. Our goal is to achieve the min-cost by tuning these two sets of variables
with no more than M relay nodes.
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3 The Proposed Heuristic Algorithm for CSIF

3.1 The Main Idea of Heuristic Algorithm

The main idea of our algorithm is to use at most M relay nodes to establish
a min-cost multicast network connection from N ≥ 3 given terminal nodes in
space. Before introducing the constraint number of relay nodes M , the algorithm
uses two alternative strategies to retain the relay nodes from LP computation:
1DT-2DT strategy and 2DT-1DT strategy. With 1DT-2DT strategy, the algo-
rithm retains the less possible candidate relay nodes first, followed by retaining
the most possible candidate relay nodes. With 2DT-1DT strategy, the algorithm
retains the most possible candidate relay nodes first, followed by retaining the
less possible candidate relay nodes. The less possible candidate relay nodes here
refer to the candidate relay nodes generated in triangles, while the most possible
candidate relay nodes refer to the candidate relay nodes generated in quadri-
laterals. Quadrilaterals are obtained by concatenating two adjacent Delaunay
triangles.

3.2 Detailed Description of Heuristic Algorithm

The proposed algorithm is based on DT and LP techniques. DT is used for
generating at most (2N−5) Delaunay triangles from N ≥ 3 given terminal nodes
[14]. Subsequently, it helps to compute a number of candidate relay nodes from all
Delaunay triangles and quadrilaterals. LP is applied to choose the optimal relay
nodes and to compute their connection links with the terminals. The proposed
algorithm adopts the following LP model:

Minimize cost =
∑

−→uv∈A w(−→uv)f(−→uv)
Subject to :

⎧
⎪⎪⎨

⎪⎪⎩

∑
v∈V↑(u) fi(

−→vu) =
∑

v∈V↓(u) fi(
−→uv) ∀i,∀u

fi(
−−→
TiS) = r ∀i

fi(−→uv) ≤ f(−→uv) ∀i,∀−→uv
f(−→uv) ≥ 0, fi(−→uv) ≥ 0 ∀i,∀−→uv

(1)

The LP model (Eq. (1)) is based on undirected network G = (V,E), where
V = N ∪ R, N denotes the set of terminal nodes and R is the set of extra
relay nodes, while E denotes the set of undirected links. There are bi-directed
possibilities of transmission in space. Therefore, we make links bi-directed and
denote a set of directed links as A = {uv , vu |uv ∈ E}. In the objective function,
the decision variable f(−→uv) is regarded as the combined effective flow rate on a
link −→uv. The coefficient w(−→uv) equals to the Euclidean distance |−→uv|(=|−→vu|=|uv|).
In the LP constraints, fi(uv) is regarded as the rate of information flow from the
source S to sink Ti on a link −→uv. Such kinds of information flow are conceptual
because they share instead of competing for available bandwidth on the same
link. f(−→uv) of a link uv equals to the maximum among all fi(−→uv). The constraint∑

v∈V↑(u) fi(
−→vu) =

∑
v∈V↓(u) fi(

−→uv) guarantees the conceptional flow equilibrium
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property for every node and every conceptual flow i. We have both fi(−→uv) and
fi(−→vu) to indicate the flows in two directions. V↑(u) and V↓(u) respectively denote
upstream and downstream adjacent set of u in V . The constraint fi(

−−→
TiS) = r

characterizes the desired receiving rate at each terminal. The constraints f(−→uv) ≥
0 and fi(−→uv) ≥ 0 give the trivial bound. The detailed steps of the algorithm are
shown in Algorithm1.

Algorithm 1. A Heuristic Algorithm for CSIF
Require: Input: N (N ≥ 3) terminal nodes, a multicast session
Ensure: Output: a CSIF solution
1: Initialize the total set of candidate relay nodes Rtotal = ∅;
2: Construct all the DT-triangles by Delaunay triangulation;
3: Initialize the subset of candidate relay nodes R(x) = ∅, R′(x) = ∅,

MINCOST=+∞;
4: for x = 1 to 2, do
5: Construct polygons Pi of 3 and 4 edges by concatenating x adjacent DT-triangles;
6: Construct the MST of each polygon Pi;
7: Obtain the candidate relay nodes R(x);
8: Construct a complete graph with (N +

∑x
x=1 |R(x)|) nodes;

9: Solve the LP model based on the complete graph and output MINCOST and
the corresponding resulting relay nodes R′(x);

10: if There are k (k ≥ 2) adjacent relay nodes only then
11: Use 2DT-1DT strategy to retain R′(x) from polygon Pi of 4 edges only
12: else
13: Use 1DT-2DT strategy to retain R′(x) from polygon Pi of 3 edges only
14: end if
15: end for

16: Calculate Rtotal =
2∪

x=1
R′(x);

17: for Rtotal = 1 to M , do
18: Construct a complete graph with (N + M) nodes;
19: Solve the LP model based on the complete graph and output the CSIF cost;
20: if cost < MINCOST then
21: MINCOST=cost
22: end if
23: Compute the ESMTs of each polygon Pi;
24: Place all ESMTs on a hierarchical priority queue Q based on the value of Δ =

MST (Pi)−ESMT (Pi)
ESMT (Pi)

;
25: Construct the network topology by picking ESMTs from Q in the same way as

the Kruskal’s algorithm;
26: end for
27: if The flow rates of all constrained relay nodes == 0 then
28: Output MINCOST and stop.
29: end if
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3.3 Complexity Analysis of Our Algorithm

Our heuristic algorithm considers all the possible candidate Steiner nodes gen-
erated from all Delaunay triangles concatenations as possible candidate relay
nodes. According to [15], the method to obtain the Steiner nodes in a triangle
and a quadrilateral is shown in Figs. 2 and 3, respectively.

Triangle: As depicted by Fig. 2, assume ∠V UW is the biggest angle in 	UVW .
If ∠V UW ≥ 120◦, then the Steiner node S is the vertex U . If ∠V UW < 120◦,
draw two equilateral triangles on any of the two edges of 	UVW , e.g., 	UV X
and 	UWY , then the Steiner node S is the intersection of the lines V Y and
WX. Thus, the time complexity is polynomial.

Quadrilateral: As stated by [15], the process to obtain the Steiner nodes in a
convex quadrilateral UVWX consists of three steps, as illustrated in Fig. 3. First,
draw two equilateral triangles 	UV Y and 	WXZ. Next, draw two circles which
pass at the vertices of the two equilateral triangles 	UV Y and 	WXZ. Last,
draw the line Y Z and the two steiner nodes S1 and S2 are the intersection of the
line Y Z with the two circles, as depicted in Fig. 3. Hence, the time complexity
is also polynomial.

S

V W

U
Y

X

Fig. 2. Computing the candidate
Steiner node in a triangle.

S2S1

U X

V W

Y Z

Fig. 3. Computing the candidate
Steiner nodes in a quadrilateral.

The time complexity of DT is O(N logN) [16]. The time complexity of com-
puting the candidate Steiner nodes for every Delaunay triangle and quadrilat-
eral formed by concatenating two neighboring Delaunay triangles is polynomial.
Given N ≥ 3 terminal nodes, we can get at most (2N−5) Delaunay triangles and
(3N −6) edges by DT. It is possible to concatenate at most (N −2) neighboring
triangles and 2N − 5 quadrilaterals, respectively. Hence, |Rtotal| ≤ 6N − 16, and
the time complexity of LP is O((N+|Rtotal|)2) = O((7N−16)2) = O(N2). Thus,
the time complexity of our algorithm is O(N3 logN), which is polynomial.

4 Simulation Results

We have simulated our heuristic algorithm in 2-D Euclidean space. Our simula-
tions used MATLAB to solve LPs. In multicast networks, the number of relay
nodes required for an optimal solution is upper-bounded by (N − 2) for h = 1
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and (2N − 3)(2N − 2) for h = 2 [10], where N is the number of the terminals
and h is the multicast throughput. Thus, we set M<(N − 2) for h = 1 and
M<(2N − 3)(2N − 2) for h = 2, where M is the constraint on the number of
relay nodes. All the tested cases correspond to h = 1, except the pentagram
network, which corresponds to h = 2 [6]. The optimal ESMT is computed by
GeoSteiner 3.1 that implements an exact ESMT algorithm [8]. The MST is com-
puted by implementing Prim’s algorithm [5] in MATLAB. For each tested case,
one node is set as the source, while the remaining nodes are set as the terminals.

4.1 Cases of 10 Nodes Data Sets from OR-Library

We applied our algorithm to 10-points (N = 10) data sets from OR-Library
[17], which contained 15 cases with different positions. We set M < 8 and we
evaluated the performance of our algorithm by comparing the results of CSIF
with SIF, optimal ESMT and MST. We define the gap between SIF and CSIF
as gap = SIF

CSIF . Figure 4 shows the MST cost, min-cost for CSIF, SIF cost and
optimal ESMT cost for all the 15 cases. Both SIF and optimal ESMT achieve
the same results, since SIF degrades into optimal ESMT when h = 1 [10]. CSIF
outperforms MST for all the cases. Moreover, CSIF cost is very close to both
SIF and ESMT costs for all the 15 cases (See Fig. 4). Table 1 shows the gap for
all the 15 cases. The gap ≈1 for almost all the cases.
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Fig. 4. MST cost, min-cost for CSIF when M < 8, SIF cost and ESMT cost.

4.2 The Pentagram Network

We applied our algorithm to the pentagram network, where N = 6. We set
M = 5 and the obtained CSIF topology is shown in Fig. 5. Figure 6 shows
the optimal topology with SIF. Both SIF and CSIF achieve the same results
(cost = 4.5677/bit), bacause they both use the same number of relay nodes, as
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Table 1. Gap = SIF
CSIF

Case Gap Case Gap Case Gap

1 0.9910367784 6 0.9897108913 11 0.9957873959

2 0.9997107509 7 0.9909349461 12 0.9979368571

3 0.9876711421 8 0.9964208849 13 0.9999795101

4 0.9949909489 9 0.9949003406 14 0.9993935543

5 0.9928556449 10 0.9982077096 15 0.9970678120

it can be seen in Figs. 5 and 6 and the gap = 1. Hence, the algorithm achieves
the optimal solutions for the pentagram network. Figures 7 and 8 show the MST
(cost = 5.0000/bit) and ESMT (cost = 4.6421/bit) topologies, respectively. CSIF
outperforms both MST and ESMT in terms of min-cost.
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Source node
Terminal nodes
Relay nodes

Fig. 5. CSIF result for Pentagram
network.
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Source node
Terminal nodes
Relay nodes

Fig. 6. SIF result for Pentagram
network.

4.3 Random Networks

We tested the algorithm in random networks, which are generated by the
Waxman model [18]. Throughout our simulations, we observed that in most
of the cases for such random networks, gap ≈1 when M < (N − 2). Fur-
thermore, CSIF outperforms MST for all tested cases. Figure 9 illustrates the
CSIF result (cost = 1.5776/bit) for one example of such cases when N = 8 and
M = 2. Figure 10 shows the SIF result (cost = 1.5771/bit), Fig. 11 shows the
MST result (cost = 1.6053/bit), while Fig. 12 shows the optimal ESMT result
(cost = 1.5771/bit). Both SIF and optimal ESMT achieve the same results, since
SIF degrades into optimal ESMT when h = 1 [10]. The gap = 0.9996.



Constrained Space Information Flow 483

1 1.5 2 2.5 3
1

1.5

2

2.5

3

x

y

Source node
Terminal nodes

Fig. 7. The MST result for penta-
gram network.

Fig. 8. ESMT by GeoSteiner for
pentagram network.
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Fig. 9. CSIF result for random net-
work when N = 8 and M = 2.
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Fig. 10. SIF result for random net-
work when N = 8.
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Fig. 12. The optimal ESMT by
GeoSteiner for random network.
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5 Conclusion

This work proposes a solution to the problem of Constrained Space Information
Flow in multicast networks using a new O(N3 logN) algorithm which takes into
consideration a constraint on the number of relay nodes while computing the
min-cost and the topology of the network for N ≥ 3 terminal nodes in 2-D
Euclidean space. The algorithm design is based on DT and LP techniques. The
output of the algorithm is a min-cost multicast topology that consists of terminal
(original) nodes and relay (additional) nodes. Our future work includes to apply
Constrained Space Information Flow to wireless sensor networks.
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Abstract. There are two types of roadside devices for advertisement
dissemination in the Vehicular Cyber-Physical Systems (VCPS), one is
roadside units (RSUs) and the other is roadside access points (RAPs).
The placement cost of RSUs is lower than RAPs. However, the cover-
age of RSUs is limited. In this paper, we investigate the hybrid road-
side device placement problem in the Vehicular Cyber-Physical Systems
(VCPS). Given the budget constraint and the distribution of traffic con-
ditions, our goal is to optimize the deployment of the hybrid roadside
device for the merchants to maximize their benefits from advertisement
dissemination. With the purpose of all advertisement can be effectively
served, we propose a corresponding hybrid greedy placement algorithm.
Our algorithm not only obtains the more benefits, but also consider the
placement cost. Finally, we evaluate the performance of our proposed
algorithm. Extensive simulations show that the performance of our pro-
posed algorithm is superior to the other algorithms.

Keywords: Vehicular Cyber-Physical Systems · Roadside device place-
ment · Advertisement dissemination

1 Introduction

With the development of wireless networks and vehicular ad hoc networks, there
are more and more advertisement dissemination applications in Vehicular Cyber-
Physical Systems(VCPS). The application of roadside advertisement dissemina-
tion in VCPS generally involves three elements: the drivers in the vehicles, road-
side units, and merchants. By advertising to drivers in the vehicle, merchant
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attracts so as much as possible customers into the store shopping. However,
due to the uneven distribution of merchants geographic location, different types
of roadside units may have different profits in different locations. Considering
how to ensure that all advertisements can be served timely and effectively, we
also need to guarantee the expected merchants benefit. Eventually, it becomes
especially important to give a scenario of roadside device placement.

In this paper, we investigate hybrid roadside devices placement, which applies
in roadside advertising to maximize the benefit of merchants. The placement
problem is correlative to multiple types of roadside device. There are two types of
roadside devices for advertisement dissemination in the Vehicular Cyber-Physical
Systems (VCPS), one is roadside units (RSUs) and the other is roadside access
points (RAPs). As shown in Fig. 1, RAPs have following characteristics: wide
coverage, large placement cost and high bandwidth. However, RSUs have features
like small coverage range and low placement cost and low bandwidth. Traditional
placement strategies only consider using a single type device, such as RAPs or
RSUs. Therefore, it will cause the waste of resource inevitably. Thus, the hybrid
deployment of multiple types of resource becomes more important. It not only
concerns to the maximization of merchants benefits, but also saves the cost of
deployment.

RAP
RSU

Fig. 1. RAP/RSUs schematic coverage.

Given a budget of deployment and the distribution of traffic flows, our goal
is to determine how to deploy hybrid roadside device for the maximization of
merchants benefits. In addition to the benefit, all the merchant must be ensure
that it can be covered by at least one roadside device. It is a challenging issue
in vehicular ad hoc networks. First of all, we consider how to choose an optimal
candidate site to place a roadside device, which is proved that the problem is
NP-complete. Moreover, we consider different types of roadside devices, that
for each candidate site we need to decide which type of roadside devices we
should choose, which is more complicated than the placement of the same type
roadside devices. Therefore, the main contributions of this paper are summarized
as follows:

– We consider the hybrid placement problem for advertising applications. In
order to maximize the merchant benefits, we should consider how to place
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the roadside device efficiently. We conduct the system model and give the
formulation of the hybrid placement problem.

– Base on the problem formulation, we propose a hybrid roadside devices place-
ment algorithm, which greedily deploy the roadside device to maximize the
potential benefits.

– We conduct an extensive simulations to evaluate the performances of the
proposed algorithm. Simulation results show that the performance of our
proposed algorithm is superior to the other algorithms.

The remainder of this paper is organized as follows: Sect. 2 is the presentation
of related work. Section 3 introduces the system model. In Sect. 4, we describe
the proposed algorithm and give concrete solutions for Manhattan grid system.
Section 5 includes the experimental results and analysis. Finally, we conclude
paper in Sect. 6.

2 Related Work

In recent years, the application of advertisement dissemination becomes a novel
and anticipated topic [1,2]. Li et al. [1] considered how to allocate bandwidth
and schedule advertisement with existing roadside devices. And there are also
many other studies about advertisement dissemination application with pre-
fixed roadside devices. The work in [2] studied how to place roadside units for
advertisement dissemination applications.

Nowadays, there are some work on node placement problem [3–8]. Yan et al.
[3] investigated access point placement problem for data dissemination. Li et al.
[4] studied two types roadside units placement problem, and proposed several
algorithms to solve the problem. Reis et al. [5] studied the roadside units place-
ment problem in the highway environment and propose the method to maximize
the network performance. Ke et al. [6] investigated the critical-square-grid cov-
erage problem in wireless sensor networks. Silva et al. [7] presented an algorithm
for deployment of roadside units based on partial mobility information. Zhang
et al. [8] developed an AP placement algorithm based on theoretical results to
deploy the minimal number of roadside APs with QoS guarantees.

In hybrid node placement problem, Li et al. [9] considered two types road-
side units and studied the delay-bounded minimal cost roadside units placement
problem in vehicular ad hoc networks, and Lin and Deng [10] investigated the
roadside units and sensors placement problem, and proposed a center parti-
cle swarm optimization approach to solve this NP-completed problem. However,
none of them considered how to deploy hybrid roadside devices for advertisement
dissemination.

3 System Model and Problem Formulation

3.1 System Model

In the system, there are n merchants (denoted by S = {si|i = 1, 2, ..., n}) and
each of them contains m advertisements (denoted by A = {ai,j |j = 1, 2, ...,m}),
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and each of advertisements has its corresponding size (denoted by sizei,j). For
each advertisement, it has different attractive ratio (denoted by atti,j), as well
as the potential benefit utli,j . There are two types of roadside device (RAPs
and RSUs). We assume that the bandwidth of RAPs is larger than RSUs’, the
transmission coverage of RAPs is larger than RSUs’, and the placement cost of
RAPs is larger than RSUs’. We assume that the distribution of traffic flow is
known as a priori, vehicular users will take a detour to shopping or back home
directly after receiving advertisements from roadside devices. We denote T as
the set of traffic flow in the system, and tx,y corresponds to a traffic flow from
intersection x to intersection y. Also, |T | denotes the number of traffic flow. We
denote the detour distance as dx,y,i, which represents the vertical distance from
the traffic flow tx,y to the merchant si.

We define vehicular users’ detour probability as f(atti,j , dx,y,i), which means
the probability that the vehicular users in traffic follow tx,y would take a detour
to go shopping after receiving the j-th advertisement distributed by i-th mer-
chants. Obviously, the vehicular users’ detour probability has a positive corre-
lation with advertisements attraction atti,j , and it is related with the detour
distance dx,y,i negatively. So we use a benefit function to describe the vehicular
users’ detour probability f(atti,j , dx,y,i) as follows:

f(atti,j , dx,y,i) =

{
atti,j × (1 − dx,y,i

D ), d < D

0, d ≥ D
(1)

where D is a threshold value which will be detailed later. According to real-world
experience, merchants in some places are distributed densely, and they are usu-
ally located in relatively prosperous regions where the number of advertisements
is large. However, there always exists some suburbs where the merchants dis-
tribution is relatively sparse, and the amount of advertisements is also small.
So we consider a device (RAP or RSU) only broadcasting advertisements in
the nearby area. Because the bandwidth of each roadside device is limited, and
the number of advertisements that can be served in a certain period is also
limited, so an appropriate device placement strategy can not only ensure ade-
quate coverage range but also the efficiency of receiving advertisement. There-
fore, we assume that all the roadside devices are deployed at intersections, and
the number of intersections is q. Then, the set of these intersections is defined as
V = {vk|k = 0, 1, ..., q−1}. We denote dx,y,k as the distance from the intersection
vk to traffic flow tx,y, which equals to the minimum distance between the inter-
section point and any point on the traffic flow. If the coverage range of roadside
device is less than the distance of road segment, we also consider that the whole
road segment is covered by the deployed roadside device. This assumption is
acceptable, because the vehicles eventually go through the whole road segment
after receiving the advertisements in the range of deployed roadside device.

We denote Rp and Ru as the transmission range of a RAP and a RSU,
respectively. Similarly, we denote Cp and Cu as the cost of a RAP and a RSU
for deployment. Then, the traffic flow coverage set of a RAP and a RSU, denoted
by T k,p and T k,u can be expressed respectively as:
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{
T k,p = {tx,y|dx,y,k < Rp}
T k,u = {tx,y|dx,y,k < Ru} (2)

We take Fig. 2 for example, the graph contains nine intersections, which
labeled from #0 to #8. Each grid line represents a known traffic flow tx,y. The
graph also has 12 traffic flows, such as t0,1, t1,2, ..., etc. tx,y corresponds to a
traffic flow from the intersection vx to intersection vy and the number of vehicu-
lar users is known. Each traffic flow tx,y ∈ T denotes a known set of traffic, |tx,y|
denotes the number of vehicles on the traffic flow tx,y. There is a merchant s1 in
the graph, and the detour distance d4,5,1 represents the vertical distance from
the traffic flow t4,5 to the merchant s1. If we place a RSU in the intersection v4,
and it’s traffic flow cover set is {t1,4, t3,4, t4,5, t4,7}. Noted that although t4,5 is
not covered by RSU totally, it is also considered to be in the traffic flow cover
set according to our assumption.

Fig. 2. An example of traffic flow cover set

3.2 Problem Formulation

Our problem can be viewed as : Given the budget constraint and the distribu-
tion of traffic conditions, our goal is to optimize the deployment of the hybrid
roadside device for the merchants to maximize their benefit from advertisement
dissemination.

First, we give the definition of merchants’ benefit. When a roadside device
(like a RAP or RSU) is placed on intersection vk, we can denote the total benefit
obtained by each merchants advertisement as follow:{

Mi,k,p =
∑m

j=1

∑
tx,yεTk,p |tx,y| × f(atti,j , dx,y,i) × utli,j

Mi,k,u =
∑m

j=1

∑
tx,yεTk,u |tx,y| × f(atti,j , dx,y,i) × utli,j

(3)

If the distance from the merchant to the traffic flow which covered by road-
side device does not exceed the predetermined threshold D, this merchant is
considered to be served availably. As we consider these merchants are dispersed
in the periphery of the main traffic artery, and the roadside device like RAP
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or RSU is deployed on intersections of these traffic flows. xi and yi are used to
represent whether this intersection is deployed by a RSU or a RAP:

xk =

{
1, if there is a RAP placed on the intersection vk

0, otherwise
(4)

yk =

{
1, if there is a RSU placed on the intersection vk

0, otherwise
(5)

According to the above assumption, merchants obtain their benefits mainly
by advertisements. So we define the merchants total benefit E as follow:

E =
q∑

k=1

(Mi,k,p · xk + Mi,k,u · yk) (6)

Therefore, our problem can be formulated as follows:

max E =
q∑

k=1

(Mi,k,p · xk + Mi,k,u · yk) (7)

subject to:
Cp · np + Cu · nu ≤ B (8)

(devi.x − devj .x)2 + (devi.y − devj .y)2 ≥ R2
min{devi,devj} (9)

xi + yi ≤ 1 (10)

xi, yi ∈ [0, 1] (11)

Constraint (8) denotes that the total deployment cost should be less than
the given budget B, where Cp and Cu represents the placement cost of RAPs
and RSUs respectively and np and nu represents the placement number of RAPs
and RSUs respectively. Constraint (9) denotes the distance (devi.x − devj .x)2 +
(devi.y − devj .y)2 between the i-th roadside device and the j-th roadside device
should not be less than the minimum of their transmission range. Constraint(10)
ensures only one device can be deployed on each intersection. Constraint (11)
guarantees that xi and yi only choose 0 or 1.

4 Our Solution

In this section, we give our greedy algorithm, which choose an intersection with
high merchants benefit and low placement cost greedily to place a roadside
device. Therefore, we define a benefit cost ratio when we install a roadside device
in the intersection. As the total benefit E is shown as the Eq.(7). We define the
total deployment cost C as follow:

C = np ∗ Cp + nu ∗ Cu (12)
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Therefore, we define the benefit cost ratio Δ as follow:

Δ =
E

C
(13)

The benefit cost ratio is the ratio of merchants benefit and placement cost
for roadside device. The higher ratio indicates that the current point has more
opportunities to be selected to deploy a roadside device. On the contrary, the
lower ratio indicates that it has less benefit and huge cost.

Base on the definition of benefit cost ratio, the main idea of our proposed
algorithm are as follows: According to the current commercial distribution and
traffic situation, the algorithm calculates the current benefit cost ratio iteratively.
Then, it selects an intersection with the maximum benefit cost ratio to place the
roadside device. Repeating the above two step until all merchants are covered.
Our hybrid greedy algorithm is presented as Algorithm 1.

Algorithm 1. Hybrid Greedy algorithm
Input :

The set of merchants: {S};
The set of traffic flows: {T};
The set of intersections: {V };
The budget for deployment: B;

Output :
R: The placement set of RAPs and RSUs

1: Marking all merchants to be uncovered and Initializing:
xi=0,yi=0,np=0,nu=0;

2: while All the merchants has not been covered and current cost less than B do
3: Computing the benefit cost ratio Δ of all the intersection;
4: Selecting a intersection vk which has the maximum benefit cost ratio;
5: Deploying the related device:R = R⋃ vk;
6: Marking the related intersection:xk=1,np = np+1 OR yk=1,nu=nu+1;
7: Marking the covered merchants;
8: end while;
9: return R;

Figure 3 shows an illustrative example of the greedy algorithm and our place-
ment solution. The graph contains 18 intersections, which labeled from #0
to #17. The graph also has 27 traffic flows, such as t0,1, t1,2, ..., etc. The
set of traffic flows covered by RSU is {t12,13, t13,14, t10,13, t13,16}, and RAP’s
is {t3,4, t4,5, t6,7, t7,8, t9,10, t10,11, t1,4, t4,7, t7,10, t10,13}. The traffic flow coverage
set refer to the Eq. 2. So RAP’s traffic flow coverage set at intersection v7
is {s1, s2, s3, s5, s6}, and RSU’s traffic flow coverage set at intersection v13 is
{s3, s4, s6}. The graph have 6 merchants, which should be covered by our algo-
rithm. In the first iteration, we calculate benefit cost ratio of is 0.834 when place
a RSU at v13, which has the maximum benefit cost ratio. The merchants s3,
s4 and s6 are covered. In the second iteration, we calculate benefit cost ratio of
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Fig. 3. A example of our solution

is 0.813 when place a RAP at v7, which has the maximum benefit cost ratio.
Then, all the merchants has been covered and the algorithm is ended. So our
placement solution is place a RAP at v7 and place a RSU at v13.

5 Performance Evaluation

In our simulation, four algorithms are used for comparison. (1) All RAPs place-
ment (All RAP), we only deploy RAPs in the simulation. (2) All RSUs placement
(All RSU), we only deploy RSUs in the simulation. (3) Hybrid roadside devices
placement (Hybrid DEV), our hybrid greedy algorithm, which could choose both
RAP and RSU to be placed. (4) Random roadside devices placement (Random
DEV), which select the intersection and roadside device randomly.

The parameter setting were given as follows: The grid size is 24 ∗ 20, there
is a total of ten merchants dispersed in specified region. Every traffic flow from
one intersection to another intersection has different number of passing vehicular
users, and here we employed a series of random number (ranges from 40 to 120)
to simulate the traffic flow. The radius of RAPs’ coverage is set to 6, and 3 for
RSUs. And the threshold D for detour distance is set to 10. while advertise-
ments attraction ratio of all merchants are set to 0.5, the potential benefit for
each advertisement is set to 1. The budget for placement is set to 1000. Every
RSUs’ cost for deployment is 120 while RAPs’ cost is 300. Finally, we compared
four kind of algorithms through the analysis of impacts between the number of
placement devices and following parameters: the overall benefits of merchants,
the number of merchants, and the coefficient ratio.

Figures 4, 5 and 6 shows the impacts of the merchants’ benefits, number
of merchants and benefit cost ratio. As shown in Fig. 4, the number of placed
devices increases, merchants benefits grows increases too. Due to different road-
side device has different transmission coverage, they may contribute to varying
degrees of increase on merchants benefits. Especially when some merchants are
covered repeatedly, even no extra benefits can be obtained by the placement of
these devices.

In Fig. 5, our algorithm has the lowest placement cost than other algorithms.
Based on these deployed devices, more and more traffic flows and related mer-
chants are covered. The number of merchant increases up until all merchants in
a specified region are covered or no more expenses anymore.
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(a) Number of Devices Vs. Benefits (b) Cost Vs. Benefits

Fig. 4. Impact of the benefits

(a) Number of Devices Vs. Mer-
chants

(b) Cost Vs. Merchants

Fig. 5. Impact of merchants

In Fig. 6, it also proves that our algorithm placed the device at the best
intersection to have a better gain of each step. With more and more devices are
placed, there are fewer merchants who have been not covered by any roadside
device. As shown in Fig. 6a and b, the benefit cost ratio declines with the number
of placement roadside device. This is because each selection of our algorithm is
most valuable.

(a) Number of Devices Vs. Ratio (b) Cost Vs. Ratio

Fig. 6. Impact of the coefficient ratio
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6 Conclusions

In this paper, we study hybrid roadside devices placement problem for adver-
tisement dissemination in VCPS. Then, we propose a greedy algorithm which
could attract more customers and maximize the merchants benefits. Extensive
simulations show that the performance of our proposed algorithm is superior to
the other algorithms.
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Abstract. Due to the high dynamic in Satellite Navigation, the vital restriction
for P-code Acquisition should be the Doppler frequency offset and large
uncertainty of P code. To speed up the P-code acquisition, this paper proposed a
novel acquisition method, based on the Local Frequency Folding method (LFF),
by folding local frequency cells and generating code with little burden increase.
Meanwhile, the coherent integration results storing structure of the method was
modified to fit the parallel non-coherent integration, which accelerated the
detection process of P-code acquisition. Preliminary result shows that the mean
acquisition reduces significantly, with only −2 dB degradation in detection
performance. Furthermore, it can be eliminated when the SNR exceed −10 dB.

Keywords: P-code acquisition � Satellite communication � Mean acquisition
time

1 Introduction

The direct sequence spread spectrum (DSSS) communication is widely used in Global
navigation satellite system. To receive the signal successfully, the Doppler frequency
offset and uncertainty of the code phase, which caused by the relative motion between
satellites and earth, should be determined by acquisition at a receiver. To achieve the
quick acquisition, the downlink information is modulated by C/A code because of its
short code period. However, the C/A code could be jammed and spoofed easily.
Considering the security, the important link such as the uplink and the military link
should take the advantages of precision code (P-code) to modulate the information. The
code-searching range of P-code acquisition is much longer than C/A code. Therefore
the traditional acquisition method is inapplicable to P-code. Meanwhile the high
dynamic phenomenon is existent generally. It is necessary to propose practical direct
P-Code acquisition method in high dynamic.

To accelerate the process of P-code searching, some direct P-Code acquisition
method were proposed [1, 3]. The Extended Replica Folding Acquisition Search
Technique (XFAST) was discussed widely [2], which extended and folded local
generated code to achieve parallel code-searching. However because of the coherent
combining loss caused by the large Doppler offset, the acquisition performance
improvement of the XFAST was still subject to frequency-search. Recently Local
Frequency Folding method (LFF) was introduced which folded local frequency cells
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together [4]. The LFF method solved the problem of coherent combining loss without
increasing the acquisition time. However, because the LFF method focused on the
efficiency of frequency-searching, the acquisition process with linear code-searching
became laborious when the P-code period was very long. As solution to this problem,
the Two-dimension Folding (TDF) method was presented in this paper which com-
bined the LFF method with XFAST to accelerate the process of code-searching of the
LFF method. Meanwhile a novel storing and detection method was proposed for the
complex coherent integration, which could accurate the detecting process significantly.

The remaining sections of this paper are organized as follows: Sect. 2 analyzes the
improvement of LFF method in parallel Doppler frequency search. Section 3 presents
the TDF method. The acquisition performance in terms of detection probability and
mean acquisition time is described in Sects. 4 and 5 demonstrates numerical results
about some important factors. Finally, the conclusion is given in Sect. 6.

2 Analysis of the LFF Method

The LFF method achieves the parallel Doppler frequency search in high dynamic
environment by folding local blocks in frequency domain. However there is lack of
research in the LFF method, only the detection probability curve and the mean
acquisition time are given. This paper will analyze the improvement of LFF method
regarding to the coherent combining loss which is the point of achieving the parallel
search.

The radio frequency (RF) signal is processed by the RF module in receiver, and the
intermediate frequency (IF) signal down-sampled to twice chip rate are multiplied by
local carrier. Than the base-band signal with the Doppler frequency offset is expressed
as:

SðkÞ ¼ DiðkÞPðkÞe½2pðfd=fsÞkþui�j þ nk; k ¼ 1; 2. . . ð1Þ

where the DiðkÞ represents the date in modulated signal. PðkÞ is the P-code. fd and fs
represent the Doppler frequency offset and twice chip rate sampling frequency. nk is the
additive White Gaussian Noise (AWGN):

Traditional acquisition method do the coherent integration between the receiving
signal and local generated code. Assume that the DiðkÞ will not change in the coherent
integration process and the code delay is zero. The result is:

Ifd ¼ Diðk0Þ
Pk0 þN�1

k¼k0

cosð2pðfd=fsÞkþuiÞþ
Pk0 þN�1

k¼k0

nkP0ðkÞ

¼ Diðk0Þ sinðpfdN=fsÞ
pfdN=fs

cosð2pfd k0 þN=2
fs

þuiÞþ
Pk0 þN�1

k¼k0

nkP0ðkÞ
ð2Þ

In the Eq. 3, P0ðkÞ represent the local generated code. N is the integration point. If

we designate
Pk0 þN�1

k¼k0

nkP0ðkÞ ¼ Nk , then:
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Ifd ¼ Diðk0ÞsincðfdN=fsÞ cosð2pfd k0 þN=2
fs

þuiÞþNk ð3Þ

The amplitude of Ifd submits to sincðfdN=fsÞ. When fdN=fs ¼ K; K ¼ 1; 2; 3. . .,
sincðfdN=fsÞ ¼ 0, the gain of coherent integration disappeared. And the peak of the
correlation is lower than the noise floor [5]. The situation will happen when the
Doppler frequency offset is about 10 kHz. So the Doppler frequency space is divided to
cells, which is tested sequentially to avoid the situation happening, but acquisition
speed is decelerated.

The LFF method folds the frequency cells to solve the problem. The Doppler
frequency lies within �fdmax; fdmax½ �, then the frequency cell can be expressed as
fd ¼ �fdmax þ dfs=2N; d ¼ 1; 2; 3. . .F and the folding times F ¼ 4fdmaxN=fs. After
adding all frequency cells and sampled, the result modulated by local generated P-code
is given, where we designate hk ¼ 2pfdmaxk

fs
:

LðkÞ ¼ P0ðkÞ
XF
d¼1

e�j
2pfd
fs
k ¼ P0ðkÞðcos hk þ sin hk cot

hk
F
Þ ¼ P0ðkÞmðkÞ; k ¼ 1; 2; 3. . .N

ð4Þ

The traditional local generated code is replaced by the new sequence LðkÞ, where
the mðkÞ can be generated through two numerically controlled oscillators (NCO). So
the coherent integration result between the incoming signal and the new sequence is

given, we designate Nm;k ¼
Pk0 þN�1

k¼k0

nkP0ðkÞmðkÞ:

Im;fd ¼ Diðk0Þ
Xk0 þN�1

k¼k0

e 2pðfd=fsÞkþui½ �jmðkÞ + Nm;k ¼ Diðk0ÞRI;k0 þNm;k ð5Þ

The numerical simulation results of RI;k0 is given in Figs. 1 and 2. The results show
that the correlation peak of LFF method is more consistent than traditional method in
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Fig. 1. The correlation peaks of LFF method and traditional method in different Doppler
frequency.
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different Doppler frequencies and the amplitude of the correlation peak is sufficient.
Meanwhile the Doppler frequency of incoming signal can be detected through the
coherent integration result by Fig. 2. The simulation result proves that the LFF method
can be used to search the Doppler frequency offset parallelly in high dynamic
environments.

3 Two-Dimension Folding Method

3.1 General Method Description

The LFF method can solve the problem of coherent combining loss. However, to
achieve the fast P-code acquisition in high dynamic, the code-search process of LFF
method should be accelerated. To solve the problem the novel TDF method is pre-
sented next. Figure 3 shows the architecture of the novel method and the process of
acquisition is put as follows:

Step 1. Intermediate frequency signal is produced by Analog-digital converter (ADC).
Step 2. Incoming Intermediate frequency signal is shifted to base band by digital down
converter (DDC).
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Fig. 2. The waves of coherent integration power of LFF method and traditional method when
the Doppler frequency is 4 kHz.
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Step 3. FFT is performed on the base band signal.
Step 4. The local generated P-code is folded at the same time.
Step 5. Fold Local frequency cells together to produce a waveform, which is then
modulated by local folded code.
Step 6. The code-modulated waveform from Step 5 goes through FFT and complex
conjunction.
Step 7. Results of step 4 and step 6 are complex-multiplied and IFFT is conducted on
the multiplication results.
Step 8. The IFFT result is stored in a deinterleaver and then integrated coherently.
Step 9. Test the power of coherent integration result, and the ambiguity of the code
phase is resolved by simple correlation check.
Step 10. The Doppler offset is determined by taking FFT on the stored different
temporal IFFT results at the same code phase.

3.2 Storing and Detection Process of Coherent Integration Results

The coherent integration result by FFT will be not sufficient when the SNR of the
incoming signal is low. Therefore the non-coherent integration is necessary to amplify
the correlation result [6, 7]. Early LFF method proposed to achieve non-coherent
integration by FFT. The process of the method is showed in Fig. 4(a). P blocks of
coherent integration results are stored in the deinterleaver. Then the results in the same
code-phase are processed by P points FFT. The power of the correlation results can be
focus on a certain point among the FFT results. To complete the test of N code-phases,
there are N times FFT of P points and NP times detection to find the max FFT result. It
increased the detecting time substantially.

A novel coherent integration storing and detection process is given in Fig. 4(b),
which will accelerate the detecting process and the matched storing architecture is
showed in Fig. 5. The process is:

Step1: Write the N points of coherent integration results given by the IFFT module in
the rows of deinterleaver. Meanwhile the absolute value of the results are added into
the non-coherent integration result memory in the order of code-phase. In the same
time, the next block of coherent integration results are being computed.
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Fig. 4. Coherent integration storing and detection process
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Step2: After P blocks results added together, test the non-coherent integration results.
The index of the max result is considered as the estimated code-phase.
Step3: Read the coherent integration results at the estimated code-phase in every block
and do FFT for P point. If the max point of these FFT results exceeds the threshold, the
detection is declare and the Doppler frequency can be detected by the index of the max
point. Then resolve the ambiguity of code-phase causing by folding local generated
code. If the max point does not exceed the threshold, clear all the memories and test
next block of signal.

4 Theoretical Performance Analysis

4.1 Coherent Integration Performance

Assuming local generated code are folded X times, the local sequence is:

LxðkÞ ¼ mðkÞ
XX�1

i¼0

P0ðkþ iNÞ ð6Þ

According to the theory of pseudo-random code [8] and the analysis in Sect. 2, the
coherent integration result of TDF method when the code-phase difference s ¼ 0 can
be given:

Im;k0 ¼
Pk0 þN

k¼k0

ðPðkÞe½2pðfd=fsÞkþui�j þ nkÞLxðkÞ

¼ NþX�1
N

Pk0 þN�1

k¼k0

e½2pðfd=fsÞkþui�jmðkÞþ Pk0 þN�1

k¼k0

PX�1

i¼0
P0ðkþ iNÞnkmðkÞ

ð7Þ

Compare with Eq. 7, we can get:
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Fig. 5. Coherent integration storing architecture
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Im;k0 ¼
NþX � 1

N
RI;k0 þ

Xk0 þN�1

k¼k0

nkmðkÞ
XX�1

i¼0

P0ðkþ iNÞ ð8Þ

When the s 6¼ 0, the coherent integration result is:

Im;k0 ¼
X
N
RI;k0 þ

Xk0 þN�1

k¼k0

nkþ smðkÞ
XX�1

i¼0

P0ðkþ iNÞ ð9Þ

Because the local P-code is not correlative with noise, the Im;k0 is decided by RI;k0 .
Therefore the characteristic of the coherent integration result is similar as which is
described in Sect. 2.

4.2 Detection Probability

To calculate the detection probability, the non-coherent integration result of the signal
and noise are necessary. The non-coherent integration result can be expressed:

Iu ¼
XP
i¼1

Im;k0 þði�1ÞP
�� �� ð10Þ

Assume that N is large enough to ensure that P0ðkÞ is orthogonal with P0ðkþ sÞ.
Then the mean and variance of Iu are:

EðIu;sÞ ¼
PP�1

i¼0
Rm;iNþ 1
�� ��; s ¼ 0

0; s 6¼ 0

8<
: ¼ Su; s ¼ 0

0; s 6¼ 0

�
ð11Þ

DðIu;sÞ ¼
DðPP�1

i¼0

Pðiþ 1ÞN

k¼iN þ 1
nkmðkÞ

PX�1

j¼0
P0ðkþ jNÞÞ; s ¼ 0

DðPP�1

i¼0

Pðiþ 1ÞN

k¼iN þ 1
nkþ smðkÞ

PX�1

j¼0
P0ðkþ jNÞÞ; s 6¼ 0

8>>><
>>>:

¼
XP�1

i¼0

XN
k¼1

m2ðkÞ
 !

r2

¼ PMr2

ð12Þ

The result of the FFT of P point coherent integration result when s ¼ 0 is con-
sidered next. According to former search the, the max result will appear at No:Pfe=2fc
point of the FFT result. The mean and variance of the result are:

EðIF;s;iÞ ¼ P
PN
k¼1

e½2pðfd=fsÞkþui�jmk; i ¼ Pfe=2fc

0; i 6¼ Pfe=2fc

8<
: ¼ PS0; i ¼ Pfe=2fc

0; i 6¼ Pfe=2f

�

DðIF;s;iÞ ¼ PMr2

8>><
>>: ð13Þ
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So the peak of the non-coherent integration result cu ¼ Iu;s¼0 and the FFT result
cF ¼ IF;s¼0;i¼Pfe=2fc follow the Rician distribution. The noise of non-coherent integra-
tion result and the FFT result cn ¼ Iu;s 6¼0 [ IF;s 6¼0[ i6¼Pfe=2fc follows Rayleigh
distribution.

The threshold Vth ¼
ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
�2PMr2 lnðPðsÞ

fa Þ
q

is set by Constant False Alarm Rate

(CFAR) with the designed false alarm probability PðsÞ
fa [9]. Then the Detection Prob-

ability can be obtained by referencing the process in Sect. 3.2.

PðcÞ
d ¼

Z 1

Vth

½FcnðrFÞ�P�1PcF ðrFÞdrF
Z 1

0
½FcnðruÞ�N�1PcuðruÞdru ð14Þ

where PcF ðrFÞ and PcuðruÞ are the Probability Density Function the peak of the
non-coherent integration result and the FFT result of coherent integration. And the
FcnðrFÞ is the Cumulative Distribution Function of the noise of non-coherent integra-
tion result.

4.3 Mean Acquisition Time

The incoming signal is processed block by block in the TDF method. So the process
unit time is Td which in Eq. 7. Then the mean acquisition time considering single dwell
time is [10, 11]:

Ta ¼
ðg=X � 1Þð1þ jPðsÞ

fa Þð2� PðcÞ
d Þ

2PðcÞ
d

þ 1

PðcÞ
d

ð15Þ

where j is the punishment factor of false alarm and g represents the number of blocks
in each code period.

5 Simulation Results

Monte Carlo method and numerical simulation method are used to present the per-
formance of TDF method. The detection probability and mean acquisition time are
considered. The number of the coherent integration is set as 1024. The chip rate is
10.23 Mcps. According to practical situation in navigation satellite, the max Doppler
offset is 250 kHz and the false alarm probability is set below 10e(−6).

5.1 Detection Probability

Figure 6 shows the detection probability of TDF method on incoming signals with
different SNRs. The times of folding local code and frequency cells are X = 4 and
F = 256. The non-coherent integration times P are 1, 10, 20, 50 from right to left. The
detection probability is improved evidently by non-coherent integration as the curve of
P = 1 is far backward as the others. As the non-coherent integration times increase, the
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detection performance of the proposed method is improved accordingly. However,
when the integration times is larger than 50, the improvement brought in by
non-coherent integration is retarded. On the contrary, the cost of storing resource
increases rapidly and the mean acquisition time will enlarge, as showed in Fig. 7.

The detection probability of the method with different code folding times is showed
in Fig. 6. The non-coherent integration times is set at 20 which is a rational choice by
weighing the detection probability and resource cost. It can be seen that the detection
probability reduces with the increase of code folding number. However the negative
effects on of the cross-correlation diminish in high SNR which exceeds −10 dB. In this
situation, the larger folding times will accelerate the acquisition process.

5.2 Mean Acquisition Time

The mean acquisition time of the proposed method with different non-coherent inte-
gration is shown in Fig. 7, where the code folding times X = 4 and X = 1. When X = 1,
the TDF method degenerates to LFF method. There is a 6 dB difference of mean
acquisition time between TDF method and LFF method because of the decreased times
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of code-searching brought in by Folding local code and novel detection process. And
the mean acquisition time performance will be improved with the increase of
non-coherent integration times when the SNR is low. However the method with fewer
integration times will detect the signal in a shorter time by its simple calculation
process as the SNR exceeds −20 dB, according to the simulation results.

6 Conclusion

This paper proposes the TDF method. By folding local generated code and frequency
cells, this method shows a way to achieve fast direct P-code acquisition in high
dynamic. The process is accelerated by the novel algorithm of generating local
sequence and detection process. Meanwhile the detection performance degradation due
to code and frequency folding is made up for by non-coherent integration.
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A Dual-Tone Radio Interferometric
Tracking System
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Abstract. Localization in wireless sensors networks (WSNs) has been
increasingly significant recently due to the demand of the location-
aware services. The low cost and high accuracy requirements make many
positioning systems adopt high-accuracy quasi-synchronization method.
However it remains synchronization errors which lower positioning and
tracking precision within such systems. Hence, we propose a track-
ing system with low-accuracy quasi-synchronization method based on
dual-tone radio interferometric signals. A mobile target emits dual-tone
signals whose phases contain range information. Several anchors with
known positions receive the dual-tone signals and extract their phase
information. We cancel the synchronization error by differentiating two
phases estimated from two consecutive time instants to increase accuracy.
The tracking accuracy is evaluated by simulations. The tracking system
enjoys low complexity, low cost and obtains a reasonable accuracy.

Keywords: Dual-tone radio interferometric · Quasi-synchronization ·
Tracking · Localization · Positioning

1 Introduction

A wireless sensor network (WSN) is a distributed and self-organizing network
with lots of sensor nodes deployed [1]. They are applied in many fields including
military detection, intelligent traffic, hospital supervision and care [2]. All the
applications are based on the awareness of sensor locations. Therefore, accu-
rate and efficient positioning technology is very important and urgent [3]. For
example, firemen rescue people’s life with high risk when fiermen’s locations are
unknown in fire disasters. It is safer for them when their positions are located
accurately within the fireplaces.

Localization has been researched for years. The Global Positioning System
(GPS) offers great convenience to people’s life. However, the accuracy of tradi-
tional GPS is a few meters. Newly developed differential GPS is more accurate
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but expensive [4]. Additionally, GPS does not work well indoors, in dense forest
or cluttered urban environments. So it is not suitable for localization in WSNs.
Radio interferometric localization satisfies three of the requirements of wireless
localization applications: high precision, low cost and low power. It can achieve
centimeter scale accuracy. Hence, We intend to use interferometric technology
for tracking. The radio interferometric positioning system (RIPS) [5] has been
proposed and developed in WSNs. The RIPS could achieve high accuracy and
low cost. Then it is extended in [6,7] for a tracking system, in which Doppler
shifts are adopted to estimate the positions and velocities of the motion. Besides,
the RIPS is developed in [8] to combat the flat-fading channels. Furthermore,
a dual-tone radio interferometric positioning system using undersampling tech-
niques (uDRIPS) avoids amplifying the noise and simplifying the receiver struc-
ture simultaneously [9]. However, most of these approaches are in demand of
high-accuracy synchronization either among anchors or between the target and
anchors.

Time synchronization is still a big obstacle in WSNs, in which the resource
and energy are limited. However high-accuracy synchronization system where
the synchronization error is less than 10µs consumes additional energy, band-
width and computational resources [10]. Besides, it is difficult to implemented in
practice [11]. Furthermore, it exists synchronization errors which influence the
positioning and tracking accuracy. Common synchronization mechanisms have
synchronization errors which are around 50µs. The average one hop error of
the TPSN synchronization method is 21.43µs [12] and DMTS’s synchronization
error is 30µs [13].

Considering these reasons, we envision an approach based on RIPS to track
a mobile target and remove all the synchronization errors in order to increase
tracking precision. We adopt the common synchronization method to reduce high
resource cost of the high-accuracy synchronization system and lower the system
cost. It has the advantage of undersampling which avoids noise amplification. We
extract the TOAs accompanied by synchronization error items from the phases
of the dual-tone signals in our system. For different anchors, the synchronization
errors are different. Each error is fixed once the system starts to work [11]. Here
we consider the motion process as a series of uniform linear motions, and each
motion is a moving step. We get TDOA to eliminate the offset in two successive
moving steps. Then we get the difference of random two TDOAs (DTDOA) and
establish relations between DTDOAs and the velocities. And use non-linear least
squares method to work out the velocity. With the known initial position of the
mobile target, we acquire the position of the target at randomly time. Then we
got the motion curve.

The rest of the paper is structured as follows. Section 2 introduces system
model. Section 3 describes the algorithm used to estimate the velocity and posi-
tion of the mobile target. We provide simulation results of this approach in
Sect. 4 and evaluate our algorithm. Section 5 contains the conclusions.
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2 System Model

Let us assume M anchors with known locations. The moving target moves ran-
domly within the zone, transmitting a dual-tone signal

s(t) = γejϕej2π(fc+fb)t(1 + ej2πgbt), (1)

where γ is the real-valued amplitude of each components, ϕ is the unknown
initial phase offset, fc is the carrier frequency, and fb is the frequency difference
between the two tones and greater than zero. The frequency gb is the frequency
difference between the two tones and greater than zero as well.

( )kr t

Fig. 1. The receiver structure of the tracking system

Figure 1 shows the receiver structure of the tracking system. The signal s(t)
goes through channels, down converted by fc, and received by the kth anchor.
We model the received signal as follows.

rk(t) = βks (t − τk − tk) e−2πfc+jηk + wk (t) , (2)

Combining (1) and (2), we have

rk(t) = αkβkej2πfbtejθk(1 + ej2πgbtejφk) + wk(t), (3)

where βk is a complex channel coefficient attributing to the flat-fading channel
effects, and can be modeled as a zero-mean complex Gaussian random variable
with variance σk representing the average power of the flat-fading channel. The
θk = −2π(fc + fb)(tk + τk), φk = −2πgb(tk + τk), and αk = γej(ϕ+ηk) are
composite variables. The wk represents the noise item. The αk absorbs the effects
of the random initial phases between the mobile target and the kth anchor. The
unknown time tk is the remaining time offset of kth anchor plus the transmission
instant of the transmitter. The unknown initial phase ηk is due to the randomness
of the receiver oscillator. Here φk includes the range of interest via τk which we
are interested in. The assumptions as follows are adopted in the entire paper.

Assumption 1: The synchronization problem usually contains two elements
which are time offset and skew [14]. Here we use quasi-synchronization [16] which
only consider time offset. The synchronization error is tk due to the low-accuracy
synchronization between the mobile target and the kh anchor. Moreover, the
synchronization errors are different to anchors according to the reality.

Assumption 2: We assume that the two tones of the dual-tone signal expe-
rience the same fading channel because the frequency difference gb is set to be
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much smaller than the channel coherence bandwidth [16]. Hence in two cen-
trosymmetric motions we will get the same measured data set and work out the
same velocity. For example, when the target moves towards the x-axis positive or
negative direction, the estimated velocity directions probably are all the x-axis
negative directions or positive directions with the same velocity absolute value.

The received signal rk(t) is undersampled by a sampling frequency fs (fs <
2(fb + gb)) to lower the requirement of the equipments, at the same time to
avoid amplifying the noise. After processing the sample data, we get a parameter
φk = −2πgb(tk + τk). It relates to transmission time and remaining time offset
what we are interested. Next we will explain how φk can be calculated and the
integer ambiguity problem. Collecting the kth anchor’s samples into a vector rk,
we have

rk = Axk,

where
xk = [αkβkejθk , ej(θk+φk)]T

A = [L(fb/fs), L((fb + gb)/f ]T

L(f) = [1, ej2πf , . . . , ej2π(L−1)f ]T

Finally, use the least-squares (LS) estimator to calculate xk.

x̂k = (A)†rk,

So the complex parameter φk can be estimated as

φ̂k = arg{[x̂k]∗
1
[x̂k]2} + 2πl,

where [x]n is the nth entry of the vector x. The integer ambiguity means the
unknown integer l due to phase wrapping. We assume that the mobile posi-
tioning method is applied indoors. The target is moving in a limited space
and let’s assume as large as 1000 m × 1000 m. We could get the biggest φk =
2πgb

(
1000

√
2

3×108 + tk

)
where gb = 10 kHz in our system. According to the introduc-

tion, tk < 50µs. Hence, the φk < 2π. We rewrite the formula above as

φ̂k = arg{[x̂k]∗
1
[x̂k]2} = −2πgb(tk + τk),

This parameter is the key point to our tracking localization algorithm. The tk
here is brought about by the synchronization error between the mobile target
and the kth anchor. The propagation time τk is the transmission time from
mobile target and the k-th anchor and dk = τkν. The ν is the transmit speed of
the dual-tone signal.

3 The Tracking Method

In this section, we will specifically present the steps to calculate the velocity and
location of the mobile target.
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3.1 The Movement Model of the Target

As we said, the mobile target moves in the interested zone in which M anchors
are distributed to receive signals. Hypothesise the initial location of the mobile
target is known as [x0, y0]. In order to describe conveniently later, we call the
location [xn, yn] as the nth step and denote as Tn = [xn, yn]. The φn

k means the
φ estimated by the kth anchor when the mobile target in nth step.

φn
k = −2πgb(tk + τn

k ), (4)

The tk is the remaining time offset, it varies only from different anchors. It does
not change once the system begins to work. Then let us denote Δφn

k as the phase
difference of the received signal at the kth anchor in the (n + 1)th step and nth
step.

Δφn
k = φn+1

k − φn
k = −2πgb(τn+1

k − τn
k ), (5)

Fig. 2. The movement model of the target

Figure 2 shows the movement of the mobile target and the coordinate system
we use. Let the black dots denote anchors and the black triangle indicates the
mobile target. The Mk represents the kth anchor. The target moves from the
nth step to the (n + 1)th step (i.e. from Tn to Tn+1 in Fig. 2). First we have an
approximation that

Δdn
k ≈ Δlnk , (6)

Δdn
k = ν(τn+1

k − τn
k ), (7)

where Δdn
k is the distance difference of dk in two adjacent steps (the nth step and

the (n+1)th step), and Δlnk is a component of the distance
∥∥Tn+1 − Tn

∥∥ at the
radical direction (i.e. Mk → Tn(xn, yn)). Next we will illustrate this approximate
relationship. The tracking frequency can be set according to the reality. In this
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simulation let us hypothesis the target to be localized about 10 times per second
in the tracking system. Usually the movement in such application setting is not
very fast. In our movement model, we assume the mobile target moves at 5m/s,
the

∥∥Tn+1 − Tn
∥∥ of two adjacent steps could be 0.5 m which is far less than the

distance dk between the mobile target and anchor. We have the experiment in a
1000m × 1000m squares, so the dk is larger than 10 m. Hence, the θ � 5/100 rad,
then we have the last approximation. As a result, the radical component of mobile
target’s speed v, denoted as vn

k , has relationship as follows:

|vn
k | =

Δlnk
tn+1 − tn

,∠vn
k = ∠(Tn − Mk), (8)

where ∠v is the vector v’s direction, defined as the angle with respect to x-axis.
The tn+1−tn means the time difference from nth step to (n+1)th step. According
to the reality, decrease the positioning frequency will impair the reality of the
tracking route. In this paper, we assume tn+1 − tn = 0.1 s and we know that to
decrease the parameter could increase the positioning accuracy. Combining (6),
(7) and (8), we get

|vn
k | =

ν(τn+1
k − τn

k )
tn+1 − tn

. (9)

We know that vn
k is the radical velocity of v relative to the kth anchor. The ν is

the transmit speed of the dual-tone signal. Therefore we get

|vn
k | = |vn| cos(∠vn − ∠vn

k ). (10)

In order to calculate the |vn| and ∠vn which are the moving speed and moving
angle, we select any two anchors from M anchors. We might as well select the
kth and jth anchors. Then we get

|vn
k | −

∣
∣vn

j

∣
∣ = −2 |vn| sin

(∠vn
k − ∠vn

j

2

)

sin

(∠vn
k + ∠vn

j

2
− ∠vn

)

. (11)

Δφn
kj = Δφn

k − Δφn
j = −2πgb((τ

n+1
k − τn

k ) − (τn+1
j − τn

j )),

Combining (9) and (11), we arrive at

ν((τn+1
k −τn

k )−(τn+1
k −τn

k ))

tn+1−tn = −2 |vn| sin
(∠vn

k −∠vn
j

2

)
sin

(∠vn
k+∠vn

j

2 − ∠vn
)

,

Finally, combining the last two equations above, we obtain

Δφn
k,j = a |vn| sin bk,j sin(ck,j − ∠vn), (12)

where a = 4πgb

tn+1−tn which is composite control variable. The parameter bk,j =
∠vn

k −∠vn
j

2 , ck,j = ∠vn
k+∠vjn

2 which need to be calculated by (8). Equation (12)
has two parameters, the target’s speed magnitude |vn| and direction ∠vn, which
need to be solved.

we rewrite (12) as
Δφn

k,j = fk,j (|vn| ,∠vn) . (13)



Radio Interferometric Tracking 515

The two parameters could be estimated only if we have two equations. As we said
above, k, j is chosen arbitrarily. Generally, the system installs (M ≥ 3) anchors,
and offers N = C2

M > M equations. Therefore, we get more information from
less anchors which decrease the complexity of the system. Then we denote a
matrix equation as

ΔΦ = a1N |vn| sin b sin(c − ∠vn). (14)

For convenience we denote Eq. 14 as ΔΦ = F (|vn| ,∠vn), where F is the
matrix form of functions {f1,2, . . . , fM−1,M}. The parameter ΔΦ = [Δφ1,2,
Δφ1,3, · · · ,ΔφM−1,M ]T which is a measurement vector, b = [b1,2, b1,3, · · · ,
bM−1,M ]T . Similarly, c = [c1,2, c1,3, · · · , cM−1,M ]T . Due to noise influence and
machine error, there is no exact {|vn| ,∠vn} to satisfy (14). Instead, we estimate
such {|v̂n| ,∠v̂n} so that ‖F (|vn| ,∠vn) − ΔΦ‖ is minimized.

3.2 The Tracking Algorithm

In this part we will use the theory of the non-linear least squares methods (NLS)
[17] to solve the moving velocities and calculate the positions. As we need to
minimized the ‖F (|vn| ,∠vn) − ΔΦ‖, we use least square method to estimate.
Then define a new function F : R2 → R, then

F (|vn| ,∠vn) =
M∑

k=1,j>k

(Δφk,j − f (|vn| ,∠vn))2, (15)

We start with an initial approximation of the estimated augment {|v̂n| ,∠v̂n},
linearize F and update the estimated augment continuously until the object
function converges to its local minimum.

We can get the new location as follows

T̂n = HQ,

where T̂n = [x̂n, ŷn]T , Q = [x̂n−1, ŷn−1, v̂n
x , v̂n

y ], v̂n
x = |v̂n| cos(∠v̂n), v̂n

y =∣∣v̂n
∣∣ sin(∠v̂n). H is the state transition matrix which is modeled as

H =
[

1 0 Δt 0
0 1 0 Δt

]
(16)

where Δt = tn+1 − tn = 1/f is the reciprocal of the positioning frequency f . As
long as we know the initial position T 0 = [x0, y0], then we can get the position
T̂n and velocity { ˆ|vn|, ˆ∠vn} of any moment.

4 Simulation Results

In this section, we evaluate the performance of our positioning algorithm. We
compare the positioning accuracy by changing the undersampling frequency fs
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and the Signal-noise ratio. We set the parameters like this: (1) We set the fre-
quency difference gb = 10 kHz. Because the typical channel coherence band-
width is 100 kHz which needs to be larger than the frequency difference [18].
(2) The positioning interval is set as Δt = 0.1 s. Actually this constant could
influence the simulation graphs of mobile curves. Besides, it relates closely
to the energy consumption. When we decrease Δt, it means that increase
positioning number per second and add energy consumption. Otherwise, the
mobile model does not fit the approximation equation in (6). So we choose
Δt = 0.1 s which is neither long nor short. We also simulated the condition
when Δt = 0.01 s. However, the simulation result is similar to this condition
except consume more time and energy to over-frequent positioning. It indicates
that Δt = 0.01 s is suitable. (3) The amplitude of the transmitted signal is
γ = 1, and the carrier frequency fc = 2.45 GHz [19]. (4) The average channel
power of the flat-fading channel is set to be 1 as usual in simulation for all
channels,i.e.,σ2

k = 1, k = 1, . . . , M . (5) The transmission velocity of radio signal
is ν = 3 × 108 m/s. (6) For each estimation, operate 1000 Monte-Carlo runs
to evaluate performance. (7) The positioning accuracy is evaluated with eight
anchors and a mobile target. The coordinates for eight anchors are as follows like
this M1 = [0, 0]T ,M2 = [1000, 0]T ,M3 = [1000, 1000]T ,M4 = [0, 1000]T ,M5 =
[700, 700]T ,M6 = [400, 800]T ,M7 = [100, 500]T ,M8 = [600, 300]T .

Figure 3 shows the variable motion with the speed direction and value change.
It consists of three constant motion parts. The direction of arrow represents the
speed direction. The dots denote the initial position of mobile target in every
step. The inflection points represent the direction change of mobile target. In
Fig. 3 velocity range is 2m/s ≤ |v| ≤ 7m/s. The direction of speeds change
is π/6 ≤ ∠v ≤ π/2. The maximum direction change is 3/π. The signal-to-
noise ratio (SNR) is defined as 1/s2, and SNR = 30 db. The Δt = 0.1 s, and
fs = 30 kHz. Figure 4 shows the CDF of x-axis, y-aixs and average positioning
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error of variable motion. The average position error is defined as
√

Δx2+Δy2

2 . We
concluded that 90% of the average position errors are less than 3 cm, and the
errors in x-axis are less than the error in y-axis. The reason is that the anchors
distributed on x-axis direction is more evenly than on y-axis direction.

Furthermore, we simulate the relations among positioning accuracy, the
undersampling frequency and SNR. The SNR is defined as 1/σ2. Figures 5 and 6
show the relations. The location accuracy increases when the sampling frequency
increases and SNR increases. Because when the sampling frequency fs increases,
the sample information is more detailed. It helps to estimate the needed para-
meter exactly. As SNR increases, the dual-tone signal becomes stronger.
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5 Conclusion

In this paper, we propose a tracking system based on dual-tone radio inter-
ferometric signals for WSNs. Several anchors with known positions receive the
dual-tone signals which are emitted by a mobile target. The key innovation in
our tracking system is eliminating the remaining time offsets of the low-accuracy
synchronization upon the target and anchors. By differentiating the phase esti-
mation of two consecutive time instants, we can remove the remaining time off-
sets between the target and anchors. Finally, We concluded that of the average
position error are less than 3 cm in viable motion tracking. The low-complexity
tracking algorithm is simulated and is proved efficient in tracking.
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Abstract. In mobile ad hoc networks, nonparametric belief propagation
(NBP) algorithm is a promising cooperative localization scheme because
of high accuracy, applicability to non-Gaussian uncertainty. However,
the high computational cost limits the application of NBP. To solve
the problem, an efficient and practical NBP-based cooperative local-
ization scheme is proposed. In the scheme, the issues of anchor node
selection, node mobility and non-Gaussian uncertainty are considered.
Firstly, anchor nodes are selected based on a distributively clustered net-
work. Then the cooperative localization process is performed, in which
a practical ranging error model is employed. Moreover, to mitigate the
influence of node mobility, the re-selection process of anchor nodes is
conducted when necessary. The simulation results demonstrate the effi-
ciency of the proposed scheme in improving the positioning accuracy and
reducing the computational cost compared with the conventional NBP
method.

Keywords: Mobile ad hoc networks · NBP · Anchor node selection ·
Ranging error model

1 Introduction

In mobile ad hoc networks (MANETs), accurate positioning information is cru-
cial since it enables a wide variety of applications, such as emergency services,
first responders operations and factory automation [1,2]. In typical localization
schemes, nodes in a MANET can be divided into anchor nodes, which have
known positions and account for a small proportion in the nodes, and agent
nodes that need to be located by utilizing the information from anchor nodes.

Generally, the existing range-based localization schemes can be classified
into non-cooperative schemes and cooperative schemes. In the non-cooperative
schemes [1], an agent node is located only depending on the measured distances
with neighboring anchor nodes. For the cooperative schemes, by contrast, agent
nodes estimate their positions through ranging and exchanging information with
neighboring nodes, including anchor nodes and other agent nodes. Cooperation
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among the agent nodes is highly beneficial for improving the performance of
localization processes on accuracy and coverage [1]. Lately, extensive works have
been focused on cooperative localization [3–7], and most of these schemes are
based on belief propagation (BP) algorithm and its extension algorithms [3,6]
for high accuracy and distributed implementation. BP is an efficient message-
passing method of estimating the a posterior marginal probability density func-
tion (PDF) for the positions of the agent nodes in the network, but the inability
in resolving non-Gaussian uncertainty, which is a common occurrence in practi-
cal localization scenarios, limits the application of BP. As an extension of BP,
nonparametric belief propagation (NBP) algorithm [3] is sample-based and can
be applied in the positioning systems with non-Gaussian uncertainties. How-
ever, considerable complexity and communication overhead are associated with
the employment of NBP in MANETs. Many works have been proposed to reduce
the complexity of NBP. In [4], a minimum spanning tree approach is proposed
to mitigate the influence of loops in message passing process. In [5], the commu-
nication overhead and the computational cost are reduced by passing approx-
imate beliefs represented by Gaussian distributions. In addition, a space-time
hierarchical-graph model is proposed in [6] that messages propagates by layers
to achieve decrease in computational complexity.

However, many of the proposed NBP-based schemes are validated with sim-
plified assumptions such as static network [4] and Gaussian uncertainty [7]. In
MANETs, where nodes are all mobile and randomly deployed, achieving a rea-
sonable distribution of anchor nodes is advantageous in enhancing the perfor-
mance of localization processes [8] and should be performed in distributed way.
Moreover, considering a practical ranging error model is necessary and of great
importance when designing an efficient and practical localization scheme [5].

To address the problems mentioned, an efficient and practical NBP-based
cooperative localization scheme is proposed. In the scheme, anchor node selec-
tion is considered firstly, nodes in the network are aggregated into clusters in
a distributed manner and anchor nodes are selected based on the established
clusters. Then the cooperative localization process is performed. Considering
the influence of node mobility, the re-selection process of anchor nodes is con-
ducted when needed. Furthermore, a practical ranging error model is employed
in the scheme with the propose of enhancing the performance of the localiza-
tion process. The results of the simulations verify that the proposed scheme can
significantly improve the positioning accuracy and evidently reduce the com-
putational cost of the localization process in comparison with the conventional
NBP algorithm.

2 Preliminaries

2.1 Ranging Error Model

In range-based positioning systems, ranging errors usually obey some kind of dis-
tribution. Reasonable modeling of the ranging errors can be beneficial in mitigat-
ing the influence of ranging noises. However, many existing localization schemes
are validated using simulations based on simplified ranging error models such as
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the Gaussian ranging error model. In [5], based on the collected ranging data
from a real positioning system, a range-dependent asymmetric double exponen-
tial model is proposed. And in our previous experimental work, we observed a
kind of similar distribution, which is strictly non-Gaussian and long tailed on
the right hand side, when using an ultra-wideband based positioning system. In
this paper, the ranging error model proposed in [5] is adopted.

2.2 Network Model

We consider a two-dimensional MANET composing of N mobile nodes (Na

anchor nodes and Nt agent nodes), which are randomly deployed. Initial position
of each node is known and the position of node nu is denoted as xu=[xu, yu]T.

Considering the transmission radius R of each node and the actual distance
between nodes, Po(xu,xu′) can be achieved to denote the probability of whether
nu and nu′ can detect each other or not

Po(xu,xu′) = exp (−||xu − xu′ ||2/2R2), (1)

where ||xu −xu′ || is the Euclidean distance between nu and nu′ . We use a binary
variable ouu′ = 1 to denote the situation that nu and nu′ can detect each other
and are neighbor nodes, then a noisy distance measurement can be obtained

duu′ = ||xu − xu′ || + vuu′ , (2)

where vuu′ is the range error. Following [3], potential functions are used to repre-
sent the joint posterior PDF for the locations of all the nodes. For nu, the single
potential function ψu(xu) is defined as corresponding a prior distribution p(xu).
If ouu′ = 1, the pairwise potential function defined over nu and nu′ is given by

ψuu′(xu,xu′)=Po(xu,xu′)pv(duu′ , duu′−||xu−xu′ ||), (3)

where pv is the ranging error model. Only the single-hop neighbor nodes are
considered in localization process. Therefore, when ouu′ = 0, corresponding
ψuu′(xu,xu′) = 0. Then the joint posterior PDF for the locations of all the
nodes is denoted as

p(x1, ...,xN |{ouu′ ,duu′})∝
N∏

u=1

ψu(xu)
∏

u′∈Γu,u

ψuu′(xu,xu′), (4)

where Γu denotes the neighbor node set of node nu. For each node nu, by mar-
ginalizing this PDF, we can obtain the corresponding position which is charac-
terized by the posterior marginal PDF p(xu|{duu′}), where {duu′} is the set of
the distances between node nu and its neighbor nodes.

3 Proposed Scheme

3.1 Anchor Node Selection Phase

In the network, the distribution of anchor nodes influences the performance of
localization process [1]. For the previously mentioned MANETs, the issue of
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selecting anchor nodes with reasonable distribution is quite challenging, espe-
cially without a central controller of the whole network.

Cluster Formation Process. To achieve a reasonable distribution of anchor
nodes, firstly, all the nodes in the network are clustered distributively. Affinity
propagation clustering algorithm [9] is a distributed clustering scheme and only
relies on the similarity s(u, u′) between node nu′ and node nu. The negative
value of the distance between nu and nu′ is used as s(u, u′). After the clustering
process, all the nodes are aggregated into several clusters, and the cluster header
node (CH) of each cluster is responsible for anchor node selection process.

Anchor Node Selection Process. In [8], an optimal anchor node selection
algorithm is proposed to select three existing anchor nodes for each agent node.
Inspired by this work, based on the clustered network, we consider selecting
three nodes implementing an approximate regular triangle in each cluster to act
as anchor nodes. The selection process is conducted by CH of each cluster and
bases on the gathered positions of the nodes in the cluster.

In cluster C, the number of nodes is NC , Ci (i = 1, ..., NC) represents the
i-th node, the centroid is represented as o and dio denotes the distance between
Ci and o. In addition, the set of the distance between o and each node in C is
denoted as Sd, the median value and the maximum value in Sd are dm and dmax.

In each cluster C, if the distance between o and node Ci is between dm and
(dm + dmax)/2, node Ci is selected. Any three selected nodes Ci1 , Ci2 , Ci3 can
form a triangle, whose area can be calculated with Heron’s formula

Areatri =
√

p(p − di1i2)(p − di2i3)(p − di3i1), (5)

where p = (di1i2 + di2i3 + di3i1)/2; dijik (j, k = 1, 2, 3, j �= k) denotes the
distance between node Cij and Cik . Suppose a triangle, the distances between
o and its vertexes are assigned as di1o, di2o, di3o, keeping o inside the triangle,
the maximum area of the triangle can be achieved when it is a regular triangle

Areamax =
3
√

3
4

× (
di1o + di2o + di3o

3
)2. (6)

To evaluate how approximate the triangle composed of Ci1 , Ci2 , Ci3 is to the
equilateral triangle, approximation ratio λ is introduced and denoted as

λ = Areatri/Areamax, (7)

the three nodes with the largest λ are selected as anchor nodes.

Anchor Node Re-selection Process. Since nodes in the network keep mov-
ing, the topology of the network is influenced dynamically and randomly. From
the perspective of positioning accuracy, anchor nodes may not be suitable for the
localization process all the time, the anchor node re-selection process should be
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introduced to mitigate the influence of node mobility. When the number of agent
nodes, which are not well located in the localization process, reaches a predefined
threshold, the re-selection process of anchor nodes begins. In the process, based
on the estimated locations of agent nodes and the real positions of anchor nodes,
clustering process is performed again and new anchor nodes are selected using
the anchor node selection algorithm.

3.2 NBP-Based Cooperative Localization Scheme

NBP Implementation. With the defined statistical framework in Section II
and the selected anchor nodes, NBP is utilized to estimate the locations of the
agent nodes with two updating rules, namely the belief updating rule and the
message updating rule. The belief (or the estimated posterior distribution of
the position) of agent node nt in the l-th iteration is computed by taking a
product of the local potential ψt(xt) with the messages from the neighbor nodes
participating the localization process of nt

b
(l)
t (xt) ∝ ψt(xt)

∏
nu∈Γt

m
(l)
ut (xt), (8)

where Γt denotes the neighbor nodes participating the localization process of nt;
m

(l)
ut (xt) is the message from neighbor node nu, which can be anchor node or

agent node, to nt. In the l-th iteration, the message sent from agent node nt′ is

m
(l)
t′t(xt) ∝

∑

xt′

ψtt′(xt,xt′)
b
(l−1)
t′ (xt′)

m
(l−1)
tt′ (xt′)

, (9)

and the message from anchor node na is given by m
(l)
at (xt) ∝ ψat(xa,xt).

In NBP, stochastic approximations are used when computing the belief and
the message: for node nu (nu∈Γt), firstly, samples are drawn from the belief
b
(l−1)
u (xu), and these samples are used to approximate the message m

(l)
ut (xt)

sent to agent node nt. In the l-th iteration, weighted samples {x(lj)
u , ω

(lj)
u }M

j=1

are drawn from the belief b
(l−1)
u (xu), each sample x(lj)

u is moved in a random
direction θ

(lj)
ut by a noisy measurement d

(lj)
ut of the distance between nu and nt

x(lj)
ut = x(lj)

u + d
(lj)
ut · [sin(θ(lj)ut ), cos(θ(lj)ut )]T , (10)

where d
(lj)
ut = ‖xu − xt‖ + v

(lj)
ut , v

(lj)
ut ∼pv; θ

(lj)
ut ∼U [0, 2π]. The weight of x(lj)

ut is

ω
(lj)
ut =

ω
(lj)
u Po(x

(lj)
u ,xt)

m
(l−1)
tu (x(lj)

u )
. (11)

Modifications Based on NBP. To decrease the complexity of NBP, modifica-
tions are considered. In the localization process of agent node nt, only when there
are no less than three reference nodes (anchor nodes or located agent nodes),
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Algorithm 1. NBP-based cooperative localization scheme for agent nodes
Input: Γr: the reference node set of nt;

{d′
rit}|Γr|

i=1 : range measurements between nt and reference nodes.
Output: x̂t: the final estimated position of nt.

1 Initialization: Set [θri,1
min, θri,1

max] for reference node nri (i = 1, ..., |Γr|) as [0, 2π];
2 for iteration l = 1 to L do
3 Message computing in each reference node nri :

4 Draw random values {v
(lj)
rit , θ

(lj)
rit }M

j=1: v
(lj)
rit ∼ pv, θ

(lj)
rit ∼ U [θri,l

min, θri,l
max];

5 Calculate x
(lj)
rit with (12), and set corresponding weight ω

(lj)
rit as 1/M ;

6 Broadcast message {x(lj)
rit , θ

(lj)
rit , ω

(lj)
rit }M

j=1 to nt;

7 Belief computing in nt:

8 for each sample {x(lj)
rit , θ

(lj)
rit ,ω

(lj)
rit } received by nt do

9 Update the weight ω
(lj)
rit with (13);

10 for i = 1 to |Γr| do
11 Filter M/|Γr| samples with maximum weights from samples from nri ;
12 Get the range [θmin, θmax] of the directions in reserved samples;

13 Update [θri,l+1
min , θri,l+1

max ] of nri as [θmin, θmax];

14 Normalize the weights of remaining samples with ω
(lk)
t = ω

(lk)
t /

∑M
k=1 ω

(lk)
t ;

15 Update the belief b
(l)
t of nt using (8);

16 Calculate the estimated position
̂

x
(l)
t of nt with (15);

17 if l > 1 then
18 Check the convergence condition using (16);
19 if converged or l == L then

20 Set
̂

x
(l)
t as the final estimated position x̂t;

21 Terminate the iteration process.

in the neighboring node set Γt of nt, can nt locate itself by ranging with the
reference nodes, and it will become a reference node for other agent nodes when
well located. In this way, all the agent nodes are located incrementally.

Specifically, the generation principle (10) of samples is changed as

x(lj)
rt = xr + d

(lj)
rt · [sin(θ(lj)rt ), cos(θ(lj)rt )]T , (12)

where if reference node nr is an anchor node, xr is the real position of nr,
and otherwise xr is the estimated position. Through storing the random direc-
tion θ

(lj)
rt with x(lj)

rt and initialising the weight ω
(lj)
rt of x(lj)

rt as 1/M , samples
{x(lj)

rt , θ
(lj)
rt , ω

(lj)
rt }M

j=1 can be achieved.

For each weighted sample {x(lj)
rt , θ

(lj)
rt , ω

(lj)
rt } generated by nr, the weight ω

(lj)
rt

is updated by the deviation degrees between x(lj)
rt and the real position of nt

evaluated by other reference nodes of nt. The update principle is

ω
(lj)
rt = ω

(lj)
rt

∏

nr′ ∈Γr\nr

pv(r′t), (13)



Low Complexity Cooperative Localization Scheme 525

where Γr is the reference node set of nt; pv(r′t) is given by

pv(r′t) = pv(d′
r′t, d

′
r′t − d′′

r′t), (14)

where d′
r′t=||x(lj)

rt −xr′ || and d′′
r′t is a noisy measurement of the distance between

nt and reference node nr′ , and regarded as the real distance between them for
further evaluation. To evaluate the deviation degree between x(lj)

rt and the real
position xt of nt, firstly, x(lj)

rt is assumed as xt, then d′
r′t can be considered as a

distance measurement between nr′ and nt, thus d′
r′t−d′′

r′t is ranging error of d′
r′t

and pv(r′t) denotes the deviation degree between x(lj)
rt and xt evaluated by nr′ .

With all the samples received by nt, sample filtering process is conducted.
For the M samples generated by nr in this iteration, M/|Γr| samples with the
maximum weights are reserved, where |Γr| is the number of nodes in Γr. Through
recording the random directions of the reserved samples generated by nr in
this iteration, a direction range Sθ can be achieved, which will be the random
direction range for nr to generate samples of nt in the next iteration. For nt,
through normalizing the weights of the remaining samples {x(lk)

t , θ
(lk)
t , ω

(lk)
t }M

k=1,
the estimated position in this iteration is calculated with

x̂(l)
t =

∑M

k=1
ω
(lk)
t x(lk)

t . (15)

The iteration process terminates when convergence condition is met or max-
imum number L of the iterations is reached, and the convergence condition is

‖x̂(l)
t − ̂x(l−1)

t ‖ ≤ ε, (16)

where ε is a predefined threshold. In the iteration process of agent node nt, if the
convergence condition is met, which indicates that nt is well located and it will
become a reference node for other unlocated agent nodes. And the final estimated
position of nt is assigned as the estimation of current iteration. Otherwise, nt is
unlocated in the localization process of current time slot and the estimation of
the last iteration will be the final estimated position of nt. The detailed NBP-
based cooperative localization process is summarized in Algorithm 1.

4 Simulation Results

4.1 Simulation Setup

In the simulations, we consider a 100×100m2 area with 150 nodes, including 18
anchor nodes (i.e., 6 clusters are established). And we assume that the movement
of each node follows the Gaussian-Markov mobility model [10]. Table 1 lists the
key parameters used in the simulations.

Results of the simulations are obtained from the localization process of the
agent nodes in 500 continuous time slots.
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Table 1. The key parameters in simulations

Parameter Value

R: transmission radius 30 m

L: maximum number of iteration 10

ε: convergence threshold 0.1 m

Condition of anchor node re-selection 5 unlocated agent nodes

4.2 Performance Evaluation

Influence of Anchor Node Distribution. Three kinds of anchor node distri-
bution are considered. The uniform distribution means that we choose the nodes
that distributing in approximately uniform way in the network as anchor nodes,
and the random distribution denotes that anchor nodes are randomly selected.

The performance on the positioning error of all the agent nodes in the network
is valued by the root mean square error (RMSE)

RMSE =
√

1
Nt

∑
nt∈St

‖xt − x̂t‖2, (17)

where Nt is the number of agent nodes in the network; St represents the agent
node set; x̂t denotes the final estimated position of agent node nt. Figure 1
shows the cumulative distribution functions (CDFs) of the RMSE performance
of NBP with 200 samples based on the three kinds of anchor node distribution,
we can see that compared with the random distribution case, the performance of
NBP based on the proposed distribution is very close to the performance of the
uniform distribution case, which can be regarded as the optimal distribution. The
result indicates that the proposed anchor node selection algorithm can achieve a
reasonable distribution of anchor nodes for the NBP-based localization schemes.
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Fig. 1. Performance comparison on positioning error (RMSE) of NBP with different
kinds of anchor node distribution.
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Positioning Performance. Figure 2 shows the CDFs of the positioning error
in the proposed scheme and NBP with different numbers of samples. The result
reveals that more samples can improve the RMSE performance of both the pro-
posed scheme and NBP. With same number of samples, the performance on posi-
tioning accuracy of the proposed scheme outperforms that of NBP. Compared
with NBP, the change of sample number has less impact on the performance on
positioning accuracy of the proposed scheme, and the proposed scheme with less
samples can achieve a better performance on positioning accuracy.

Complexity Comparison. The performance on time complexity of the pro-
posed scheme and NBP is evaluated by the normalized CPU running time.
Figure 3 shows the comparison of the computational cost of the proposed scheme
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Fig. 2. Performance comparison on positioning error (RMSE) of the proposed scheme
and NBP with different numbers of samples.
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Fig. 3. Performance comparison on computational cost of the proposed scheme and
NBP with different numbers of samples.
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and NBP with different numbers of samples. Compared with NBP, improved
performance on the computational cost of the proposed scheme can be clearly
observed, which demonstrates the low computational cost of the proposed
scheme.

5 Conclusions

This paper focuses on solving the problems of applying NBP in MANETs, where
nodes are randomly deployed and keep moving, and proposes an efficient and
practical NBP-based scheme. The proposed scheme considers the issues of anchor
node selection, node mobility and non-Gaussian uncertainty to obtain a bet-
ter performance of the localization process. Specially, anchor nodes are firstly
selected based on the clustered network, which is established in a distributed way,
then the cooperative localization process is conducted. And a practical ranging
error model is adopted in the scheme. Furthermore, to tackle the issue of node
mobility, a re-selection process of anchor nodes is conducted when necessary.
The simulation results reveal that the proposed scheme has a significant effect
on improving the positioning accuracy and reducing the computational cost of
localization process compared with the traditional NBP algorithm.
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Abstract. Most super-resolution direction finding methods need to know the
array manifold exactly, but there is usually mutual coupling error in application,
which directly leads to the performance degradation, and even failure. The paper
proposed a novel calibration method in super-resolution direction finding for
wideband signals based on spatial domain sparse optimization when mutual
coupling exists in the array. First, the optimization functions are founded by the
signals of every frequency bin, then the functions are optimized iteratively, after
that the information of all frequencies is integrated for the calibration, finally,
the actual directions of arrival (DOA) can be acquired, the performance of the
method has been proved by simulations.

Keywords: Super-resolution direction finding � Array calibration � Mutual
coupling � Wideband signals

1 Introduction

Super-resolution direction finding is one of the major research contents in array signal
processing, it is widely used in radio monitoring [1–3], internet of things [4, 5] and
electronic countermeasure [6, 7]. At present, most direction finding methods are based
on knowing the accurate array manifold, but there are often high frequency oscillation
and amplifiers in practical systems, which lead to the mutual coupling in the array, it
causes the performance of the direction finding methods deteriorated, and even failure,
so they are necessary to be calibrated.

For the presence of mutual coupling, the early methods are usually based on the
electromagnetic measurement [8], or calculating the mutual coupling coefficient by
matrix measure, then compensate and calibrate the corresponding parameters [9–11].
These methods can often not meet the calibration accuracy in the actual projects,
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especially for the radar, sonar and other fields of array signal processing, their elec-
tromagnetic environments are very complex, whether measure or electromagnetic
computation are not suitable for the array calibration. With the development of the
research, more and more scholars are keen to parameterize the coefficient by special
structure of the mutual coupling matrix, this kind of methods not only have a high
precision but also adapt to the various circumstances and electromagnetic parameters.
Some classic algorithms are proposed successively: Wang et al. proposed a calibration
method for mutual coupling in 2003 [12], it only needs one dimensional searching and
is easy to be implemented; Dai et al. [13] eliminated the unknown mutual coupling in
the uniform array by inherent mechanism; Xie et al. [14] achieved localization of mixed
far-field and near-field sources under unknown mutual coupling. Liu et al. [15] pro-
posed a DOA estimation method based on fourth-order cumulants along with mutual
coupling, it can be applied when non-Gaussian signals coexist with unknown colored
Gaussian noise. Elbir and Tuncer [16] estimated DOA and mutual coupling coefficient
for arbitrary array structures with single and multiple snapshots. But all of these
methods are just appropriate for narrowband signals, so far there are few public lit-
eratures about mutual coupling among sensors in super-resolution direction finding for
wideband signals.

The paper proposed a novel mutual coupling calibration method in super-resolution
direction finding for wideband signals based on spatial domain sparse optimization,
when mutual coupling exists in the array, the corresponding optimization functions are
founded by the signals of every frequency bin, then the functions are optimized iter-
atively, at last, the information of all frequencies is integrated for the calibration,
consequently the actual DOA can be obtained.

2 Signal Model

2.1 Ideal Signal Model

It is seen from Fig. 1, suppose there are K far-field wideband signals skðtÞ ðk ¼
1; 2; � � � ;KÞ impinging on the uniform linear array composed of M omnidirectional
sensors, the space of them is d, it is equal to half of the wavelength of the center
frequency, DOAs of them are a ¼ ½a1; � � � ; ak; � � � ; aK �, the first sensor is defined as the
reference, then output of the mth sensor can be written as

k

d
21 3 M

( )ks t

α

Fig. 1. Array signal model
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xmðtÞ ¼
XK
k¼1

sk t � smðakÞð Þþ nmðtÞ;m ¼ 1; 2; � � � ;M ð1Þ

Where smðakÞ ¼ ðm� 1Þ dc sin ak is the propagation delay for the kth signal arriving
at the mth sensor with respect to the reference of the array, c is the propagating speed of
the signal, nmðtÞ is the Gaussian white noise on the mth sensor.

Assume that the range of the frequency band of all signals is ½fLow; fHigh�, before the
processing, we divide the output vector into J nonoverlapping components, Discrete
Fourier Transform (DFT) is performed on (1) and the array outputs of J frequencies can
be represented as

XðfiÞ ¼ Aðfi; aÞSðfiÞþNðfiÞ i ¼ 1; 2; � � � ; J ð2Þ

Where fLow � fi � fHigh (i ¼ 1; 2; � � � ; J), KP snapshots are collected at every fre-
quency, then we have

XðfiÞ ¼ ½X1ðfiÞ; � � � ;XmðfiÞ; � � � ;XMðfiÞ�T ð3Þ

Where

XmðfiÞ ¼ ½Xmðfi; 1Þ; � � � ;Xmðfi; kpÞ; � � � ;Xmðfi;KPÞ� ð4Þ

Aðfi; aÞ is a M � K dimensional steering vector

Aðfi; aÞ ¼ aðfi; a1Þ; � � � ; aðfi; akÞ; � � � ; aðfi; aKÞ½ � ð5Þ

aðfi; akÞ ¼ 1; expð�j2 p fi
d
c
sin akÞ; � � � ; exp �jðM � 1Þ2p fi dc sin ak

� �� �T
ð6Þ

And

SðfiÞ ¼ ½S1ðfiÞ; � � � ; SkðfiÞ; � � � ; SKðfiÞ�T ð7Þ

is the signal vector matrix after DFT to skðtÞ ðk ¼ 1; 2; � � � ;KÞ, where

SkðfiÞ ¼ Skðfi; 1Þ; � � � Skðfi; kpÞ; � � � ; Skðfi;KPÞ½ � ð8Þ

Here, Skðfi; kpÞ is the kpth snapshots of the kth signal at fi, then

NðfiÞ ¼ ½N1ðfiÞ; � � � ;NmðfiÞ; � � � ;NMðfiÞ�T ð9Þ

NmðfiÞ ¼ Nmðfi; 1Þ; � � � ;Nmðfi; kpÞ; � � � ;Nmðfi;KPÞ½ � ð10Þ

is the noise vector after performing DFT on nmðtÞ ðm ¼ 1; 2; � � � ;MÞ with mean 0 and
variance l2ðfiÞ.
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2.2 Array Error Model

For convenience, we only discuss the information at frequency fi for the moment, the
degree of mutual coupling is closely related to signal frequency, when there is only
mutual coupling among sensors, perturbation matrix can be expressed by WðfiÞ, we
itemize Q corresponding the freedom degree of the array, according to the property of
uniform linear array, we know WðfiÞ can be expressed as:

ð11Þ

Where cqðfiÞ ðq ¼ 1; 2; � � � ;QÞ is the mutual coupling coefficient, when the distance
between two sensor is q, signal frequency is fi, the steering vector of the array can be
revised to

a0ðfi; akÞ ¼ WðfiÞaðfi; akÞ ðk ¼ 1; 2; � � � ;KÞ ð12Þ

Corresponding array manifold is

A0ðfi; aÞ ¼ ½a0ðfi; a1Þ; � � � ; a0ðfi; akÞ; � � � ; a0ðfi; aKÞ� ¼ WðfiÞAðfi; aÞ ð13Þ

For the sake of simplicity, we define the mutual coupling perturbation vector
between sensors as w ðfiÞ ¼ ½c1ðfiÞ; � � � ; cQðfiÞ�T. So the output of the array at frequency
fi can be expressed as

X0ðfiÞ ¼ A0ðfi; aÞSðfiÞþNðfiÞ ¼ WðfiÞAðfi; aÞSðfiÞþNðfiÞ
¼ Aðfi; aÞNðfiÞþKðfiÞwðfiÞþNðfiÞ

ð14Þ

Where K ðfiÞ is the coefficient vector related to the mutual coupling.

3 Estimation Theory

The searching space can be divided into several discrete angle grids X ¼ �a1; � � � ;½
�al; � � � ; �aL�, and K << L, take it into (2), we have

�X0ðfiÞ ¼ A0ðfi;XÞ�SðfiÞþNðfiÞ ði ¼ 1; 2; � � � ; JÞ ð15Þ

Then corresponding covariance matrix of �X0ðfiÞ is
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�R0ðfiÞ ¼ E �X0ðfiÞ �X0ðfiÞð ÞH
n o

i ¼ ð1; 2; � � � ; JÞ ð16Þ

In (15), �SðfiÞ ¼ ½�Sðfi; 1Þ; � � � ; �Sðfi; kpÞ; � � � ; �Sðfi;KPÞ�, where �Sðfi; kpÞ ¼ ½�S1ðfi;
kpÞ; � � � �Slðfi; kpÞ; � � � ; �SLðfi; kpÞ�T is a sparse matrix, it only contains K non-zero ele-
ments, they are non-zero if and only if �al ¼ ak and �Slðfi; kpÞ ¼ Skðfi; kpÞ , ðl ¼
1; 2; � � � ; L; k ¼ 1; 2; � � � ;KÞ. Define dðfiÞ ¼ ½d1ðfiÞ; � � � ; dlðfiÞ; � � � ; dLðfiÞ�T as the
vector formed by variances of the elements in �SðfiÞ, it reflects the energy of the signal,
that is

�SðfiÞ�N 0;RðfiÞð Þ ð17Þ

Where RðfiÞ ¼ diag dðfiÞð Þ, as �SðfiÞ is SðfiÞ jointed many zero elements, dðfiÞ
contains K non-zero elements too.

It can be seen from (15) and (17), probability density of the output signal at fi along
with the error simultaneously is

P �X0ðfiÞ �SðfiÞ;wðfiÞ;l2ðfiÞ
��� � ¼ pl2ðfiÞIM

�� ���KP
exp �l2ðfiÞ �X0ðfiÞ � A0ðfi;XÞ�SðfiÞ

		 		2
2

n o
¼ pl2ðfiÞIM
�� ���KP

exp �l2ðfiÞ�



�X0ðfiÞ �WðfiÞAðfi;XÞ�SðfiÞ
		 		2

2

o ð18Þ

Combining (15), (17) and (18), probability density of �X0ðfiÞ is

P �X0ðfiÞ; dðfiÞ;wðfiÞ; l2ðfiÞ
� � ¼ Z P �X0ðfiÞ �SðfiÞ;wðfiÞ; l2ðfiÞ

��� �
P �SðfiÞ; dðfiÞð Þd�SðfiÞ

¼ p l2ðfiÞIM þA0ðfi;XÞRðfiÞðA0ðfi;XÞÞH
� ���� ����KP

� exp �KP� tr l2ðfiÞIM þA0ðfi;XÞRðfiÞðA0ðfi;XÞÞH
� ��1

�R0ðfiÞ
� � �

ð19Þ

Then we can employ Expectation Maximization (EM) method [17] to iteratively
estimate each unknown parameters, compute distribution function of
P �X0ðfiÞ; �SðfiÞ; dðfiÞ;wðfiÞ; l2ðfiÞð Þ, in the E-step:

F �X0ðfiÞ; �SðfiÞ; dðfiÞ;wðfiÞ; l2ðfiÞð Þ
¼ InP �X0ðfiÞ; �SðfiÞ; dðfiÞ;wðfiÞ; l2ðfiÞð Þ� �
¼ InP �X0ðfiÞ �SðfiÞ;wðfiÞ; l2ðfiÞ

��� �þ InP �SðfiÞ; dðfiÞð Þ� �

¼ �M � KP� Inl2ðfiÞ � l�2ðfiÞ �X0ðfiÞ � A0ðfi;XÞ�SðfiÞ
		 		2

2�
PL
l¼1

KP� IndlðfiÞþ
PKP
kp¼1

�Slðfi;kpÞj j2
� �

dlðfiÞ

0
BB@

1
CCA

* +

¼ �M � KP� Inl2ðfiÞ � l�2ðfiÞ �X0ðfiÞ �WðfiÞk Aðfi;XÞ�SðfiÞ
		2
2�
PL
l¼1

KP� IndlðfiÞþ
PKP
kp¼1

�Slðfi;kpÞj j2
� �

dlðfiÞ

0
BB@

1
CCA

* +

ð20Þ
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In the M-step, solve derivatives of F �X0ðfiÞ; �SðfiÞ; dðfiÞ;wðfiÞ; l2ðfiÞð Þ for each
parameter, that is

@F �X0ðfiÞ;�SðfiÞ;dðfiÞ;wðfiÞ;l2ðfiÞð Þ
@wðfiÞ

¼ �2l�2ðfiÞ KHðfiÞKðfiÞ
� �

wðfiÞ � KHðfiÞ �X0ðfiÞ � Aðfi;XÞ�SðfiÞð Þ� �� � ð21Þ

@F �X0ðfiÞ; �SðfiÞ; dðfiÞ;wðfiÞ; l2ðfiÞð Þ
@l2ðfiÞ ¼ �M � KP

l2ðfiÞ þ 1

l2ðfiÞð Þ2
�X0ðfiÞ � A0ðfi;XÞ�SðfiÞ
		 		2

2

D E
ð22Þ

@F �X0ðfiÞ; �SðfiÞ; dðfiÞ;wðfiÞ; l2ðfiÞð Þ
@dlðfiÞ ¼ � KP

dlðfiÞ þ
1

d2l ðfiÞ
XKP
kp¼1

�Slðfi; kpÞj j2
* +

ð23Þ

Set them to be 0 respectively, then estimation values of every parameter of the pth
iteration can be solved

wðpÞðfiÞ ¼ KHðfiÞKðfiÞ
� ��1

KHðfiÞ �X0ðfiÞ � Aðfi;XÞ�SðfiÞð Þ� � ð24Þ

l2ðfiÞ
� �ðpÞ¼ 1

M � KP
�X0ðfiÞ � A0ðfi;XÞð ÞðpÞ�SðfiÞ
			 			2

2

� �
ð25Þ

dðpÞl ðfiÞ ¼ 1
KP

XKP
kp¼1

�Slðfi; kpÞj j2
* +

ð26Þ

Where (p) denotes number of iterations, after several times, the variations of
wðfiÞ; l2ðfiÞ and dlðfiÞ tend to be zero, then they are deemed to be convergent, we can
acquire their final estimation results: ŵ ðfiÞ; l̂2ðfiÞ and d̂lðfiÞ, combining d̂ðfiÞ ¼
½d̂1ðfiÞ; � � � ; d̂lðfiÞ; � � � ; d̂LðfiÞ�T and R̂ðfiÞ ¼ diag d̂ðfiÞ

� �
. They can be used for array

calibration, define X as the vector composed by sum of signal of all frequencies, as the
signal of every frequency is independent of one another, the joint probability density of
X is

PðXÞ ¼
YJ
i¼1

P �X0ðfiÞ; d̂ðfiÞ; ŵðfiÞ; l̂2ðfiÞ
� �

¼ pj j�J�KP
YJ
i¼1

l̂2ðfiÞIM þA0ðfi;XÞR̂ðfiÞ A0ðfi;XÞð ÞH
� ���� ����KP

� exp �KP�
XJ
i¼1

tr
l̂2ðfiÞIM þA0ðfi;XÞ�
R̂ðfiÞ A0ðfi;XÞð ÞH

 !�1

�R0ðfiÞ
0
@

1
A

8<
:

9=
;

ð27Þ

Perform logarithm operation on both sides of the (27), we have
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In PðXÞð Þ ¼ �J � KP� Inp� KP�
XJ
i¼1

In l̂2ðfiÞIM þA0ðfi;XÞR̂ðfiÞ A0ðfi;XÞð ÞH
��� ���

 !

�KP�
XJ
i¼1

tr
l̂2ðfiÞIM þA0ðfi;XÞ�
R̂ðfiÞ A0ðfi;XÞð ÞH

� ��1
�R0ðfiÞ

 !
ð28Þ

Maximize (28), that is

@In PðXÞð Þ
@a

¼ 0 ð29Þ

Take (28) into (29) and we can infer

âk ¼ argmax
ak

Re

PJ
i¼1

a0ðfi; akÞð ÞH� l̂2ðfiÞIM þA0ðfi;X�kÞ�
R̂�kðfiÞ A0ðfi;X�kÞð ÞH

 !�1
0
@

1
A

2
4

3
5

� PJ
i¼1

a0ðfi; akÞ a0ðfi; akÞð ÞH�
l̂2ðfiÞIM þA0ðfi;X�kÞ�
R̂�kðfiÞ A0ðfi;X�kÞð ÞH

 !�1

�R0ðfiÞ
0
@

1
A

0
BBB@

1
CCCA�PJ

i¼1

�R0ðfiÞ

l̂2ðfiÞIM þ
A0ðfi;X�kÞR̂�kðfiÞ�
A0ðfi;X�kÞð ÞH

0
BB@

1
CCA

�1

�

a0ðfi; akÞ a0ðfi; akÞð ÞH

0
BBBBBB@

1
CCCCCCA

0
BBBBBB@

1
CCCCCCA

2
6666664

3
7777775

�PJ
i¼1

l̂2ðfiÞIM þA0ðfi;X�kÞ�
R̂�kðfiÞ A0ðfi;X�kÞð ÞH

 !�1

� @a0ðfi;akÞ
@ak

2
4

3
5

2
66666666666666666664

3
77777777777777777775

�������������������������

�������������������������

�1

ð30Þ

Then final result of DOA can be estimated.
We can get c1ðfiÞ; � � � ; cQðfiÞ according to ŵðfiÞ, then WðfiÞ can be acquired by (11),

then a0ðfi; akÞ and A0ðfi;X�kÞ can be acquired, we will get the accurate estimation of the
DOA based on (30) and the parameters above.

The method adapts to wideband signal, and has employed spatial domain sparse
optimization for mutual coupling, so we can call it WSM for short.

4 Simulations

In order to verify the effective of the method, some simulations are presented with
matlab below, consider some wideband chirp signals impinge on a uniform linear array
with 8 omnidirectional sensors from directions ð5�; 15�; 25�Þ, the center frequency of
the signals is 3 GHz, width of the band is 20% of the center frequency, the band is
divided into 10 frequencies, and spacing d between adjacent sensors is equal to half of
the wavelength of the center frequency, the array errors are related to the signal fre-
quency and very complicated, it is difficult to establish accurate function, therefore we
will simplify the process in the simulations, suppose there is mutual coupling error in the
array, and it is subject to zero mean Gaussian distribution, the freedom degree among
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sensors Q = 2, mutual coupling perturbation vector wðfiÞ ¼ ½aþ bj; cþ dj�T, a, b is
selected between −1 – +1 randomly and c, d is selected between −0.5 – +0.5 randomly.

4.1 Mutual Coupling Estimation

Suppose SNR is 16 dB, the number of snapshots at every frequency is 40, WSM is
employedforestimating theerror,300Monte-Carlo simulationsare repeated, their average
values are deemed as the final results, themutual coupling estimation is shown in Table 1.

It can be seen from Table 1, the method can effectively estimate the mutual cou-
pling vectors, especially when the frequency is near to the center point, we can use
these results to calibrate the array and acquire the actual DOA of the wideband signal.

4.2 DOA Estimation

First, traditional two-sided correlation transformation (TCT) [18] and WSM are
employed for estimating DOA of wideband signals along with the mutual coupling,
here, TCT is performed without correction, 300 Monte-Carlo simulations are repeated,
their average values are deemed as the final results. Suppose snapshots is 40, other
conditions are the same with 4.1, the root mean square error (RMSE) versus SNR are
shown in Fig. 2; then suppose SNR is 12 dB, the RMSE versus number of snapshots
are shown in Fig. 3.

Table 1. Mutual coupling estimation

c1 c2
Actual value of f1 0.726 + j0.527 0.213 + j0.132
Estimated value of f1 0.702 + j0.509 0.187 + j0.151
Actual value of f2 0.647−j0.234 0.286 + j0.172
Estimated value of f2 0.667−j0.255 0.309 + j0.193
Actual value of f3 0.645 + j0.257 0.288 + j0.176
Estimated value of f3 0.617 + j0.240 0.271 + j0.194
Actual value of f4 0.742 + j0.218 0.385−j0.183
Estimated value of f4 0.727 + j0.202 0.401−j0.199
Actual value of f5 0.969 + j0.316 0.380 + j0.188
Estimated value of f5 0.977 + j0.322 0.374 + j0.197
Actual value of f6 0.916 + j0.792 0.495 + j0.257
Estimated value of f6 0.920 + j0.801 0.488 + j0.264
Actual value of f7 0.836 + j0.491 0.434 + j0.279
Estimated value of f7 0.850 + j0.506 0.417 + j0.288
Actual value of f8 0.758 + j0.343 0.392 + j0.156
Estimated value of f8 0.777 + j0.331 0.408 + j0.140
Actual value of f9 0.772 + j0.306 −0.318−j0.277
Estimated value of f9 0.791 + j0.323 −0.302−j0.299
Actual value of f10 0.562 + j0.297 0.235 + j0.148
Estimated value of f10 0.540 + j0.321 0.252 + j0.175
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It can be seen from Figs. 2 and 3, WSM method can effectively estimate the DOA
of wideband signals along with the mutual coupling existing in the array, when the
SNR or number of snapshots increase to some threshold, the estimation error
approximately converges to 0:52�, but that of the traditional TCT method without
correction converges to 1:2� under the same condition.

5 Conclusion

The paper proposed a novel array calibration method in super-resolution direction
finding for wideband signals based on spatial domain sparse optimization to the mutual
coupling existing in the array, it can calibrate the array and estimate the DOA relatively
accurately.
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Walking Detection Using the Gyroscope
of an Unconstrained Smartphone
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Abstract. In recent years, mobile devices (e.g., smartphones, tablets
and etc.) equipped with various inertial sensors have been increasingly
popular in daily life, and a large number of mobile applications have
been developed based on such built-in inertial sensors. In particular,
many of these applications, such as healthcare, navigation, and etc., rely
on the knowledge of whether a user is walking or not, so that walk-
ing detection thus has attained much attention. This paper deals with
walking detection by using the gyroscope of any commercial off-the-shelf
(COTS) smartphone, which can be placed at different positions of the
user. Inspired by the fact that the walking activity often results in notable
features in the frequency domain, we propose a novel algorithm based
on fast Fourier transformation (FFT) to identify the walking activity of
a user who may perform various activities and may hold the smartphone
in different manners. A thorough experiment involving three testers and
multiple activities is carried out and confirms that the proposed algo-
rithm is superior to the existing well-known counterparts.

Keywords: Smartphone · Walking detection · Unconstrained · Fast
Fourier transformation(FFT) · Angular velocities

1 Introduction

Nowadays, with the development of Micro-electromechanical Systems (MEMS)
technologies, various low-cost inertial sensors have been integrated in almost
every commercial off-the-shelf (COTS) smartphone, and are playing a vital role
in a multitude of applications like gaming, navigation, augmented reality, and
etc. [1–5]. Therein, gait recognition through the built-in sensors of any smart-
phone, involving the estimation of the step count and step length, is receiving
increasing attention and has become a hot research topic. For instance, in the
fields of pedestrian navigation and tracking [6–9], pedestrian dead reckoning
(PDR) can be implemented on smartphones to improve positioning accuracy by
providing pedestrian displacement and orientation. Evidently, successfully iden-
tifying the phase of walking during consecutive activities is prerequisite to these
applications.

Therefore, many efforts have been invested on walking detection, but most
of existing studies were focused on either dedicated devices, e.g. foot-mounted
c© ICST Institute for Computer Sciences, Social Informatics and Telecommunications Engineering 2018
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inertial sensors, or smartphones with fixed placements. As a result, it is still
challenging to identify the walking activity by using unconstrained smartphones,
in the sense that the smartphone’s placement can be arbitrary to some extent.

In this paper, we deal with the problem of walking detection with uncon-
strained smartphones, and propose a robust and efficient walking detection algo-
rithm inspired by the fact that the gyroscope data obtained by a smartphone
shows notable cyclic features in most cases when its user is walking. Specifically,
the optimal axis is firstly selected from the three dimensional axes in the device
frame according to their respective amplitudes, the fast Fourier transformation
(FFT) technique is then adopted to derive the frequency-domain gyroscope data
in the optimal axis, and a sliding time window is applied to evaluate the ampli-
tudes of multiple frequencies within the current time window, so as to judge
whether the smartphone user is walking. A thorough experiment is carried out
by taking into account various activities of three testers. It is shown that the
overall performance of the proposed algorithm is superior to the existing best
walk detection algorithms.

The remainder of this paper is organised as follows. A brief review on related
works is presented in Sect. 2. Section 3 introduces the proposed algorithm in
details and Sect. 4 reports the experimental results. Section 5 finally concludes
this paper and sheds lights on future works.

2 Related Works

There is a wealth of studies on walk detection and step counting for smartphone
users in the literature, which can be categorized into time domain approaches,
frequency-domain approaches and feature clustering approaches. A thorough
survey can be found in [10].

The time domain approaches include thresholding [11], autocorrelation [12],
and etc. The thresholding method is simplest, but the difficulty lies in select-
ing optimal thresholds, especially for unconstrained smartphones. The auto-
correlation method detects the period directly in the time domain through eval-
uating auto-correlation, and is able to obtain good performance at relatively low
costs in comparison with frequency-domain approaches.

The frequency-domain approaches focus on the frequency content of suc-
cessive windows of measurements based on short-term Fourier transform
(STFT)[13] and continuous/discrete wavelet transforms (CWT/DWT) can gen-
erally achieve high accuracy, but suffer from either resolution issues or compu-
tational overheads.

The feature clustering approaches employ machine learning algorithms (e.g.
Hidden Markov models (HMMs) [14], KMeans clustering [15], and etc.) to
classify activities based on both time-domain and frequency-domain features
extracted from the measurements of inertial sensors [16].
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3 Method

Commonly, positions and attitudes of a smartphone often experience continuous
and dramatic changes when its user is conducting a series of activities, such
as walking, texting, calling, playing games and etc. Since different activities
result in different inertial measurements, activity recognition can be realized
to some extent by extracting unique features of different activities from such
measurements.

Fig. 1. The flow diagram of the walk detection

Considering the fact that gyroscope is more sensitive and accurate than
accelerometer, and for cyclic activities like walking, the angular velocities sensed
by gyroscope often swing around zero, though most existing studies on walk
detection were carried out based on accelerations as mentioned previously, gyro-
scope is adopted in the proposed algorithm, the flow diagram of which is illus-
trated in Fig. 1.

As can be seen, the algorithm mainly involves three components, namely a
sliding time window, sensitive axis selection and a spectrum analysis, which will
be described in detail in what follows.
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3.1 Sliding Time Window

In order to continuously detect walking activities, the algorithm is designed based
on a sliding time window. As suggested in [17], the typical walking frequency
of human ranges between 0.6 Hz and 2 Hz; that is to say, the duration of the
walking activity approximately ranges between 0.5 s and 1.6 s. Therefore, the
time window should contain a sequence of data longer than 1.6 s and the sliding
step is around the duration of one stride.

Moreover, according to the Shannon sampling theorem, it is sufficient that
the sampling frequency is more than two times of the walking frequency. As
such, by trading off the energy consumption and minimal sampling frequency,
the sampling frequency of the sensors in the smartphone is set to be 20 Hz.

On these grounds, since the base-2 FFT algorithm will be adopted, let the
sizes of the time window and sliding step be 64 and 25, respectively, which are
equivalently 3.2 s and 1.25 s in the terminology of time.

3.2 Sensitive Axis Selection

Imagining that a smartphone user is required to perform an identical activity
repeatedly, it is true that the three axes of inertial measurements derived by the
gyroscope of the smartphone in the device reference frame demonstrate different
characteristics according to the position and attitude of the smartphone, and
thus play different roles in successfully identifying the user’s activity. Therefore,
it is of great importance to select the most sensitive axis in the sense that the
corresponding data is closely correlated with the activity, so as to improve the
performance of the recognition algorithms. Currently, an alternative approach
is to use the magnitude of the corresponding 3-dimensional (3D) inertial mea-
surements instead of the sensitive axis, but inevitably suffers from information
loss.

On the one hand, the measurements of the gyroscope incur constant bias,
thermo-mechanical white noise, flicker noise or bias stability, temperature effects,
and calibration errors (e.g. scale factors, alignments and output linearities). In
general, the measurement noises appear to be quite obvious when the mea-
surements are relatively small, and on the contrary, can be ignored when the
measurements are huge. Therefore, it is advisable to select the axis whose data
has the maximum magnitude. On the other hand, regarding the walking activity,
no matter where the smartphone is placed, certain cyclic features are involved
in all the three axes of measurements; that is to say.

Inspired by the above analysis, we come up with the following simple method
based on the absolute values of the 3-D angular velocities to select the sensitive
axis for the proposed walking detection

The most sensitive axis = max
a=x,y,z

n∑

i=1

|ωa(i)| , (1)

where ωa(i) denotes the angular velocity of the axis a with a = x, y, z at time i
within the current time window, and n is the size of the time window.
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3.3 Walking Detection

Based on the above step, the most sensitive axis is determined and the corre-
sponding measurements are fed into the process in this step.

In the first step, FFT is applied to transform the time-domain angular veloc-
ities in the most sensitive axis into the following frequency-domain data

X(k) =
N−1∑

n=0

ω(n)(e−j 2π
N )nk, (2)

where k = 0, 1, . . . , N − 1, ω(·) is the angular velocity in the most sensitive axis,
N denotes the number of the sampling points and equals to 64 in this case. The
frequencies can be calculated as follows

Fn = (n − 1) ∗ Fs

N
, (3)

where Fn represents the frequency of the n-th point, and Fs is the sampling
frequency and equals to 20 Hz in our case.

Fig. 2. Frequency-domain data obtained by FFT with respect to various daily activi-
ties. The dashed line denotes the amplitude at the frequency 0.9375 Hz.

In the second step, the frequency-domain data obtained through (2) is plotted
with respect to various activities performed by Tester1 (see Table. 1) in Fig. 2.
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As can be seen, the amplitudes at the frequencies in the vicinity of 0.9375 Hz are
obviously greater than the counterparts at the other frequencies provided that
the tester is walking with the smartphone placed at different positions (e.g. hand,
shirt pocket, and etc.), except that the smartphone is being operated regardless
of walking or not. Inspired by the observation, we propose to identify the walking
activity by comparing the amplitudes of different frequencies. To be specific, the
average amplitude within the typical walking frequencies (i.e. between 0.6 Hz
and 2 Hz), denoted by ωc, and that at the frequencies which fall outside of the
typical frequencies, denoted by ωr, are evaluated respectively, and then, walking
is identified if the following condition is satisfied

ω̄c > ω̄r. (4)

As illustrated in Fig. 2, when the holder is operating the smartphone (e.g.
walking and typing, walking and watching, and typing), the resulting ampli-
tudes are relatively small, reflecting that the smartphone is experiencing some
mild motions which might involve walking or not; however, in this situation, it
always happens that the condition in (4) is satisfied such that incorrect detection
results are returned. Therefore, another condition is imposed by thresholding the
average amplitude as follows

ω̄c > 14, (5)

where the lower bound 14 is experimentally determined and does not change.
To sum up, if and only if the conditions (4) and (5) are simultaneously satis-

fied, the current activity of the smartphone holder is identified to be walking. It is
noticeable, the proposed algorithm cannot detect the walking activity when the
smartphone is being operated by its holder due to the aforementioned analysis.

4 Experimental Results

In this section, an thorough experiment is reported to confirm the effectiveness
of the proposed walk detection algorithm.

4.1 Setup

In the experiment, a smartphone (RedMi Note 2) running Android 5.0.2
LRX22G was adopted to collect measurements of gyroscope at the frequency
of 20 Hz, and three testers with different heights, step lengths and genders were
invited to continuously perform a predefined sequence of different daily activities
including the walking activity along a corridor. The detailed information of the
three testers is shown in Table 1. Specifically, the daily activities included in the
experiment are shown in Table 2. In order to better distinguish all these activities
during each trial, a video camera is used to record the whole procedure.

In order to verify the performance of the proposed algorithm (denoted
by FFT), another two walking detection algorithms are performed in the
experiment. The first one, denoted by STD TH, belongs to the time-domain
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Table 1. Subjects and their characters in the experiment

Gender Height(cm) Step length(cm)

Tester1 Male 176 130

Tester2 Male 184 151

Tester3 Female 159 88

Table 2. The symbols and the corresponding daily activities

Symbol Daily activities

A Standing with the smartphone in the trousers’ front pocket

B Picking up the smartphone

C Standing with the smartphone in the palm

D Walking with the smartphone in the swinging hand

E Standing and typing

F Walking with the smartphone in the trousers’ front pocket

G Walking with the smartphone in the shirt pocket

H Standing with the smartphone in the shirt pocket

approaches, and is implemented by thresholding the standard deviation of accel-
erations [11]. The other one, denoted by STFT, belongs to the frequency-domain
approaches, and relies on STFT and accelerations [13]. Both of the algorithms
were validated to be best among many existing algorithm for detecting the walk-
ing activity with an unconstrained smartphone [10].

The parameter values of all the three algorithms for comparison are listed
in Table 3. As can be seen, f represents the length of FFT, w is the length of
the apodization window (Hanning), dftwin and stdwin are the size of the sliding
step, dftth is the threshold of spectral energy and stdth is the threshold of the
standard deviation for the acceleration magnitudes.

Table 3. Parameter values

Algorithm Frequency/time Window size (s) Step size (s) Threshold

FFT Frequency 3.2 1.25 14

STFT Frequency 3 0.7 20

STD TH Time 1.25 1.25 0.74

4.2 Performance Evaluation

In the first place, the results of the three walking detection algorithms associated
with the three testers are illustrated in Figs. 3, 4 and 5, respectively, where
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Fig. 3. The results of walking detection
associated with tester1
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Fig. 4. The results of walking
detection associated with tester2

0 10 20 30 40 50 60 70 80

−5

0

5

An
gu

la
r V

el
oc

ity

0 10 20 30 40 50 60 70 80
0

10

20

Ac
ce

le
ra

tio
n 

m
ag

ni
tu

de

0 10 20 30 40 50 60 70 80
5

10

15

Time(s)

Ve
rti

ca
l A

cc
el

er
at

io
n

A

FFT

B C D E F A G H

STFT

STD_TH

Fig. 5. The results of walking detection associated with tester3

symbols A-H define the corresponding activities listed in Table 2, the blue solid
lines reflect the detection results and the other curves denote the measurements
adopted by the corresponding algorithms. Specifically, if one tester is identified
to be walking during a period of time, the corresponding blue solid line will be
drawn in the upper side; otherwise, it is drawn in the lower side.

As can be seen, unlike the algorithms of STD TH and STFT, the propose
algorithm (i.e. FFT) seldom identify other activities into the walking activity,
revealing that the proposed algorithm is more robust than the other two algo-
rithms.

In the second place, in order to have a more clear knowledge about the per-
formance of the proposed algorithm, precision (P) and recall (R) are calculated
as follows:

Precision =
TP

TP+FP
× 100% (6)

Recall =
TP

TP+FN
× 100% (7)

where TP is the true positive duration of walking, FP is the false positive dura-
tion of walking and FN is the false negative duration of walking. The precision
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Table 4. Experimental results for different testers

Tester FFT STD TH STFT

P(%) R(%) P(%) R(%) P(%) R(%)

User1 94.79 92.15 75.99 87.72 84.04 95.94

User2 89.44 90.7 73.31 91.69 77.56 95.92

User3 95.83 99.11 68.06 93.16 85.23 98.73

Total 93.49 94.1 72.19 90.83 82.33 96.90

and recall are listed in Table 4. As can be seen, the proposed algorithm outper-
forms STD TH in both precision and recall, and is slightly worse than STFT in
precision but is significantly better in recall. To sum up, the proposed algorithm
is able to achieve superior overall performance in comparison with the other two
algorithms which were shown to be best.

5 Conclusion

In this paper, we proposed an efficient and robust walking detection algorithm
for users with unconstrained smartphones. Unlike most existing solutions relying
on accelerometer, gyroscope is adopted for walking detection. The algorithm was
developed based on the sliding time window. At any time window, one most sen-
sitive axis among the 3-D measurements are selected according to their absolute
values, the corresponding measurements are then quickly transformed into fre-
quency domain through FFT, and a spectrum analysis is conducted to judge
whether the user is walking within the time window. Finally, a thorough exper-
iment was carried out and confirmed the superiority of the proposed algorithm
in comparison with the other two algorithms which had been verified to be best.

Regarding future works, we would like to take into account the following
problems. First, we plan to continue studying on improving the accuracy of
the walking detection algorithm. Second, besides walking detection, we would
like to work on movement detection which is contributable to localization and
navigation via smartphones.
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Abstract. In this paper, we propose a spectrum access method based on energy
harvesting with optimal power allocation. Specifically, in the first phase, the
primary user broadcasts its signal. The cognitive user receives the primary
signal, and splits the power into two parts, one is to decode information, another
is to harvest energy. In the second phase, the cognitive user forwards the pri-
mary signal by using the power harvested in the first phase, whlich assists the
primary user to achieve the target rate. The cognitive user can access the primary
spectrum to transmit its own signal by using its own power as a reward. We
study the optimal power allocation to maximize the cognitive achievable rate,
meanwhile the target rate of the primary user is achieved. Simulation results
indicate that the proposed method can improve the performances of both the
primary and cognitive users.

Keywords: Energy harvesting � Power allocation � Spectrum access

1 Introduction

With the dramatic demand increase of wireless communications, the requirement of the
data transmission rate of wireless communication is becoming so large that more
spectrum resource is needed. However, the spectrum resource is limited, and there are
different degrees of wastes in time and space of the spectrum resource allocated by the
existing wireless systems, which restricts the development of wireless communications.
Cognitive radio technology can utilize the idle spectrum resources, which is capable of
effectively improving the spectrum utilization under the premise of not affecting the
primary user’s performance [1]. The power allocation optimization to obtain the
maximal cognitive rate is researched in [2, 3], which the primary rate can be guaranteed
with the constraint of the primary power.

Recently, cooperative diversity technology has been broadly applied in cognitive
radio for spectrum access, since it enlarges the system coverage and increases the link
reliability [4, 5] proposed a centralized cooperative spectrum leasing protocol, in which
the primary user leased a part of its transmission time to the cognitive user transmitting
its signal, and the cognitive user allocated a portion of the acquired transmission time to
help transmit the primary signal. Distributed spectrum sharing protocols with
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cooperative relay were proposed in [6, 7], where the cognitive user used parts of power
to help transmit the primary signal to guarantee the primary target rate no worse than
direct transmission, and the remaining power is used to transmit its own signal. We
proposed spectrum access protocols based on OFDM relaying in [8, 9], the cognitive
user plays a relay role to assist the primary user to achieve the target rate by using a
portion of subcarriers to forward the primary signal, while the remaining are used to
transmit its own signal.

However in these spectrum access methods, for the purpose of gaining the spectrum
access, the cognitive user is required to contribute a part of its power to help forward
the primary signal. The more power of the cognitive is split to forward the primary
signal, the less power will be left for the cognitive user to transmit signal itself that may
results in poor performance of the cognitive user. Then, the cognitive user will be
unwilling to gain the spectrum access.

Wireless energy harvesting technology has drawn significant attention in wireless
signal and power transmission. Different forms of energy harvesting are studied in
[10–12]. In [10], a dynamic power splitting method based on energy harvesting was
proposed, where the receiver allocates a part of the transmission power to decode
information, and the remaining to harvest energy. In [11] a time switching method was
presented, in which the receiver needs to select the different phases to decode infor-
mation or harvest energy to maximize the system performance.

In this paper, we propose a spectrum access method based on energy harvesting
with optimal power allocation, where the cognitive user allocates a part of the power
obtained from the received primary signal to harvest energy in the first phase, and uses
the remaining power for information decoding. Then, in the second phase, the cognitive
user utilizes the power harvested in the first phase to assist transmitting the primary
signal to ensure the target rate. As a reward, the cognitive user can transmit its own
signal by its own power by gaining the primary spectrum access. We study the optimal
power allocation to obtain the maximal cognitive rate, given that the target rate of the
primary user is achieved.

2 System Model

The system model is showed in Fig. 1. We can see that the primary system is com-
posed of a primary transmitter (PT) and a primary receiver (PR) which supplies relay
function and operates with a licensed spectrum W. The cognitive system consists of a
cognitive transmitter (CT) and cognitive receiver (CR), which is seeking opportunity to
gain the primary spectrum access to send its own signal.

We use the Rayleigh flat fading to model the channel coefficients of links
PT ! PR, PT ! CT , CT ! PR and CT ! CR, which are denoted as h1, h2, h3 and
h4, respectively. We have hi �CNð0; d�v

l Þ, i ¼ 1; 2; 3; 4, where m denotes the path loss

exponent, di denotes the normalized distance between PT and PR. ci ¼ hi;k
�� ��2 denotes

the instantaneous channel gain of hi. We further assume that all the channel coefficients
are constant in the two phases.
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3 Achievable Rates of Primary and Cognitive Users

Firstly, to consider the direct transmission, the primary user sends its signal to PR
without cognitive user access. The primary user can achieve the rate that can be
expressed as

RD ¼ W log2 1þ c1PP

r2

� �
ð1Þ

where PP is the transmit power of PT and r2 is additive Gaussian noise variance.
When RD falls below the target rate RT , as PT ! PR is highly attenuated, e.g., due

to strong shadow fading, PR will search for cooperation from the nearby cognitive
users for the sake of improving the performance. Only the cognitive user who can assist
guaranteeing the primary target rate will have the chance to access the spectrum of
primary user. The cognitive user determines whether it can provide assistance for the
primary user to reach the target rate within two phases.

In the first phase, PT broadcasts signal to PR and CT . CT allocates a part of the
power obtained from the received primary signal to harvest energy, and utilizes the
remaining to decode information. Thus, the achievable rates of PT ! PR and PT !
CT links can be written as

Rd ¼ 1
2
W log2ð1þ

c1PP

r2
Þ ð2Þ

R1 ¼ 1
2
W log2ð1þ

ac2PP

r2
Þ ð3Þ

And the energy harvested at CT can be written as

Fig. 1. System model.
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Q ¼ e 1� að Þc2PP ð4Þ

where e is a constant which represents the loss coefficient of transforming the energy to
electric energy. It is assumed that e ¼ 1 in this paper for convenience.

In the second phase, CT uses the power Q, which is harvested in the first phase, to
assist forwarding the primary signal. Consequently, CT ! PR link can achieve the rate
that can be shown as

R2 ¼ 1
2
W log2 1þ 1� að Þc2c3PP

r2 þ c3PS

� �
ð5Þ

where PS is the total transmit power of CT .
After two phases, the achievable rate of the primary user is

RP ¼ minfR1;R2g ð6Þ

Meanwhile, CT uses its own power PS to transmit its own signal to CR. Therefore,
the rate the cognitive user achieves is expressed as

RS ¼ 1
2
W log2 1þ c4PS

1� að Þc2c4PP þ r2

� �
ð7Þ

4 Optimal Power Allocation

We study the optimization of power a for the purposes of not only maximizing the
cognitive user’s rate RS, but also ensuring the primary target rate RT . Consequently, the
optimization problem is written as

max
a

RS ð8Þ

Subject to

RP �RT

0\a\1

�
ð9Þ

Substituting (3), (5), (6), (7) and (8) into (9), we can obtain

max
a

1
2
W log2 1þ c4PS

1� að Þc2c4PP þ r2

� �
ð10Þ

Subject to
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1
2W log2 1þ ac2PP

r2
� ��RT

1
2W log2 1þ 1�að Þc2c3PP

r2 þ c3PS

� 	
�RT

0\a\1

8><
>: ð11Þ

We convert the first condition of (11) and obtain

a� r2M
c2PP

ð12Þ

where M ¼ 22RT=W � 1. Then we convert the second condition of (11) and finally
obtain

a� 1�M r2 þ c3PS
� �
c2c3PP

ð13Þ

Thus, we can obtain

r2M
c2PP

� a� 1�M c3PS þ r2
� �
c2c3PP

ð14Þ

From (7), we can find that RS monotonically increases with a. Therefore, the
optimal power allocation of the optimization problem can be written as

a� ¼ 1�M r2 þ c3PSð Þ
c2c3PP

ð15Þ

Substituting a� into (7), we can obtain

R�
S ¼

1
2
log2 1þ c3c4PS

c4M r2 þ c3PS
� �þ r2c3

 !
ð16Þ

5 Simulation and Analysis of Power Allocation

We consider PT , PR, CT and CR are in a two-dimensional X-Y plane, where PT and
PR are located are points 0; 0ð Þ and 1; 0ð Þ, respectively, thus d1 ¼ 1. CT moves on the
positive X axis, its coordinate is d2; 0ð Þ. CR is in the middle of PR and CT . Thus,
d3 ¼ 1� d2, and d4 ¼ 0:5d3. The path loss exponent denotes m ¼ 3, RT ¼ 1:5 bps/Hz,
PS=r2 ¼ 10, W = 1, unless otherwise specified.

The optimal power allocation with our proposed spectrum access method is showed
in Fig. 2. With CT gradually becomes far away from PT , the power allocated to decode
the primary signal will be smaller. This is because, when d2 becomes larger, the
CT ! PR link obtains better SNR, from (5) we can find that the interference to primary
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user by reason of cognitive user will be larger. In the meantime the SNR of PT ! CT
link will be worse. Hence to guarantee the target rate of primary user, more power is
needed of cognitive user to assist forwarding the primary signal, so that less power is
obtained to decode the signal at CT .

Figure 3 shows the cognitive achievable rate with our proposed spectrum access
method. We can conclude that when the primary user gets larger power, the cognitive
user will have larger region to gain the primary spectrum access. It is because the
cognitive user can harvest more power from the primary user with larger power of the
primary user. We can also observe from Fig. 3 that the cognitive user will achieve the
same rate with different power of primary user within the access region for the reason
that with the same target rate of the primary user, the cognitive user will harvest the
same power to forward the primary signal. Thus, the interference to the cognitive user
by reason of the primary user is the same. Then, with the same power of the cognitive
user, the achievable rate will be same.

Figure 4 shows the optimal power allocation versus different power of CT. We can
find that with larger target rate of the primary user, more power is needed to harvest at
CT to help forward the primary signal. What’s more, with smaller target rate of the
primary user, the cognitive user will gain larger region to gain the primary spectrum
access. Because the cognitive user will give more contribution to assist the primary user
to achieve smaller target rate.

In Fig. 5, we can observe that the cognitive user will achieve larger rate with
smaller target rate of the primary user. This is because, with smaller primary target rate,
CT will harvest smaller power to assist forwarding the primary signal. Then, the
interference caused to forward the primary signal to the cognitive user will be smaller.
Thus, the cognitive user will achieve larger rate.

0 0.1 0.2 0.3 0.4 0.5 0.6 0.7 0.8 0.9 1
0

0.1

0.2

0.3

0.4

0.5

0.6

0.7

0.8

0.9

1

d2

O
pt

im
al

 p
ow

er
 a

llo
ca

tio
n 

co
ef

fic
ie

nt

PP/σ2=10dB

PP/σ2=15dB

PP/σ2=20dB

Fig. 2. Optimal power allocation versus different locations of CT

556 J. Wu et al.



0  0.1 0.2 0.3 0.4 0.5 0.6 0.7 0.8 0.9 1
0

2

4

6

8

10

12

d2

C
og

ni
tiv

e 
ac

hi
ev

ab
le

 ra
te

 R
S

PP/σ2=10dB

PP/σ2=15dB

PP/σ2=20dB

Fig. 3. Cognitive achievable rate versus different locations of CT

0 5 10 15 20 25 30 35 40
0

0.1

0.2

0.3

0.4

0.5

0.6

0.7

0.8

0.9

1

PP/σ2(dB)

O
pt

im
al

 p
ow

er
 a

llo
ca

tio
n 

co
ef

fic
ie

nt

RT=1.5bps/Hz

RT=2bps/Hz

RT=2.5bps/Hz

Fig. 4. Optimal power allocation versus different power of PT

Spectrum Access Based on Energy Harvesting 557



6 Conclusion

We proposed a spectrum access method based on energy harvesting with optimal
power allocation. The cognitive user plays a relay role to allocate a part of the power
obtained from the received primary signal to harvest energy in the first phase, and uses
the remaining power for information decoding. Then, in the second phase, the cognitive
user can use the power harvested in the first phase to provide assistance to achieve the
primary target rate by forwarding the primary signal. In return, the cognitive user is
capable of accessing to the primary spectrum transmit its own signal by using its own
power. We study the optimal power allocation to maximize the cognitive achievable
rate, meanwhile the target rate of the primary user is achieved. Simulation results
confirm that both the primary and cognitive users can improve the performance in our
proposed method.
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Abstract. A physical-layer network coding (PNC) scheme based on
CEEFQPSK (constant envelope enhanced FQPSK) is established for satellite
communications. The scheme is implemented for uplink and downlink. In the
uplink, the two signals to be sent are modulated into electromagnetic wave signal
by CEEFQPSK in two channels (I, Q) and broadcasted to the relay node. At the
same time, the electromagnetic wave signal is superimposed on the relay node
and mapped into a binary bit, and then it will be modulated and broadcasted to the
two terminals. In the downlink, soft information is received according to the
maximum posterior probability criterion, and the required information is
de-mapped with its own information. The bit-error rate (BER) and throughput of
the entire system are analyzed by simulation. Theoretical analysis and simulation
results show that the BER of the physical-layer network coding scheme using this
method is close to that of the traditional scheme and network coding scheme, but
the throughput is higher than the other two.

Keywords: Physical-layer network coding (PNC) � FQPSK modulation �
Two-way relay communication � Relay mapping

1 Introduction

With the continuous development of global network information, communications on
the ground can no longer satisfy the people’s growing demands for information
acquisition and transmission, to extend the space resources for communications has
been increasingly focused on by more and more people. Therefore, the theory of
transmitting information via satellite becomes the focus of people’s attention. As with
other types of networks, network capacity is one of the important performance
parameters for satellite communication networks. Based on Shannon’s maximum flow
minimum cut theory [1]: “the minimum cut of network determines its maximum
end-to-end information flow.” finding a way to get close to or reach the upper bound of
network capacity has become a heated research. In 2000, researchers like Ahlswede [2]
brought up the theory of network coding (NC) and theoretically proved that the top
capacity determined by maximum flow minimum cut theorem can be reached through
coding information on each code of the network, and NC is a break-through in com-
munication field. Different from traditional information transmission scheme, NC
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technology is no longer just store-and-forward, its core idea is to allow the relay nodes
to process the received packets by combining or coding, thus immensely increase the
network’s transmission capacity.

As the research on NC gets deeper and deeper, people find that NC technology has
good compatibility and ability of information extraction when applied to wireless
communication network, but it still can’t get rid of the problem of interference,
especially the interference caused by electromagnetic wave of the same frequency, like
traditional coding scheme, TDMA is applied in NC. As data transmitted in the form of
electromagnetic waves are all transmitted in the physical layer of wireless link, people
naturally get the idea of applying NC in physical layer. In 2006, researchers like Zhang
put forward physical-layer network coding (PNC) theorem [3], whose principle is: the
transmitted electromagnetic waves are superposed in the airspace, map the superposed
signal on the relay node, and make the interference part of the encoding algorithm, then
broadcast the mapped signal to both sides, and demodulate the mapped signal at the
terminals. Once this theory is brought up, great attention was drawn to it. PNC theory
dramatically increases the throughput of the network system, and it help to reach the
maximum of spectrum efficiency. For the three-node two-way relay communication
system, the throughput of physical-layer network coding is improved a lot, which
increased 100% than that of traditional scheme and 50% than that of NC scheme [4].

The idea of PNC is to process the electromagnetic wave signals superposed in
wireless channel, and the modulation technology adapted is its key point when applied
to satellite communications. Different rules of modulation have different mapping
mechanism on the relay nodes. [3] introduced such modulation mapping rules like
QPSK and QAM. [5] firstly explored a PNC system suitable for deep-space commu-
nications, which applies FQPSK modulation, and its relay mapping uses waveform
classification criteria. [6] was the improvement of FQPSK and then brought up
CEEFQPSK. This paper will focus on analyzing the performance of PNC based on
CEEFQPSK.

2 The Modulation Model of CEEFQPSK

CEEFQPSK is an improvement of IJF-OQPSK, which adds a cross correlation after IJF
coding to decrease the envelop fluctuation, its modulation diagram is shown in Fig. 1.

Fig. 1. The modulation diagram of CEEFQPSK
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16 kinds of waveform, siðtÞ; i ¼ 0; 1; 2; . . .; 15 are defined, whose interval
is �TS=2 � t � TS=2. They form the signal set of channel I and Q. For arbitrary
interval Ts on each channel, the selection of waveform on channel I and Q depends on
its data jump and two continuous data jumps on another channel. Therefore, FQPSK is
a modulation type with memory. As the slope of basic waveform is not continuous in
the midpoint in FQPSK, which only achieves quasi constant envelope, we make an
improvement on FQPSK and then propose CEEFQPSK, and its basic waveform is
defined as follow [6]:

s0ðtÞ ¼ A; � Ts
2 � t� Ts

2 s8ðtÞ ¼ �s0ðtÞ

s1ðtÞ ¼ f
A; � Ts

2 � t� 0ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
1� ðsin pðtþTs/2)

Ts � ð1� AÞ sin2 pðtþTs/2)
Ts Þ2

q
; 0� t� Ts

2

s9ðtÞ ¼ �s1ðtÞ

s2ðtÞ ¼ f
ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
1� ðsin pðtþTs/2)

Ts � ð1� AÞ sin2 pðtþTs/2)
Ts Þ2

q
; � Ts

2 � t� 0
A; 0� t� Ts

2

s10ðtÞ ¼ �s2ðtÞ

s3ðtÞ ¼
ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
1� ðsin pðtþTs/2)

Ts � ð1� AÞ sin2 pðtþTs/2)
Ts Þ2

q
; � Ts

2 � t� Ts
2

s11ðtÞ ¼ �s3ðtÞ

s4ðtÞ ¼ f sin
pt
Ts þð1� AÞ sin2 pt

Ts ; � Ts
2 � t� 0

sin pt
Ts� ð1� AÞ sin2 pt

Ts ; 0� t� Ts
2

s12ðtÞ ¼ �s4ðtÞ

s5ðtÞ ¼ f sin
pt
Ts þð1� AÞ sin2 pt

Ts ; � Ts
2 � t� 0

sin pt
Ts ; 0� t� Ts

2
s13ðtÞ ¼ �s5ðtÞ

s6ðtÞ ¼ f sin
pt
Ts ; � Ts

2 � t� 0

sin pt
Ts� ð1� AÞ sin2 pt

Ts ; 0� t� Ts
2

s14ðtÞ ¼ �s6ðtÞ
s7ðtÞ ¼ sin pt

Ts ; � Ts
2 � t� Ts

2 s15ðtÞ ¼ �s7ðtÞ
ð1Þ

After this improvement, the slope is now continuous on the midpoint. So, the slope
of the signal is continuous between intervals, and keeps zero-slope at the border, which
promises the signal continuous whenever. Meanwhile, as the roll-off speed of signal
frequency spectrum is relevant to its smoothness, the frequency spectrum roll-off speed
of the modified signal outstanding increases, this tremendously enhances the spectrum
efficiency. And this makes FQPSK into constant envelop modulation.

3 System Model for Two-Way Relay Communications

Two-Way Relay Communications model is shown in Fig. 2. There is no direct link
between node A and B, information is exchanged via the node R. As shown in Fig. 2,
node A and node B stand for two ground stations, node R stands for the relay satellite.
Under the condition of half duplex, it only needs two time slots to complete once
information transmission. During uplink phase, A and B send its packets S1 and S2 to R
at the same time; during downlink phase, R will map the received superposed signal
according to the waveform classification criteria and generate the network coding
packet S3, then broadcast the generated packet to A and B. Node A and B will
demodulate the packets from node B and node A according to the received packet S3
and the original data they have. Then, a data transmission cycle is completed.
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4 The Schemes of Relay Mapping and Terminal De-mapping

4.1 The Mapping Scheme

As the phase constellation points of FQPSK are irregular distributed on the unit circle,
the traditional constellation classification criteria is no longer suitable for this system.
The scheme of relay mapping adapted in this system is the mapping scheme based on
waveform cluster classification criteria, which introduced in [5]. The superposed signal
received at the relay node can be described as:

yRðtÞ ¼ zAðtÞ þ zBðtÞ þ nðtÞ ð2Þ

n(t) stands for Gaussian noise with zero mean and variance r2, the variance is relevant
to the average power of each signal. zA(t) and zB(t) stand for the signal from node A and
B. Assuming that in the nth time slot, xI(t) and xQ(t), the envelope of baseband signal of
channel I and Q, are formed by si(t) and sj(t), i and j are decided by the modulation rule.
Set xIðtÞ ¼ siðt � nTsÞ and xQðtÞ ¼ sjðt � nTs þ Ts=2Þ, then the transmitted signal
envelop can be expressed as:

zAðtÞ ¼ xIðtÞ þ jxQðtÞ ¼
X
n

siðt � nTsÞ þ j
X
n

sjðt � nTs þ Ts=2Þ

zBðtÞ ¼ x
0
IðtÞ þ jx

0
QðtÞ ¼

X
n

s
0
iðt � nTsÞ þ j

X
n

s
0
jðt � nTs þ Ts=2Þ

ð3Þ

For convenience, the superposed signal can be expressed as:

SI ¼
P
n
siðt � nTsÞþ

P
n
s
0
iðt � nTsÞ

SQ ¼ P
n
sjðt � nTs þ Ts=2Þ þ

P
n
s
0
jðt � nTs þ Ts=2Þ ð4Þ

The idea of classifying the 16 kinds of basic waveform into 4 categories in FQPSK
receiver is applied to the received signal on relay nodes. We separate the two channels
and then detect the signal SI and SQ of channel I and Q according to energy offset
theorem. According to the principle brought up above, all possible waveform combi-
nation of the superposed signal SI received at the relay node, interfered by no noise in
channel I, is displayed in Table 1.

S1 S2

S3 S3

Node R

Node A Node B

Time Slot 1

Time Slot 2

Fig. 2. System model for two-way relay communications
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During each symbol period, energy offset is carried out on baseband signal Sk(t):

V
0
iiðtÞ ¼

Z Ts
2

�Ts
2

p
0
iiðtÞ � SkðtÞdt �

1
2

Z Ts
2

�Ts
2

p
0
iiðtÞ � p

0
iiðtÞdt k 2 I;f Qg ð5Þ

Then the maximum offset energy Vmax(t) is picked up, which is also the biggest
value of V 0

iiðtÞ. A new standard symbol Гk(•) for mapping is now defined, and the
mapping rule is as follow:

CkðVmaxðtÞÞ ¼
0; VmaxðtÞ ¼ V00ðtÞ;V01ðtÞ;V10ðtÞ;

V22ðtÞ;V23ðtÞ;V32ðtÞ;
V11ðtÞ
V33ðtÞ

��

1; VmaxðtÞ ¼ V02ðtÞ;V20ðtÞ;V03ðtÞ;
V12ðtÞ;V21ðtÞ;V13ðtÞ;

V30ðtÞ
V31ðtÞ

��
8>><
>>:

ð6Þ

Then, we get a new code word sequence xrðtÞ ¼ CkðVmaxðtÞÞ 2 0;f 1g.
After mapping, xr(t) is modulated by CEEFQPSK, and then broadcasted to the two

ground receiving stations.

4.2 The De-mapping Scheme

According to the symmetry of the system, we take ground station A as an example for
information recovery, and it’s also appropriate for ground station B. Assuming that the
downlink signal received by station A is yrðtÞ ¼ r1; r2; . . .;f rLg, the soft information
carried by the signal is estimated by MAP algorithm. While this information is not what
we expect from station B, but the codon formed by the superposed signal which is
mapped on the relay node, it only carries the relationship between the two signals form
station A and B.

Station A will obtain the information from station B according to its own infor-
mation and the information demodulated from the codon. The de-mapping algorithm is
just like an inversed process of the mapping process. Therefore, we can decide the
scope of the superposed signal p0

ii
tð Þ according to the Eq. (6), then get the scope of

information from station B according to its own information and Table 1.

Table 1. All possible waveform combination
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However, the operation above can neither certainly make sure that, q0 and q1,
which one is the electromagnetic wave envelop from station B, nor distinguish q2 and
q3. But according to the interweave chart of simplified CEEFQPSK, we can see that
when adapting Viterbi demodulation to the signal from station B, the demodulation
output is always 0, whatever the signal is q0 or q1. Besides, the output is always 1
whatever the signal is q2 or q3. In conclusion, there is no need to distinguish between q0
and q1 or q2 and q3.

Therefore, Table 2 shows the resumed information at station A (which is also
adaptable to station B).

In conclusion, we can make it easier to de-mapping and demodulate the information
from station B by applying intertwined de-mapping and demodulation mechanism. It
not only reduces the complexity of the system, but also effectively enhances the
fault-tolerance of the whole system, which make the operability of whole system
stronger.

5 Simulation Results and Analysis

In this section, we study the performances of the PNC based on CEEFQPSK modu-
lation, as discussed above, by using computer simulation in terms of BER and system
throughput.

5.1 BER Performance of the Two-Way Relay System

Figure 3 shows the BER comparison between the traditional scheme, network coding
scheme and physical-layer network coding scheme. Because of the integral of BER
formula of CEEFQPSK is too complex, its BER performance can be understand
through the curve in the Fig. 3.

Form Fig. 3, it can be seen that the changing tendency along with SNR is in
consistence between the 3 schemes, all improve with SNR, and the BERs of the 3
schemes are quite similar. Besides, we can see that the traditional scheme has better
performance. However, it only needs 2 time slots for physical-layer network coding
scheme to accomplish once two-way relay communication, while 4 time slots for
traditional scheme and 3 time slots for network coding scheme. So, we can see that
physical-layer network coding scheme can help to increase the system throughput.

Table 2. The resumed information at station A

If CðVmaxðtÞÞ ¼ 0 and qi 2 q0;f q1g, the output is yb ¼ 0;
If CðVmaxðtÞÞ ¼ 0 and qi 2 q2;f q3g, the output is yb ¼ 1;
If CðVmaxðtÞÞ ¼ 1 and qi 2 q0;f q1g, the output is yb ¼ 1;
if CðVmaxðtÞÞ ¼ 1 and qi 2 q2;f q3g, the output is yb ¼ 0;
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5.2 Throughput Performance of the Two-Way Relay System

In this paper, the system throughput for the two-way relay system is defined as:

T ¼ ð1� BERÞL � 2LR log2 M
n d
c

ð7Þ

where BER stands for the bit-error rate of a given scheme; L stands for the length of the
data frame transmitted, and we assume that L to be 1024 bits; R stands for the bit rate of
the encoded channel, here we assume that the end-to-end channel coding is adapted,
and R equals 1/2; M is the modulation order; n stands for the number of time slots
required for once two-way relay communication, and the n is to be 4, 3, 2 in traditional
scheme, network coding scheme and physical-layer networking scheme, respectively.
d stands for the distance between the two communicating stations, here we set
d = 30 km; c stands for the travelling speed of the electromagnetic wave, which is
close to the speed of light, and d/c equals one time slot. To normalize formula (7),
we get:

T ¼ ð1� BERÞL
n

ð8Þ

The throughputs of these three schemes are shown in Fig. 4.
Figure 4 shows that the throughput of physical-layer network coding scheme is

much better than that of traditional scheme and network coding scheme. With the SNR
increasing, once the system works in stable condition, the throughput of PNC is
increased by 100% and 50% than that of traditional scheme and network coding
scheme, respectively. This improvement is mainly own to the decreasing of the
transmission time slot. As these three schemes have similar BER, the decreasing of the
transmission time slot will tremendously increase the throughput performance.
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Fig. 3. BER performance comparison
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6 Conclusions

This article mainly focuses on researching the performances of physical-layer network
coding scheme based on CEEQPSK when applied to satellite communication. During
the research process of the PNC system based on CEEFQPSK modulation, signals from
the two channels are modulated by CEEFQPSK and then transmitted to the relay node.
The signals are superposed on the relay node, and then being processed according to
the relay-mapping scheme based on waveform classification criteria before being
broadcast. Then, the required information is recovered on the terminal by demodulation
and de-mapping. Finally, the system is verified by software simulation.

According to the comparison among traditional scheme, network coding scheme
and physical-layer network coding scheme, it can be seen that the BER performances
of the three systems are quite close when using CEEFQPSK and the traditional scheme
has better performance.

A method for calculating the throughput of the two-way relay communication
system is brought up. The simulation results show that when the system works in stable
condition, PNC can provide up to 100% and 50% throughput gains compared with
traditional scheme and network coding scheme, respectively.
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Abstract. In 5G and future mobile networks, multi-carrier techniques will
greatly multiply data rate to meet people’s requirements of high-speed mobile
services. Traditionally, Orthogonal Frequency Division Multiplexing (OFDM)
got a wide application for past decade. While OFDM has many nice aspects, it
also has some disadvantages making it less attractive in the fifth generation
(5G). Based on this, several advanced techniques supposed in latest literature
were expected to replace OFDM because of their respective technical advan-
tages in spectrum efficiency, complexity, compatibility and some aspects. Filter
Bank Multi Carrier (FBMC), Generalized Frequency Division Multiplexing
(GFDM) and Filter Bank OFDM (FB-OFDM) were reviewed in this paper.
Also, their characteristics were compared with each other briefly.

Keywords: Mobile network � Multi-carrier transmission � OFDM � FBMC �
FB-OFDM

1 Introduction

As the most popular signal transmission technique, Orthogonal Frequency Division
Multiplexing (OFDM) has enjoyed its dominance on broadband wired and wireless
channels, which was listed in the technical specifications, such as LTE-A of 3GPP. It is
obvious that OFDM has high spectrum efficiency, low complexity and easy
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combination with Multiple Input Multiple Output (MIMO). However, its deficiencies
also apparent: high Peak-to-Average Power Ratio (PAPR), sensitive to frequency offset
and low out-of-band power decay [1]. The long-term vision of the fifth generation (5G)
and future mobile network includes providing higher spectrum efficiency, supporting
massive MIMO and distributed low-power terminal. In view of these requirements,
OFDM may not be the optimal solution to the physical layer of 5G and future mobile
network partially due to the rectangular pulse shaping adopted in OFDM. With strict
specifications, innovative multi-carrier modulation techniques with different pulse
shaping filters are proposed as alternative solutions.

As the typical representatives, three multi-carrier techniques proposed lately were
addressed in this paper: Generalized Frequency Division Multiplexing (GFDM), Filter
Bank Multi-Carrier (FBMC) and Filter Bank OFDM (FB-OFDM). GFDM adopts
flexible pulse shaping so that have lower out-of-band radiation. Compared with
OFDM, it is featured by lower complexity. FBMC havs higher spectral efficiency and
avoids inter-symbol interference (ISI) effectively. On the basis of FBMC, FB-OFDM
well deals with two aspects: complexity and compatibility. Thus, the technique is easier
to realize. Each technique has its merits, which will be analyzed in the following
sections.

The remainder of the paper is organized as follows: Sects. 2, 3 and 4 introduce the
design principles and characters of GFDM, FBMC and FB-OFDM respectively. Then,
In Sect. 5, comparison and analysis, the compatibility and complexity of each
multi-carrier technique are presented and analyzed. Finally, the conclusions of this
paper are drawn.

2 GFDM

GFDM is a kind of alternative solution on physical layer in the future 5G mobile
communications which incorporates with tail-biting technique [2]. Since OFDM uses
rectangular pulse shaping causing extensive spectral leakage, GFDM system adopts
flexible pulse shaping (generally Root Raised Cosine or Raised Cosine) aiming to
lower out-of-band radiation.

The transmitter part of GFDM technique is shown in Fig. 1. First, binary data is
modulated and then divided into several sequences. Next, by applying circular con-
volution the transmitted signal implements filtering function. Then, sub-carrier
up-conversion is performed. Similar to OFDM, GFDM also needs to add cyclic pre-
fix (CP) in transmitter to transmit the signal flow. Further, the modulated signal is
concerted to analog signal from digital signal by D/A converter and sent to the channel.
The receiver part of GFDM multi-carrier system is shown in Fig. 2. After
analog-to-digital (A/D) conversion, CP is removed from the receiver. Then, after
channel equalization, sub-carrier down-conversion is realized [3]. Next, the signal goes
through the matched received filter, the signal finally obtained after sampling and
detection process.

In GFDM, due to the flexibility of shaping pulse, orthogonality is lost between
sub-carries leading to the increase of Inter-Carrier Interference (ICI). So compared with
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OFDM, GFDM has worse BER performance. As shown in Fig. 3, in frequency
domain, the adjacent sub-carries interference causes ICI.

To solve the problem, Serial Interference Cancellation (SIC) is adopted in GFDM
system [3]. Once a sub-carrier is detected, it is modulated once again and pulse shaping
is done before up-conversion to generate the approximate transmitted signal. Then, the
estimated signal is subtracted from the received signal. The same procedure is executed
when the next sub-carrier comes.

There exist three differences between OFDM and GFDM: (1) GFDM does not
apply rectangular pulse while OFDM does. This results in not only faster out-of-band
decay but also decreased ICI for GFDM. (2) GFDM applies circular convolution in
filtering process which makes GFDM less in time delay and lower computation
complexity. (3) The different ways to add CP: OFDM adds CP after the modulation of
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each sub-carrier, while GFDM adds CP after the arrival of superposed signal. Under
this circumstance, GFDM can improve spectrum efficiency apparently.

3 FBMC

FBMC is regarded as an alternative transmission technique in future 5G mobile
communications which can replace OFDM since FBMC has the advantages of smaller
out-of-band radiation and without adding CP [4].

FBMC suppresses the side lobe by means of a bank of parallel filters. The filter
bank can be obtained by low-pass prototype filters and modulate to different carrier
frequency respectively [5]. The first filter in the bank, the filter associated with the zero
frequency carriers, is called prototype filter, because the other filters are deduced from
it through frequency shifts. It is crucial that how to design prototype filter. The design
of prototype filter is based on Nyquist theory. The global Nyquist filter is generally split
into two parts, a half-Nyquist filter in the transmitter and a half-Nyquist filter in the
receiver. Then, the symmetry condition is satisfied by the squares of the frequency
coefficients. The frequency coefficients of the half-Nyquist filter obtained for K = 2, 3
and 4 are given in Table 1. Where, K is the overlapping factor, which is defined as the
ratio of the filter impulse response duration to the multi-carrier symbol. And it is also
the number of multi-carrier symbols which overlap in the time domain. Generally, in
FBMC technique K is 4 [6]. In frequency domain, when the overlapping factor is K, the
corresponding number of filter impulse response is 2K−1.

A particular realization structure of FBMC is called poly-phase network (PPN).
PPN realizes the filtering function at time domain which can reduce calculation amount
notably. The implementation of FBMC using PPN is shown in Fig. 4. In the trans-
mitter, first of all, IFFT is applied to the input signals. And then, filtering is achieved by
PPN. Finally, the output of the transmitter is the total of sub-channel filtering output.

Table 1. Frequency domain prototype filter coefficients

K H0 H1 H2 H3

2 1 0.707106
3 1 0.911438 0.411438
4 1 0.971960 0.707106 0.235174

Fig. 4. The construction of PPN-FBMC
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Because of the overlapping of adjacent sub-channels in frequency domain, FBMC
uses a special modulation called Offset Quadrature Amplitude Modulation (OQAM)
[7]. OQAM separates the input into real part and imaginary part, but the imaginary part
is delayed by half the symbol duration, so that the real part and the imaginary part can
output separately. OQAM makes sure all the sub-channels are exploited.

The most obvious distinction between OFDM and FBMC is that FBMC abandons
CP to gain higher spectral efficiency. OFDM suffers from significant spectral leakage,
while FBMC overcomes this shortcoming.

4 FB-OFDM

FBMC is a huge step forward to the technical level with good spectrum containment
and relaxing synchronization condition. However, there exist two problems suspended,
i.e. compatibility and complexity. The complexity is related to modulation and
demodulation for a multi-carrier system, channel estimation, equalization, MIMO
pre/decoding, etc. The compatibility means that FBMC should be able to reuse the
existing Long-Term Evolution (LTE) techniques in a straightforward manner. To solve
these two problems, a new solution called FB-OFDM has been put forward.

The steps of signal processing of FB-OFDM are shown in Fig. 5. The modulation
is consists of four parts: (1) symbol extension; (2) filtering process; (3) mapping and the
last (4) MK-point IFFT, where M refers to sub-carries number and K is the extension
factor [8].

Since OQAM processes the real part and imaginary part symbols separately to
achieve high spectral efficiency, which leads to double complexity, in the first part of
FB-OFDM, QAM symbol extension is used instead of OQAM compared with FBMC
by some specific algorithms. The QAM symbols need to be extended according to
some pre-defined pattern. Once the extension is accomplished, it then goes to the
filtering part. Next, it goes to the mapping process by some overlap-sum operation
which is later fed to the IFFT entries. The last step is using an MK-point IFFT to
transform the combinational symbols from frequency domain to time domain. In the-
ory, FB-OFDM also keeps full Nyquist rate as the classical FBMC. The difference
between them is that FB-OFDM transmits QAM symbols instead of OQAM.

The FB-OFDM demodulation process is completely dual to the modulation pro-
cess. The received signal uses MK-point FFT to transform to frequency domain at first.
Then, each sub-carrier goes to the de-mapping part. Next, the filtering process is
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Fig. 5. The signal processing of FB-OFDM
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identical to the modulation part [9]. At last, the dual operation is taken to the extension
process to recover the transmitted QAM symbol.

In a practical multi-carrier system, only some parts of sub-carriers are used.
Moreover, these sub-carriers are separated into several chunks so that the chunks can
be allocated to multiple users. In FB-OFDM, overlapping at the extended symbol layer
will cause inter-user interference when adjacent chunks are allocated to different users.
To solve the problem, null symbols are inserted to the first or the last sub-carrier of the
extended symbols. However, transmitting null symbols leads to the decrease of spectral
efficiency. Fortunately, the loss is not significant when the chunk number is equal or
greater than two.

FB-OFDM has two advantages over FBMC: complexity and compatibility.
FB-OFDM does not process the real parts and the imaginary separately which makes
the system more concise. Moreover, FB-OFDM does not overlap in time domain which
makes system more flexible.

5 Brief Analysis

The technical implementation processes of FBMC, GFDM and FB-OFDM were
expounded in previous sections. Their technical features were also mentioned. As a
summary, the following technical comparisons were presented.

In general, FBMC is an asynchronous transmission technique with high spectral
efficiency. The outstanding feature of FBMC is without CP. However, to keep the high
spectral efficiency, FBMC has to adopt OQAM modulation. It causes the highly dif-
ficult compatibility with MIMO.

Since GFDM reserves CP, it is easy to implement relatively because complex filter
design is unnecessary. GFDM can be thought of as a generalized case of frequency
division multiplexing, while OFDM is degenerated version of GFDM [10–12].

FB-OFDM is a newly proposed modulation mode in 2015. It relieves two diffi-
culties in traditional FBMC multi-carrier technique: complexity and compatibility.
Actually, OFDM can be seen as one special case of FB-OFDM. Thereby, the tech-
niques already suitable for OFDM, such as channel estimation, equalization can be
easily applied to FB-OFDM system.

When it is comes to implementation complexity, we suppose the total number of
the carriers is N, and M sub-carriers are used in practice. The evaluation criterion of
complexity is the multiplication times when SM signal flows are transmitted. The
expressions of complexity of OFDM, PPN-FBMC, GFDM and FB-OFDM are given
below, respectively [8]:

SN log2 N
SKðN log2 Nþ 2MþN log2 KÞ
SðN log2 NþðN þMÞ log2 MÞ

ð2NðK � 1Þ � K þ 1Þ=2
ð1Þ
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where K is overlapping factor. It is apparent that FB-OFDM is easiest to be imple-
mented, while PPN-FBMC and GFDM are relatively difficult because their complexity
depends on parameters setting.

6 Conclusion

In 5G and future mobile networks, high-speed multimedia applications will dominate
the majority of services. It requires that new multi-carrier techniques keep pace with the
trend. In view of this situation, several multi-carrier transmission techniques proposed
in recent years were reviewed. In contrast to traditional OFDM, FBMC, GFDM and
FB-OFDM are now attracting more and more attention. These techniques overcome
drawbacks of OFDM in this aspect or another, in the meantime, focus on the easy
implementation.

From the perspective of computation complexity, FB-OFDM is the simplest.
FBMC and GFDM can suppress the side lobe leakage effectively. The sub-band filters
of FBMC are allowed to overlap each other, so it has high spectrum efficiency com-
pared with GFDM and FB-OFDM. On the other hand, FBMC is restricted in the
combination with MIMO due to OQAM modulation. But, GFDM and FB-OFDM have
simplified and flexible structure.

Concentrating on three typical cases, the developmental trend of multi-carrier
techniques was reviewed in this paper. So far, multi-carrier transmission technique has
still been the hot focus for 5G and future mobile networks and more suspended issues
have been under investigations.
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Abstract. Various positioning techniques have been widely developed
based on received signal strength indicator (RSSI) in Wireless Sensor
Network (WSN) positioning systems. Multilateration-based positioning
technique is simple and easy to realize, but it can not provide very high
positioning accuracy caused by fluctuation of range measurement. Fin-
gerprinting technique is a promising method benefitting from its high
precision. However, the process of building radio map cost too much
time and labor. In this paper, a fusion algorithm based on both mul-
tilateration and fingerprinting is proposed to reduce cost and maintain
high accuracy at the same time. An adaptive radio propagation mode is
presented in this algorithm as well as a multilateration approaches based
on sparse fingerprint. Factor graph is adopted to fuse the results of these
two positioning techniques. Simulation experiments demonstrate that the
proposed positioning fusion algorithm performs much better than any of
the original algorithms participated in the fusion process.

Keywords: Wireless Sensor Network (WSN) · Received Signal Strength
Indicator (RSSI) · Fingerprinting · Multilateration · Fusion algorithm ·
Factor graph

1 Introduction

Location Based Services (LBS) are attracting more and more attentions.
Although Global Navigation Satellite System (GNSS) performs very well in out-
door environment, it can work scarcely in indoor environment causing of the
insufficient satellite coverage. In indoor localization, Wireless Sensor Network
(WSN) positioning system is a good choice befitting from its low cost, easy
implementation and high positioning accuracy. In WSN positioning systems,
the location of unknown nodes is determined by anchor nodes [1].

There are two elementary kinds of positioning approaches frequently
used in WSN positioning which are range based approaches and range free
approaches [2]. In the range based approaches, multilateration technique is a
key method to position the unknown node based on estimated distances between
unknown nodes and anchor nodes. The distances are estimated by using some
c© ICST Institute for Computer Sciences, Social Informatics and Telecommunications Engineering 2018
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physical properties of communication signals, such as time-of-arrival (TOA),
time-difference-of-arrival (TDOA), angle-of-arrival (AOA) and received signal
strength indicator (RSSI) [3]. Precise synchronized clocks are required in TOA
and TDOA, which is difficult to implement in practical applications. As AOA
is easily influenced by the external environment and needs complex hardware
devices, it is not only to increase the cost but also unsuitable for large-scale sen-
sor networks. The radio propagation model is adopted in RSSI technique. The
range between anchor node and unknown node is achieved by calculating signal
propagation loss. Although it owns advantages of low cost and easy to realize,
the positioning accuracy is worse than other approaches. The typical technique
in range free approaches is fingerprinting which is also based on RSSI. There are
two phases in fingerprinting. In the offline phase, the RSSI is collected at refer-
ence points (RPs) and then stored in a database named radio map. In the online
phase, the target location is determined by comparing the rear-time collected
RSSI with radio map using match algorithms such as KNN. Higher accuracy can
be obtained by fingerprinting technique, however, the process of building radio
map is a big challenge in terms of labor and time.

In this paper, a fusion positioning algorithm based on RSSI in WSN is pro-
posed. The motivation is to deliver stable and precise position information in
WSN by manipulating erratic and unstable RSSI signals [4]. The proposed algo-
rithm is a combination of fingerprinting technique and radio propagation model
based multilateration technique. A factor graph framework is used to achieve
the final location information by fusing the positioning results from two posi-
tioning techniques. [5] proposed a kalman filter-based bybrid fusion approaches
based on integration of fingerprinting and trilateration techniques, in which the
radio propagation model is replaced by Euclidian distance formula to estimate
distance. However, a radio map with high density is needed to achieve high
positioning accuracy. In the proposed algorithm, only a sparse radio map is
needed which reduces the workload of building radio map greatly. Under a factor
graph framework, the proposed algorithm attempts to exploit the complemen-
tary advantages of these two algorithms to achieve a better positioning accuracy.

The remainder of this paper is organized as follows. Section 2 describes the
proposed algorithms which include an adaptive radio propagation model, multi-
lateration approaches based on sparse fingerprint and factor graph based fusion
algorithm. In Sect. 2, several simulation experiments are conducted to verify per-
formance of the proposed algorithms. Conclusions are given in the last section.

2 Proposed Algorithm

2.1 An Adaptive Radio Propagation Model

In the process of signal propagation, the overall effect results in lognormal dis-
tribution of received power at receiver. A general radio propagation model can
be expressed as Eq. 1.

P (d) = P (d0) − 10 × α × log10(
d

d0
) + ε (1)
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where P (d) and P (d0) indicate the mean power received at reference distance
d and d0, respectively. d0 = 1m is adopted in usual situations. The path loss
exponent α is determined by environment. In free space, this exponent is selected
as α = 2. ε presents the noise caused by shadow fading and fast fading.

Based on the model, the distance d can be expressed as Eq. 2.

d = d0 × 10
P (d0)−P (d)+ε

10α (2)

where ε is Gaussian distributed random variable with zero mean and variance
σ2

ω, ε ∼ N(0, σ2
ω).

In view of the system model, literature [6] proposed an unbiased estimator,
in which the distance in the model is estimated as Eq. 3.

d̂ = d0 × 10(
P (d0)−P (d)

10α − σ2
ωln10

2(10α)2
) (3)

At the same time, the author presented a method to take multi-time ranging
to restrain the fluctuation of RSSI. However, when the RSSI fluctuates very
widely, it will lead to big deviation especially when the number of measuring
times is not enough. To resolve this problem, an adaptive iterative algorithm is
designed. During which, the σω in Eq. 3 is self-updated through iteration step
by step.

Algorithm 1. Adaptive Iterative Algorithm
Input

The set of measurement RSSI, {ε ∼ N(0, σ2
i )};

Output
The estimated RSSI, {ε ∼ N(0, σ2

Ω)};
Initial

σ2
Ω = σ2

0 ;
while ‖ σ2

i ‖�= 0 do

σ2
i =

σ2
i σ2

i−1
σ2

i +σ2
i−1

;

end while
σ2

Ω = σ2
i ;

Return σ2
Ω ;

Using the adaptive iterative algorithm, the fluctuation of RSSI is more gentle.
The σ2

ω in Eq. 3 is replaced by σ2
Ω . Then the estimate of d̂ will be much more

precision. The algorithm will be verified by the simulations in Sect. 3.1.

2.2 Multilateration Approaches Based on Sparse Fingerprint

Fingerprinting positioning technique is a combination of offline building radio
map and online matching positioning. The offline phase is a training phase where
RSSI fingerprints are collected to build radio map. In the WSN fingerprinting
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system, the network is usually divided into grids with the same size. The refer-
ence points (RPs) is located in the grids. The radio map is built jointly by the
location coordinates and RSSI of all RPs. In a general way, the bigger the density
of the radio map is, the higher the positioning accuracy will be. In online phase,
the location of positioning target is determined by using matching algorithm.
K-Nearest Neighbors (KNN) is the most popular matching algorithm in finger-
printing. The parameter K indicates the number of the nearest RPs to target
point (TP). Supposing there are n RPs totally, the signal distance between TP
and the ith RP is calculated as:

Dp = (
n∑

i=1

| TP − RPi |p)1/p (4)

when p = 1 and p = 2, the distance is named Manhattan distance and Euclidean
distance, respectively. And the Euclidean distance is the most commonly used.

During fingerprinting process, the building of radio map with high density
will cost too much time and labor. To overcome this problem, in this paper,
a sparse fingerprint is proposed as shown in Fig. 1. RPs are presented by blue
circles in the grids. From this figure, it can be seen that all of the grids are
collected to be RPs in usual radio map. However, lots of the grids will be given
up to be RPs in the radio map of sparse fingerprint. Taken the Fig. 1(b) and (c)
as examples, the density of radio map is reduced greatly. The number of RPs is
cut down more than half in the level-1 sparse radio map, further more, the level-2
sparse radio map is only one-sixteenth than usual radio map. Concurrently, the
work load of building radio map is decreased with the same ratio.

Fig. 1. (a) An usual radio map, (b) A level-1 sparse radio map, (c) A level-2 sparse
radio map. (Color figure online)

Obviously, by using KNN algorithm, the positioning accuracy is worse when
the density of radio map decreases. It is cased that the final positioning result
is achieved by the average of RPs in KNN. In order to improve the positioning
precision, a multilateration approaches based on sparse fingerprint (MASF) is
proposed as followed.

The diagram of multilateration approaches is shown in Fig. 2(a). During mul-
tilateration in WSN, the location of unknown node is estimated only if not less
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than three anchor nodes can be used. The anchor nodes are arranged in fixed
position in WSN.

Fig. 2. (a) Diagram of multilateration approaches, (b) Multilateration in sparse fin-
gerprint.

Based on KNN, we can get K nearest RPs with their location coordinates
and RSSI. In MASF, as shown in Fig. 2(b), the selected RPs are considered as
the anchor nodes. And the target point is considered to be unknown node. As
the anchor nodes are replaced by RPs, there is no need to know the location
information of anchor nodes any more, which is different with general WSN
positioning. The distance between anchor nodes and unknown node is estimated
by the adaptive radio propagation model which is shown in Sect. 2.1. Suppos-
ing that the coordinates of nearest RPs are (xj , yj), j = 1, 2, ...K, the distance
between unknown node and the jth anchor node is indicated as dj , j = 1, 2, ...K.
The location coordinate of unknown node is assumed to be (x, y). Then we can
get the formula as shown in Eq. 5.

⎧
⎪⎪⎪⎪⎪⎨

⎪⎪⎪⎪⎪⎩

(x − x1)2 + (y − y1)2 = d21

(x − x2)2 + (y − y2)2 = d22
...

(x − xK)2 + (y − yK)2 = d2K

(5)

After a series of mathematical transformations, the Eq. 5 can be transformed
to be Eq. 6.

⎡
⎢⎢⎢⎣

xK − x1 yK − y1
xK − x1 yK − y2

.

.

.
.
.
.

xK − xK−1 yK − yK−1

⎤
⎥⎥⎥⎦
[
x
y

]
=
1

2

⎡
⎢⎢⎢⎢⎣

(d21 − d2K)− (x2
1 + y21) + (x2

K + y2K)
(d22 − d2K)− (x2

2 + y22) + (x2
K + y2K)

.

..
(d2K−1 − d2K)− (x2

K−1 + y2K−1) + (x2
K + y2K)

⎤
⎥⎥⎥⎥⎦

(6)
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Let

A =

⎡

⎢⎢⎢⎣

xK − x1 yK − y1
xK − x1 yK − y2

...
...

xK − xK−1 yK − yK−1

⎤

⎥⎥⎥⎦ ,X =
[

x
y

]

B =
1
2

⎡

⎢⎢⎢⎣

(d21 − d2K) − (x2
1 + y2

1) + (x2
K + y2

K)
(d22 − d2K) − (x2

2 + y2
2) + (x2

K + y2
K)

...
(d2K−1 − d2K) − (x2

K−1 + y2
K−1) + (x2

K + y2
K)

⎤

⎥⎥⎥⎦ (7)

then we can get:
AX = B (8)

or
X = (ATA)−1ATB (9)

The unknown node lies at the intersection of all the circles. However, not
only one point is intersected by all the circles caused by noise. To minimize the
location error, the minimum mean square error (MMSE) technique is adopted
to estimate the coordinate of unknown node.

Although only a sparse radio map is used in the proposed multilateration
approaches based on sparse fingerprint (MASF), the positioning accuracy still
maintains at a high level benefitting adopt the adaptive radio propagation model
and multilateration technique. At the same time, the workload of fingerprinting
positioning is reduced greatly. The performance of MASF will be verified in the
simulation experiments.

2.3 Fusion Algorithm Based on Factor Graph

Factor graph is a relatively new modeling framework which has been used in a
wide variety of applications. It is used for multi-source data fusion in wireless
localization in [7]. In this paper, the KNN and MASF are considered to be two
different fusion sources in WSN positioning. A better positioning result will be
achieved by fusing these two positioning algorithm using factor graph. The core
of factor graph is sun-product algorithm, which is shown in Fig. 3 in detail.

There are two kinds of nodes in factor graph named variable nodes and func-
tion nodes. The soft-information transmitted in factor graph can be expressed
as:

⎧
⎪⎪⎪⎨

⎪⎪⎪⎩

μx→f (x) =
∏

H/x

μh→x(x),

μf→x(x) =
∑

∼x

{f(Y)
∏

Y/x

μy→f (y)}
(10)
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Fig. 3. Soft-information transmission rules in sum-product algorithm.

where x indicates variable nodes, f presents function nodes in factor graph.
H/f denotes all the nodes connected to x other than f and Y/x means all
the nodes connected to f other than x. μx→f (x) and μf→x(x) stand for the
soft-information transmitted from x to f and from f to x, respectively.

Supposing that soft-information measurements satisfy Gaussian distribution
with mean being m and variance being σ. The soft-information is defined to be
I. Noted that the product of any Gaussian Probability Distribution Functions
(PDF) is still a Gaussian PDF, the soft-information can be expressed as:

⎧
⎪⎪⎨

⎪⎪⎩

I = {mI , σI}
k∏

i=1

N(x,mi, σ
2
i ) ∝ N(x,mI , σ

2
I )

(11)

where
⎧
⎪⎪⎪⎪⎪⎨

⎪⎪⎪⎪⎪⎩

1
σ2

I

=
k∑

i=1

1
σ2

i

mI = σ2
I

k∑

i=1

mi

σ2
i

(12)

Fig. 4. Fusion structure model based on factor graph.

A fusion structure model is designed based on factor graph shown in Fig. 4.
The KNN variable node and MASF variable node is fused in function node.
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Based on the fusion structure model, the soft-information is obtained as shown
in Eq. 13.

⎧
⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎨

⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎩

Ix0={m0, σ
2
o}

Ix0
1
={ 1

1/σ2
K1

+ 1/σ2
M1

(
mK1

σ2
K1

+
mM1

σ2
M1

),
1

1/σ2
K1

+ 1/σ2
M1

}

Ix1={ 1
1/σ2

x0
+ 1/σ2

x0
1

(
mx0

σ2
x0

+
mx0

1

σ2
x0
1

),
1

1/σ2
x0

+ 1/σ2
x0
1

}

...

Ix0
k
={ 1

1/σ2
Kk

+ 1/σ2
Mk

(
mKk

σ2
Kk

+
mMk

σ2
Mk

),
1

1/σ2
Kk

+ 1/σ2
Mk

}

Ixk
={ 1

1/σ2
xk−1

+ 1/σ2
x0

k

(
mxk−1

σ2
xk−1

+
mx0

k

σ2
x0

k

),
1

1/σ2
xk−1

+ 1/σ2
x0

k

},

(13)

where {m0, σ
2
o} indicites initial input of fusion process. {mK , σ2

K} and {mM , σ2
M}

present the positioning result of KNN and MASF, respectively. The fusion result
is mxk

as shown in Eq. 14.

mxk
=

1
1/σ2

xk−1
+ 1/σ2

x0
k

(
mxk−1

σ2
xk−1

+
mx0

k

σ2
x0

k

) (14)

The location information of KNN and MASF are utilized adequately in the
factor graph framework, which can improve positioning accuracy effectively.

3 Simulation Experiments

To verify the performance of the proposed algorithms, some simulation experi-
ments are taken as follows.

3.1 Performance of Adaptive Radio Propagation Model

The simulation environment is established in a space of 25m × 20m as
shown in Fig. 5(a). The five anchor nodes are located at (7, 2), (18, 2), (3, 12),
(22, 12), (12.5, 8), which are shown with pink pentagrams. A contrast simulation
experiment is conducted to illustrate the performance of adaptive radio propaga-
tion model (ARPM). As shown in Fig. 5(b), it can be seen that the trajectory of
ARPM is much smoother, meanwhile it is more aligned with the real trajectory
than the model used in [6] which we name it UERPM (Unbiased Estimator based
radio propagation model). Figure 5(c) shows the cumulative distribution func-
tion (CDF) of the positioning error which is the root-mean-square error (RMSE)
between the positioning results and the true coordinates. From the figure, it is
clearly seen that both the ARPM and UERPM perform better than the general
radio propagation model, meanwhile ARPM is more outstanding.
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Fig. 5. Performance simulation of adaptive radio propagation model

3.2 Performance of MAFS

The second simulation experiment is taken based on an actually measured radio
map. The experiment is taken in 12th floor, 2A Building, Harbin Institute of
Technology. Four CISCO AIR 1242 Access Points (AP) are adopted to build
two kinds of radio map with grids size of 2 ∗ 2m2 and 4 ∗ 4m2, respectively.
Compared to 2 ∗ 2m2 radio map, the 4 ∗ 4m2 radio map is considered to be sparse
fingerprint. CDF of positioning error is used to demonstrate the performance of
KNN and MASF. In the experiment, the parameter K is set to be 4. As shown
in Fig. 6 (a), the proposed algorithm MASF performs much better than KNN
obviously. Using the sparse radio map, the positioning accuracy within 1 m of
MASF achieves 75%, while KNN is only 48%. The MASF using 4 ∗ 4m2 radio
map performs basically the same as KNN using 2 ∗ 2m2 radio map. The fact that
positioning accuracy can be improved by MASF is verified in this experiment.

Fig. 6. Performance simulation of MASF and fusion algorithm

3.3 Performance of Fusion Algorithm Based on Factor Graph

In this simulation, the CDF is chosen to be evaluation criteria similarly. As
shown in Fig. 6(b), taken positioning error within 2 meters as an example, the
CDF of KNN, MASF and factor graph based fusion algorithm are 72%, 87%,
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and 95%, respectively. It can be seen that the fusion algorithm performs better
than any fusion source.

4 Conclusion

A RSSI measurement based positioning fusion algorithm in WSN is proposed
in this paper. An adaptive radio propagation model is presented to restrain the
fluctuation of RSSI based range measurement. In addition, to improve the posi-
tioning performance more deeply, a multilateration approaches based on sparse
fingerprint is proposed to reduce the cost of building radio map in fingerprinting
technique. A fusion algorithm based on factor graph is proposed to fuse two
different positioning algorithms of MASF and KNN. The fusion algorithm takes
full advantages of both multilateration and fingerprinting techniques and out-
performs conventional methods. Some simulation experiments are conducted to
confirm performance of all the proposed algorithms.
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Abstract. To save labor and time costs, crowdsourcing has been used
to collect received signal strength (RSS) for building radio-map of Wi-
Fi fingerprinting localization with common users’ mobile devices. How-
ever, usually a great number of crowdsourcing data should be collected
to calculate a satisfactory localization result. Therefore, we proposed a
crowdsourcing-based indoor propagation model (PM) localization system
in this paper. Our system only needs to collect crowdsourcing data at a
few locations called crowdsourcing points, which can be easily finished in
a short time. The system first eliminates RSS outliers in crowdsourcing
data and then optimizes PM parameters using the processed data. Fur-
thermore, the processed data is also used to estimate a distance between
a user and the nearest crowdsourcing point for coordinate correction.
Experimental results show that our system is able to achieve a com-
parable performance and the mean error of PM localization method is
reduced from 7.12 m to 3.78 m.

Keywords: Crowdsourcing · Wi-Fi localization · Outlier processing ·
Propagation model · Coordinate correction

1 Introduction

With the development and popularization of mobile devices, demand for
location-based services (LBS) has been increasing rapidly. Owing to limitations
of satellite and cellular network-based localization systems in indoor environ-
ments, various indoor localization systems based on different techniques, such as
Wi-Fi, infrared and ultrasound, have been developed [1]. Among them, the local-
ization systems using Wi-Fi are favored because Wi-Fi has been widely deployed
for communications and its received signal strength (RSS) can be easily mea-
sured by commonly available mobile devices [2]. Several localization methods
using Wi-Fi have been proposed like fingerprinting, propagation model (PM),
time of arrival (TOA), time difference of arrival (TDOA), and angle of arrival
(AOA) [2–4].
c© ICST Institute for Computer Sciences, Social Informatics and Telecommunications Engineering 2018
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Compared with TOA, TDOA and AOA, fingerprinting method has been
extensively researched because it only needs software update and outperforms
the other methods under non-line-of-sight (NLOS) environments. However, it
requires a process of building a database called radio-map with location-labeled
RSS samples. Real-time RSS samples are matched with the samples in the radio-
map for coordinate estimation using fingerprinting algorithms like K-nearest
neighbors (KNN), weighted KNN (WKNN) and artificial neural network (ANN)
[3]. Usually the radio-map is established by professionals and the process involves
intensive labor and time costs, so the application of fingerprinting method is
limited to some degree. Regarding PM method, it needs no radio-map, but its
performance heavily relies on the PM that is employed to calculate distances
between a user and different access points (APs) for trilateration localization.
So the performance of PM method is usually far from satisfactory.

Since crowdsourcing offers a new solution to data collection at low cost,
it is very suitable for constructing the radio-map of fingerprinting method.
Instead of professionals, crowdsourcing employs common users, namely crowd-
sourcing participants, to collect RSS and location information [5]. So far, sev-
eral crowdsourcing-based fingerprinting localization systems have been proposed.
Some of them labeled RSS samples with location information using indoor elec-
tronic maps [5,6]. Mirowski et al. deployed a number of two-dimensional code
labels in their experimental environment, with which crowdsourcing participants
are able to obtain location information of collected RSS samples [7]. Wu et al.
recorded numerous trajectories of crowdsourcing participants with smartphone
sensors and then matched the trajectories with RSS samples using multidimen-
sional scaling (MDS) [8].

However, one problem of radio-map establishment through crowdsourcing is
nearly no reliable localization coordinates can be obtained until enough crowd-
sourcing data are collected. To solve this problem, we apply crowdsourcing to PM
method that requires no radio-map and propose a crowdsourcing-based indoor
PM localization system using Wi-Fi. The proposed system only needs location-
labeled RSS samples collected at a few crowdsourcing points (CPs). These RSS
data can be easily collected in a short time and usually are not enough for
fingerprinting method.

To improve the quality of crowdsourcing data, we eliminate RSS outliers
with quartile method that does not involve RSS data distribution. Then the
processed crowdsourcing data are used to optimize PM parameters for estimat-
ing more accurate distances between a user and APs, which improves the perfor-
mance of trilateration localization. Because RSS data and location coordinates
of CPs are known, the distance between a user and CP can be estimated and
then used to correct coordinates calculated by trilateration localization. Before
the collected crowdsourcing data are enough for building the radio-map of fin-
gerprinting method, our proposed PM localization system is able to achieve a
comparable performance. To the best of our knowledge, so far no localization
system that employs crowdsourcing data to optimize PM parameters and also
to correct trilateration localization results has been proposed.
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The rest of this paper is organized as follows: Sect. 2 introduces the related
works of our proposed crowdsourcing-based indoor PM localization system. In
Sect. 3, a general frame of the proposed system is given and every part of it is
described in details. The experimental setup, results and analyses are presented
in Sect. 4. Finally, Sect. 5 concludes the paper.

2 Related Works

2.1 RSS Outlier Processing

Usually a certain amount of RSS samples should be collected by crowdsourcing
participants. However, it will be boring for crowdsourcing participants to col-
lect RSS data for a long time. Some researchers stated that the time for data
collection at each CP should be less than one minute [9]. Thus, we collect RSS
samples at every CP for one minute with a sampling rate of 2 RSS samples per
second. Most statistical outlier detection methods, such as Grubbs, Chauvenet
and three-sigma criterions, are based on the assumption that is data should
follow Gaussian distribution. Because the RSS data of such amount from each
AP are difficult to fit Gaussian distribution as shown in Fig. 1, we detect RSS
outliers with quartile method that has no requirement for data distribution.

Assume that a total of K APs are deployed in an indoor environment and
L RSS data from AP k denoted as [r(k)1 , r

(k)
2 , · · · , r(k)L ], k ∈ (1, 2, · · · ,K) are

collected, then these collected RSS data are sorted in a non-descending order as
[r(k)(1) ≤ r

(k)
(2) ≤ · · · ≤ r

(k)
(L)], k ∈ (1, 2, · · · ,K). We find the upper-quartile QUp and

lower-quartile QLow of the sequence that split off the highest 25% and lowest
25% of data from the other ones, respectively. Then the inter-quartile range
QIQR can be calculated by:

QIQR = QUp − QLow. (1)
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Fig. 1. Distribution of 120 RSS data at a crowdsourcing point.
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With the inter-quartile range QIQR computed by (1), the boundaries for defining
RSS outliers can be determined. If an RSS value r

(k)
(i) , i ∈ (1, 2, · · · , L) from AP

k satisfies: r(k)(i) < QLow −1.5QIQR or r(k)(i) > QUp +1.5QIQR, then it is recognized
as an RSS outlier.

Compared with other RSS outlier detection methods, this quartile method
does not require RSS data distribution information and has a low computation
complexity. Also, RSS outliers have less influence on quartile calculation.

2.2 Propagation Model Optimization with Crowdsourcing Data

In our indoor office environment, we model the radio path loss between a user
and AP with site-general model [10], which is given by:

PL = 20log10f + N log10d + Pf (n) − 28, (2)

where PL is the path loss in dB; f is the frequency in MHz; d is the distance
between a user and AP in meters (d > 1 m); Pf (n) is the floor penetration loss
factor in dB; n is the number of floors between a user and AP; N is the distance
power loss coefficient, which equals 30 at 2.4 GHz in office environments.

Because all the APs we utilize are deployed on the same floor as our exper-
imental area, we remove Pf (n) from (2). Let P

(k,j)
T and P

(k,j)
R be transmission

power of AP k and received power measured by a crowdsourcing participant’s
mobile device at CP j, respectively. Then we rewrite (2) as:

P
(k,j)
T − P

(k,j)
R = 20log10f + N (k ,j )log10d

(k ,j ) − X (k ,j ), (3)

where X(k,j) and N (k,j) are the PM parameters we need to optimize. P (k,j)
T and

P
(k,j)
R in dBm can be derived from AP configuration and RSS data, respectively.

The distance between the crowdsourcing participant at CP j and AP k can be
calculated by:

d(k,j) = 10
P

(k,j)
T − P

(k,j)
R − 20log10f + X (k ,j )

N (k,j) . (4)

Let the known location coordinates of AP k and CP j be (x(k)
AP, y

(k)
AP) and

(x(j)
CP, y

(j)
CP), respectively. Then the real distance between them is calculated by:

d
(k,j)
Real =

√
(x(k)

AP − x
(j)
CP)2 + (y(k)AP − y

(j)
CP)2. (5)

Parameters X and N should be optimized to approach the minimum value of
differences between the real and estimated distances described by (6). The prob-
lem can be considered as an unconstrained nonlinear multivariable optimization.

(X̂(k,j), N̂ (k,j)) = arg min
( ̂X(k,j), ̂N(k,j))

∣∣∣d(k,j)Real − d(k,j)
∣∣∣ . (6)

All real and estimated distances between different CPs and APs are used
for optimizing the two PM parameters. Then mean values ¯̂

X and ¯̂
N of the two

optimized parameters are calculated, respectively.
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2.3 Coordinate Correction with Crowdsourcing Data

Because location coordinates of CPs are known, if a distance between a user
and the nearest CP is estimated, then the distance can be used to correct the
user’s localization coordinates. Assume that J CPs are selected and CP j is the
nearest to a user who is at location i, as shown in Fig. 2. Let P (1,i)

R and P
(1,j)
R be

the received powers from AP 1 measured at location i and CP j, respectively.
Then the received power P

(1,i)
R can be written as:

P
(1,i)
R = P

(1,i)
T − 20log10f − ¯̂N log10d

(1,i) + ¯̂X . (7)

Using the similar equation for P
(1,j)
R , we can have:

P
(1,j)
R − P

(1,i)
R = ¯̂

N log10
d (1,i)

d (1,j )
. (8)

As shown in Fig. 2, the distance d(i,j) between location i and CP j should
not be less than |d(1,i) − d(1,j)| given by:

d(i,j) ≥ |d(1,i) − d(1,j)| =

∣∣∣∣∣∣∣∣
10

P
(1,j)
R − P

(1,i)
R

¯̂
N − 1

∣∣∣∣∣∣∣∣
d(1,j). (9)

When RSS samples from K APs are measured, (9) is applicable to all the K

APs and the real distance d
(k,j)
Real between AP k and CP j is calculated with their

coordinates, so we conclude that:

d(i,j) � max
k∈(1,2,··· ,K)

∣∣∣∣∣∣∣∣
10

P
(k,j)
R − P

(k,i)
R

¯̂
N − 1

∣∣∣∣∣∣∣∣
d
(k,j)
Real . (10)

Even though the PM is optimized, due to variations of radio propagation
environment, sometimes a localization result calculated by trilateration localiza-
tion may deviate from its real location greatly. The estimated distance d(i,j) can
be used as a restrictive condition to correct the localization result.

AP 1

AP K

CP j
1,id

1, jd ,K jd

,K id

AP 2

2, jd2,id

Location i
,i jd

Fig. 2. Distance estimation between a user and crowdsourcing point.
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3 Proposed Localization System

As shown in Fig. 3, our proposed crowdsourcing-based PM localization system is
divided into three parts: data preparation, distance estimation and localization.

Crowdsourcing data 
collection

RSS outlier processing

Distance estimation 
between user and APs

PM parameter 
optimization

Trilateration
localization

Distance estimation 
between user and CP RSS measurment

Coordinate correction

Data Preparation

Distance Estimation

Localization

Fig. 3. Frame of the proposed localization system.

In the data preparation part, after L RSS samples from K APs are collected
by a crowdsourcing participant at CP j. With the location coordinates of CP
j that can be labeled on the ground, the collected RSS samples are merged
with the coordinates of CP j as

[
r
(j)
1 , r

(j)
2 , · · · , r(j)L , x

(j)
CP, y

(j)
CP

]
, j ∈ (1, 2, · · · , J).

Then L RSS data from AP k, k ∈ (1, 2, · · · ,K) are examined with quartile
method in order to eliminate RSS outliers. The recognized outliers are replaced
by the mean values of normal data that have already been examined. Due to
RSS data from only three APs are used by trilateration localization, we select the
top three strongest crowdsourcing RSS data for optimizing the PM parameters.
Then mean values ¯̂

X and ¯̂
N of the two optimized parameters are calculated.

Regarding distance estimation, when a user at location i measures K RSS
data from all the K APs, the top three strongest ones are selected to estimate
distances between the user and corresponding APs for trilateration localization.
Also with the measured RSS data, the distance d(i,j) between the user and
nearest CP j is estimated by (10) for localization coordinate correction.

In the last part of the localization system, localization coordinates (x̂i, ŷi)
are first calculated by trilateration localization with the three distances between
the user and APs. Then the distance d̂(i,j) between the localization coordinates
(x̂i, ŷi) and CP j is calculated. If d̂(i,j) is greater than d(i,j), then (x̂i, ŷi) are
corrected to (x̂′

i, ŷ
′
i) that are the final localization coordinates by:
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⎧⎨
⎩

x̂′
i =

(
x̂i − x

(j)
CP

)
d(k,j)

/
d̂(k,j) + x

(j)
CP

ŷ′
i =

(
ŷi − y

(j)
CP

)
d(k,j)

/
d̂(k,j) + y

(j)
CP

. (11)

4 Experimental Results and Analyses

4.1 Experimental Setup

Our experimental area is on an office floor with 9 Linksys WAP54G APs
deployed. As shown in Fig. 4, the experimental area is a rectangular area of
24.9m × 28.0m and 4 APs are in the area. The area contains office rooms and
a corridor that are two kinds of typical experimental environments for indoor
localization. Because office rooms were not free to enter sometimes, we only
selected 7 CPs in the corridor marked with blue points in Fig. 4. We selected
CPs near the entrances of the floor, where it was convenient for crowdsourcing
participants to collect data when they entered, and also at the corners of the
corridor where radio propagation was more complicate due to multipath effect.
We used a laptop to collect RSS samples for one minute at each CP with a
sampling rate of 2 RSS samples per second. A total of 6500 RSS samples were
collected in the shadow area for testing the proposed PM system. For perfor-
mance comparison, a fingerprinting localization system was also performed in
the experimental area. A total of 91 specific locations were selected and 300
RSS samples were measured at each selected location for radio-map establish-
ment. The fingerprinting localization system was tested with the same 6500 RSS
samples as PM localization.

24
.9

 m

28.0m

AP
CP

Fig. 4. Experimental area plan.

4.2 Results of RSS Outlier Processing

When we examine crowdsourcing RSS data with quartile method, the RSS out-
liers that are very different from the other data of the same AP are replaced by
the mean values of the examined normal RSS data. Figure 5 shows the differ-
ences between original crowdsourcing RSS data and the processed ones from the
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same AP at one CP. The processed RSS data vary more smoothly after elimi-
nating the RSS outliers. Meanwhile, RSS data from some APs may quite weak
and these APs even cannot be sensed sometimes. Although our system exploits
the top three strongest RSS data for trilateration localization and these APs
have no influence on our system performance, the quartile method is also able
to recognize these weak RSS data and eliminate them.
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m
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Original RSS data
Processed RSS data

Fig. 5. Original and processed RSS data.

4.3 Localization Results with Optimized Propagation Models

We optimize PM parameters with processed crowdsourcing data and then com-
pare performances of PM method with different optimized parameters. At first,
we set parameter X to be 28 and only optimize parameter N as well as set
parameter N to be 30 and only optimize parameter X both using single-variable
optimization algorithm based on golden section search and parabolic interpo-
lation. But the localization performances of PM method with the optimized
parameters mentioned above are not satisfactory. Then we optimize parameters
X and N at the same time with quasi-newton algorithm [11]. The starting val-
ues of the parameters X and N for quasi-newton algorithm are set equal to
28 and 30, respectively. Mean error with the two optimized parameters X and
N is reduced to 5.05 m from 7.12 m. The mean errors and corresponding PM
parameters X and N are listed in Table 1.

Table 1. Mean errors of propagation model localization with different parameters

X N Mean error (m)

28 30 7.12

28 30.46 6.58

27.67 30 6.85

25.86 30.91 5.05
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4.4 Coordinate Correction with Estimated Distance Between a
User and Crowdsourcing Point

To improve localization performance, we take advantage of CP data to correct
localization results of optimized PM. In theory, the distance d(i,j) in (9) should
be equal to the maximum one among all the distances

∣∣d(k,i) − d(k,j)
∣∣ , k ∈

(1, 2, · · · ,K). However, in practical application, radio propagation may vary sig-
nificantly, so the maximum distance may be too large to correct localization
coordinates. Thus, we eliminate distance outliers also with quartile method and
take the median distance as d(i,j) to correct coordinates [12]. The mean error of
optimized PM localization with coordinate correction are 3.78 m and its cumula-
tive probabilities within 2 m and 3 m localization errors are 38.12% and 60.43%,
respectively. As shown in Fig. 6, after correcting coordinates, the proposed sys-
tem outperforms the others that also use PM method. By contrast, mean errors
of fingerprinting algorithms KNN, WKNN and ANN are 2.77 mm, 2.74 mm and
2.55 mm, respectively. Although the performances of these fingerprinting algo-
rithms are a little better than our proposed system, a total of 91 × 300 = 27300
RSS samples are collected to establish the radio-map, which is difficult in prac-
tical application. Our proposed system is able to achieve a comparable perfor-
mance with the crowdsourcing data collected at only 7 CPs. Furthermore, 120
RSS samples at each CP can be easily collected in one minute.

0 2 4 6 8 10
0

0.2

0.4

0.6

0.8

1

Cu
m

ul
at

iv
e 

pr
ob

ab
ili

ty

KNN
WKNN
ANN
X=28 and N=30
X=25.86 and N=30.91
X=25.86, N=30.91 and median distance

Localization error (m)

Fig. 6. Cumulative probability of localization errors.

5 Conclusion

In this paper, a crowdsourcing-based indoor PM localization system using
Wi-Fi is proposed. Compared with traditional PM and fingerprinting localiza-
tion systems, the proposed system has a greatly improved localization perfor-
mance without intensive labor for data collection. The system makes use of RSS
samples and location information of only a few CPs, which can be easily col-
lected by crowdsourcing participants. RSS outliers in crowdsourcing data are
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first eliminated and the processed data are used for optimizing PM parameters.
So the performance of trilateration localization for a user is improved. Then
an estimated distance between the user and nearest CP is calculated and the
localization results of trilateration localization can be corrected with the esti-
mated distance. Experimental results confirm the effectiveness of our proposed
crowdsourcing-based indoor PM localization system and that the system is able
to achieve a comparable performance with easily collected crowdsourcing data.
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