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Preface

We are pleased to welcome you to the 12th European Conference on Technology-
Enhanced Learning (EC-TEL 2017). This year’s conference is held in the beautiful city
of Tallinn, Estonia, September 1215, 2017.

The EC-TEL 2017 conference is supported by the European Association of Tech-
nology Enhanced Learning (EATEL), and this year is hosted by the University of
Tallinn, a university with a young but very successful research program on
Technology-Enhanced Learning and Learning Analytics.

Building on the momentum generated by previous EC-TEL conferences, this year’s
conference once again provides a multidisciplinary forum for different disciplines to
discuss critical issues and challenges confronting the education sector of the future.
Digitalization and data-driven research will probably be of major importance in
upcoming years. It is rapidly growing in all facets and significantly changing how we
conduct research in Technology-Enhanced Learning (TEL). Moreover, data-driven
research is affecting our underlying theoretical constructs as well as government
policies. The increasing amount of data that can be collected from learning environ-
ments, but also various wearable devices and new hardware sensors, offers plenty of
opportunities to rethink educational practices and provides new innovative approaches
to learning and teaching. This kind of data helps to investigate new insights about
learning, inform on individual and group-based learning processes and contributes to a
new kind of data-driven education for the 21st century.

For EC-TEL 2017, the Program Committee has selected contributions that explore
how data can be used to change and enhance learning in different ways, and to
highlight evidence for technological innovations in learning such as multimodal data,
personal data stores, data visualizations for learner and teacher awareness, feedback
processes, predictions of learning progress, personalization and adaptation, as well as
data-driven learning designs, or ethics and privacy policies for the data-driven future.

The 12th EC-TEL conference on Data Driven Approaches in Digital Education aims
to explore the multidisciplinary approaches that effectively illustrate what data-driven
education combined with digital education systems can look like and what empirical
evidence there is for the use of data-driven tools in educational practices. This theme is
reflected in the workshops, papers, posters, panels, and especially our keynote talks.
Stéphanie Teasley, from the University of Michigan, will give a presentation on
“Creating the Institutional Capacity to Leverage Learning Analytics in Higher Educa-
tion” and Gerhard Fischer, from the University of Colorado, will present on “Envi-
sioning and Grounding New Educational Designs in Data Driven Approaches”. Marco
Marsella, from the European Commission, will detail the results of EU Actions, chal-
lenges and the future outlook of digital learning. The conference will culminate with a
leadership panel featuring leaders from a spectrum of research societies dedicated to
advancing education under the shadows of the data-driven society of the near future.



VI Preface

Continuing the trend from previous EC-TEL conferences, this year we worked to
maintain the breadth and quality of the Program Committee and sought to include
representation from related fields, bringing in prominent academics that are involved in
data-driven education. We had a very high number of submissions that resulted in
considerable competition among excellent research papers. A total of 141 valid paper
submissions were received. We aimed to provide a high standard in our review process,
providing at least three reviews for each full paper. All reviews were checked and
discussed by the general chair, the PC and the poster and demonstration chairs. Out
of the 95 full papers received, it has been quite a challenge to select 24 full papers for
presentation, resulting in a 25.3% acceptance rate. Additionally, 26 papers were chosen
as short papers, 6 as demonstrations, and 22 as posters. We also provided a
pre-conference program consisting of a doctoral consortium including 19 students.
Additionally, we accepted 7 workshops.

While we celebrate the vast interdisciplinary work within the EC-TEL community,
and the continuous popularity of this conference in Europe and beyond, we are proud to
be a community with diverse backgrounds and often intersecting research and theo-
retical approaches. Although this is already the 12th EC-TEL conference, interdisci-
plinary content is still a challenge and a source of innovation as well. We still need to
work together to achieve a shared vision for the TEL field. We have also noticed that
EC-TEL is facing a first generation change, where younger researchers take over what
the experienced scholars have built up in the last 12 years. This is an important milestone
for the EATEL society and the EC-TEL community in further maturing our research.

Our hope is that you will greatly benefit from your participation in EC-TEL 2017,
and that it will both strengthen and deepen your network within the community. We
explicitly want to stimulate young researchers to become pro-active members of the
EATEL and the EC-TEL communities and to further shape the European research
community on TEL, which is committed to high-quality research and international
exchanges. We believe this community is urgently needed as a European fireplace to
share knowledge, and to guide educational innovation and the use of technology and
data for the European education systems of the future. The program has prepared a
foundation for this vision, but the real value in the event will emerge through the
interplay between the people behind the research and the interactions that will occur
within the community.

We would like to thank all the authors who contributed to maintaining the
high-quality level of the conference, as well as the PC members and reviewers who
shared their expertise by giving constructive feedback to authors. We would also like to
thank the local organization team for their great work and their warm welcome!

July 2017 Elise Lavoué
Hendrik Drachsler

Katrien Verbert

Mar Pérez-Sanagustin

Julien Broisin
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Abstract. Inthis paper, we propose a computational approach to model the Zone
of Proximal Development (ZPD) using predicted probabilities of correctness
while students engage in reflective dialogue. We employ a predictive model that
uses a linear function of a variety of parameters, including difficulty and student
knowledge, as students use a natural-language tutoring system that presents
conceptual reflection questions after they solve high-school physics problems. In
order to operationalize our approach, we introduce the concept of the “Grey
Area”, that is, the area of uncertainty in which the student model cannot predict
with acceptable accuracy whether a student is able to give a correct answer
without support. We further discuss the impact of our approach on student
modeling, the limitations of this work and future work in systematically and
rigorously evaluating the approach.

Keywords: Natural-language tutoring systems - Intelligent Tutoring Systems -
Student modeling - Zone of Proximal Development

1 Introduction

Intelligent Tutoring Systems (ITSs) support students in grasping concepts, applying
them during problem-solving activities, addressing misconceptions and in general
improving students’ proficiency in science, math, reading and other areas [1]. However,
we still face the challenge of developing tutoring systems that emulate the interactive
nature of human tutoring and that are just as effective — if not better — than human tutors.
One approach for achieving this goal is to engage students in reflective discussions about
scientific concepts [2]. To a large extent, these systems lack the ability to gauge students’
level of mastery over the domain content that the tutoring system was designed to
support. This is also challenging for human tutors, who roughly assess the level of
knowledge and understanding of their tutees, although they are generally poor at diag-
nosing the specific causes of student errors [3]. We argue that a student model that
maintains and dynamically updates a representation of students’ ability level on targeted
curriculum elements can help us bridge the gap between simulated and human tutors.
Tutorial dialogue systems could be more effective if they are guided by the information
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about the student’s understanding of curriculum elements that is represented within a
student model, along with other student characteristics such as demographic information
and motivational factors such as interest in the targeted domain, self-efficacy, etc. [4].

1.1 Research Hypothesis and Impact

In order to provide meaningful instruction and scaffolding to students, a tutoring system
should appropriately adapt the learning material with respect to both content and presen-
tation. A way to achieve this is to dynamically assess the student’s knowledge state and
needs. Human tutors use their assessment of student ability to adapt the level of discus-
sion to the student’s “zone of proximal development” (ZPD) [5]. Adapting the conver-
sation to the ZPD would mean asking the student questions just beyond their knowledge
level — in other words, asking questions that students are able to answer correctly with
adequate support. During tutorial dialogues, human teachers evaluate their students’
learning state; a teacher judges whether a student will be able to answer a question
correctly without any help (that is, the student is above the ZPD) or be able to answer
correctly if given some help (that is, the student is in the ZPD) or unable to answer
correctly even with help (that is, the student is below the ZPD). Depending on this
judgment, the teacher will choose to ask this question, provide hints, or instead choose
a more appropriate question for this student’s ability level. We propose a computational
approach for modeling students’ ZPD as they carry out learning activities using a
dialogue-based intelligent tutoring system, which replicates the pedagogical strategies
of human tutors. The predictions of the student model serve as a proxy for human tutors’
judgment. In particular, we employ a student model to assess students’ changing knowl-
edge state as they engage in a dialogue with the system. At each step of the dialogue,
the student model predicts the probability of the student being able to answer the question
posed by the computer tutor correctly. When the predicted probability is high, the student
is likely to possess the knowledge needed to answer the question correctly. When the
predicted probability is low, it is unlikely that the student has an adequate grasp of the
necessary knowledge to give a correct response. An interesting case arises when the
student model predicts that the student will be able to answer a question with a proba-
bility around 50%, because in this case there is greater uncertainty. In other words, the
student may need some extra support to be able to give a correct response. Hence the
region of predicted probabilities that reflects this area of uncertainly with regards to the
student’s abilities to give a correct answer without support is what we call the “Grey
Area” [6]. Our research hypothesis is that we can use the fitted probabilities as predicted
by the student model to model the ZPD. The core rationale is that if the student model
cannot predict with acceptable accuracy whether a student will answer a question
correctly, then it might be the case that the student is in the ZPD. To the best of our
knowledge, this is a novel approach to modeling the ZPD, never before implemented or
reported in the literature.

In the following section we discuss relevant research about the ZPD, Intelligent
Tutoring Systems and student modeling. In Sect. 3, we present our approach and meth-
odology. Analysis and results are presented in Sect. 4. Finally, in Sect. 5 we discuss the
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impact and implications of our approach and conclude by presenting the limitations of
our study and future work.

2 Related Work

2.1 Zone of Proximal Development

The Zone of Proximal Development (ZPD) is one of the best known concepts in educa-
tional psychology, defined by Vygotsky as: “the distance between the actual develop-
mental level as determined by independent problem-solving and the level of potential
development as determined through problem-solving under adult guidance or in collab-
oration with more capable peers” [5]. This definition of the ZPD indicates the importance
of appropriate assistance in relation to the learning and development process and thus
it can be stated more simply as “the difference between what a learner can do without
help and what he or she can do with help” [7]. Deriving ways to identify and formally
describe the ZPD is an important step towards understanding the mechanisms that drive
learning and development, gaining insights about learners’ needs, and providing appro-
priate pedagogical interventions [8]. Approaches to identifying and/or modeling the
ZPD typically depend on finding instances of successful assisted performance; for
example, tasks that a student carries out successfully after having received some kind
of scaffolding [8]. Various methods that derive from or build upon this notion have been
developed for the dynamic assessment (DA) of the learning potential of students (or
learners in general) [9]. Usually these approaches employ tests that measure the differ-
ence between unmediated and mediated performance [10] or the cognitive modifiability
of learners (i.e., how students’ cognitive structures change when they fail a task and the
teacher/expert gives them help or remediation tasks) [11]. However, Dynamic Assess-
ment focuses on assessing the learning or development potential of the learner rather
than the actual level of development. Luckin and du Boulay proposed the use of domain
knowledge representations and Bayesian Belief Networks (BBN) to construct the Zone
of Proximal Adjustment (ZPA) [12], that is the tutor’s adaptation mechanism to the ZPD
of particular learners. Each student’s knowledge is represented as an overlay model and
the student model is compared to the domain knowledge representation.

2.2 Intelligent Tutoring Systems and Student Modeling

Intelligent Tutoring Systems (ITSs) commonly use student models to track the perform-
ance of students and choose appropriate content for practicing skills and fostering
knowledge. Most student models developed for ITSs are based on the notion of mastery
learning; that is, the student is asked to continue solving problems or answering ques-
tions about a concept until she has mastered it. Only then will the student be guided to
move forward to other concepts [13]. Mastery learning is in line with the notion of
learning curves [14] that is, how many opportunities a student needs to master a skill.
One could argue that mastery learning is consistent with the ZPD, in the sense that the
student is considered to have mastered a skill when she is able to successfully carry out
a task that requires this particular skill without help. However, the ZPD does not directly
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address mastery but rather potential “development” under appropriate assistance; by
identifying the ZPD not only can we assess the state of a student’s knowledge but we
also gain insight into how appropriate instruction can scaffold development [15]. Human
tutors do not carry out detailed diagnoses of student knowledge and their assessments
of students’ knowledge are often inaccurate [3]. Nevertheless, they typically construct
and dynamically update a normative mental representation of students’ understanding,
as reflected in tutors’ adaptive responses to students’ need for scaffolding or remediation
[16]. Similarly, a tutorial dialogue system uses a student model to adapt to the student’s
needs. Otherwise, all students would be presented with the same topics, at the same level
of detail or complexity. Moreover, if the student answers a question incorrectly and there
is need for remediation, the simulated tutor will not be able to adapt the type of support
that it provides. Indeed, it is the absence of information about the student that forces
designers of tutorial dialogue systems to make a “best guess” about how to structure a
dialogue—that is, what the main “line of reasoning” should be, what remedial or supple-
mental subdialogues to issue and when—and then to hard code these guesses into the
dialogues. Consequently, with the “one size fits all”” approach to dialogue that is imple-
mented in most tutorial dialogue systems, students are often under-exposed to material
that they don’t understand and overexposed to material they have a firm grasp of. The
first problem renders these systems ineffective in enabling students to achieve mastery
over the focal content; the second makes them inefficient. Developing a computational
model of students’ ZPD takes an important step towards generating more adaptive tuto-
rial dialogues.

3 Methods

3.1 Rimac: A Dialogue Tutor for Physics

In this study we explored the proposed approach using Rimac, a web-based natural-
language tutoring system that engages students in reflective discussions about concepts
after they solve quantitative physics problems [17]. Rimac has been used successfully
to teach physics concepts to high-school students. We used data collected during three
previous studies with Rimac to train a student model and predict students’ performance.
The three studies were conducted within high school physics classes at schools in the
Pittsburgh, PA (U.S.) area, following a similar protocol. First, students took a pretest
and were introduced to Rimac. Then they interacted with Rimac to discuss the physics
knowledge associated with quantitative problems on dynamics. Finally, students took a
post-test to measure learning gains. The tests aimed to test students’ conceptual under-
standing of physics instead of their ability to solve quantitative problems. Rimac’s
dialogues were developed to present a directed line of reasoning, or DLR [18], in which
the tutor presents a series of questions to the student. If the student answers a question
correctly, she advances to the next question in the DLR. If the student responds incor-
rectly, the system launches a remedial sub-dialogue and then returns to the main line of
reasoning after the sub-dialogue has completed. If the system is unable to understand
the student’s response, it completes the step for the student (for more details, see [19]).
The knowledge components related to tutor question/student response pairings are
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logged during the system’s interactions with students and were used to train the student
model as described next. A short example of a dialogue with Rimac is presented in
Table 1.

Table 1. A short example of an adaptive dialogue with Rimac

Tutor: So, can you please tell me what the vertical forces on the arrow are?
Student: | Gravity

Tutor: Very good. Since we know that the force of gravity is acting on the arrow,
what does that mean about the arrow ‘s vertical acceleration (zero,
nonzero, etc)?

Student: | Nonzero

3.2 The Student Model

For this study, we used an Additive Factor Model (AFM), introduced by Cen et al. [20],
to model students’ knowledge. The model uses logistic regression to predict the prob-
ability of a student i completing a step j correctly as a linear function of student param-
eters (the student’s proficiency #;), skill parameters S, and the learning rates of skills
7 as shown in Eq. (1). AFM takes into account the frequency of prior practice and
exposure to skills but not the correctness of responses since it assumes all students
accumulate knowledge in the same way. In this paper we implemented the AFM model
following the approach of Chi et al. [21] who modeled students working on physics
problems using a dialogue-based tutor.

pPj
In~ —jp =0+ ) B0y + ) Qu(riNy) W
- s

) k

The dataset was collected by training 291 students on Rimac over a period of 4 years
(2011-2015). During students’ interactions with Rimac, they answered reflection ques-
tions on physics problems about dynamics, such as: “In our first question we will focus
on the horizontal motion of the arrow. Let's imagine a scenario in which an archer is
standing at the edge of a high cliff. He shoots an arrow perfectly horizontally with an
initial velocity of 60 m/s off this cliff. During the arrow’s flight, how does its horizontal
velocity change (increases, decreases, remains the same, etc.)? Remember that you can
ignore air resistance”. Students worked on reflection questions about three physics
problems that explored motion laws and addressed 88 knowledge components (KCs).
The dataset contained in total 15,644 student responses. Each student response answers
a question posed by the tutor and was classified as correct or incorrect. For the training
of the model we split our dataset following an 80-20 rule [22]: 12,515 student responses
were used for training the model and the remaining 3,129 were used for testing. On
average, each student answered a total of 53 questions, stemming from several reflection
questions. The test set contained on average 11 entries per student.
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3.3 The Grey Area and the Study Setup

To predict the correctness of students’ responses, we used the aforementioned AFM
student model. Then, we classified the outcome as correct or incorrect based on the fitted
probabilities provided by the model. In this study, the student model provided predic-
tions at the step level (one step is one question/answer of the tutorial dialogue). A step
might involve one or multiple KCs. The classification threshold in this case (i.e., the
cutoff determining whether a response is classified as correct or incorrect) is 0.5 and was
validated using the receiver operating characteristic (ROC) curve for the binary classifier
(Fig. 1). For example, if the fitted probability for a step in the dialogue is 0.8 (above 0.5)
then we expect that the student will be able to answer the corresponding dialogue step
correctly; hence, it is classified as correct. Similarly, if the fitted probability for a step
in the dialogue is 0.2 (below 0.5) then we expect that the student will not be able to
answer correctly; hence it is classified as incorrect.

ROC Curve for Student Model's Predictions

1.0

q —

Sensitiviy

0.2
1

0.0
1

T T T T T T
0.0 0.2 0.4 06 0.8 1.0

1-Specificity
Fig. 1. ROC Curve for validating the classification threshold

We found that the predicted probabilities correlate with students’ performance in the
pre and post-tests: the student model will provide high probabilities of correctness (i.e.,
a high probability to answer a question correctly) for students who performed well on
the pre and post-tests. Similarly, the model will provide low probabilities of correctness
for students who performed poorly in the pre and post-tests. We argue that this corre-
lation between students’ performance in the pre and post-tests and predicted probabili-
ties suggests that the predicted probabilities are appropriate indicators of the ZPD. In
this study the pre and post-tests assessed conceptual knowledge associated with the
questions that students were assigned to work on. Furthermore, we expect that the closer
the prediction is to the classification threshold, the higher the uncertainty of the model
and thus, the higher the prediction error. In other words, when the student model predicts
that the student will be able to answer a question with a probability close to 0.5, we are
more uncertain than with any other prediction as to whether or not the student will answer
the question correctly. According to our hypothesis, the window where the prediction
error is high (i.e. the “Grey Area”) can be used to approximate the student’s zone of
proximal development. The concept of the Grey Area is depicted in Fig. 2.
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Fitted probabilities P(correct) and Grey Area
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Fig. 2. The Grey Area concept with respect to the fitted probabilities as predicted by the student
model for a random student and for the various steps of a learning activity. Here we depict the
Grey Area ranging from 0.4 to 0.6 and extending on both sides of the classification threshold
(dotted line).

The space “Above the Grey Area” denotes the region where the student is predicted
to answer correctly (the fitted probability is considerably higher than the cutoff
threshold) and consequently may indicate the area above the ZPD; that is, the area in
which the student is able to answer a question without any assistance. Accordingly, the
space “Below the Grey Area” denotes the area where the student is predicted to answer
incorrectly (the fitted probability is considerably lower than the cutoff threshold) and
consequently may indicate the area below the ZPD; that is, the area in which the student
is not able to carry out the task either with or without assistance. In this paper, we model
the Grey Area symmetrically around the classification threshold for simplicity and
because the binary classifier was set to 0.5. However, the symmetry of the Grey Area is
something that could change depending on the classification threshold and the learning
objectives. This is also the case for the size of the Grey Area.

In this paper we present the concept of the Grey Area and the methodology to model
the ZPD. We are exploring, but have not yet specified several design aspects (e.g.
thresholds, the use of symmetrical or asymmetrical Grey Areas etc.). We do not propose
a specific size but rather experiment with Grey Areas of different sizes and study how
the student model behaves within these areas. We believe that the decision about the
appropriate size (or shape) of the Grey Area is not only a modeling issue but also, and
perhaps predominantly, a pedagogical one since it relies on the importance of the
concepts taught, the teaching strategy and the learning objectives. That is, a teacher may
consider it important to elicit an answer for a question even if it is predicted that the
student is unable to correctly answer that question. The student may not be knowledge-
able enough about the given topic or it might be of minor importance and thus even a
low probability of correctness would be considered sufficient to classify the student as
knowledgeable.
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4 Analysis and Results

4.1 Model Behavior and Student Performance

Our research hypothesis is rooted in the belief that the predicted probabilities of the
student model can provide insight into student knowledge and performance. That is, the
fitted probabilities for a high-performing student will be higher than the fitted proba-
bilities for a low-performing student. One could argue that predicted probabilities are a
model’s characteristic and may not be appropriate to describe students’ performance.
However, the fitted probability represents the probability that a student will correctly
answer a dialogue question. Since high performers have a higher probability of correctly
answering questions, the average of their fitted probabilities will be higher than those
of low performing students.

We performed a correlation analysis to explore this hypothesis. We correlated the
average fitted probability (i.e., the average value of the fitted probabilities for the answers
of each student) per user with the students’ knowledge pre-test scores. The correlation
analysis showed that the average fitted probability correlates positively with the pre-test
scores at a statistically significant level (Pearson’s r = 0.396**, p < 0.01). The positive
correlation was also confirmed for the post-test scores (Pearson’s r = 0.46**, p < 0.01).
This suggests that if a student scores high on the pre-test for a particular KC, the model
will predict that this student is able to answer a question that deals with this KC. Simi-
larly, a student who was predicted to answer correctly a question dealing with a KC will
also have a high post-test score for this KC. This finding indicates that the model can
predict a student’s performance and may be further used to model the student’s zone of
proximal development. One might notice that the correlation between the average fitted
probabilities and the pre and post-knowledge tests are not high (Pearson’s r < 0.5).
However, this might be due to the fact that in the pre and post knowledge tests we only
test a small number of the knowledge components that are present in the dialogues.
Therefore, the pre and post-knowledge scores can be suggestive of the student’s knowl-
edge state but they do not accurately represent it. Model Accuracy for cases inside the
Grey Area

The Grey Area is defined as the area where the model cannot accurately predict
whether a student will correctly answer a particular question. To operationalize the grey
area with respect to size and threshold, we define areas of different sizes and further
explore the model’s behavior within these areas. For this study, we considered five grey
areas of different sizes: Area 1 (0.45 < p < 0.55), Area 2 (0.4 < p < 0.6), Area 3
(0.35 <p <0.65), Area4 (0.3 < p <0.7) and Area 5 (0.25 < p < 0.75). We chose these
particular areas for symmetry and also to cover the range around the classification
threshold for which one would expect low predictive accuracy. For these areas, we
calculated how many times the model predicted the student answer accurately, where
accuracy is defined as the total number of times (a) the student answered correctly and
the model also predicted the student would answer correctly and (b) the student answered
incorrectly and the model also predicted the student would answer incorrectly, divided
by the total number of predictions. Table 2 presents the non-cumulative and the cumu-
lative analysis of the data. For non-cumulative analysis, we mean the analysis of the
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cases that are contained only in the focal grey area under study (non-cumulative results)
and exclude the cases that are also contained in preceding areas. For example, in Area
2 we examine 420 cases that are not contained in Area 1. The cumulative analysis
presents the analysis of cases that are contained in the current area but can also be part
of the preceding grey area (cumulative results). For example, Area 2 analyzes 814 cases
out of which 394 are also contained in Area 1. The results of the non-cumulative analysis
show that most predicted cases fall in Area 2 — Non Cumulative (the largest increase in
uncertain cases is with Area 2) and that 42.6% of them are predicted incorrectly. This
means that for 13.4% (420 cases) of the total number of cases (Total Number of Cases:
3,129), the model gave a prediction with a probability from 0.4 to .45 and .55 to 0.6. As
we move away from the classification threshold (0.5), the number of additional fitted
cases tends to decrease (fewer cases are predicted with probabilities far from the cutoff
threshold) but the percentage of the correct predictions improves. This is depicted in
Fig. 3. That finding was expected since the confidence of the model increases.

Table 2. Predictions’ accuracy within grey areas of different sizes.
NC/(C) Area 1 Area 2 Area 3 Area 4 Area 5
#Cases- NC/(C) 394/(394) 420/(814) | 404/(1218) |369/(1587) |304/(1891)
Cases (%)- NC/(C) 12.6/(12.6) |13.4/(26.0) |12.9/(38.9) |11.8/(50.7) |9.7/(60.4)
#Correct- NC/(C) 213/(213) 241/(454) 259/(713) 250/(963) 221/(1184)
#Incorrect- NC/(C) 181/(181) 179/(360) 145/(505) 119/(624) 83/(707)
Correct (%)- NC/(C) | 54.1/(54.1) |57.4/(55.8) |64.1/(58.5) |67.8/(60.7) |72.7/(62.6)
Incorrect (%)- NC/(C) | 45.9/(45.9) |42.6/(44.2) |35.9/(41.5) |32.3/(39.3) |27.3/(37.4)

Model Behavior for Grey Areas of Different Size

(non-cummulative results)

m %Cases  m#predicted correctly(%)  m #predicted incorrectly(%)

67.8

126II 134I| 129II ll'II 97II

Area 1 Area 2 Area 3 Area 4 Area 5

Fig. 3. Model behavior (percentage of total number of predicted cases, cases predicted correctly
and cases predicted incorrectly) within the five grey areas of different sizes.

For Area 1, the prediction error is higher (45.9% of the cases were not predicted
correctly) but the number of fitted cases is lower than Area 2. In Fig. 4 we depict the
results for the cumulative analysis. As expected, more cases are predicted correctly as
the size of the area increases. On one hand, choosing a narrow grey area to model the
ZPD would limit the number of cases we scaffold since fewer cases would fall within
the area. On the other hand, choosing a wide grey area would affect the accuracy; that
is, some cases that could be predicted correctly would be falsely labeled as “grey”. Our
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work to date does not aim to define the appropriate size for the Grey Area but rather to
study how the model’s behavior changes for areas of different size. It is worth mentioning
that for the area that is not included in the five areas we study—that is, the area
[0,0.25)U(0.75, 1]—the model predicted 89% of the cases correctly while the overall
accuracy of the model was 73%.

Model Behavior for Grey Areas of Different Size
(cummulative results)
m%Cases  m#predicted correctly(%)  m#predicted incorrectly(%)

62.6
58.5 60.7 60.4

Area 1 Area 2 Area 3 Area 4 Area 5

Fig. 4. Model behavior (percentage of total number of predicted cases, cases predicted correctly
and cases predicted incorrectly) within the five grey areas of different sizes.

4.2 Grey Areas and Students’ Performance

So far, we have studied how the model performs within grey areas of various sizes, but
we have no indication of students’ performance. One could argue that based on the way
the grey zone was modeled—that is, symmetrical around the cutoff threshold of the
binary classifier—correct and incorrect answers should be balanced and not vary signif-
icantly from one zone to the other. Again, here we only study students’ performance;
therefore “correctness” refers to the student’s answers (i.e., whether a student answered
a question correctly) and not whether the model predicted correctly (i.e., whether the
model predicted that the student would answer the way she answered). For the five grey
areas defined in 4.2, we have counted the number of correct and the number of incorrect
student answers.

In Fig. 5 we present the distribution of correct and incorrect answers over the different
grey areas and over correct and incorrect model predictions (as shown in the cumulative
analysis in Fig. 4). For example, for Area 1, the model predicted 54.1% of the cases
correctly- that is, the model predicted that a student would answer correctly and indeed the
student answered correctly, or the model predicted that a student would answer incorrectly
and indeed the student answered incorrectly. Out of these cases, 28.7% were correct
answers to the question involved and 25.4% were incorrect. Likewise, for Area 1 the model
predicted 45.9% cases incorrectly. Out of these cases, 18% were correct answers to the
question involved and 27.9% were incorrect. It is evident that even though the accuracy of
the prediction changes between areas of different sizes, the distributions of correct and
incorrect answers are similar. Another thing that can be noted is that for cases that the
model predicts correctly, the ratio of correct/incorrect answers is around 1.2 (correct
answers are slightly more than incorrect). On the contrary, for cases that are not predicted
correctly by the model the ratio of correct/incorrect answers are about 0.7 signifying that
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incorrect answers outnumber correct ones. Nonetheless this is a pattern that is maintained
for all of the grey areas and most probably it reveals that the student model tends to provide
positive predictions.

Distribution of correct and incorrect answers with respect to
the model's predictions per grey area

m Correct Answers ~ m Incorrect Answe rs 626
58.5

54.1
I 45.9 I I

Predicted Predicted  Predicted Predicted Predicted Predlcted Predicted Predicted | Predicted Predicted
Correctly Incorrectly Correctly Incorrectly Correctly Incorrectly Correctly Incorrectly Correctly Incorrectly
(%) (%) (%) (%) (%) (%) (%) (%) (%) (%)

Areal Area2 Area3 Aread Areas

Fig. 5. Graphical representation of the distribution of correct and incorrect answers (percentage)
with respect to the model’s correct and incorrect predictions.

5 Discussion

5.1 Contribution of the Approach

We envision that the contribution of the proposed approach, besides its novelty, will be
in defining and perhaps revising instructional methods to be implemented by ITSs. As
noted previously, the most popular instructional method used to choose learning content
(problems, activities, examples, etc.) is mastery learning. This means that the student
goes through the same concept again and again until the probability of having mastered
it is near certainty. Although mastery learning is highly effective—and might largely
account for the effectiveness of human tutoring [1], it could lead to tedious repetition or
frustration and eventually discourage the student from achieving the goal. Choosing the
“next step” is a more prominent issue in the case of dialogue-based intelligent tutors.
Not only should the task be appropriate with respect to the background knowledge of
the student, but it should also be presented in an appropriate manner so that the student
will not be overwhelmed and discouraged — if the task is hard for the student — or boring
and not challenging — if the task is too easy. Another key distinction with Mastery
Learning perhaps worth mentioning is the idea that ZPD focuses on the level of help.
Mastery Learning implies that help might be needed to move the student forward, but
it doesn’t explicitly include it as part of the definition.

To address this issue, we need an assessment of the knowledge state of each student
and insight into the appropriate level of support the student needs to achieve the learning
goals. This is described by the notion of ZPD. We claim that our approach makes an
explicit link between student modeling and the ZPD and that this approach is a reason-
able and novel operationalization of the ZPD. It is evident that if we can model the ZPD
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then we can adapt our instructional strategy accordingly. For example, if a student is
above the ZPD—that is, able to solve a problem on her own and without any help—the
tutor will probably challenge the student with some questions that go beyond the current
problem’s level of difficulty. On the other hand, if a student is in the ZPD—that is, the
student needs help and appropriate scaffolding to solve the current problem—the tutor
will go slowly, perhaps clarifying step by step the knowledge the student seems to be
lacking. Finally, if a student is below the ZPD—that is, the student completely lacks the
necessary skills and will not be able to solve the problem, either with or without help—
the tutor might choose to skip this problem or to select more appropriate (perhaps
simpler) problems. Depending on the state of the student’s knowledge, the tutorial
dialogue may be directed and focus on particular curriculum elements (facts, concepts,
skills, etc.) to discuss during a given problem and to determine the appropriate level at
which to discuss these elements.

5.2 Validation of the Proposed Approach

In this paper, we provide preliminary support for our approach. It is also necessary to
validate our approach. The challenge in doing so lies in the fact that there is no objective
way to test that a student is (or is not) in the ZPD. One heuristic that could be used to
explore this is to provide different levels of support to students using the proposed
approach and then observe the outcome. Students who are expected to be in the ZPD
and who receive appropriate scaffolding should be able to correctly answer the questions
asked by the tutor. Thus, we plan to carry out larger scale studies where the dialogue
will adapt to the student’s knowledge according to the guidance provided by the student
model and the represented Grey Area. The dialogue adaptation will take place on
selected dialogue steps (in order to maintain the coherency of the dialogue) and will be
implemented following three basic adaptation rules:

e Students who are above the Grey Area will receive more challenging questions, no
help or even skip specific parts of the dialogue that the model predicts they have
mastered;

e Students who are within the Grey Area will receive meaningful information, scaf-
folding and hints related to the step in question;

e Students who are below the Grey Area will either skip the step that the model predicts
they are unable to answer or they will receive explicit information and instruction.

To evaluate our approach, we will study the learning gains of students who receive
different levels of support (hints, worked out examples, explicit information, etc.) based
on their performance in pre- and post- knowledge tests and their performance during
activities within Rimac. We are optimistic that the dialogue adaptation according to the
Grey Area concept will improve students’ learning gains and motivation.
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6 Conclusion

In this paper, we present a computational approach to model the Zone of Proximal
Development in ITSs. To that end, we introduce the concept of the “Grey Area”, that is
the area of uncertainty in which the student model cannot predict with acceptable accu-
racy whether a student is able to give a correct answer without support. It is important
to point out that we do not claim that the Grey Area is the ZPD. Instead, our proposal
is that if the model cannot predict the state of a student’s knowledge, it may be that the
student’s knowledge state falls withing the ZPD.

As an initial test to justify our hypothesis, we used data collected from classroom
studies where students reflected on the concepts associated with physics problems, using
a dialogue-based tutoring system (Rimac). We explored the operationalization of our
approach by studying the behavior of the student model and the performance of students
within grey areas of various sizes. We found that the accuracy of the model changes
depending on the size of the grey zone but the distribution of correct and incorrect student
responses remains fairly constant. Additionally, we showed that the average predicted
probabilities per student—that is, the average value of the fitted probabilities for a
particular student during her interaction with the Dialogue Tutor—correlates positively
on a statistically significant level with the student’s scores on pre- and post-knowledge
tests. This suggests that the student model predictions can provide reliable indicators of
students’ performance. One limitation of our work is that we have not yet conducted a
larger-scale and rigorous evaluation of the approach; however, plans to validate the
model are being developed. Specifically, we plan to carry out extensive studies to explore
the proposed approach to modeling the ZPD, as well as to better understand the strengths
and limitations of using a student model to guide students through adaptive lines of
reasoning.
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Abstract. This paper contributes to our understanding of how to design learning
analytics to capture and analyse collaborative problem-solving (CPS) in practice-
based learning activities. Most research in learning analytics focuses on student
interaction in digital learning environments, yet still most learning and teaching
in schools occurs in physical environments. Investigation of student interaction
in physical environments can be used to generate observable differences among
students, which can then be used in the design and implementation of Learning
Analytics. Here, we present several original methods for identifying such differ-
ences in groups CPS behaviours. Our data set is based on human observation,
hand position (fiducial marker) and heads direction (face recognition) data from
eighteen students working in six groups of three. The results show that the high
competent CPS groups spend an equal distribution of time on their problem-
solving and collaboration stages. Whereas, the low competent CPS groups spend
most of their time in identifying knowledge and skill deficiencies only. Moreover,
as machine observable data shows, high competent CPS groups present symmet-
rical contributions to the physical tasks and present high synchrony and individual
accountability values. The findings have significant implications on the design
and implementation of future learning analytics systems.

Keywords: Collaborative learning - Problem-solving - Learning analytics

1 Introduction

Open-ended, collaborative, practical learning activities are an essential part of STEM
education and are employed as part of many common teaching approaches, including
problem-based learning, inquiry-based learning, project-based learning, and practice-
based learning. Such constructivist teaching approaches have potential to help foster the
21st century learning skills we require of young people across subject domains [1].
However, existing evidence on the effective- ness of these methods to satisfy common
learning outcomes is rare [2, 3]. As argued by Blikstein and Worsley [4], one reason for
this is that evaluation in this context is notoriously laborious and requires measurement
methods that the current standardized testing strategies and psychometrics cannot
provide. On the other hand, multimodal learning analytics (MMLA) research can yield
novel methods that can generate distinctive information about what happens when
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students are engaged in practice-based learning activities [4]. This information can be
used to inform student models, which allow to automate the support and continuous
evaluation of student skills [5]. In this paper, we focus on students collaborative problem
solving (CPS) ability. CPS is one of the fundamental teaching and learning strategies
involved in constructivist pedagogies, such as practice-based learning. We present an
empirical study through which we explored CPS behaviours in six groups of three
students (aged 11-12 years) while they were working on a practice-based activity. The
main goal of this study is to investigate observable differences between groups of
students during CPS (both human observable and machine observable). These differ-
ences can be used to provide support for behaviours that lead to effective CPS and help
automate the identification of patterns of effective CPS behaviours. In this vein, there
are already some research efforts to automate the discovery of patterns of interaction
that can be associated with different collaboration strategies, which can lead to more
effective collaboration [5, 6]. However, overwhelming majority of these approaches
collect data from students interaction in digital learning environments. Differently in
our approach, we focus on data from face-to-face learning environments.

2 What is Collaborative Problem-Solving?

It is important that we make clear what we mean by the term CPS, because, as learning
analytics developers, we rely on clear definitions of complex terms to drive the analysis
of our data. The research questions are themselves shaped by theoretical understanding,
which enables researchers to make sense of their data [8]. Drawing from these consid-
erations, we initially start by the OECD’s definition. Collaborative problem-solving
competency is the capacity of an individual to effectively engage in a process whereby
two or more agents attempt to solve a problem by sharing the understanding and effort
required to come to a solution and pooling their knowledge, skills and efforts to reach
that solution [7]. However, the OECD approach is not complete in its reflection of CPS.
It should be noted that the OECD approach was developed for assessment purposes,
which results in a couple of limitations. First, the process of CPS is only considered
from an individual capacity perspective. This makes sense from the OECDs perspective
since PISA assessments are done at the individual level. However, CPS is a multilevel
process and needs to be considered from different perspectives, which must reflect the
needs of individuals, groups and communities and these different perspectives should
be taken into account in the design and investigation of CPS processes [9]. Second, the
OECDs approach does not include some components of problem-solving, which are
considered as important when CPS is considered as a tuition approach [11]. For example,
it does not take into account the element of identifying each participants knowledge
deficiency [10]. In this research study, we, therefore, use a theoretical framework that
is based on PISAs exhaustive work on CPS, combined with research that has considered
CPS as a tuition process.
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3 Experiment and Methodology

3.1 Participants

The participants were eighteen secondary school students in the first year of their secon-
dary education (aged 11-12 years) from a girls-only secondary school in the UK. All
students were recruited from a computer science class. We obtained written consent
from both students and their parents/guardians in line with our institutions ethics proce-
dures.

3.2 Learning Activity

The activity was conducted as part of students computer science school curriculum
activity with physical computing kits. However, due to the practical issues of the trans-
port of the learning analytics system, students and the teachers were invited to the leading
author’s institute to undertake the activity. Students were set the task of building a
working prototype of an interactive toy using an Arduino-based physical computing kit,
called TALKOQO, that was created as part of an EU-funded project (www.pelars.eu).
The TALKOO kit comprises hardware modules, a visual IDE and prototyping material.
Sensor and actuator modules are pluggable and do not require soldering, and no prior
knowledge of electronics is needed. The students were also provided with craft materials
(coloured paper, paper cups, wooden sticks, glitter, glue, etc.) with which to create their
working prototypes in combination with the physical computing kit.

3.3 Sessions

The session lasted about four hours and involved:

1. A refresher session, during which students worked through predefined ac- tivities
that exemplified the functions of TALKOO components and logic functions (as in
Session 1) - 30 min

2. An open-ended activity to build an interactive toy 2 h

A brief activity to demonstrate the function of a motor 15 min

4. An open-ended activity to build an artefact using a motor 1 h

et

Activities (1) and (3) were led by a researcher in collaboration with the class teacher,
who demonstrated how to connect and program the components. During activities (2)
and (4) groups worked independently, but each group was supported by an adult, who
assisted the students with troubleshooting the TALKOO kit and debugging the visual
programming.

3.4 Research Questions, Data Sources and Research Variables

The overarching research aim of this study was to identify human and machine observ-
able differences in student behaviours in groups during CPS. This aim was shaped into
three research questions:


http://www.pelars.eu

20 M. Cukurova et al.

— (RQ1) What are the human observable differences between groups, in terms of the
amount of time spent in different CPS competencies?

— (RQ2) What are the machine observable differences between groups, in terms of
nonverbal indexes of students physical interactivity?

— (RQ3) What constructs of CPS can be identified using the nonverbal indexes of
students physical interactivity?

Data sources and research variables for the first research question

The data source for the first research question takes the form of human collected obser-
vation data. The collection of this observation data was structured by a theoretical
framework developed through previous empirical work: the PELARS CPS framework
[11]. This framework was informed by the OECDs CPS assessment and encompasses
three collaboration competencies (namely, establishing and maintaining shared under-
standing, taking appropriate actions to solve the problem, establishing and maintaining
group organisation) and six problem-solving competencies (namely, identifying facts,
representing and formulating knowledge, generating hypothesis, planning and
executing, identifying knowledge and skill deficiencies, monitoring-reflecting-
applying). The framework has been used to develop an observation protocol and mobile
application that runs on phones, tablets and laptops.

During activities (2) and (4), each group was observed by an adult, who used the
mobile application to code the instantiates of collaboration and problem solving, as
defined by the protocol in the PELARS CPS framework. In order to ensure high level
of agreement between different coders, all coders were trained in a day-long, hands-on
workshop about the CPS competencies and the observation tool we built based on the
framework. The human observers watched student activity and used the tool to mark
the critical incidents that relate to the key dimensions for collaboration and problem-
solving as they occurred. The tool recorded the exact date and time each dimension was
marked by the hu- man observer and we calculated the total amount of time spent on
different dimensions of the CPS competencies.

The data collected with this observation tool was used to define two related research
variables:

TPS (G, Ci) = Percentage of time each group G spent in each competence level Ci
relative to problem-solving, where G = Red, Green, Purple, Blue, Yellow, Black and
i=1,2,3,4,5,6.

TCL (G, Ci) = Percentage of time each group G spent in each competence level Ci
related to collaboration, where G = Red, Green, Purple, Blue, Yellow, Black andi=1, 2, 3.

Data sources and research variables for the second research question

In addition to the human observation data, we also collected video recordings of all of
the empirical sessions. We analysed the video data using two variables that can also be
automatically observed using our multimodal learning analytics system [12]:

(a) students’ hand positions, that can be used to represent their physical engagement
with objects; (b) students face directions, that might indicate their degree of involvement
in the activity (depending on whether they are looking at the manipulated objects, at
other students in their group, or at something outside the activity being carried out).
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Video data analysis was performed by two researchers using a coding scheme, that
is used to inform the future development of the automatic data capture facilities of our
computer vision system. The coding scheme makes use of three digits, 0, 1 and 2 to
represent passive, semi-active and active student states. The active code (2) was used
whenever a student’s hand was active with an object; the semi-active code (1) was used
when a student was not physically active, but their head was directed towards a peer
who was active; and the passive code (0) was used for the rest of the situations. Students
behaviours were coded using ten-second windows. To validate the coding, two coders
applied this coding scheme to all groups video data using the 10- second window. This
procedure was used as a way of testing the reliability of the coding system generated.
Where there was disagreement, the researchers discussed the data and agreed a revised
coding accordingly. Although, there was no objective measure for the inter-coder reli-
ability, thanks to the simplicity of the coding scheme (0, 1 and 2 codes), there were only
a few disagreements between coders.

To use this information in our research questions 2 we defined two research variables,
designed to account for the physical activity for the group and for each individual
student, respectively.

N(G, i) = Percentage of i states in group G, where i = 0, 1, 2 and G = Red, Green,
Purple, Blue, Yellow, Black.

Nj(G, i) = Percentage of i states for student j in group G, where j=1,2,3;i=0, 1,
2 and G = Red, Green, Purple, Blue, Yellow, Black.

Data sources and research variables for the third research question
Finally, for the third research question we to represent the situation of each group at a
given time by concatenating the activity code for each of its student at a given moment.

Fig. 1. Photos that show examples of situations coded as 012, 121, 002, 202
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For example, coding examples for the situations pictured in each of the four photographs
are shown in Fig. 1.

The use of active, semi-active and passive codes provides 27 potential combinations
for three students working together could be at any particular point in time. We cate-
gorized these positions into groups of 10 situations and identified potential predictors
of CPS. Table 1 below presents this categorization (position and situations).

Table 1. Positions, situations and predictors

Potential positions of three students CPS Categorised situations of three students CPS
000 Only 0s (000)

100, 010, 001 Two 0, one 1 (001)
200, 020, 002 Two 0, one 2 (002)
011, 101, 100 Two 1, one 0 (011)
012, 021, 102, 120, 201, 210 One of each (012)

111 Only 1s (111)

002, 020, 200 One 0, two 2s (022)
112,121, 211 One two, two 1s (211)
122,212,221 One 1, two 2s (221)
222 Only 2s (222)

Next, we studied how we can use the learning sciences theories to make sense of
students nonverbal indexes of physical interactions to create further signifiers of students
CPS processes. To this end, we have investigated two concepts, namely (1) group
synchrony and (2) individual accountability.

6]

@

Group Synchrony: The quality of the collaboration is related with the quality of the
relationships of the students within the groups [13]. This relationship quality is
dependent on multiple aspects of group dynamics including reciprocity, impres-
sions about others in the group, the feeling of being a community with other group
members, and the perceptions about mutual dependency to achieve the aim [13].
Some of these psychosocial processes of social interactions might be interpreted
through observation of students physical interactions. For instance, when groups
are working well, students appear to converge their actions such that they move in
unison [14]. In the learning analytics research context, Schneider and Pea [15] found
that students visual synchrony, measured with eye-trackers, positively correlated
with students learning gains. However, this finding was contradicted when it came
to body synchrony. Schneider and Blikstein [16] found that even though gaze
synchrony can be a strong predictor of student learning, body synchrony does not
hold the same properties. In our study, we propose the use of a variable to account
for synchrony in each group, which we define as Syn(G) = percentage of 222 states
in group G, where G = Red,..., Black

Individual Accountability: Individual accountability refers to students making sure
that they undertake their share of the work ad feel personally responsible for the
groups success while others are also undertaking their share in completing the task.
As argued by Slavin [17] in his synthesis of research so far undertaken in the domain
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group goals and individual accountability are the two key features of any successful
group work. In groups that present high collaboration, students engage in promotive
interaction and show a willingness to support each other in their joint efforts to
complete the task and achieve the goal [17]. Therefore there appear to be two main
requirements of individual accountability (1) students should undertake their share
in completing the task, (2) each students share is promoted and acknowledged by
other members of the group. In a learning analytics context, individual accounta-
bility is often considered to be measured with the amount of input generated by
individual students. This satisfies the first requirement of individual accountability.
However, individual students promotion and acknowledgement should also be
taken into account in considerations of individual accountability. In order to inter-
pret students promotion and acknowledgment of each others contribution, we added
the percentage of those situations in which at least one member student is purpose-
fully observing the action taken by a member of the group (221 + 211) and
subtracted those situations in which at least one student is ignoring an action taken
by a member of the group (220, 210, 200). That is, to represent individual account-
ability we have defined the following variable: IA(G) = percentage of 222 and 221
percentage of 220, 210 and 200, where G = Red,...., Black

Independent variable: Classroom Teacher and Facilitators Judgement of Groups
CPS

In order to create an independent variable to categorise the differences between groups
of students, the class teacher and facilitators involved in the activity were asked to use
their expertise and experiences as teachers to judge each groups CPS competence. They
were all asked to watch the video recordings of the six group sessions and to independ-
ently rank groups as high, medium and low competence CPS groups. Then, teachers and
facilitators were brought together to discuss their individual judgments. In their indi-
vidual judgments of the CPS competency of the groups, there were only discrepancies
for two groups. Discussion between teachers and facilitators was used to agree a final
competency value for these two groups. Table 2 below shows the results of this expert
evaluation of groups CPS levels (see Table 2 below).

Table 2. Classification of students’ groups according to their level of CPS

Colour code of group | Teachers’ judgement of CPS competency
Green Low

Red High

Purple Medium

Blue Medium

Yellow High

Black Low
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4 Results

4.1 Identifying Observable Differences in Terms of the Amount of Time Spent by
Student Groups on Different CPS Competencies

As Figs. 2 and 3 present, the red and yellow groups (which were identi- fied as high
competency CPS groups by their teachers) show a more balanced segregation of different
problem-solving activities: they spend their time fairly equally on the different dimen-
sions of collaboration and problem-solving. By contrast, the other groups show unbal-
anced segregation of time spent in different CPS competencies. It appears that green and
black groups (which were identified as low CPS groups by their teachers) spend most
of their time on identifying knowledge and skill deficiencies. They spent very little or
no time on the some of the important stages of problem solving, such as representing
and formulating knowledge, generating hypotheses, and planning and executing.

Red (High) Yellow (High) Purple (Med)
‘m‘ m‘ “
Blue (Med) Green (Low) Black(Low)

16% 21%
' . ‘ ' =2 . 3%

M |dentifying facts ¥ Representing & formulating knowledge ¥ Generating hypothesis
H Planning and executing ™ Identifying knowledge and skill deficiencies * Monitoring, reflecting and applying

Fig. 2. Results for TPS (percentage of time each group devoted to each competency)

Red (High) Yellow (High) Purple (Med)

-

Blue (Med) Green (Low) Black (Low)
36%
L] ishing & maintaining shared under dil Taking appropriate actions to solve the problem ® ishing & maintaining team

Fig. 3. Results for TCL (percentage of time each group devoted to each competency)
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These behaviours might therefore be indicative of a less effective problem-solving
pattern. The data from the red and yellow groups also evidences that they spent similar
shares of time on different aspects of collaboration competencies. The green and purple
groups, by comparison, present a greater difference in terms of the amount of time spent
on the different aspects of collaboration. It appears that groups who had been evaluated
as low CPS competent by human experts spent very little time on establishing and
maintaining team organization, com- pared to other groups.

The experts rated the red and yellow groups to be the high CPS competent groups,
and it may, therefore, be the case that a balance between the different types of problem
solving and collaboration activities is an indicator of effective CPS. Measuring the
different amounts of time spent of key dimensions of CPS appears to be an effective
method for identifying CPS competencies. However, it heavily relies on human obser-
vation of critical incidents. Next, we investigate machine observable features of CPS
behaviours as part of our second and third research questions.

4.2 Identifying Observable Differences in Nonverbal Indexes of Student
Interactivity

Figure 4 above illustrates that the percentage of active states (2) was similar across all
six groups and ranged from 46.4% (Black) to 66.4% (Yellow). It is interesting to observe
that the group with the highest percentage of active code (2), yellow group with 66.4%,
was judged as a high CPS group by human experts. Similarly, the group with the lowest
of active codes (2), black group with 46.4%, was rated by human experts as a low CPS
competency group. However, this result does not lead to the conclusion that high active
code percentage leads to high CPS competency. The other group rated by our experts
as having low CPS competency (green group) had the second highest percentage of
active codes (2), and the other group rated as being high CPS competency (red group)
has the second lowest percentage of active codes (2). This result suggests that the crude
measure of the percentage of active states may not be a suitable indicator for differen-
tiating the quality of the collaboration in the group (i.e. just individual students activity
with objects may not be contributing to CPS overall). However, we also considered if
students passive codes (0) might be a predictor. The red and yellow groups had the lowest
percentages of passive codes (0). By contrast, the green and black groups had the highest

2 (active) ™ 1 (semiactive) 0 (passive)

100%
80% | 46,4%
57,4% 57,7%

66,4% 60,2% 60,9%
60% |
40%
20% -

25,0%
| 7,9% 8,2% 12,6%

20,6%
0%

12,5%

Red (Higﬁ) Yellow (High) Purple(Med)  Blue (Med)  Green (Lov;) Black (Low)

Fig. 4. Percentage of total number of passive 0, semi-active 1, and active 2 codes
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percentages of passive codes (0). This result is surprising because the most researched
and tracked indicators used in learning analytics research are often related to what
students are doing. Our results suggest observing what students are not doing might be
also informative.

We show in Fig. 5 the values obtained for the research variables Nj(G, i). It illustrates
that the individual students in the red and yellow groups get similar values for all the
codes. The rest of the groups, by contrast, show greater differences between each
students individual contributions. In the red group all three partners show a similar
degree of involvement in the activity (2 code), ranging from 53,1% to 62,2%. However,
in the green group there is a greater difference in the degree of involvement (for S3 it is
$23.1% to and for S2 is 82,1%). Clearly, in the red and yellow groups all members were
contributing to the task similarly active ways, while in the other two groups students
physical interactions were more passive and varied more.

0 (passive) M1 (semiactive) M2 (active)
100%

23,10%

80% 37,50%

48,33%
53,10% 53,33%
57,00% 58,93%
62,20% 62,32% 63,30%
70,20% [ 66.67%

60% 79,10% 82,10%

40%

20%
2,10% 1933

15,18%
920% 630 s,sox 797% esa% 10aa% 1350% 1161%  1071%

[
s1 S2 \ s3 s1 S3 s2 | s3

red (High) Yellow(ngh) Purple(Med) BIue(Med) Green (Low) slack(Low)

Fig. 5. Percentage of individual students number of passive 0, semi-active 1, and active 2 codes

4.3 Identifying Potential Predictors of CPS

Figure 6 presents the CPS rating of our human experts for each group and the percentages
of different categories of situations. Note that the last two rows in this table correspond
to the values of the proposed variables to measure the synchrony Syn(G) and individual
accountability IA(G), as defined previously.

The first feature that can be identified in Fig. 6 is the total percentage of time that
each group spent off-task (represented by the code 000) and the total percentage of time
each group spent observing their teacher or a facilitator intervention (represented by the
code 111). We can see that the percentage of off- task situations is very low, ranging
from 0.4% in the yellow group to 7,4% in the purple one. Also, the low percentage of
111 states indicates little intervention from facilitators or teachers occurred. Perhaps
more interestingly, the respective values of the two proposed measures, synchrony
SYN(G) and individual accountability IA(G), show that groups rated by experts as being
high CPS competent appear to have high percentages for both constructs. For instance,
the red group spent 24.50% of their time in synchronized activity, whereas the green
group only spent 5.4% of their time in synchronized activity. Similarly, for individual
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Red Yellow Purple Blue Green Black
000 2.40% 0.50% 7.4% 6.4% 3.6% 4.2%
111 5.50% 0.00% 0.0% 0.0% 0.0% 2.5%
001 0.90% 1.00% 0.0% 0.0% 0.9% 2.5%
002 3.10% 5.10% 7.4% 11.2% 8.0% 16.7%
011 0.90% 1.00% 0.0% 0.0% 0.0% 1.7%
012 5.00% 10.30% 9.6% 11.2% 7.1% 8.3%
022 2.80% 12.80% 18.8% 8.0% 27.7% 25.8%
211 24.90% 15.90% 25.7% 26.4% 24.1% 18.3%
221 30.10% 36.40% 20.1% 24.8% 23.2% 11.7%
SYN (G) 24.50% 16.90% 11.0% 12.0% 5.4% 8.3%
1A (G) 44.10% 24.10% 10.15% 20.80% 4.46% -20.83%
f;‘g%‘;‘i‘éfnl‘r"ztt‘e‘;fcy High High  Medium  Medium  Low Low

Fig. 6. Percentages of the different situations across the six groups

accountability, yellow groups calculated value is 24.10%, whereas for the green group
this value is 4.5%. These results reveal an interesting correlation between the CPS quality
of a group as judged by our human experts and their synchronization and individual
accountability values calculated via nonverbal indexes of students physical interactivity.
In the previously cited study [16], the researchers studied dyads collaborating remotely
and found that body synchrony might not correlate with collaboration. However, the
dynamics of three students working together in the same physical space on an open-
ended task appear to be different.

5 Discussion and Conclusions

This paper reports an empirical study of young students engaging with CPS activities.
We present several methods for identifying differences in groups CPS behaviour in PBL
activities, based on human observation and students hand and head position data. We
show that machine observable nonverbal indexes of student behaviours may be used to
interpret certain educational constructs that are fundamental to CPS processes, such as
individual accountability and synchronisation. The differences in group behaviours,
presented by our data, provide evidence to support the suggestion that there might be a
relationship between the competency of a groups CPS and their human and machine
observable behaviours. This relationship requires further investigation, but our initial
results are encouraging for those involved in the design of Learning Analytics. In this
section, we discuss the answers to our research questions based on the three results
sections presented above.

Our initial research question was to identify whether there are observable differences
between group behaviours in terms of the amount of time spent on different CPS compe-
tencies. We used human observation data to answer this question and our results show
clear differences between groups. Specifically, the high CPS competent groups spent
more or less an equal distribution of time on their problem-solving stages. Whereas, the
low CPS competent groups spent most of their time in identifying knowledge and skill



28 M. Cukurova et al.

deficiencies, whilst spend- ing very little time or no time on other important aspects of
problem-solving including, identifying facts, generating hypotheses, and representing
knowledge. Although, appear to be effective, such human judgment based methods are
hard to detect via learning analytics tools. However, such investigations of fine-grained
actions of CPS can be used as tools to support the identification of knowledge distribu-
tions, to support the communication of knowledge inside groups, and, as a consequence
of the cognitive group awareness, to facilitate organizational tasks. They can also be
used to inform open learner models, to improve students reflective practice.

Our second research question required that we investigated the potential of students
physical activity data, which is based on their hand and head positions. The results show
that our coding scheme can provide useful data to identify group differences. First, these
differences can be used to identify which students were left out or excluded from the
CPS process. Second, and perhaps more importantly, the results show that, in high
competent CPS groups, all students percentages of active, semi-active and passive scores
overlapped and presented similar figures. However, in low CPS competent groups, indi-
vidual students data did not illustrate similarities. In their early research Damon and
Phelps [18] introduce two terms: equality and mutuality. Equality is a situation where
participants are equal in status and participate in a two-way dialogue taking direction
from one another; and mutuality is a situation where high mutuality means that discourse
is extensive, intimate and connected. Authors argue that CPS should be high in both
equality and mutuality. Looking at the results presented in Fig. 6, some groups present
more symmetrical individual contributions than others, which might reflect their effec-
tive CPS competencies in terms of their equality and mutuality.

Finally, our results show that students hand and head position data can be used to
interpret group synchrony and individual accountability. Groups who were rated by
human experts as having high CPS also presented a high percentage in group synchrony
and individual accountability. We argue that the results of such differences, particularly,
when they are triangulated with the data from other sources, may be used to identify
effective CPS in an analytical and subjective way.

This exploratory study was limited to a small number of groups and, there- fore, the
results reported in this research paper should be approached with caution and we do not
suggest that they are conclusive. However, we see the work presented here as an oppor-
tunity to lay the groundwork for future studies researching CPS in real-world environ-
ments under three research themes. First, our simple coding scheme of students active,
semi-active and passive positions can inform the design of automated analysis systems
of CPS from video data. Second, this study can inform the research in supervised
machine learning approaches to automatically categorise students’ CPS competences
based on acquired multimodal data [19]. The observable features of CPS identified here
can be used to label training data for algorithms. Third, human and machine observ-
able features of CPS can be visualised with the purpose of improving reflective practice
of students during their skill development activities.
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Abstract. Collaborative problem solving (CPS), as a teaching and learning
approach, is considered to have the potential to improve some of the most
important skills to prepare students for their future. CPS often differs in its
nature, practice, and learning outcomes from other kinds of peer learning
approaches, including peer tutoring and cooperation; and it is important to
establish what identifies collaboration in problem-solving situations. The iden-
tification of indicators of collaboration is a challenging task. However, students
physical interactivity can hold clues of such indicators. In this paper, we
investigate two non-verbal indexes of student physical interactivity to interpret
collaboration in practice-based learning environments: equality and
intra-individual variability. Our data was generated from twelve groups of three
Engineering students working on open-ended tasks using a learning analytics
system. The results show that high collaboration groups have member students
who present high and equal amounts of physical interactivity and low and equal
amounts of intra-individual variability.

Keywords: Collaborative learning - Problem-solving - Indexes of physical
interaction - Behaviour patterns

1 Introduction and Research Questions

Collaborative problem solving (CPS), as a teaching and learning approach, has
potential to provide opportunities to learners to practice and improve skills that are key
to their future success in life. In addition to skill development, CPS can allow students
to apply their knowledge, to explain it clearly to others, to synthesize it with fresh
knowledge and knowledge from other subject areas [1]. CPS, therefore, helps learners
acquire important subject knowledge. However, the research evidence from meta-level
reviews shows that such improvement in skills and knowledge specific to CPS is rare.
There is good evidence that well designed and managed peer learning, conducted by
learners who have sufficient knowledge and skill and supported by teachers who also
have the requisite skills, has a positive impact on learning including attainment in
science [2, 3], mathematics [4], literacy [5] and upon learner attitudes [6]. However,
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this evidence is generated from meta-analyses and reviews of research based on studies
examining peer-tutoring, cooperative learning, collaborative learning and collaborative
problem-solving all together.

Although, these concepts are related, they are not synonymous. Clear distinctions
were drawn between such group work pedagogies in theory (See for instance [7, 8]).
These distinctions are seldom found in research papers and reviews of empirical work.
However, they are important as different pedagogical approaches to students learning
together, have different quality and degree of interaction and differ in their likelihood of
achieving certain learning outcomes. For instance, collaborative and cooperative peer
instructions are found to be more suited to students conceptual understanding, whereas
peer-tutoring activities were found to be more appropriate for practice using concepts
already acquired [9]. If the learning outcome of a session is to master a particular task
that can be divided into sub-tasks, which can be achieved by individual students,
cooperative learning, in which the learning group tackles the problems by dividing up
the responsibility, may be more appropriate. Examples of such cooperative approaches
involve jigsaw method [10] or the Sharan method [11].

On the other hand, if the task or the problem at hand cannot be achieved by any
individual students on their own, then a collaborative learning approach is required,
because it is particularly effective when solving problems that impose a high cognitive
load [12]. As argued by Kirschner et al. [12] cognitive load theory suggests that
collaborative learning may be effective for solving such problems and tasks that cannot
be solved by any of the individuals in the group on their own, because it reduces load at
the level of working memory within the minds of the individuals concerned. It was also
showed in an experimental study [13] that collaborative learning was superior for
high-complexity tasks, but inferior for low-complexity tasks. However, in practice,
there is wide variation in group work with a lack of clarity regarding the impact of such
variations on the intended learning outcomes and as argued by Damon and Phelps [7]
“such lack of clarity places the credibility and educational usefulness of the entire
enterprise of peers learning together at risk”. This lack of clarity becomes even more
ambiguous in practice-based teaching and learning environments due to the dynamic
nature of the educational setting.

In this research study, we investigate two research questions aiming to provide
more clarity to this variation in implementation of group learning in practice-based
learning environments.

— RQI. Can equality of physical interactivity and intra-individual variability be used
as non-verbal indexes of collaboration in practice-based learning? Related to the
first research question, our second research question is;

— RQ2. What amounts of physical interactivity and intra-individual variability rep-
resent collaboration in practice-based learning?

The proxies of student collaboration are often studied with verbal indexes [14, 15].
Nevertheless, the work discussed in this paper is based on a FEuropean project
(PELARS) in which one of the aims is to develop learning analytics tools for hands-on,
open-ended STEAM (Science, Technology, Engineering and Maths teaching through
the means of Art) learning activities using physical computing. The project has
developed a software system that includes customized furniture with an integrated
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Learning Analytics System (LAS), that includes devices for tracking hands, faces and
objects, and an Arduino platform with a visual web-based Integrated Development
Environment (IDE), that captures information about interactions with these physical
computing objects [16]. In this paper, we study non-verbal indexes of students physical
interactivity. This is due to the challenges related to the collection and analysis of
students’ verbal indexes in dynamic practice-based learning environments.

2 The Importance of Collaboration and Problem-Solving
Skills

One of the fundamental purposes of education is to support the teaching and learning
process, so that each person is supported to achieve their potential. Although there are
differences of opinion about what should be taught and how the teaching process
should be conducted, there is some sense of agreement that the aim of education is to
ensure that learners are equipped to meet their future needs, both in employment and
generally in life. This perspective on education highlights the important role played by
the skills that will be needed during the lifetime of students. More recently, these skills
have been referred to as the 21st century skills [17], referring to the century in which
current students will be living. There is no unanimously recognized definition of 21st
century skills and various different suggestions exist. For example, the World Eco-
nomic Forum (WEF) has proposed 16 skills [18], including collaboration and problem
solving. A recent report from the UK Institute of Directors (2016) [19] stressed the
need for schools to move away from the skills that are easiest to teach and test, because
these are also the easiest to automate and therefore likely to be the least in demand in
the workplace. They identified various skills as important including communication,
collaboration and teamwork. These skills are essential for current and future work
environments and they are key requirements of future education and training across the
globe. Peer learning is intertwined with all the aforementioned key skills and is an
increasingly common teaching approach to improve students 21st century skills.
However, as we discussed in the introduction different practices of peer learning may
lead to different learning outcomes, including different levels and types of skill
development, as they involve different types and levels of student interactivity.

For instance, equality and mutuality are two indexes of student interactivity used to
distinguish between three approaches to peer learning: peer tutoring, cooperative
learning and collaborative learning. Equality refers to a situation where participants are
equal in status and participate in a two-way dialogue taking direction from one another,
while mutuality refers to a situation where high mutuality means that discourse is
extensive, intimate and connected. As argued by Damon and Phelps [7] peer tutoring
tends to foster dialogues that are relatively low on equality and varied in mutuality;
cooperative learning foster ones that are relatively high in equality and low to moderate
in mutuality; and peer collaboration fosters ones that are high in both. More recent
researchers echo similar ideas. For instance, Dillenbourg et al. [20] use the concept of
symmetry and argues that collaborative learning requires some sense of symmetry in
terms of students knowledge and skills as well as their contribution to interactions.
Identification of different approaches is key to create and apply learning tasks that
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achieve their intended learning outcomes (both in terms of skill development and
knowledge) with more precision. One potential solution to identifying and differenti-
ating these different approaches to students working together as a group in
practice-based learning environments is to use indexes of students physical interac-
tions. In this paper, we investigate two indexes of physical interactivity in order to
identify unique features of collaborative problem solving in practice-based learning:
(a) equality of students physical interactivity, and (b) intra-individual variability in
students physical interactivity in practice-based learning activities.

The concept of equality is fairly self-explanatory and not novel to this research
domain. However, students’ intra-individual variability to our knowledge has not been
investigated in the contexts of students’ CPS in practice-based learning. As emphasised
by various other researchers CPS tends to be inherently interactive, interdependent, and
dynamic [21, 22]. CPS can only occur if the students attempt to create a common ground
about the problem/task they are dealing with [23]. The establishment of such shared
understanding occurs through students communication and interaction with each other
about the meaning of the problem/task. Creation of a common ground among group
members is based on students ability to understand behaviours, cognitions, and attitudes
of other participants and oneself and to translate this understanding into appropriate
behaviour in social situations [24]. In this dynamic context, the establishment of a
common ground involves continuous correction of students performance based on
reactions of others during social exchanges [25]. This continuous correction and change
in behaviours require a dynamic systems approach [26] to students physical interactions,
as therefore we argue that the investigation of students’ intra-individual variability may
generate insights into students’ CPS in practice-based learning activities.

3 Methodology

3.1 Participants

The study discussed in this paper involves 12 sessions of groups of 3 Engineering
students at a European University (average age 20 years old, with 17 men and 1
woman). Students were volunteers to take part in the research and they had no formal
CPS training in the past. However, they all declared that they have experience of
working in groups as part of their university courses. Each student group used the
PELARS project system hardware, software and desk over 3 days, to complete 3
open-ended tasks.

3.2 The Task

The students were introduced to the PELARS project system and introduced to their
first task. Task 1 required students to design and prototype an inter-active toy. Task 2
required students to design and prototype a colour sorting machine, and Task 3
required students to design and prototype an autonomous automobile. No specific
instructions about the timing of these phases were given to students and sessions lasted
between 33 and 75 min (with the median of 63 min).
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3.3 Data Collection and Analysis

All sessions were video recorded through the PELARS learning analytics system. This
video data was analysed by two researchers using a very simple coding scheme, which
was designed to inform future automatic video analysis.

The coding scheme makes use of three digits, 0, 1 and 2 to represent passive,
semi-active and active student physical states, respectively. The active code (2) was
used whenever a student’s hand was active with an object; the semi-active code (1) was
used when a student was not physically active but their head was directed towards a
peer who was active, or to the object he/she was manipulating, or to the screen; and the
passive code (0) was used if a students hands were not physically active with any object
and their head was directed towards a different position than any of their peers who
were active. Students behaviours were coded using thirty seconds windows. Therefore
the variable used for our research questions is the activity index Al, which takes values
0, 1, 2 and is defined in Eq. 1:

AI(S, G,t) := Activity code of student S of group G attime t (1)

where S=1,2,3;G=A, ..., L and t = 30, 60, 90...

For example, in the situation represented by the photo shown in Fig. 1, the student
to the left is coded as 2, while the other two students are coded as 1. To validate the
coding, two coders applied this coding scheme to all groups video data using 30-second
windows. Where there was disagreement, the researchers discussed the data and
revised their coding accordingly. Thanks to the simplicity of the coding scheme, there
were only a few differently coded 30 s windows, and these were resolved easily
through discussion. This discussion involved playing the window again together to
decide on the final code.

Fig. 1. A moment during students’ work to exemplify the coding scheme
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3.4 Observer Analysis of Collaborative Problem Solving Competencies

In addition to the data capture facilitated by the project system, human observers
analysed student interactions as they happened using an analysis framework [27], based
on OECDs work on CPS [28]. The analysis framework has three key dimensions of
collaboration (Establishing and maintaining shared understanding, Taking appropriate
actions to solve the problem, Establishing and maintaining team organisation), and six
key dimensions of problem-solving (Identifying facts, Representing and formulating
knowledge, Generating hypotheses, Planning and executing, Identifying knowledge
and skill deficiencies, Monitoring, reflecting and applying). The human observer
watches student activity and uses a mobile tool to mark the critical incidents that relate
to the key dimensions of collaboration and problem solving as they occur [29]. The tool
also records the exact date and time each dimension was marked by the human
observer. Using this framework student groups were ranked as high, medium and
low-level collaboration groups. The ranking was done based on threshold values of the
frequency of critical incidents, and this ranking was used as an independent variable for
the analysis presented in this paper.

4 Results

Table 1 shows the classification of the different groups using the observer coding.
Groups D, F and J were coded as the highest CPS groups, whereas B and K were coded
as the lowest CPS groups.

Table 1. Classification of students’ groups according to their level of CPS

Group Code | Level of CPS competency
Medium
Low
Medium
High
Medium
High
Medium
Medium
Medium
High
Low
Medium

CRCTTDammg QW >

4.1 Equality of Students Physical Interactivity

In order to answer our first research question, we first investigated the extent to which
the degree of equality observable in the students physical interactivity can be used as a
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non-verbal index to interpret collaboration in practice-based learning activities. To this
end, we defined new research variables (Eq. 2):

Nj(G, 1) := Percentage of i states for studentj in group G (2)

wherei,j=1,2,3and G=A, ...,L

Figure 2 presents the coding of each students physical interactivity and illustrates
that some groups showed more equality (e.g. groups I, J, D) than others. The distri-
bution is irregular (e.g. groups B, E) and identifies the students who were more
engaged (e.g., student S1 in group F) and students who were less engaged (e.g. student
1 in the A group). In order to have a better idea about the equality of students physical
interactivity, we looked at the mean scores of their codes. Table 2 presents these results
and indicates in dark grey the groups which were identified by the observer as high
CPS groups. The groups identified as lower CPS are indicated by a lighter shade of

grey.
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Fig. 2. Percentages of individual student’s number of passive 0, semi-active 1, and active codes 2

As the results above show, those groups coded as high collaboration groups by
human observers had higher mean scores for physical interactivity than those coded as
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Table 2. Mean activity index per student, standard deviations, average mean and total mean
differences

Group A Group B Group C Group D Group F

low collaboration groups. Considering the practice-based structure of the learning
activity these results are not surprising. However, a finding that becomes clear from
Table 2 is that the groups rated as high collaboration groups have member students
whose physical interactivity mean scores are similar. By contrast, the groups rated as
low collaboration groups have member students whose mean scores for the physical
interactivity of each student are more varied. For instance, in group D, which was
coded as a high collaboration group, the mean scores for the member students physical
interactivity were sl = 1.60, s2 = 1.70, and s3 = 1.75; and the average of differences
between the three students physical interactivity scores was 0.31. On the other hand,
the mean physical interactivity scores for member students of group B, which was
coded as one of the low collaboration groups, were s1 = 1.07,s2 = 1.12, and s3 = 1.71
and the average of the differences between the three students physical interactivity was
1.27. The difference in physical interactivity scores for group B is approximately four
times bigger than the average differences in the high collaboration group D. These
results suggest that equality of students physical interactivity is a potential indicator of
collaboration in practice-based learning activities. It is important to note that when the
students physical interactivity is low, for instance, as in the case of the group K, which
had the lowest average mean score for physical interactivity among all groups, then the
ratio of the differences in scores by member students between low collaboration and
high collaboration groups does not hold. The level of activity is too low.

4.2 Intra-individual Variability of Students Physical Interactivity

The second potential non-verbal indicator of collaboration we investigated is the
intra-individual variability of students physical interactivity. Intra-individual variability
refers to the amount of change in every single students behaviour between two
sequential time windows. The cause of these changes were not taken into account and
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we used a simple statistical formula to calculate it as the mean sequential squared
difference M. This formula is presented in Eq. 3:

1 N-1

M = FZ (kal - Xk)2 (3)

k=1

We consider M as a good method to calculate students intra-individual variability,
as it represents the mean value of the total amount of changes in students physical
interactivity. Table 3 shows the computed M for each student, together with the total
group differences. Then the total differences values T are calculated by summing the
differences of three students M values using the formula defined in Eq. 4.

T:= (Mmax - Mmid) + (Mmax - Mmin) + (Mmjd - Mmin) (4)

Results show that high collaboration groups show lower M values, whereas low
collaboration groups show higher M values. If we look at the average differences of
individual students M scores, high collaboration groups appear to have the smallest
three figures (Group D = 0.09, Group F = 0.33, Group J = 0.10), whereas low col-
laboration groups have the highest two figures (Group B = 0.64, Group K = 1.11). The
low M values can be achieved if students continue their level of physical interactivity
for longer periods of times, rather than having frequent changes in their interactivity.
Figure 3 illustrates the chronological changes in M value for Group F, assessed as
being a high CPS group and Group K, assessed as a low CPS group.

Table 3. M values per group and student and group M differences

oup A oup B oup oup D oup oup
Assl|As2| As3[B.sl |B.s2|B.s3[Cis1|Cs2|Cas3 Esl |[Es2 | E.s3
MSSD 0.5410.61]0.83[0.52|0.61|0.84 [0.68]0.89 | 0.51 0.27]0.53]0.42
Total diff. 0.57 0.64 0.58 0.51
oup oup H oup oup oup K oup
G.s1|G.s2|G.s3 |H.sl |H.s2|H.s3|Lsl | Ls2 | Ls3 K.sl|K.s2 |K.s3|L.sl |L.s2|L.s3
MSSD 0.60]0.41]0.63(0.73]0.76 | 0.45[0.77 ] 0.58 | 0.72 0.98]0.92]0.430.82|0.60| 0.54
Total diff. 0.44 0.63 0.38 1.11 0.55

One potential explanation for continuing on the same action is that, students have a
sense of mutual understanding of the task/problem they are working on. When such
mutual understanding does not occur among group members, their actions may appear
to vary more often as they stop and start their physical activities more frequently. The
importance of mutual understanding as a dimension of collaboration has been recog-
nized by other researchers (e.g. [30-32]). And the magnitude of change in physical
interactivity measurement may be one option to interpret this mutual understanding.
Our results suggest that the intra-individual variability of students physical interactivity
is another potential indicator of collaborative problem solving in practice-based
learning activities.
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Group F: Intra-student variability of Activity
Student 1 = Student2 = Student3
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Group K: Intra-student variability of Activity
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Fig. 3. Chronological changes of M in high and low CPS groups

5 Discussion

Students knowledge acquisition is important. However, students must also be able to
apply this knowledge, to explain it clearly to others, to synthesize it with newly
acquired knowledge from the same or other subject areas. They must also be able to use
their knowledge to solve problems collaboratively. Subject specific knowledge and
routine cognitive skills are the easiest to be automated with technology and these alone
are no longer enough in the modern workplace. As science and technology continue to
progress the notion of a body of knowledge will increasingly be something that will be
distributed amongst multiple intelligences, both human and machine. It is therefore of
great importance that young people should acquire appropriate collaboration skills to
be able to solve problems and tasks that neither of the multiple agencies (including
human and machine) of the future would be able to solve on their own.

However, acquisition of CPS skills requires purposeful practice of collaboration in
settings that differ from uncollaborative group work or other peer learning settings
including cooperation and peer tutoring approaches. Hence, the identification of indi-
cators of collaborative problem-solving and their support have great importance to the
researchers and practitioners of the research community. In this paper, we investigate
the potential of two non-verbal indexes of students physical interactivity, to identify the
level of collaboration in groups of students. Our first research question was: Can
equality of physical interactivity and intra-individual variability be used as non-verbal
indexes of collaboration in practice-based learning? Our results show that both the
measures of students equality of physical interactivity and measures of intra-individual
variability are useful indexes of students physical interactivity that can be used to
evaluate the level of collaboration in a group. Related to this question our second
research question was: What amounts of physical interactivity and intra-individual
variability represent collaboration in practice-based learning? Analysing the data from
twelve groups of Engineering students working in groups of three in open-ended
practice-based activities, we found that students in groups that had been evaluated by a
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human observer as being high collaboration groups have member students who have
high and equal scores for physical interactivity and low and equal scores for
intra-individual variability.

These results are aligned with the existing research findings in the field. For
instance, earlier research on peer learning shows that collaborative groups are high in
equality and mutuality [7], they move in unison [33, 34], they present symmetry in
terms of their status and contributions [35], and they are synchronised in their gaze
[36]. In addition to these concepts, we argue that, students intra-individual variability in
their physical interactivity is an important indicator of collaboration in practice-based
learning and it may reflect the mutual understanding between students in a group.

We must point out the limitations of this work as well as its potential benefits. The
evaluation of student performance through concepts such as, equality and
intra-individual variability is only one small part of understanding how good a student
is at CPS. The CPS process is much more complicated than any of the existing
statistical measures of performance, particularly when it comes to complex learning
environments of practice-based learning. However, these statistical measurements can
act as useful indicators of potential success or failure of collaboration. Although our
results are derived from twelve groups of three students, which can be considered as a
small sample size, they are promising and we aim to investigate them further with
larger sample sizes.

6 Conclusions

In this research paper, we present two non-verbal indexes of students physical inter-
activity that can be used to interpret the collaborative nature of their practice-based
activities. Students in collaborative problem-solving groups show high levels of
physical interactivity and low levels of intra-individual variability. Both of these
indexes present smaller ranges in high collaboration groups when compared with low
collaboration groups. Our simple coding scheme of students active, semi-active and
passive positions is a practical and valuable approach that can inform the design of
automated analysis systems. Hence, future research could involve attempts to automate
this process of coding and provide real-time feedback to students and teachers about the
collaborative or non-collaborative patterns of their physical interactivity during their
learning activities. These results would have multiple implications both for the design
and implementation of peer learning activities in classrooms and they would increase
the accuracy and timeliness of teacher interventions. We argue that the most effective
and efficient education can be provided through combining the statistical analyses of
student performances with teachers expert instinctive judgment of the learning situa-
tions. Nevertheless, it would be wrong to rely only on such instinctive judgment, in the
same way that it would be wrong to rely only on similar statistical calculations to these
presented in this paper.
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Abstract. Starting from the presumption that writing style is proven to be a
reliable predictor of comprehension, this paper investigates the extent to which
textual complexity features of nurse students’ essays are related to the scores they
were given. Thus, forty essays about case studies on infectious diseases written
in French language were analyzed using ReaderBench, a multi-purpose frame-
work relying on advanced Natural Language Processing techniques which
provides a wide range of textual complexity indices. While the linear regression
model was significant, a Discriminant Function Analysis was capable of classi-
fying students with an 82.5% accuracy into high and low performing groups.
Overall, our statistical analysis highlights essay features centered on document
cohesion flow and dialogism that are predictive of teachers’ scoring processes.
As text complexity strongly influences learners’ reading and understanding, our
approach can be easily extended in future developments to e-portfolios assess-
ment, in order to provide customized feedback to students.

Keywords: Health care - Nursing school - Textual complexity - Infectious
diseases and hygiene - Case analysis

1 Introduction

The reflective turn in nurse training has gained popularity and interest, as in any profes-
sional fields pertaining to the “helping professions”, such as teachers, midwives, psycho-
logical counseling or social work [1]. The instructional models guiding their training
have progressively abandoned the apprenticeship image, where the trainee has to do
what the mentor does or tells. Even though simulations can be used to train nurses,
higher-level mentoring models, involving either reflections — the trainees understand
why they perform certain tasks, and which ones —, or competencies — the trainees do
what they can, in reference to a set of “best practices” or a competency framework, are
most often promoted to support the building of sound nursing practices [2].
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In consequence, and towards a more meaningful articulation between theoretical and
practical knowledge, the assessment of complex professional skills is processed through
critical thinking-based examinations of case studies [3], or creation of portfolios of
actual competencies [4]. This approach of assessment aims at capturing the professional
reflection of students when mastering their skills.

In addition, critical thinking has become a key skill in many professional training
sectors [5], like nursing. This profession requires a wide range of skills (e.g., patient
care, interpersonal skills, hygienic precautions, drug calculations, and safe lifting) [6].
Some of these skills are highly anchored in body and motor experience; others require
accurate observations, analysis and problem-solving skills. For instance, the French
curriculum of nursing schools requires students to write reflective essays, so-called
“situation analyses”, which refer to their professional placements. The main pedagogical
goal of this activity is to foster students’ abilities to extract the main variables of the
situation, so that they solve problems and elaborate the most adequate solutions. In brief,
they become able to use scientific, technical, procedural knowledge in order to develop
fully professional nursing abilities. However, as many researchers pointed out [7],
developing portfolios or critical thinking without mentoring is useless: students need
guidance to extract and analyze relevant pieces of knowledge, manage plans for
improvement, and link assessment and practice [8].

Despite its interest in developing professional expertise, the assessment of portfolios
or essays stemming from case studies is seldom performed for two reasons. First, the
cognitive processes engaged by teachers during assessments are subject to little research
[9]. Second, essay grading is time-consuming and there is a limited set of potential
computer-based procedures to support this demanding process. Recent advances in
Natural Language Processing (NLP) make it possible, at least partially, to automatically
assess students’ skills through some proxies, like the textual formulation of their abilities
or reflective thoughts on a professional situation. Teachers would use these proxies, once
identified, to assess the quality of essays in large-scale educational contexts, like univer-
sity exams or MOOCs. Moreover, this would encourage course designers to progres-
sively abandon the frequently-used Multiple Choice Questionnaires (also used in nurse
training [10]), which are less prone to capture higher-level thinking processes.

Thus, our aim is to create and validate an extensible and adaptive automated method
of evaluating student’s case studies. More specifically, our approach is to consider that
the analysis of the students’ textual production can predict their teachers’ grades. This
approach is in line with the reflective approach, which prescribes that professionals are
able to verbalize their thoughts and decisions, and that, in turn, their verbalizations are
subject to a fine-grained analysis to predict which competence is acquired. Therefore,
our research question is to examine to what extent an automated assessment approach
of nurse students’ essays can help teachers assess their professional abilities. Within the
conducted analyses, we used ReaderBench, a multi-language and multi-purpose system
to assess the textual complexity of the students’ essays [11, 12]. Moreover, we chose to
focus in this study on the domain of infectious diseases and hygiene, of crucial impor-
tance in nurse training. This domain is closely related to the quality of the care persons
receive, their health and their well-being, as well as biology (relationships with infec-
tious agents).



How Well Do Student Nurses Write Case Studies? 45

In the rest of this paper, we focus on ways to automatically assess health care training
(medical and nurse studies), as well as on textual complexity measures to quantify
students’ essay quality. Afterwards, we introduce to the main components of our study,
followed by results, discussions, and conclusions.

2 Automated Assessment Approaches in Health Care

A posteriori semi-automated e-portfolios assessments are frequent in the literature [13],
but they rely on qualitative research-focused systems like NVivo [14]. However, systems
that rely on more integrated, automated, and quantitatively oriented data are consider-
ably scarcer. CONSPECT [15] is a blog-based automated assessor which uses NLP and
Network Analysis techniques to evaluate the conceptual development of medical
students. The system takes as input students’ blog writings and displays a network of
the main concepts they used. It also can automatically compare the evolution of the terms
used by a given learner to other students, or domain experts.

A more recent study [16] aimed at devising an LMS-based system to provide an
automated assessment of e-portfolios, upon raw statistical features like word count or
number of images. A first comparison of human vs. machine grades of 12 e-portfolios
yielded promising results (r = .67). Another study [17] argues that e-portfolios enhanced
with learning analytics can potentially increase the quality and efficiency of workplace-
based assessment and feedback in professional education.

However, none of the previous approaches models the extent to which teachers are
sensible to textual features encountered while reading, nor accounts for more sophisti-
cated and semantically-related textual features.

3 Textual Complexity and Assessment

The complexity of texts, or their level of sophistication, is an important educational
issue, either for the selection of texts for reading purposes [18], for understanding
academic materials [19], or merely for assessing text difficulty [20]. Despite some
attempts [21], little has been done so far to uncover the relationships between the
students’ writings (e.g., essays, reflective thoughts, portfolios) and the grades that were
given by teachers or experts.

Seminal research [22, 23] showed that very shallow textual features of a document
(e.g., number of characters, words, sentences, paragraphs and length of words and
sentences) are good predictors of human grades. More extensive research on lexical,
syntactic, and semantic levels [24] showed that essay quality increases as both lexical
and syntactic text levels increase, whereas semantic-based cohesion indices (word or
sentence-based) are negatively correlated with essay quality. Moreover, a recent
research [25] processed about 560 master and bachelor theses, analyzing a wide range
of textual complexity features (from lexical to semantic levels), and linking them to their
assigned grades. The results showed that the correlation between these two variables
was low, but this was mainly due to the skewed grade distribution and to the difficulty
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in selecting the most adequate criteria beforehand, which would best predict the assigned
grades.

Since teachers, while scoring an essay, have access to the reading material assigned
through the reading task, it is now well documented that its textual features may likely
influence their scoring. So far, lexical and syntactic levels’ quality is known to positively
influence human judgments; more investigations are to be performed on semantic levels
(i.e., cohesion-based).

4 Research Question

While perusing students’ essays for assessment and scoring purposes, teachers are
mostly focused on the usage of domain concepts and the manner in which they are related
to the task at hand. Our research question is to understand to what extent teachers are
also sensitive to other features, like textual complexity at several levels (lexical,
syntactic, semantic, dialogical). To that aim we first computed a wide range of
complexity indices, followed by a Discriminant Function Analysis (DFA) to analyze to
which extent our model can classify students’ grades. As Attali [26] put it, we can
consider this large number of complexity indices as “black boxes” that are related to
essay quality, though not individually interpretable per se.

5 Method

5.1 Participants

Forty essays written by 1°-year nurse students as case studies of ‘infectious diseases and
hygiene’ were randomly selected. For homogeneity purposes, we excluded essays from
repeating students and essays from students having completed medicine studies during
the previous year.

5.2 Textual Complexity Assessment with ReaderBench

We used ReaderBench [11], a multi-language and multi-purpose NLP framework,
designed to be an educational helper for students, teachers, and tutors. ReaderBench
takes as input a wide range of educational productions (e.g., essays, explanations,
discussions) and automatically assesses features, like the main concepts used, knowl-
edge-building contributions, comprehension prediction, topic extraction, or textual
complexity assessment. ReaderBench makes use of Cohesion Network Analysis [27]
which harmoniously integrates semantic distances from WordNet with similarity meas-
ures derived from semantic models (i.e., Latent Semantic Analysis, LSA, and Latent
Dirichlet Allocation, LDA), trained on our custom text corpora. Thus, we gathered a
nurse-centered corpus for the analyses to account for the specificity of the vocabulary
usage. We selected 9 documents on infectious diseases and hygiene, of about 273 pages
comprising of 133,000 words, compliant with the French nurse training competencies
framework. This corpus was added on top of a more general corpus (one-year issues of
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the French newspaper Le Monde; http://Isa.colorado.edu/spaces.html), and was used to
train new semantic models integrated in the ReaderBench framework.

Of particular importance to the rest of this paper is the measure of document flow,
coined in [28]: a “measure of a document’s structure derived from the order of
different paragraphs and of the manner in which they combine to hold the text
together”. (id., p. 765) This is an aggregated measure based on the identification of
paragraph relationships in terms of semantic relatedness that captures global cohe-
sion. Besides a wide variety of textual complexity indices presented in detail in
previous papers [11, 29], ReaderBench integrates specific measures derived from the
polyphonic model [30], inspired from Bakhtin’s dialogism [31]. According to this
model, interanimating ‘voices’, in a generalized way, are coherent points of view
over semantically related concepts. Therefore, these indices take into account the
distribution of ‘voices’ as well as their co-occurrence patterns [32]. Derived from
dialogism, voices are operationalized as semantic chains and can be perceived as
recurrent points of view or emerging topics that span throughout the document.

We ran on ReaderBench a multi-dimensional analysis of textual complexity indices
adapted for French language, integrating classic surface metrics derived from automatic
essay scoring techniques, morphology and syntax factors [33], as well as semantics and
discourse factors [11]. In the end, subsets of factors were aggregated through a Discrim-
inant Function Analysis in order to predict student performance.

5.3 Procedure

The main characteristics of students’ selected essays are as follows: mean length: 1,342
words (SD = 293 words); minimum length: 680 words; maximum length: 2,179 words.
Each essay was distributed randomly to one teacher who graded it. Afterwards, the
essays were typed and corrected for spelling, followed by their automated assessment
with ReaderBench (Table 1).

Table 1. Grader allocation and information on essay grades.

Grader No. graded essays Grade range (max: 20) Mean | SD

A 14 [5.0; 16] 113 |25

B 9 [8.0; 17] 135 |21

C 5 [10.5; 19] 164 |23

D 12 [5.3; 18] 12.6 |25

Overall 40 [5.0; 19] 129 3.5
6 Results

We split the students into two equal-sized groups, namely high-performance students
with scores greater or equal to 13 (in France, a [1; 20] scale is used), while the rest were
catalogued as low-performance students (see Fig. 1 for correspondent frequency histo-
gram). The textual complexity indices from ReaderBench that lacked normal distribu-
tions were discarded. Pearson correlations were then calculated for the remaining indices
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to decide whether there was a statistical (p < .05) and meaningful relation (at least a
small effect size, »r > .3) between the selected indices and the dependent variable (the
students’ essay scores). Indices that were highly collinear (r > .90) were flagged, and
the index with the strongest correlation with the essay scores was kept, while the other
indices were removed. The remaining indices were included as predictor variables in a
stepwise multiple regression to explain the variance in the students’ essay scores, as well
as predictors in a Discriminant Function Analysis used to classify students based on
their performance.

Histogram

Mean = 12.89
Std. Dev. = 3.45
N=40

6

l
[

Frequency

T T T T T
00 5.00 10.00 15.00 20.00

Fig. 1. Essay scores distribution.

Medium sized effects for Pearson correlation coefficients (.3 < Irl < .5) were found
for ReaderBench textual complexity indices, as presented in Table 2 and relating to:
document cohesion flow (e.g., adjacent accuracy), global cohesion (e.g., paragraph-
document and start-middle relatedness) and dialogism (e.g., ‘voice’ entropy as a measure
of diversity in terms of semantic chains that contain related concepts). The effects of
each index are presented in detail in the next section. The negative correlations denote
a wider range of introduced topics, a more diverse vocabulary for essays with higher

Table 2. Correlations between ReaderBench textual complexity indices and essay scores.

Indices r p
Document cohesion flow adjacent accuracy using Wu-Palmer distance and | .496 .001
maximum criterion

Document cohesion flow adjacent accuracy using path distance and above | .451 .004
plus standard deviation criterion

Content words (i.e., nouns, verbs, adjective and adverbs that are not 448 .004
considered stop-words by providing contextual information)

Average start-middle cohesion using path distance —446 | .004
Average paragraph-document cohesion using path distance —-436 | .005
Average ‘voice’ paragraph entropy 431 .005

Average paragraph-document cohesion using Wu-Palmer distance -405 |.010
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scores, thus a lower average global cohesion while relating each paragraph to the entire
document.

We conducted a stepwise regression analysis using the first three most significant
indices as the independent variables. This yielded a significant model, F(1,38) =12.367,
p < .001, r = .496, R? = .246. One variable was selected as a significant and positive
predictor of essay scores: document cohesion flow adjacent accuracy using Wu-Palmer
distance and maximum criterion. This variable explained 25% of the variance in the
students’ essay scores.

Afterwards, a multivariate analysis of variance (MANOVA) was conducted to
examine whether the lexical and semantic properties differed between high and low
performing students. For all the variables presented in Table 3, Levene’s test of equality
of error variances was not significant (p > .05); thus, the MANOVA assumption that
the variances of each variable are equal across the groups was met. There was a signif-
icant difference among the two groups, Wilks’ A = .295, p < .001 and partial n> = .705.
The textual complexity indices from Table 3 present the effect sizes of the variable
introduced in Table 2; all indices were significantly different between the two groups of
students.

Table 3. Tests of between-subjects effects for significantly different indices.

Dependent variable Mean (SD) low Mean (SD) high |F Sig. Partial 112

Document cohesion flow 0.98 (0.61) 1.74 (0.54) 17.33 <.001 0.313
adjacent accuracy using Wu-
Palmer distance and

maximum criterion
Document cohesion flow 1.07 (0.63) 2.07 (0.85) 18.07 <.001 0.322
adjacent accuracy using path
distance and above mean plus
standard deviation criterion

Content words 472.79 (122.10) | 655.24 (139.67) 19.16 | <.001 0.335
Average start-middle 0.48 (0.07) 0.41 (0.07) 9.03 |.005 0.192
cohesion using path distance

Average paragraph- 0.76 (0.02) 0.74 (0.02) 6.27 .017 0.142

document cohesion using
path distance

Average ‘voice’ paragraph 1.14 (0.11) 1.26 (0.10) 15.15 <.001 0.285
entropy
Average paragraph- 0.863 (0.015) 0.855 (0.010) 4.18 .048 0.099

document cohesion using
Wu-Palmer distance

The stepwise Discriminant Function Analysis (DFA) retained two variables as
significant predictors (Content words, and Document cohesion flow adjacent accuracy
using path distance and above plus standard deviation criterion) and removed the
remaining variables (Document cohesion flow adjacent accuracy using Wu-Palmer
distance and maximum criterion) as non-significant predictors. These two indices
correctly allocated 33 of the 40 students, y*(df = 2, n = 40) = 19.015, p < .001, for an
accuracy of 82.5% (the chance level for this analysis is 50%). For the leave-one-out
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cross-validation (LOOCYV), the discriminant analysis allocated 31 of the 40 students for
an accuracy of 77.5% (see the confusion matrix reported in Table 4). The measure of
agreement between the actual student performance and that assigned by the model
produced a weighted Cohen’s Kappa of .652, demonstrating substantial agreement.

Table 4. Confusion matrix for DFA classifying students based on performance.

Predicted performance | Total
group
Low High
Whole set Low 17 2 19
High 5 16 21
Cross-validated | Low 17 2 19
High 7 14 21

7 Discussion and Conclusions

The results of this study shed light on the essay features, in terms of complexity, that
influence teachers’ scoring processes of nurse students’ case studies. First, we showed
that one discriminant function, based on document cohesion flow using Wu-Palmer
distance, significantly differentiated the two student groups (of low and high perform-
ance). The correlation between this variable and the teachers’ scoring is moderate (.50),
and higher than the values found in another study [28] with regards to the process of
scoring the overall quality of essays.

Moreover, the analysis of textual complexity indices that correlate the most with
human scores brings added information on teachers’ focus. Essays with higher scores
tend to be longer and contain more content words. They inherently introduce more varied
concepts, additional ideas (thus, more ‘voices’ are encountered), which determines a
decrease in global cohesion perceived in terms of paragraph-document cohesion, start-
middle cohesion (i.e., the semantic similarity between the introduction versus the essay
body), as well as a higher entropy determined by the presence of additional semantic
chains. Essays that received higher scores have a better organization in terms of para-
graph structure, and a more suitable cohesion flow among adjacent paragraphs with two
distance functions and both criteria; this leads to a more coherent discourse.

As a consequence, this study showed that human categorization of professional case
studies can be partly predicted in analyzing document flow features. This study leads to
the use of systems that would help teachers assess students’ portfolios or case studies;
in a parallel way, students would benefit from an automated support during writing. We
strongly believe that the series of activities case studies promote can be supported by
systems like ReaderBench: help students make connections to content, let them focused
on the grade-influential textual features, collect and analyze data, write multiple drafts
against standards towards the development of contextual features, prompt specific and
timely feedback [34].

However, this study has some limitations. First, the number of essays is rather low,
though comparable with that of other studies [35], and each essay is assessed by only
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one rater. Second, the way specific words are used in essays should have been subject
to a more detailed analysis; for instance, the Age of Exposure model [36] would account
for a more developmental view of word acquisition. Unfortunately, the model is not
currently available for French language. Although semantic models like LSA and LDA
were trained on specific corpora that were designed to properly conceptualize nurses’
vocabulary, in further studies, we plan to adopt a more developmental view, capturing
students’ reflection evolution in assessing, for each student, a set of essays along the
university year, independently assessed by at least two raters. We also plan to undertake
a study in which students can freely assess their essays upon a series of textual
complexity features, concurrently trying to improve their writing skills. Eventually, this
approach might be applied to other domains and contexts, like teacher training, where
reflective written accounts on activity foster professional development as well.

To our knowledge, this study is one of the few in which cohesion-centered indices
proved to be predictive of human grading scores. Similarly, ReaderBench is one of the
rare tools that provide as many and as varied textual complexity indices for languages
other than English (in this study, French).
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Abstract. Argumentation during the academic life is a critical skill
when writing. This skill is needed to communicate clearly ideas and to
convince the reader of the presented claims. However, not many stu-
dents are good arguers and this is a skill difficult to master. This paper
presents advances in the development of an argument assessment mod-
ule. Such module supports students to identify argumentative paragraphs
and determine the level of argumentation in the text. The task is achieved
employing machine learning techniques with lexical features such as uni-
grams, bigrams, and argumentative markers categories. We based the
module on an annotated collection of student writings, that serves for
training. We performed an initial experiment to evaluate argumenta-
tive paragraph identification in the justification section of theses, reach-
ing encouraging results, when compared against previously proposed
approaches. The module is one component of a Thesis Writing Tutor,
an Internet-based learning software for academic writing.

Keywords: Computer-assisted argument analysis + Argumentation
studies * Academic writing -+ Corpus analysis - Intelligent tutoring system

1 Introduction

Writing an academic text such as a thesis can be a challenge for students. This
writing requires argumentation skills to support presented claims with solid argu-
ments. An argument is a set of statements (e.g. premises) that individually or
collectively provide support to a claim (conclusion). There are several compu-
tational tools which use diagrams to analyze the argumentation (e.g. Belvedere
[31], LARGO [25], ARGUNAUT [7], LASAD [18], ArgumentPeer [20], and ALES
[1]). These argumentation tools have been conceived and developed to help in
the visual mapping and analysis of arguments, assisting students to achieve a
deeper understanding of argument construction [2]. For an academic review of
essays, systems like Criterion [3], Writing Pal [27], or SWORD [5] are used to
provide general support in several linguistic dimensions. For argument analysis,
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there are tools like MARGOT [17] to identify argument components or an argu-
ment assessment system [13] which uses keywords to analyze natural language
texts. Still, we have not found systems aimed to analyze automatically textual
argumentation in larger academic works such as theses. Theses are often written
at the end of college as one of the requirements for the degree, being in conse-
quence quite important for students. For this reason, an argument assessment
tool for theses is necessary to support students in this challenging task.

In this paper, we present an extension to a previous system TURET! 2.0,
that consists of a new argumentation assessment module for the framework,
that previously only considered an analysis of lexical richness. This module
supports students to identify argumentative paragraphs using machine learn-
ing techniques with representations of diverse lexical features, and determines
the level of argumentation in the text. To apply machine learning, we create
a corpus of thesis sections (problem statement, justification, conclusions) with
argumentative paragraphs annotated. We annotated 300 sections and performed
experiments on justification section to automatically identify paragraphs with
arguments, showing better efficacy than other approaches. The argument assess-
ment module is presented as part of the Tutor for Thesis Writing (TURET), an
Internet-based software for academic writing. TURET2.0 is a tutoring system
that aims to support students with the requirement to write a thesis. Also, the
results of a pilot test (prior version of the system) with students of a public
university showed encouraging results. Students who used the tutor had better
results when writing their thesis (regarding Lexical Richness) compared to those
who did not use the tutor [10]. With this new module on the system, we expect
to provide support in argumentation to students when drafting their theses.

The paper is structured as follows. In Sect. 2, we detail the related work of
argument identification found so far. We explain our proposed architecture of
argument assessment module in the TURET framework in Sect. 3. In Sect. 4, we
present an exploratory analysis of the argumentative annotated corpus. Section 5
reports the result of argument identification in justification section using our
corpus. Finally, in Sect.6, we conclude with some final remarks and work in
progress.

2 Related Work

In this section, we present previous research in argument mining in particular for
the tasks of corpus creation and argument detection. We require these tasks to
develop the argument assessment module. Argument mining involves automatic
argument extraction from unstructured text. The first task is the corpus creation
to validate the efficacy of the proposed method. As found in the literature, most
researchers in the field of argument analysis create their annotated corpus, using
certain argumentative scheme. We found few annotated corpus available for our
purpose. One of the corpus most used among researchers to identify the presence
of arguments is Araucaria [14]. This corpus has several types of documents with

! In Spanish: TURET: Tutor para la Redaccién de Tesis.
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annotated premises, conclusions, and the argument scheme used, however it did
not include the level of agreement between annotators.

Corpus creation is done in different types of text, as well as in various
domains. In [21], an experimental collection was built with ten legal documents
from the ECHR (European Court of Human Rights) corpus, with annotated
premises and conclusions. In this corpus, the level of agreement between the two
annotators is a Kappa of 0.80. In a further study [22], the number of annotators
was increased to three and the number of documents in the corpus to 47, where
the level of agreement among annotators decreased to a Kappa of 0.75. It is
important to note that dealing with legal texts with a clear structure facilitates
the annotation process and increases the level of agreement. On the other hand,
in [29], 90 persuasive essays on randomly-chosen topics are annotated by three
persons. They annotated argumentative components with a level of agreement
for the component of major conclusions of 0.83 (stance of the author), premises
with 0.70 and conclusions with 0.65. In a more recent work [30], they increased
the corpus to 402 essays, and manually analyzed 80 essays with three annotators.
They reported an inter-rate agreement of Fleiss Kappa of 0.877 for major claims,
0.635 for claims and 0.833 for premises. In [15], the authors created a corpus with
24 scientific articles in education for the sections of introduction and discussion.
Four participants annotated argument components as premises or conclusions,
as well as four relationships (support, attack, sequence and detail) between these
argumentative components, with an average in the level of agreement of Fleiss
Kappa of 0.41. Therefore, we observed that obtaining acceptable levels of anno-
tation agreement in scientific texts is a complex task, which depends on an
appropriate annotation guide and regularly monitoring annotators during the
corpus construction. For our research, the closest kind of document are scientific
articles since theses share a similarly complex structure and scientific vocabulary.
However, undergraduated theses have a longer extension for each section, and
student writings present very often several argumentative errors. On the other
hand, scientific articles are often written by researchers with more experience in
the task.

Once a corpus is built, it is necessary to detect the presence of arguments
in paragraphs, sentences, or clauses. In [23], an automatic identification of argu-
mentative and non-argumentative sentences in Araucaria corpus was performed.
They represented sentences with features like combinations of pairs of words,
verbs and text statistics before applying a naive Bayes classifier, achieving a
73.75% of accuracy. In a research with legal texts of the ECHR corpus [22], they
reached an 80% of accuracy. In this domain, legal texts have a specific struc-
ture which allows lawyers to identify arguments more easily. Another approach
to identify the presence of arguments in texts was reported in [8], extracting a
set of discourse markers and features based on mood and tense of verbs. They
achieved an F1 measure of 0.764 using a decision tree classifier. In [11], they per-
formed identification of argumentative sentences, employing structural, lexical,
contextual and grammatical features to represent each sentence. With a logistic
regression classifier, they reached an F1 measure of 0.771 on a corpus of 204
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documents collected from social media and written in Greek. They also consid-
ered the identification of argument components (claim and premise). For this
task, they applied a Conditional Random Field (CRF) classifier to obtain an F1
measure of 0.423. Also, [28] presented a similar approach with CRF and distrib-
uted representations of words to identify segments that correspond to argument
components. For this task, an F1 measure of 0.322 was reported.

For argumentative writing revision, we found the methodology presented in
[32] to identify jointly the location and type of revisions, using two versions of
essays. They recognized different types of changes in the text such as surface or
reasoning. To minimize error propagation of the task, a representation for edit
sequences was proposed, which was optimized using a mutation approach. First,
a segmentation of essays in sentences was done, and then a sentence alignment
between the two versions was obtained. Subsequently, the alignments were trans-
formed into edit sequences according to criteria established by the author; then
multiple solutions were generated using a Long Term Short Memory (LSTM)
network. These sequences were labeled with the type of revision using a CRF.
Finally, the best edit sequence was chosen. This method could be a further
improvement for our module in the future, to indicate the student’s changes and
how their writings are improving.

3 System Architecture

This section describes the architecture of the Tutor for Thesis Writing (TURET)
extended with the argument assessment module, as shown in Fig. 1. The frame-
work consists of three parts: (1) The student model, that keeps track of the
student performance; (2) The argumentation model, which contains resources
and the argument assessment module with 3 main parts: a vector space model,
an argumentative paragraph classifier, and an argument level detection; (3) The
lexical richness model with two components: an assessment module and a list
of common words (the 1000 common words, according to SRA?), previously
developed and tested.

So, TURET2.0 is a tool that integrates two modules that work indepen-
dently. However, they complement each other since the results of both modules
collaborate to identify if the text under evaluation has desirable features in a
thesis, allowing the student to improve his writing draft through evaluation and
feedback. The suggested evaluation for the student begins with the Lexical Rich-
ness Model (LR), which serves as a first filter in the student’s document. The
LR model integrates the evaluation of three features: density, variety and lexical
sophistication [10]. If the student reaches a medium or high level of the three
features, it means that the document has lexical richness levels similar to gold
standard documents.

After using the LR model, the student is encouraged to move to the Argument
Assessment Module. The argumentation feature is of higher level, compared to
the lexical model. Here, we describe in more detail the Argumentation model

2 Spanish royal academy.
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since the LR has been reported previoulsy [10]. As mentioned, the student model
keeps track of the progress in each of the models described above to provide the
student with a detailed report and feedback.

TURET2.0 was developed in Python with the Django+HTML5 Web frame-
work, to display the user interface and evaluation results. Also, the open-source
relational database management system MySQL was used to store the results
of each evaluation of students. Finally, Freeling tool was installed as a server,
such that the lemmatization process was performed under a service scheme, i.e.,
when a student requests an evaluation in the tutor, the system requests the
lemmatization service of Freeling.

TURET 2.0
Lexical Richness Argumentation Student
Model Model Model
Argument Assessment
Resources Resources
Module
o
Assessment N > Vector
ector Space
Model Argumentative Model Studz:tarr;i)sgress
Markers Lexicon v
Rate and
1000 Frequently N~ Feedback Q
terms by Spanish P 7
Royal Academy N A Argumentative Feedback <:> -
Feedback Paragraphs Message
Message Classification Generator Student
Repository
v Argument Level Student progress
Student’s Detection and feedback
argumentative Storage
corpus

T |

Fig. 1. System architecture

3.1 The Argumentation Model

The argumentation model identifies the proportion of argumentative paragraphs,
assigns a level of this proportion, and provides a textual feedback to the student.
Our approach relies on certain processes of the methodology used in argument
mining [24]. First, a paragraph segmentation is required. Secondly, as presented
in Fig. 1, we generate a vector space model to represent each paragraph with
lexical features. Then, we supply these vectors to the argumentative paragraph
classifier, where we use machine learning techniques to identify all argumentative
paragraphs. Once we identify all the argumentative paragraphs, this information
is shared for the argument level detection. This module identifies the proportion
of argumentative paragraphs. With this proportion, the argumentative level of
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the text is assessed, according to our corpus statistics. Finally, a textual feedback
is supplied to the student, according to the level obtained in the submitted text.
Our goal is to provide an assessment along with recommendations, to support
students with a clear identification of paragraphs with arguments, so help them
to improve the argumentation in their writings.

= TUTOR DE PROYECTOS DE INVESTIGACION

EVALUACION DE JUSTIFICACION | JUSTIFICATION ASSESMENT

Por favor introduce tu texto en el recuadro

El ser humano se encuentra en la llamada era de la Informacion. Mientras que en el pasado las unicas
tecnologias para realizar comunicaciones eran el telégrafo y mas tarde el teléfono, a partir de la sequnda
mitad del siglo XX, la computadora se ha convertido en el medio favorito para poder comunicarse.

Todo tipo de organizaciones, ya sea empresas grandes y pequefias, universidades, institutos, gobierno, etc.,
requieren de métodos para poder transmitir informacion de forma rapida, eficiente, segura y a un precio
razonable. Esto lleva al desarrollo continuo de tecnologias de la informacion y actualizacion de las ya
existentes con el fin de satisfacer las necesidades de dichas organizaciones en este mundo globalizado
Las Redes Privadas Virtuales (VPN) constituyen una tecnologia a la cual se le esta dando cada vez mayor
importancia puesto que permiten la transmisién de informacion a grandes distancias sin necesidad de
implementar una compleja y costosa infraestructura de red. Es por eso que es importante que cualquier
ingeniero que desee desarrollarse en el area dle las redes de telecomunicaciones conozca esta tecnologia

Fig. 2. Argument assessment module input

Figure 2 shows the interface of the argumentative module used to assess the
justification section of theses. In this text box, the student writes or brings his
justification for analysis. Then, he can trigger the analysis of the text by clicking
on the button (labeled “ANALIZAR” in Spanish). The text appearing in the
input interface is from a justification section of an undergraduate thesis, and
consists of three paragraphs submitted for evaluation.

In Fig. 3, the argumentative assessment output is presented, where we can
notice the identified argumentative paragraphs in blue and non-argumentative
in red. So two argumentative paragraphs were found with a 66.6% proportion
of argumentative paragraphs. Finally, a textual feedback is also provided, which
for now is static. This feedback is defined depending on the level achieved by the
student. We observe a medium level of argumentation assessment, with a textual
recommendation for the student to improve his writing: “Very well, your text
has argumentation; But try to improve the arguments of paragraphs indicated
without argumentation” (in Spanish).
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= TUTOR DE PROYECTOS DE INVESTIGACION

Resultado de los analisis de

w ) ¢ * o
DENSIDAD SOFISTICACION VARIEDAD ARGUMENTACION
ARGUMENTATION

Evaluacion de Argumentacion Argumentation Assessment

El ser humano se encuentra en la llamada era de la Informacion. Mientras que en el pasado las unicas
tecnologias para realizar comunicaciones eran el telégrafo y mas tarde el teléfono, a partir de la sequnda mitad
del siglo XX, la computadora se ha convertido en el medio favorito para poder comunicarse

Todo tipo de organizaciones, ya sea empresas grandes y pequefias, universidades, institutos, gobierno, etc.,
requieren de métodos para poder transmitir informaciéon de forma rapida, eficiente, segura y a un precio
razonable. Esto lleva al desarrollo continuo de tecnologfas de la informacion y actualizacion de las ya
existentes con el fin de satisfacer las necesidades de dichas organizaciones en este mundo globalizado

Las Redes Privadas Virtuales (VPN) constituyen una tecnologia a la cual se le estd dando cada vez mayor
importancia puesto que permiten la transmision de informacion a grandes distancias sin necesidad de
implementar una compleja y costosa infraestructura de red. Es por eso que es importante que cualquier
ingeniero que desee desarrollarse en el area de las redes de telecomunicaciones conozca esta tecnologia

2 Parrafos con argumentacion. | 2 paragraphs with argumentation
1 Parrafo sin argumentacion 1 paragraph without argumentation

Argumentacién Media, 66.6% parrafos argumentativos |Medium level of argumentation, 66.6% argumentative paragraphs|

Recomendaciones: Muy bien, tu texto cuenta con argumentacion, procura mejorar la argumentacion de los
parrafos indicados sin argumentacion

Fig. 3. Argument assessment module output (Color figure online)

4 Corpus Creation and Analysis

Corpus analysis is done to understand the argumentative characteristics in writ-
ings of undergraduate and graduate level. For this analysis, we used the collec-
tion Coltypi [9] consisting of 468 theses and research proposals in the computer
and information technologies domain, in Spanish. This corpus has undergradu-
ate (TSU? and Bachelor Degree) and graduate level (M.Sc. and Ph.D.) texts.
According to [19], the sections of the problem statement, justification and conclu-
sions are considered highly argumentative, so we focused the analysis on them.

By analyzing the collection, we observed that each section contains an average
of 11 sentences. Each sentence contains 35 words on average with a total of 398
words per section. The length of sentences for the undergraduate level is 38 words
per sentence which turn them slightly more difficult to follow when reading, in
contrast to the doctoral level, which has an average of 30 words. Based on this,

3 Advanced College-level Technician degree, study program offered in some countries.



Towards Automatic Assessment of Argumentation in Theses Justifications 61

we considered that doctoral writings are better, and we can take them as a
reference.

To conduct the annotation study, we formulated an annotation guide. In this
guide, we described the different argumentative structures, along with examples.
The annotators were instructed to read the title and objectives of the thesis
first, and then move to identify and mark all argumentative paragraphs. We
performed the annotation of 300 sections (100 of each section) with the help of
two instructors who have experience reviewing theses.

The analysis of inter-annotator agreement (IAA) was done considering the
paragraphs with observed agreement (i.e. different of zero) in the identification
of argumentative components (e.g. premises or conclusions). A total of 890 para-
graphs were used to analyze the TAA with Cohen Kappa [6]. Table 1 presents
the TAA for the different sections with a Kappa measure above 0.81, that is
interpreted as “Almost perfect”, according to [16].

Table 1. Kappa level by section

Problem statement | Justification | Conclusion
0.867 0.935 0.817

As shown in Table 2, most sections have more than half of the paragraphs
with arguments. We selected only the paragraphs where the two annotators
agreed. This restriction reduces the number of paragraphs to 837, that once
analyzed, led to 565 argumentative paragraph, corresponding to a proportion of
68%. From this analysis, we observed that a large proportion of paragraphs in
theses have arguments. One characteristic of this corpus is that the conclusion
section includes more paragraphs per section, when compared to the sections of
the problem statement or justification. Moreover, we observed a higher number
of paragraphs with arguments in the conclusion section.

Table 2. Class distribution per section

Paragraphs with arguments | Paragraphs without arguments
Problem statement | 164 93
Justification 151 81
Conclusion 250 98
Total 565 (68%) 272 (32%)

We have presented the class distribution of argumentative paragraphs of the
three sections. However, in this study, we focus first on the Justification section
(i.e. only in 100) to identify the intervals to determine the argumentative levels:
low, medium and high. In Table3 we present intervals for each level based on
the proportion of argumentative paragraphs found in the one hundred sections
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Table 3. Level ranges for argumentative paragraphs in justification section

Low Medium | High
0%—-42% | 43%-82% | 83%—100%

analyzed. We found a mean of 63% of paragraphs with arguments per section,
with a standard deviation of 40. To assign the limit between low and medium
level, we take half standard deviation below the mean (63 —40/2), to get 43%.
Similarly, to assign the limit between medium and high levels, we add to the
mean half of the standard deviation (63 4 40/2), to obtain 83%. With these
intervals, we assess the level of argumentation in the student text and provide a
textual feedback.

5 Argumentative Paragraph Identification

To evaluate the efficacy of the Argument Assessment Module to detect argu-
mentative paragraphs, we used 232 paragraphs of the justification section (See
Table4), where we have 65% of paragraphs with arguments. The problem was
approached as a binary classification for each paragraph, i.e. identify if it has
arguments or not. To perform the validation, we used a stratified 10-fold cross-
validation.

Table 4. Class distribution among instances in justification section

Paragraphs with arguments | Paragraphs without arguments
151 (65%) 81 (35%)

To perform the classification, we employed the Weka machine learning toolkit
[12]. In particular, we applied Support Vector Machine (SVM) [29], Random
Forest (RF) [4] and Simple Logistic Regression (SLR) [22] classifiers since they
have been previously used in argument mining. Also, these classifiers achieved
the best results in this section of the corpus.

Vector representations were built to identify paragraphs with arguments.
In Table 5, we present three representations used to compare the efficacy of our
proposed representation in this task. The first representation consists of bigrams,
i.e. pairs of consecutive terms, taken as a baseline. The second representation
is a set of features previously proposed by Florou [8], consisting of discourse
markers and mood and tense of verbs. The third representation was proposed
by Moens [23], consisting of combinations of all possible pairs of words, main
verbs, and text statistics. The fourth representation is our proposal with the
following set of features: (1) unigrams, i.e. all single terms in the paragraph;
(2) bigrams; (3) categories of argumentative markers, which are the number
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of argumentative markers in each category found in the paragraph using our
argumentative markers lexicon. The categories of argumentative markers are
¢ = (justi fication, explanation, deduction, re futation, conditional).

We built the four representations taking into account all words and punc-
tuation symbols. Then, we trained the classifiers with the data set for training
and applied them to the test data set. Table 5 shows the averages of F-measure,
recall and precision of each representation for the ten folds. We present the
best combination of classifier and feature set obtained by feature selection with
information gain for each representation. As we can notice, our representation
achieves the best F-measure with 0.887, 0.885 of precision and 0.854 of accuracy
to identify paragraphs with arguments with a Simple Logistic Regression (SLR)
classifier and a feature selection using only attributes with some information gain
(i.e. IG > 0). The baseline consisting of bigrams and a Support Vector Machine
showed the best recall, just above the recall of the proposed representation.

Table 5. Classification of argumentative paragraphs results. F'S stands for feature
selection configuration

Classifier | F'S F-measure | Recall | Precision | Accuracy
Bigrams SVM None |0.843 0.900 | 0.798 0.784
Florou SLR 25 0.817 0.847 |0.797 0.755
Moens RF IG > 0/0.860 0.887 |0.842 0.814
Our representation | SLR I1G > 0]0.887 0.894 | 0.885 0.854

With these initial results, we provide support to use the proposed representa-
tion to perform the identification of argumentative paragraphs in the argument
assessment module in the justification section.

6 Conclusion

The system presented in this paper aims to support students to improve their
argumentative writing by identifying which paragraphs do not seem to have
arguments. After using the system and following suggestions, this can also ben-
efit academic advisors/instructors by reviewing improved writings, with better
content.

As we observed in the experimental collection, there were enough arguments
in theses to exploit. With the analysis of the corpus, we realized that more than
half of the paragraphs include arguments, so it is important to make further
progress in building systems that support the argumentative assessment of this
type of academic texts.

According to the results, the best accuracy and F-measure observed in our
experiments to identify paragraphs with arguments was achieved by the Simple
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Logistic Regression classifier with our proposed representation, consisting of n-
grams and the number of argumentative markers per categories.

In future work, we plan to complete the analysis of problem statement and
conclusion sections to identify their particular level ranges for the assessment of
such sections, and whether the features and classifier have a similar efficacy. After
we complete the analysis of these two sections, we intend to conduct a pilot test
in several groups of undergrad students to assess the performance of the module.
Also, we plan to work on the identification of argumentative components (e.g.
premises, conclusions) to indicate precisely to the students their deficiencies, for
instance in the case of a paragraph with a conclusion but without supporting
premises. Afterward, we can aim for relation identification, i.e. to determine
whether a premise is supporting or attacking the conclusion.

A further improvement in terms of system support for students that we
foresee is the use of a rubric to offer a better textual feedback, as presented in [26].
As part of this feedback, we also consider showing an example of an argument
retrieved from our corpus with the same argumentation type and similar or
closely related topic.
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Abstract. MOOCs have traditionally been seen as providing an indi-
vidual learning experience, however there is an increasing trend towards
enabling social learning in MOOCs. To make online learning at scale
more social and collaborative, some MOOCs have introduced cohorts.
The interaction between a smaller number of learners, within a cohort,
facilitates a richer exchange of experiences and ideas as compared to the
effect of “drinking from the fire hose” felt in MOOCs without cohorts.
Traditionally, these cohorts have been formed randomly. In this paper, we
examine the MOOC “Inquiry and Technology for Teachers”, where we
formed cohorts based on student demographics relevant to our course
design. Furthermore, these cohorts (which we called Special Interest
Groups, SIGs) contained a nested social structure of small teams that
worked together on co-creating a final artifact. The different social planes
(whole course, SIGs, teams, and individuals) were linked together by
pedagogical scripts that orchestrated the movement of ideas and arti-
facts vertically and horizontally. In this contribution, we analyzed the
interaction between these social planes to contextualize the co-creation
of artefacts.

Keywords: Inquiry-based learning - Orchestration at scale - MOOCs -
Massive Open Online Courses + Group formation - Learning analytics -
Multi-level analysis - Scripting collaboration - CSCL

1 Introduction

Massive Open Online Course (MOOC) platforms like Coursera and EdX have
gradually added certain social features to their courses, such as peer reviews, dis-
cussion forums, and cohorts. Cohorts are course sub-communities, implemented
by partitioning forum threads such that participants in a given cohort are only
able to see thread replies by other members of the same cohort, to support more

© Springer International Publishing AG 2017
E. Lavoué et al. (Eds.): EC-TEL 2017, LNCS 10474, pp. 67-81, 2017.
DOI: 10.1007/978-3-319-66610-5_6



68 S. Haklev et al.

intimate and less overwhelming discussions. These cohorts are typically formed
by random assignment.!

In [9], we have described in detail the design of a MOOC for teacher educa-
tion, in which we sought to create a collaborative knowledge community, where
teachers would be able to connect with relevant peers and share professional
resources. While inspired by the connectivist MOOCs, we were simultaneously
concerned about providing enough support and scaffolding to lead the students
to meet specific learning goals, and not get confused in a too open-ended learning
environment. To support a diverse learner population, we designed semantically
meaningful cohorts (called Special Interest Groups, SIGs), such as “Secondary
Science”, or “Elementary English, History, and Social Studies”.

These SIGs formed disciplinary sub-communities that supported participants
in reflecting on and applying general course theories to their own specific con-
texts. The design of the course relied on an integration between EdX functional-
ity, and external LTI? components, to enable students to benefit from their larger
disciplinary community, while engaging in the co-creation of lesson design doc-
uments in small teams. This was formalized through collaborative scripts that
described the flow of ideas between different levels, both explicit and implicit.

The initial bootstrapping of lesson design groups was informed by SIG-level
brainstorming around relevant resources, and commenting upon lesson design
documents from previous courses. The in-progress lesson designs were regularly
circulated out to the broader SIG community for constructive peer-review, with
prompts informed by the weekly themes. In addition to these formal interde-
pendencies, work by participants in their small design groups was also naturally
informed by their own participation in forum discussions and other collaborative
knowledge building activities in the broader SIG.

A clearly explicated learning design calls for a targeted approach to learning
analytics. In this paper, we will use learning analytics approaches to investi-
gate the extent to which these various groups could make the MOOC their
own, and benefit from appropriate learning trajectories and a personally rel-
evant community experience. We will contextualize the co-creation of course
artefacts within a multi-level social context, analyzing the impact of the SIGs,
the design groups, and individual behaviour on lesson design quality, as indicated
by a coding scheme.

In this contribution, we present the design of a MOOC with a nested social
structure (Sect. 3). Furthermore, we present a new coding scheme to assess the
quality of the collaborative artifact generated by the MOOC participants, and
an analysis framework to analyse the relationships among the different social
granularities in the nested structure (Sect.4). Finally, we present the relation-
ships among various social levels based on our multi-level analysis framework

(Sect. 5).

1" A separate use case for cohorts, not discussed here, is to present different content to
different populations, such as on-campus learners and informal learners.

2 Learning Tools Interoperability, a protocol for embedding components in a Learning
Management System.
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2 Related Work

Cohorts in Computer Supported Collaborative Learning (CSCL): The
idea of scripting collaboration in forums/asynchronous chats/discussion groups
has been studied in detail over many years in CSCL. One central idea to manage a
large number of students, is to scaffold the collaborative learning processes using
cohorts [5]. The cohorts can be based upon many factors, such as: roles [22],
tasks [4,18], learning context [15], or learners’ experience [24]. In the present
contribution, we propose a design based on semantically meaningful cohorts,
based on the contextual (learning) interests of the participants. In the MOOC,
“Inquiry and Technology for Teachers”, the SIGs were created based on the
disciplines the participants used to teach in their respective institutions.

Online activities as a measure of student behaviour: Previous research
has shown that there is a close relation between students’ online behaviour and
their success in MOOCs. We list a few examples here. El Badrway et al. [6]
used collaborative multi-regression with online activities (form views, comments.
posts, videos watched, quizzes answered) to predict students’ grade. Similarly,
Pardo and colleagues [19] used weekly data from on-line activities, such as,
number of play/pause events, number of quizzes submitted number of exer-
cises answered correctly /incorrectly to predict students’ performance. Kenneedy
et al. [11] used the success rate in the previous assignments to predict students’
success in the next assignments. Coffrin et al. [3] used on-line access routines
(videos and assessment submission), to predict students’ success. Ren et al. [21]
used number of sessions, average session length, number log in, number of quiz,
number of videos, pauses, total view time, homework problems (time, sessions)
to predict students’ performance. Sharma et al. [23] showed that delay in video
watching, assignment and quiz submission, correlated negatively to grade.

Social Network and/or forum text mining: Another stream of research has
used the Social Network Analysis (SNA) based methods to predict final grades
of students. For example Brown et al. [1] found that certain cliques in SNA per-
form better than the others. Other SNA based variables such as betweenness,
upvotes, centrality, degree [2,10]; density, centrality, efficiency, content richness
[20]; forum questions, answers, reads, contributions [25]; forum text [16]; were
found to be correlated with students’ performance. Khan and colleagues [12]
showed that there is a correlation between students’ grade and their forum access
routines. Some researchers have found the forum or Learning Management Sys-
tems (LMS) access routines are predictive of students’ grades. For example, read-
ing forums [8], number of forum/LMS visits and time spent on LMS [7,13,17],
were found to be good predictors of students’ performance in a MOOC.

In this paper, we combine the online activities and the SNA based variables
to quantify the participant activities at different levels of social scales of the
MOOC (Sect.4). We also show how scaffolding the co-creation of the collabo-
rative artifact, and the peer-review process helps the participants produce high
quality artifacts (Sect.5).
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3 MOOC on Inquiry and Technology for Teachers

The MOOC featured in this study was designed to support in-service teachers in
their efforts to integrate inquiry and technology into their lessons. Although open
to anyone, it was explicitly marketed to in-service teachers, and was designed
to build upon their professional experience and respond to their real challenges,
providing tools, examples and approaches that could be directly applied within
their professional settings.

The course came out of a collaboration between the University of Toronto
Schools (UTS), a university-affiliated private secondary school, and the Encore
research group led by Dr. Jim Slotta, enabling us to provide an integration of
academic and theoretical ideas, with applied practice. Both the UTS principal,
as well as a number of their experienced teachers, contributed to the design and
the contents of the MOOC. In particular, we wanted to showcase the specific
cases of technology-enhanced inquiry that were happening at UTS, including
some that were the result of research collaborations with Dr. Slotta’s group, and
some that had occurred spontaneously within the school.

3.1 Course Design

The following weekly themes were chosen to bring participants into contact
with a variety of technologies and pedagogical topics relevant to their teach-
ing: (1) Inquiry and student-centred pedagogy; (2) Designing inquiry activi-
ties and assessments; (3) Collaborative learning; (4) Handheld/mobile devices;
(5) Knowledge co-construction and student-contributed content; and (6) Inquiry
enactment.

The participants engaged with these weekly topics in a number of ways, on
different social planes, as depicted in Fig. 1. Each week began with a selection
of videos, ranging from theoretical and academic to applied and practical. Par-
ticipants were asked to write an individual reflection on the topic, to connect
the theory with their own experience. This was followed by a forum discussion
within the SIG, shaped by prompts appropriate to each week’s topic, and an
individual evaluation of participants’ own discussion forum activity.

Weekly learning script

Class Watch videos

Group (SIG) SIG discussion Inquiry activities ~ —

Individual Reflecti Self 1t

Fig. 1. Pedagogical graph of weekly activities.
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Finally, there were a set of inquiry activities each week, which began by
contributing to the SIG knowledge base, by for example commenting on old
lesson designs, crowd-sourcing relevant technology resources, or brainstorming
ideas through voting and commenting. The second part of the inquiry activities
centered around the lesson design groups.

3.2 Design Groups

The organizing principle of the course was the co-creation of a lesson design,
utilizing principles and resources from the course, but adapted to the teacher’s
own interests and needs. Participants suggested lesson topics, and formed small
teams of 2-6 members during the first week of the course. We developed a
“collaborative workbench” tool to support group collaboration and coordination,
which contained all the information and tools needed by the small groups (see
Fig.2).

Each week, groups received new prompts and suggestions relevant to the
weekly theme, gradually increasing in sophistication. Some sections of the col-
laborative workbench were private to the group, such as chat, messaging, and
scratchpad, while others were bringing in relevant resources from the broader

COLLABORATIVE WORKBENCH

REACHING THE RESEARCH

LEAVE GROUP

WELCOME CONSTRUCTIVE FEEDBACK

X Confluence Spaces~ People  Create a ® 0o 8-
Send email QD e sEdt ©watch
m N 29: Reaching the research

Created by Cory von Encore on Jul 16, 2015
© HUGD ® APRA e HANIS

' Team Members:

1. Describe a typical classroom where this lesson might be enacted.
stian: Hi Hugo, nice to hear

FomvouNard Tlenpremzte o What age are the students? ic? What kind of diversityis present n the classroom? Are there any particular challenges confronting your
3 students, school or community?

comment
-- - add your response here (delete this line of text) - - -

4 B UTC - HUGO: More than the topic I

“m interested in the methods to . .
e 2. Describe the major theme of the lesson.

sosen sy st e,

Fig. 2. The collaborative workbench, a unified interface to multiple components.
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community, such as constructive peer review, and brainstormed resources.
Finally, the wiki page, where the group drafted the lesson design, was a public
resource, available to the rest of the SIG for review.

The lesson design document was built around a template with the prompts
listed below. These were not all made available to the students in the first week,
but rather incrementally added to the document.

Describe a typical classroom where this lesson might be enacted.

Describe the major theme of the lesson.

What are the learning goals of the technology-enhanced lesson?

Aspects of the design: Student-Centered Design/Peer Collaboration/Use of
Handheld or Mobile Computers/Supporting Equity and Diversity

What is the activity structure of the lesson?

Assessment notes.

Enactment notes, and ethics or enactment concerns.

=L =

> o

Most weeks, the inquiry activities included peer reviewing lesson design doc-
uments in progress. Participants were not asked to rate the quality of unfinished
products, but rather to suggest ways of improving the documents, informed by
the weekly theme. Given that only a subset of students were actively engaged in
the authoring of lesson designs, each lesson design group would receive a large
number of aggregated suggestions to inform their regular work.

Figure 3 shows a systematic depiction of the various pedagogical scripts in the
MOOC, including the flow of artefacts from previous iterations of the course, and
to future iterations, the way activities contribute to the community knowledge
base, the initial “bootstrapping” of lesson design teams by community crowd-
sourcing, and the regular cycling of in-progression design documents through

Community knowledge base E
s fs pikis
il
Weekly scipt
(vid (videos, reflection,

Weekly script
(videos, reflection,
SIG discussion)

Weekly script
(videos, reflection,
SIG discussion)

‘Weekly script
(videos, reflection,
SIG discussion)

Weekly script
(viceos, reflection,
SIG discussion)

SIG discussion)

Shared with future courses N\

Foundation
Strand

=

o B Reviewing old lesson
designs

=)

‘ FW)

=)

T r 7 N VAN "‘ 7 N H
Design J\l {}
Strand Design group ’
brainstorming/ Lesson design in coliaborative workbench
joining

Pre-course: 1: Inquiry and 2: Designing 3: Collaborative 4:Handheld 5: Collective 6: Inquiry Post-course
Weeks Teacher's Lounge  student-centered Activities and Learning and Mobile Inquiry and Enactment
pedagogy Assessments Devices Student-Contributed
Content

Fig. 3. Pedagogical graph of weekly activities.
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the SIG community for review, and back to the design groups. The script was
intentionally developed to account for the fact that one group of participants
would want to engage deeply in sustained co-creation, and another group would
want a more “traditional” MOOC experience, but that these two groups could
not only both be catered to, but also made to be positively interdependent on
each other.

4 Variables

Figure4 shows the nested social structure of the MOOC and the variables we
measure at different levels. The top-most level is the whole MOOC learners’
population. The second level is the cohorts or, as we will refer to them in the
rest of this paper, “Special Interest Groups (SIGs)”. The third level contains the
design groups. Finally, the fourth level is comprised of the individual learners.

Social planes
MOOC learners

SIGs r'% ’ SNA variables, Reviews on design ‘/A-..

documents !
1

A

Fig. 4. Social planes (left) and the variables defined at different planes (right). Left: the
number of members in a social plane decreases as we move from the MOOC participants
at the top to the individual learners at the bottom. Right: we define variables at three
levels, the dashed arrows represent the different relations among the variables computed
at the three different social planes.

Design groups

using collaborative tools,

/ ‘ Design document quality, Actions

Decreasing social granularity

TR

Individual learners

Demographics (teaching experience)

__% ‘ Online behaviour (Videos, Forums),

Each social plane has a set of variables that are either collected at a specific
plane or represents the flow of the information between the two levels. The
different variables according to their respective planes or the interaction between
two planes are as follows: SIGs in terms of teaching levels (SIG level): We
categorised the SIGs into three categories based on the levels of the education
they addressed: K1-6, K7-12, and HighED.

Social Network Variables (SIG level): in the MOOC’s forum, each SIG
had its own social network. We computed the Social Network Analysis (SNA)
variables for each SIG: in-degree, out-degree, and network centrality.
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Design document quality (design group level): the final artifact produced
by the learners in each design group was the design document, where the mem-
bers provided details of a course that they were teaching in their respective
institutions. Two of the authors coded the quality of these design document
(inter-rater reliability = 0.82) based on the following quality metrics, which were
derived from the learning objectives of the MOOC. Each criteria was scored from
1-5, with 0 indicating total absence.

— Learning Objective (LO): Level of detail put in the learning objectives men-
tioned.

— Activity Design (AD): Richness in the design of the activities according to
the learning objectives.

— Coherence (CO): Level of coherence in the various parts of the design docu-
ment.

— Innovative use of technology (DT): Depth of thought put into the innovative
use of technology in the design document.

— Incorporating inquiry-based learning (IB): The use of inquiry based learning
principles in the design document.

Reviews on the design documents (interaction between SIG and
design group levels): in different weeks of the course, the SIG members were
given a set a questions to comment on different design documents. For each
week that the reviews were requested, the reviewM etric measures how many
questions the reviewers answered, and in what detail.

Collaborative actions (design group level): while collaborating on the
design documents, the design group members could use various collaborative
tools; for example group wiki page, chat tool, and group Etherpad (for collab-
orative note taking). We measured the amount of activity on these tools per
design group.

Video watching behaviour (individual level): there were four different
types of videos each week.

— Fireside: Informal weekly introduction, recorded as the course progressed, and
reflecting community evolution and emerging questions.

— Academic: Theoretical and conceptual introduction to the weekly theme by
Dr. Slotta.

— Principal: Introduction to the weekly theme by principal or vice-principal of
a middle school (UTS).

— Practitioner: Interviews with teachers and mini-documentaries from classroom
exercises implementing ideas from the weekly theme.

For each video type and each week, we computed: the number of new and old
videos watched and the time difference between two video viewing. Besides this,
we also counted the different video watching actions from the click stream data:
play, pause, seek-back, seek-forward, and speed-change.

Forum access behaviour (individual level): besides computing the SNA
variables, we also computed the individual forum actions in terms of the viewing,
posting, commenting, and searching behaviour for the whole course.
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5 Results and Discussion

In the previous section, we presented 6 different sets of variables based on the
activities and the social planes. In this section, we report the relations we found
among these variables based on the social plans or the interaction between the
two social planes.

5.1 SIG-Individual

Video Watching Behaviour for different SIG types. We divided the video
watching behaviour into two level: (1) the number of videos watched in the
same week as they were released; (2) the number of videos watched in the later
weeks as they were released. For the number of videos watched in the same
week as they were released, overall, members in HighEd SIGs watch the most
Fireside (F[2,4819] = 6.80, p=.001) and Academic (F[2,4819] = 10.10, p < .0001)
videos. Whereas, members in K7-12 SIGs watch the least number of Fireside and
Academic videos. On the other hand, members in K7-12 SIGs watch the most
number of Principal (F[2,4819] = 5.13, p=.005) and those in K1-6 the least.
Members in the K1-6 SIGs watch the most Practitioner (F[2,4819] = 10.50,
p <.0001) videos; where as, members of HighEd SIGs watch the least number
of Practitioner videos. For the number of videos watched in the later weeks
than they were released, overall, members in the HighEd SIGs watch the most
Academic (F[2,4850] = 8.95, p=.006), Principal (F[2,3979] = 14.69, p < .0001),
and Practitioner (F[2,4291] = 7.00, p=.0009) videos; and the members of the

[ SR— 14-

N
'

video_type
—— Academic
==+ Fireside
== Practitioner

= = Principal

week as they were released
g
# videos watched in the

# videos watched in the same
later weeks as they were released

v

=
7
8- »
6= ' ' ' ' ' .
HighED K1-6 Kk7-12 HighED K1-6 K7-12
SIG Type SIG Type

Fig. 5. Left: Number of videos watched in the same week as they were released by the
members of different SIG types. Right: Number of videos watched in the week later
than the week they were released by the members of different SIG types.
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K1-6 watch the least number of Academic, Principal, and Practitioner videos.
While the members of the K1-6 SIGs watch the most Fireside (F[2,4819] = 5.07,
p=.006) videos, in this case those in K7-12 SIGs watch the least number of
Fireside videos. (See Fig.5).

practiioner principal

practitioner fireside

practitioner

practitioner academic principal practitioner fireside

principal
fireside

fireside principal practitioner
academic practitioner

practitioner

principal principal
practitioner

fireside
v ] practitioner
fireside practiioner

academic principal ‘academic principal

7-12 HighEd

Fig. 6. Sequence of first watches of each video (width indicates number of students).

Student flow through videos. Most participants followed the default order-
ing of the videos in the EdX interface, but to see how these pathways could
subtly differ between differently categorized SIGs, we chose a SIG, Secondary
Sciences, whose members are representative of the 7-12 mean (SIGs where most
members taught between 7th to 12th grade), and another SIG representative of
the HighEd population (Foreign Languages and English as a Second Language).
Plotting the pathways of participants through the videos (only first views of
each videos are taken into account) for week 4, as an example, we can see that
HighEd participants are more likely to follow the standard pathway, and focus
attention on the academic video. Whereas the 7-12 participants show a much
larger diversity of paths, and more focus on school-based videos (practitioner
and principal) (see Fig. 6).

5.2 SIG-Design Group

Reviews and design document quality. Table 1 shows the relations between
the reviewMetric and the design document quality. We observe that the
reviewM etrics from weeks 2 and 3 are correlated to all the quality codes. How-
ever, we observe no such relation for the other two weeks. One plausible expla-
nation for this could be the fact that the review questions from weeks 2 and 3
were about generating/brainstorming the ideas and incorporating collaboration
in the student activities. These were higher level concepts, which could have been
more significant for high ratings in the quality indicators. On the other hand,
the review questions from week 4 were about specific topics, for example, using
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smart phones and tablets in the activity design. This might not had any effect on
the design document, as many learners did not plan their activity around such
devices. Finally, the review questions from week 5 were about incorporation of
inquiry based learning in the lesson plans. This, we hypothesize, was too late in
the course time-line to have any effect on the design document quality, as after
receiving an insightful feedback from week 5, the design groups might have had
to change the whole lesson design to incorporate the new ideas.

SNA and design document quality. We observe a significant correlation
between the design document quality and the network centrality from weeks 1
and 5 (Table 1). This might be due to the fact that these two weeks correspond to
the initial and final weeks of the collaborative work on the design document. High
network centrality depicts the fact that all the learners in a SIG were equally
contributing to the forums. This could entail the brainstorming conversations
among the peers.

Discussion - SIG-Design group. The two aforementioned results indicate
that the scripting of the course might have an effect on the activities of the learn-
ers, as well as the interactions between the different social planes. The review
questionnaires scripted to be abstract in the beginning of the course, gradually
become more concrete. The relationships we found reflect this process. The first
two review weeks (1 and 3) had an impact on the quality of the final artifact
and the last two did not. Moreover, the script of the course from weeks 1 (initi-
ating collaboration) to 5 (finalising the collaborative artifact) has corresponding
actions in the forums as well.

5.3 Within Design Group

Collaborative tools and design document quality There were many col-
laborative tools provided to the design groups to facilitate the group work. For
example, collaborative etherpads, wikis, and chat-tools. We observed a signifi-
cant correlation between both the number of wiki-edits, and chat events, with
the design document quality. This is not surprising for us, as wiki-edits and chat-
activities depict the offline and online sharing and discussing of ideas, respec-
tively. This relation can also be attributed to the design of the course and avail-
ability of the collaborative/cooperative tools (Table 1).

5.4 Design Group - Individual

Video watching behaviour and design document quality. We observe a
significant negative correlation between the number of seeking-back events on
the videos and the design document quality (Table 1). This might have stemmed
from the fact that the seeking-back behaviour is indicative of higher perceived
difficulty [14]. Those groups who had difficulties in understanding the content
also had lower design document quality. Moreover, there was a significant positive
correlation between the number of new videos watched and the design document
quality. Those groups who watched more videos also had higher design document
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Table 1. Correlations between variables and quality metrics. All the correlations are
have at least p-value < 0.1. In the following the significance level is as follows: * <
0.05, *x < 0.01, * %% < 0.001

Ind. Social Variable Estimate Std.err.
level
Individual Seek.Back -0.007288** 0.002670
(video) new Videos 0.125865*** 10.030932
Individual Forum.Load -0.020290*** 10.008753
(forum) Forum.Search 0.029055 0.016544
Design group Collab.Chat 0.081835%* 0.034158
LO |(collaboration) Collab.WikiEdit 0.928531#*** |0.180442
SIG Centrality week 1 2.930e+02** 1.098e+02
(SNA) Out degree week 1 -1.609e+02%* |5.829e+01
Centrality week 5 5.046e-04* 2.219e-04
SIG Review Week 1 0.0011257%*%* 10.0003933
(reviews) Review Week 3 0.0009519** 10.0004802
Individual Seek.Back -0.006289** 0.002604
(video) newVideos 0.083227**  10.030372
Individual Forum.Load -0.017708* 0.008426
(forum) Forum.Search 0.033812* 0.015926
Design group Collab.Chat 0.0914995** 10.0331748
AD |(collaboration) Collab.WikiEdit 0.7468573%#* |0.1752467
SIG Centrality week 1 2.381e+02*  |1.116e+02
(SNA) Out degree week 1 -1.331e+02%  [5.924e+01
Centrality week 5 4.746e-04* 2.256e-04
SIG Review Week 1 0.0010307** 0.0003605
(reviews) Review Week 3 0.0009525*  |0.0004401
Individual Seek.Back -0.006224 0.002739%
(video) new Videos 0.089395**  10.031171
Individual Forum.Load -0.020801** {0.008726
(forum) Forum.Search 0.031160 0.016494
Design group Collab.Chat 0.087815** 10.035658
CO |(collaboration) Collab.WikiEdit 0.736609%** 10.188362
SIG Centrality week 1 2.685e+02*  |1.159e+02
(SNA) Out degree week 1 -1.479e+02%* |6.155e+01
Centrality week 5 5.105e-04*  ]2.343e-04
SIG Review Week 1 0.0009799** 0.0003760
(reviews) Review Week 3 0.0011245** 10.0004591
Individual Seek.Back -0.0055070*  |0.0024674
(video) new Videos 0.075931%*  10.028272
Individual Forum.Load -1.770e-02* |7.781e-03
(forum) Forum.Search 3.490e-02* 1.471e-02
Design group Collab.Chat 0.0843472*% 10.0306641
DT |(collaboration) Collab.WikiEdit 0.6282267*** |0.1619840
SIG Centrality week 1 2.308e+02*  [1.031e+02
(SNA) Out degree week 1 -1.268e+02* |5.474e+01
Centrality week 5 5.424e-04%* 12.084e-04
SIG Review Week 1 0.0010294%** 10.0003357
(reviews) Review Week 3 0.0010323** 10.0004098
Individual Seek.Back -0.0049693*  0.0024701
(video) newVideos 0.066964* 0.028568
Individual Forum.Load -0.013087 0.007833
(forum) Forum.Search 0.035876* 0.014805
Design group Collab.Chat 0.0828273** 10.0295544
IB |(collaboration) Collab.WikiEdit 0.6955376*** 10.1561218
SIG Centrality week 1 2.248e+02*  |1.030e+02
(SNA) Out degree week 1 -1.235e+02%  |5.472e+01
Centrality week 5 5.496e-04** |2.083e-04
SIG Review Week 1 0.0009621%** 0.0003382
(reviews) Review Week 3 0.0008912*  10.0004129
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quality. These relations show the contribution of having a mutual-understanding,
achieved by watching videos, of the video material while co-creating the artifact.

Forum behaviour and design document quality. We observed a pos-
itive correlation between number of forum searches and the design docu-
ment quality. However number of forum visits were negatively correlated to
the design document quality. These two relations indicate that only visit-
ing/reading/contributing to the meaningful threads was helpful in co-creation
of the design document.

6 Conclusions

In this paper we have described an innovative MOOC design, with novel tech-
nologies and pedagogical scripts that allowed participants with similar discipli-
nary interests to find each other, and which supported both intensive small-group
co-creation, while at the same time letting participants benefit from a larger
community of peers (Sect. 3). We introduced a new qualitative coding scheme to
assess the co-created design documents produced by the different design groups.
Finally we have introduced a framework for multilevel analysis, where the design
document quality is considered as a dependent variable, and we have used var-
ious process variables from different social planes of the course to explain the
relationship among these social planes as well as the different design document
quality levels (Sect.4).

Having semantically meaningful SIGs in the course had two effects: (1) on
participants’ actions, and (2) on the design document quality. We provided evi-
dence for these two effects in two different ways: (1) by showing the differences
in actions of SIG members, and (2) by showing the relationship between actions
of design group members, and the quality of their design document (Sect.5).

One of the interesting observations we found was that some of the review
prompts did not show the strong positive correlation with high quality design
documents that we had expected. We observed that the prompts with high
levels of abstraction (brainstorming and collaboration) were positively correlated
with design document quality while prompts related to specific technologies and
pedagogies (mobile devices and student generated content) were not correlated
with the quality. One plausible explanation for the latter could be the timing of
the prompts. The specific prompts were towards the end of the MOOC, when the
design groups were too advanced in their documents to be able to incorporate
new ideas. We plan to investigate the feedback uptake by the design groups in
the future.

There is a growing interest towards MOOCs with complex social structures,
where participants benefit from small group collaboration, as well as larger scale
communities of interest. This contribution presents one such example and shows
the contextualisation of data within the nested social structure. The authors
hope that this contribution exemplifies forthcoming MOOCs with innovative
social and pedagogical scenarios. In conclusion, this multi-level analysis has
opened a few new directions for further investigations and interventions. For
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example, review uptake as mentioned above, as well as focusing on individual
learning gains and small group collaborative mechanisms.
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Abstract. It has been long argued that learning analytics has the poten-
tial to act as a “middle space” between the learning sciences and data
analytics, creating technical possibilities for exploring the vast amount
of data generated in online learning environments. One common learn-
ing analytics intervention is the learning dashboard, a support tool for
teachers and learners alike that allows them to gain insight into the
learning process. Although several related works have scrutinised the
state-of-the-art in the field of learning dashboards, none have addressed
the theoretical foundation that should inform the design of such inter-
ventions. In this systematic literature review, we analyse the extent to
which theories and models from learning sciences have been integrated
into the development of learning dashboards aimed at learners. Our crit-
ical examination reveals the most common educational concepts and the
context in which they have been applied. We find evidence that cur-
rent designs foster competition between learners rather than knowledge
mastery, offering misguided frames of reference for comparison.

Keywords: Learning dashboards - Learning theory - Learning analyt-
ics + Systematic review - Learning science + Social comparison - Compe-
tition

1 Introduction

Learning Analytics (LA) emerged from the need to harness the potential of the
increasingly large data sets describing learner data generated by the widespread
use of online leaning environments and it has been defined as “the measurement,
collection, analysis, and reporting of data about learners and their contexts,
for purposes of understanding and optimising learning and the environments in
which it occurs” [37]. Ferguson [13] identified two main challenges when it comes
to learning analytics: (i) building strong connections to learning sciences and (ii)
focusing on the perspectives of learners.
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There is a common notion in the LA community that learning analytics
research should be deeply grounded in learning sciences [28,29]. Suthers and
Verbert [38] labelled LA the “middle space” as it lies at the intersection between
technology and learning sciences. Moreover, LA should be seen as an educational
approach guided by pedagogy and not the other way around [19]. However,
there is a strong emphasis on the “analytics”, i.e. computation of the data and
creation of predictive models, and not so much on the “learning”, i.e. applying
and researching LA in the learning context where student outcomes can be
improved [17].

One of the focuses of LA research is to empower teachers and learners to
make informed decisions about the learning process, mainly by visualising the
collected learner data through dashboards [9]. Learning analytics dashboards
are “single displays that aggregate different indicators about learner(s), learn-
ing process(es) and/or learning context(s) into one or multiple visualizations”
[35]. Dashboards have been developed for different stakeholder groups, includ-
ing learners, teachers, researchers or administrative staff [35]. Charleer et al.
[5] suggest that LA dashboards could be used as powerful metacognitive tools
for learners, triggering them to reason about the effort invested in the learning
activities and learning outcomes. However, a large majority of dashboards are
still aimed at teachers, or at both teachers and learners [35]. Moreover, there has
been very little research in terms of what effects such tools have on learning [26].

As a first step towards building effective dashboards for learners, we need to
understand how learning sciences can be considered in the design and pedagogi-
cal use of learning dashboards. Following Suther and Verbert’s [38] position that
learning analytics research should be explicit about the theory or conception of
learning underlying the work, we sought out to investigate which educational
concepts constitute the theoretical foundation for the development of learning
dashboards aimed at learners.

A number of previous works reviewed LA dashboards from different per-
spectives, including their design and evaluation. Verbert et al. [42] introduced
a conceptual framework for analysing LA applications and reviewed 15 dash-
boards based on the target users, displayed data and the focus of the evaluation.
A follow-up review [43] extended this analysis to 24 dashboards, examining the
context in which the dashboards had been deployed, the data sources, the devices
used and the evaluation methodology. Yoo et al. [47] reviewed the design and
evaluation of 10 educational dashboards for teachers and students through their
proposed evaluative tool based on Few’s principles of dashboard design [15] and
Kirkpatrick’s four-level evaluation model [25]. A more recent systematic review
by Schwendimann et al. [35] of 55 dashboards looked at the context in which
dashboards had been deployed, their purpose, the displayed indicators, the tech-
nologies used, the maturity of the evaluation and open issues.

The scope of all these reviews included learning analytics dashboards, regard-
less of their target users. Focusing on the challenges identified by Ferguson [13],
we narrow down our scope to LA dashboards aimed at learners in order to
focus on their perspective. A closely related work to this paper was published by
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Bodily and Verbert [4]. They provided a systematic review that focused exclu-
sively on student-facing LA systems, including dashboards, educational recom-
mender systems, EDM systems, ITS and automated feedback systems. The sys-
tems were analysed based on functionality, data sources, design analysis, per-
ceived effects on learners and actual effects.

Although other works looked into the learning theory foundations of game-
based learning [46], one major limitation of previous dashboard reviews is that
none investigate the connection to learning sciences. Moreover, [4,35] provide
recommendations for the design of learner dashboards, but none suggest the use
of educational concepts as a basis for the design or evaluation of the dashboards.
Through this systematic literature review we aim to bridge this gap by inves-
tigating the relation between educational concepts and the design of learning
dashboards. Dashboard design was previously examined by looking at the type
of data displayed on the dashboard and the type of charts or visualisation that
were used. However, in this study, we will specifically focus on how the data pre-
sented on the dashboard is contextualised and framed to ease the sense-making
for the learners.

Throughout this literature review, we explore how educational concepts are
integrated into the design of learning dashboards. Our study is guided by the
following research question: According to which educational concepts are learning
analytics dashboards designed?

2 Methodology

Prior to the systematic review, we conducted an informative literature search in
order to get an overall picture of the field. We ran the systematic literature review
following the PRISMA statement [31] and we selected the following databases
which contain research in the field of Technology Enhanced Learning: ACM Dig-
ital Library, IEEEXplore, SpringerLink, Science Direct, Wiley Online Library,
Web of Science and EBSCOhost. Additionally, we included Google Scholar to
cover any other sources, limiting the number of retrieved results to 200. We
searched the selected databases using the following search query: “learning ana-
lytics” AND (visualization OR visualisation OR dashboard OR widget). The first
term narrows down the search field to learning analytics, while the second part
of the query is meant to cover different terminologies used for this type of inter-
vention, addressing one of the limitations identified in [35]. Although the scope
of this review is limited to visualisations that have learners as end-users, it was
not possible to articulate this criterion in relevant search terms. Therefore, the
approach that we took was to built a query that retrieves all dashboards, regard-
less of their target end-users, and remove the ones that fall out of our scope in
a later phase.

The queries were run on February 20*", 2017, collecting 1439 hits. Each result
was further screened for relevance, i.e. whether it described a learning dashboard
aimed at learners, by examining the title and the abstract, thus reducing the list
of potential candidate papers to 212. Eleven papers that we came across during
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the informal check and fit the scope of our survey were also added to the set of
papers to be further examined. Next, we accessed the full text of each of these
223 studies in order to assess whether they are eligible for our study considering
the following criteria:

1. the paper’s full text is available in English;

2. the paper describes a fully developed dashboard, widget or visualisation, i.e.
we excluded theoretical papers, essays or literature reviews;

the target user group of the dashboard is learners;

the authors explicitly mention theoretical concepts for the design;

5. the paper includes an evaluation of the dashboard.

= w0

We identified 95 papers that satisfied the first three criteria. Only half of these
papers have theoretical grounding in educational concepts, suggesting a large gap
between learning sciences and this type of learning analytics interventions. The
focus of this study is set on 26 papers that describe dashboards that both rely on
educational concepts (criterion 4) and were empirically evaluated (criterion 5).
The list of papers included in this review is available at bit.ly /LADashboards.

3 Results

We started this investigation by collecting the theoretical concepts and models
used in the dashboards and analysing the relationships between the purpose of
the dashboards and the concepts that were employed in the development of the
dashboard. Next, we looked at how the design of these dashboards integrate
different concepts from learning sciences.

3.1 Learning Theories and Models

By analysing the introduction, background and dashboard design sections of
each of the papers included in this study, we identified 17 theories, models and
concepts that we bundled into six clusters (see Table 1).

EC1: Cognitivism cluster relies upon the cognitivism paradigm which posits
that learning is an internal process, involving the use of memory, thinking,
metacognition and reflection [1]. This is the most represented category through
self-regulated learning (SRL), 16 papers citing the works of Zimmerman [48],
Pintrich [33] or Winne [44]. Deep vs surface learning theory explains different
approaches to learning, where deep learners seek to understand the meaning
behind the material and surface learners concentrate on reproducing the main
facts [21]. EC2: Constructivism cluster is rooted in the assumption that learners
are information constructors and learning is the product of social interaction
[1]. Social constructivist learning theory [24] and Paul-Elder's critical thinking
model [11] have been used mostly in dashboards aimed to offer learner support
in collaborative settings, while Engestrom’s activity theory [12] was used as a
pedagogical base for supporting university students overcome dyslexia. ECS3:
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Table 1. Six clusters presentation of educational concepts identified and the papers
in which they appear. The list of papers included in this review is available at

bit.ly /LADashboards

Cluster Educational concept Freq. | Papers
EC1: Cognitivism Self-regulated learning |16 D1; D4; D5; D7; D9; D11;
D12; D14; D15; D18; D20;
D21; D22; D23; D25; D26
Deep vs surface 2 D16; D19
learning
EC2: Constructivism | Collaborative learning 6 D12; D13; D14; D16; D24;
D26
Social constructivist 4 D7; D13; D19; D22
learning theory
Engestrom activity 1 D12
theory
Paul-Elder's critical 1 D19
thinking model
EC3: Humanism Experiential learning 2 D4; D13
Learning dispositions 1 D2
21st century skills 4 D2; D11; D13; D19
Achievement goal 3 D15; D19; D24
orientation
EC4: Descriptive Engagement model 1 D10
models
EC5: Instructional Universal Design for 1 D19
design Learning instructional
framework
Formative assessment 3 D3; D6; D19
Bloom’s taxonomy 3 D3; D4; D22
EC6: Psychology Ekman’s model for 1 D23
emotion classification
Social comparison 3 D8; D15; D25
Culture 1 D25

Humanism cluster puts the learner at the centre of the learning process, seeking
to engage the person as a whole and focusing on the study of the self, motivation
and goals [8]. More recent works focus on developing 215 century skills [40] and
learning dispositions [36]. Achievement goal orientation theory is concerned with
learners’ motivation for goal achievement [32]. EC/: Descriptive models cluster
includes the engagement model [16] which differentiates between behavioural,
emotional and cognitive engagement. Several papers also cover the pedagogical
use of dashboards, aligning the EC5: Instructional design in which the dashboard
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is embedded with Bloom’s taxonomy [3], formative assessment [34] or Universal
Design for Learning framework [6]. While the majority of these clusters contain
concepts belonging to the learning sciences field, we also identified three con-
cepts that originate in the broader field of EC6: Psychology: Ekman’s model of
emotions and facial expressions [10], social comparison [14] and culture [18,22].

3.2 Dashboard Goals and Educational Concepts

In order to understand the reasons behind using these educational concepts, we
analysed the goals of the dashboards and looked at how their use was explained in
the papers. We extracted the goals of each dashboard and categorised them based
on the competence they aimed to affect in learners: metacognitive, cognitive,
behavioural or emotional (see Table 2). Most of the dashboards do not serve only
one goal, but rather aim to catalyse changes in multiple competencies. A fifth
category C5: Self-requlation was also added to account for papers that explicitly
described their goal as supporting self-regulation, a concept that involves all four
competencies [48].

Figure 1 illustrates the relation between the goals of the dashboards and the
educational concept clusters listed in Table1l. We can draw some interesting
observations from these connections. Firstly, the largest part of the visualisa-
tions aim to influence learners’ metacognitive competence, with the purpose of
supporting awareness and reflection. This aim is often motivated by SRL the-
ory, a learning concept that heavily relies on the assumption that actions are
consequences of thinking as SRL is achieved in cycles consisting of forethought,
performance and self-reflection [49]. SRL also motivates the goal of monitoring
progress and supporting planning, but to a lesser extent. Social constructivist
learning theory and collaborative learning also appear quite frequently in rela-
tion to metacognition, due to the collaborative setting in which the dashboards
were used. Dashboard developers argue that for effective collaboration, learners
need to be aware of their teammates’ learning behaviour, activities and out-
comes. Other concepts used for affecting the metacognitive level are formative
assessment as it implies evaluation of one’s performance, 215 century skills with
the focus on learning how to learn and social comparison as a means for framing
the evaluation of one’s performance.

Secondly, there is a strong emphasis on supporting the self-regulation com-
petence by using cognitivist concepts. The design of these dashboards is usually
informed by SRL theory. Constructivist concepts are also commonly used for the
development of these dashboards because the context in which these dashboards
were deployed is the online collaborative learning setting. Less used are instruc-
tional design concepts, more notable being the use of formative assessment as a
means for reflection and self-evaluation.

Thirdly, in order to affect the behavioural level, SRL is again one of the
most commonly used concepts, alongside social constructivism and collaborative
learning. Social comparison has a stronger presence on this level as it is used
to reveal the behaviour of peers as a source of suggestions on how learners
could improve. Surprisingly, very few dashboards aim to support learners on the
cognitive level, i.e. acquiring knowledge and improving performance, and the few
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Table 2. Competencies, the goals that are intended to affect each competence and the
papers in which they appear. The list of papers included in this review is available at
bit.ly /LADashboards

Competence Goal Freq. | Papers
C1: Metacognitive | Improve metacognitive | 4 De6; D7; D20; D23
skills
Support awareness and | 20 D1; D2; D3; D4; D6; DT;
reflection D9; D10; D11; D12; D13;
D14; D17; D18; D20; D21,
D22; D23; D25; D26
Monitor progress 8 D7; D§; D11; D15; D19;
D20; D22; D23
Support planning 2 D20; D22
C2: Cognitive Support goal 3 D9; D18; D25
achievement
Improve performance 3 D16; D23; D24
C3: Behavioural Improve retention or 2 D10; D25
engagement
Improve online social 7 D7; D13; D14; D16; D19;
behaviour D24; D26
Improve help-seeking 1 D17
behaviour
Offer navigational 2 D8; D15
support
C4: Emotional Deactivate negative 1 D9
emotions
Increase motivation 4 D2; D§; D15; D19
C5: Self-regulation | Support self-regulation | 13 D1; D4; D7; D9; D11;
D12; D15; D19; D20; D21;
D22; D23; D25

that do, rely mostly on SRL and social comparison. Finally, in order to animate
changes on the emotional level, dashboards build mostly on social comparison
and the modelling of learning dispositions and 215¢ century skills.

3.3 Reference Frames

According to the framework for designing pedagogical interventions to support
student use of learning analytics proposed by Wise [45], learners need a “repre-
sentative reference frame” for interpreting their data. We analysed this aspect
by looking at how the information was contextualised on the dashboard based on
the dashboard goals. We identified three types of reference frames: (i) social, i.e.
comparison with other peers, (ii) achievement, i.e. in terms of goal achievement,
and (iil) progress, i.e. comparison with an earlier self (see Table 3).


http://bit.ly/LADashboard

Awareness Is Not Enough 89

Competencies Educational concept clusters

EC1: Cognitivism
C1: Metacognitive

EC2: Constructivism

C5: Self-regulation
EC5: Instructional design

C3: Behavioural EC3: Humanism

I C2: Cognitive
EC6: Psychology

I C4: Emotional
EC4: Descriptive models

Fig. 1. The competence level targeted by the dashboards included in the review in
relation to the educational concept clusters that were used as a theoretical basis for
their development.

Apart from the origin of the reference frame, the three types are also char-
acterised by where in time the anchor for comparison is set. The social reference
frame focuses on the present, allowing learners to compare their current state
to the performance levels of their peers at the same point in time. The achieve-
ment reference frame directs learner’ attention to the future, outlining goals
and a future state that learners aim for. Finally, the progress reference frame
is anchored in the past, as the learners use as an anchor point a past state to
evaluate what they achieved so far. In the following paragraphs we discuss in
detail each type.

Social. The most common frame was showing learners their data in comparison
to the whole class. We also identified cases where learners had access to the data
of individual members of their working groups in collaborative learning settings.
In other cases, learners compared themselves to previous graduates of the same
course. In order to avoid the pitfalls of averages in heterogeneous groups, D22
allowed learners a more specific reference: peers with similar goals and knowl-
edge. A few dashboards compared learners to the “top” students, while on some
dashboards learners had the option to choose against which group they compare
themselves. On one dashboard, learners compared their self-assessment of group
work performance with the assessment made by their peers. We also looked at
how the data of the reference groups is aggregated. Most of the dashboards
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Table 3. The reference frames for comparison and their frequency. The list of papers
included in this review is available at bit.ly/LADashboards

Type Reference frame Freq. | Papers
Social Class 15 D1; D3; D4; D5; D7; D8; D11;
D15; D16; D18; D19; D21; D22;
D23; D24
Teammates 2 D14; D26
Previous graduates 2 D21; D25
Top peers 4 D8; D15; D16; D24
Peers with similar goals | 1 D22
Achievement | Learning outcomes 15 D2; D3; D4; D5; D6; D8; D9;
D11; D12; D15; D16; D20; D21;
D22; D24
Learner goals 1 D22
Progress Self 10 D1; D2; D3; D4; D5; D10; D18;
D23;D25; D26

displayed averages (16 dashboards), while only six showed data of individuals
and three presented a learner’s ranking within the reference group.

Achievement. The second way of framing the information displayed on the dash-
board is in terms of the achievement of the learning activity. Here, we distinguish
between two types of goals: (i) learning outcomes set by the teachers and (ii)
learner goals set by the learners themselves. One purpose of presenting learn-
ers’ performance in relation to learning outcomes was to illustrate mastery and
skillfulness achievement. Content mastery was expressed through the use of key
concepts in forum discussion (D16, D24), performance in quizzes covering topics
(D5, D8, D9, D15) or different difficulty levels (D3). The acquisition of skills was
quantified through the number of courses covering those skills in the curriculum
objectives (D21), while learning dispositions were calculated from self-reported
data collected through questionnaires (D2). A second purpose for using teacher
defined goals is to support learners in planning their learning by offering them
a point of reference as to how much effort is required for the completion of a
learning activity (D11). Concerning the learner goals, our results were surprising.
Only one dashboard allowed learners enough freedom to set their own goals: on
D22, learners could establish their aimed level of knowledge and time investment
and follow their progress in comparison to their set targets.

Progress. The third frame of reference refers to whether dashboards allow learn-
ers to visualise their progress over time, by having access to their historical data.
This functionality directly supports the “execution and monitoring” phase of the
SRL cycle [48]. Our results show that only 10 dashboards offered this feature,
while the rest displayed only the current status of the learners.


http://bit.ly/LADashboard

Awareness Is Not Enough 91

Competencies Reference frames
A: Learner goals

S: Peers with similar goals

A: Learning outcomes
C1: Metacognitive

S: Class
C5: Self-regulation
P: Self
I C4: Emotional
I C2: Cognitive S: Previous graduates
S: Team mates
C3: Behavioural
S: Top peers

Fig. 2. The competence level targeted by the dashboards in relation to the three refer-
ence frames identified: social (S: red), achievement (A: blue) and progress (P: yellow).
(Color figure online)

4 Discussion

Through this literature review, we seek to investigate the relation between learn-
ing sciences and learning analytics by looking into which educational concepts
inform the design of learning analytics dashboards aimed at learners. Our inves-
tigation revealed that only 26 out of the 95 dashboard designs identified by our
search have grounding in learning sciences and have been evaluated. This might
indicate that the development of these tools is still driven by the need to leverage
the learning data available, rather than a clear pedagogical focus of improving
learning. The most common foundation for LA dashboard design is self-regulated
learning theory, used frequently to motivate dashboard goals that aim to sup-
port awareness and trigger reflection. Two findings related to the use of SRL are
striking.

Firstly, very few papers have a secondary goal besides fostering awareness and
reflection. However, being aware does not imply that remedial actions are being
taken and learning outcomes are improved. Moreover, awareness and reflection
are not concepts that can be measured objectively, making the evaluation of
such dashboards questionable. According to McAlpine and Weston, reflection
should be considered a mechanism through which learning and teaching can be
improved rather than an end in itself [30]. Thus, we argue that LA dashboards
should be designed and evaluated as pedagogical tools which catalyse changes
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also in the cognitive, behavioural or emotional competencies, and not only on
the metacognitive level.

Secondly, since more than half of the analysed dashboards rely on SRL, we
took a closer look at how the different phases of the self-regulation cycle are
supported, i.e. fore-thought and planning, monitoring and self-evaluation [49].
The investigation of the reference frames used on the dashboards revealed that
there is little support for goal setting and planning as almost no dashboard
allowed learners to manage self-set goals. Moreover, tracking one’s own progress
over time was also not a very common feature. These two shortcomings sug-
gest that current dashboards are built mostly to support the “reflection and
self-evaluation” phase of SRL and neglect the others. This implies that apart
from a learning dashboard, online learning environments need to provide addi-
tional tools that facilitate learners to carry out all the phases of the SRL cycle,
supporting learners in subsequent steps once awareness has been realised. These
findings emphasise the need of designing LA dashboards as a tool embedded into
the instructional design, potentially solving problems related to low uptake of
LA dashboards [28].

Furthermore, our analysis revealed that social framing is more common than
achievement framing. Comparison with peers is usually used in order to motivate
students to work harder and increase their engagement, sometimes by “induc-
ing a feeling of being connected with and supported by their peers” [41]. When
looking at the theoretical concepts that inform the design of the studied dash-
boards, only two theories would justify the use of comparison with peers: social
comparison theory and achievement goal orientation theory.

Social comparison. [14] states that we establish our self-worth by comparing
ourselves to others when there are no objective means of comparison. However,
empirical research in the face-to-face classroom has shown that comparison to
self-selected peers who perform slightly better has a beneficial effect on mid-
dle school students’ grades, whereas no effects were found when there was a
bigger gap in performance [23]. Despite the availability of such research, social
comparison theory is rarely used to inform the design of dashboards. Only 3
works rationalise the use of comparison by grounding it on social comparison
theory and validations of this theory in educational sciences [7,20,27]. More-
over, learners usually got to see their data in comparison to the average of their
peers. Averages are often misleading because they are skewed by data of inactive
learners and the diversity of learning goals among learners, offering a misguided

reference frame.
A second theory that might support the use of social comparison is

achievement goal orientation theory. This theory distinguishes between mas-
tery and performance orientations as the motivation behind why one engages
in an achievement task [32]. In contrast to learners who set mastery goals and
focus on learning the material and mastering the tasks, learners who have per-
formance goals are more focused on demonstrating their ability by measuring
skill in comparison to others. We found few dashboards that contextualised the
data in terms of goals achieved, while the majority used different groups of peers
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as a frame of reference. This finding suggests that the design of current dash-
boards is more appealing to performance oriented learners, neglecting learners
who have a tendency towards mastery. Indeed, as Beheshitha et al. [2] observed,
learners that considered the subject matter of the course more motivating than
competition between students were more inclined to rate negatively the visuali-
sation based on social comparison. We found only one dashboard proposal that
catered to the needs of learners with different achievement goal orientations.
Mastery Grids [20] provides an open learner model for mastery oriented learners
on which they can monitor their progress, as well as social comparison features

for performance oriented learners.
The lack of support for goal achievement and the prevalence of comparison

fosters competition in learners. On the long-term, there is the threat that by
constantly being exposed to motivational triggers that rely on social compari-
son, comparison to peers and “being better than others” becomes the norm in
terms of what defines a successful learner. We argue that learning and education
should be about mastering knowledge, acquiring skills and developing compe-
tencies. For this purpose, comparison should be used carefully in the design of
learning dashboards, and research needs to investigate the effects of social com-
parison and competition in LA dashboards. More attention should be given to
the different needs of learners and dashboards should be used as pedagogical
tools to motivate learners with different performance levels that respond differ-
ently to motivating factors. As Tan [39] envisioned, “differentiated instruction
can become an experienced reality for students, with purposefully-designed LA
serving to compress, rather than exacerbate, the learning and achievement gap
between thriving and struggling students”.

5 Conclusion

This paper presents the results of a systematic survey looking into the use of edu-
cational concepts in learning analytics dashboards for learners. Our main findings
show that, firstly, self-requlated learning is the core theory that informs the design
of LA dashboards that aim to make learners aware of their learning process by
visualising their data. However, just making learners aware is not enough. Dash-
boards should have a broader purpose, using awareness and reflection as means
to improve cognitive, behavioural or emotional competencies. Secondly, effective
support for online learners that do not have well developed SRL skills should
also facilitate goal setting and planning, and monitoring and self-evaluation. As
dashboards mostly aim to increase awareness and trigger self-reflection, different
tools should complement dashboards and be seamlessly integrated in the learning
environment and the instructional design. Thirdly, there is a strong emphasis on
comparison with peers as opposed to using goal achievement as reference frame.
However, there is evidence in educational sciences that disproves the benefits of
fostering competition in learning. Our findings suggest that the design of LA
dashboards needs better grounding in learning sciences.

Finally, we see the need to investigate the effectiveness of using educational
concepts in the design of LA dashboards by looking at how these tools were
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evaluated, what are the effects perceived by learners and how learning was
improved. Our study was limited by a narrow focus set within the LA field, a
relatively recent research area. Valuable proposals could also be found in related
fields, e.g. educational data mining. We plan to answer these research questions
in the future by extending this work.
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Abstract. The primary goals of interactive learning environments (ILEs) are to
improve student engagement and learning outcomes. In this paper, we examine
different tablet-based user interaction strategies within the domain of analytical
geometry (i.e., the intersection of algebra and geometry) that supports active
learning for math problem solving. From a learning technology view, we ground
our work using cognitive engagement theory and apply usability to evaluate and
further infer user engagement by using different interaction metaphors. We
propose two ILE features: (1) self-constructed graphing, which provides a Carte-
sian coordinate interface so that students can graph toward a solution and (2)
system-generated graphing, where the ILE automatically translates written alge-
braic equations into their geometric equivalents. We recruited 24 college students
and conducted a 2 X 2 mixed factorial experimental design by varying two levels
(with & without) for each condition (self-constructed & system-generated
graphing). We found that these two features combined optimally increased
student engagement and solving performance. More importantly, letting students
control multi-modal user interactions (given the self-constructed graphing
feature) should be provided before introducing automated user interactions (given
the system-generated graphing feature).

Keywords: Interactive learning environments - Multiple representations -
Student engagement - Technology-enhanced learning

1 Introduction

Research has shown that interactive learning environments (ILEs) can improve students
math concept comprehension and problem solving skills [1]. However, designing such
systems is a nontrivial and iterative process. ILE developers must model domain knowl-
edge, analyze cognitive processes [2], and implement appropriate instructional meth-
odologies [3, 4] within the design of ILE systems. Further, designing for educational
user experiences is difficult because there are a number of different goals and concerns
that need to be balanced, as well as trade-offs that must be made [5]. In addition, learning
engagement is a key factor that should be considered when designing such ILE user
interfaces [6]. To improve students learning engagement, numerous techniques have
been illustrated and integrated into intelligent tutoring systems, digital games or other
learning systems [7-10]. For instance, Oviatt et al. showed the tablet pen-input
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effectiveness to support students reasoning and further engage into math problem
solving [11]. Marrikis et al. integrated automatic speech recognition into an interactive
learning environment to support children’s exploration and reflection [12].

In terms of concept understanding and knowledge acquisition, researchers have
shown the power of using multiple representations to understand certain concepts [13],
such as arithmetic fractions [14] and chemical bonds [15]. ILE designers consider multi-
modal inputs toward representations to let students interact with each one. Some existing
tools automate the connection between representations to demonstrate certain concepts.
For example, Desmos automatically translates algebraic expressions into the corre-
sponding geometric graph [16]. However, it does not allow students to enter or edit
geometric shapes.

In this paper, with the aim of understanding how user interaction affects students’
engagement, we demonstrate a case study to design and evaluate the multiple repre-
sentation learning technique from one interactive learning environment. The sketch-
based ILE helps students to learn analytical geometry concepts by connecting algebraic
and geometric representations. To quantify the property of multiple representations, we
ground our experimental design from educational psychology research, mapped as two
ILE features: (1) self-constructed graphing — A feature that allows students to graph
geometric shapes on their own, and (2) system-generated graphing — A feature that
automatically translates the equations students write on an algebraic canvas to their
geometric equivalents on a geometry canvas. We conduct an empirical study with 24
college students to evaluate the different combinations of these two features (with or
without) across four experimental conditions, as well as comparing to a baseline condi-
tion of using pen and paper.

To our knowledge, there has been no prior study to apply multiple learning repre-
sentations to evaluate student engagement. Our work presents a grounded approach to
extract and differentiate features. We show evidence that a dependency between self-
controlled and system-generated exists. It is recommended that before introducing auto-
matic system-generated features, ILEs should maximally support user self-controlled
features.

2 Related Work

2.1 Math ILEs with Multiple Representations

Since our proposed math-based ILE is bi-modal (allowing students to engage in both
algebraic equation solving and graphing geometry concepts), we reviewed the literature
related to math-learning strategies using multiple representations, in general, and within
the context of math ILEs. Multiple representations allow the same object or entity to be
described or displayed in multiple formats. This instructional technique has been used
widely across different learning domains, such as within chemistry [17], and specifically
for math learning, such as understanding arithmetic fractions [14] and algebraic equation
solving [18]. For algebraic equation solving, previous work has shown the importance
of using multiple representations to understand math functions, which treat both algebra
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and geometry as two representations [14, 17]. Our ILE integrates tablet pen-input for
writing and recognizes handwritten algebraic equations as knowledge patterns [19].

2.2 Engagement and ICAP Framework

We draw from the educational psychology literature related to how different user inter-
action features can incrementally escalate engagement in the user experience. Chi et al.
[20] conceptualized and validated the ICAP framework, which links cognitive engage-
ment to active learning outcomes. The ICAP framework postulates that student engage-
ment increases across four modes as students’ progress through learning activities:
passive, active, constructive, and interactive engagement. Passive engagement repre-
sents receiving instruction without any action, such as listening to a lecture or reading
a textbook. Active engagement means students’ self-manipulative actions, such as
repeating or rehearsing material during note-taking. Constructive engagement produces
additional externalized outputs by synthesizing and applying concepts that have been
learned, such as reflecting out-loud and self-explaining. Finally, interactive engagement
requires defending and negotiating one’s conceptual understanding in relation to others,
such as through debating problem-solutions with a partner or group [20]. The ICAP
framework presents this taxonomy of engagement modes hierarchically, where passive
engagement impacts learning the least, and interactive discourse enhances learning
outcomes the most optimally. Further, the hierarchy exists such that higher modes
subsume lower modes. This framework has been empirically validated in the domain of
material science [20]. We apply this framework in the analytical geometry math problem
solving domain.

3 Methods

3.1 Self-constructed Graphing and System-Generated Graphing

Albert needs to set up a light perpendicular to a stage. He knows the equation for the
stage is 2x — 3y = 9. Also, he knows the stage goes through a point (—4, —1). Give the
equation of line in the slope-intercept form if it is perpendicular to the stage.

Given the analytical geometry math problem above, students are required to under-
stand and manipulate algebraic expressions to quantitatively reason about the problem
[21]. Further they can use geometric forms as a qualitative view to facilitate their quan-
titative reasoning using algebra. Then, students should link these expressions as
geometric forms on the Cartesian coordinate system. To help students consolidate this
cognitive problem-solving process, the basic ILE design should allow students to enter
algebraic expressions to support quantitative reasoning (Fig. 1 right canvas).
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Fig. 1. Math ILE with self-constructed and system-generated graphing features

Further, self-constructed graphing lets students externally construct and directly
manipulate geometric shapes and relations on a geometry canvas (Fig. 1 left canvas).
This modality provides additional qualitative assistance that allows students to conduct
quantitative reasoning using visual representations of the algebraic equations. For
example, graphing a line to determine its slope. Relating this feature to the ICAP frame-
work, the bi-modal interface facilitates students in reflective activities on both the
algebra and geometry canvases, enhancing cognitive engagement from an active to a
constructive mode of learning.

Last, system-generated graphing supports multiple representations by automatically
translating written equations on the algebraic canvas to their visual equivalents on the
geometry canvas. When students enter an algebraic expression that matches a knowledge
pattern (e.g., a point, a line or a circle), the ILE translates and graphs that shape auto-
matically. However, this feature does not allow students to interact directly with the
geometry canvas, only through writing interpretable equations on the algebraic canvas
that are then translated for them. Therefore, system-generated graphing supports a
passive to active mode of learning related to the geometry representation, and a
constructive learning mode only as it relates to algebraic conceptual learning. Systems,
such as Desmos, support this type of system-generated graphing without self-
constructed graphing.

Combining Two Graphing Features. We argue that the combination of self-
constructed and system-generated graphing within our bi-modal ILE (Fig. 1) will
optimally support learning via multiple representations and by bringing learning
activities to an interactive mode of engagement. In our proposed ILE [22], students
have the flexibility of using either algebra or geometry canvases to work toward
solving a given problem. This would allow them to engage in constructive learning
activities for both algebra and geometry learning outcomes. Yet, when students write
an equation on the algebra canvas, it will automatically graph the equation for them
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on the geometry canvas. Then, students can directly manipulate the system-gener-
ated geometric shapes as to negotiate with the ILE how to best solve the problem.
As such, the ILE acts as a simulated conversation partner in co-constructing the
solution to a given problem with the student. In our ILE, it is important to note that
we intentionally chose to implement multiple representations unidirectional from
algebraic to geometry representations and not the reverse. Our rationale for this
decision is that algebraic knowledge is mandatory for solving analytical geometry
problems, while geometry conceptual knowledge is helpful but not required. As
such, allowing students to graph towards a solution, further letting the system
generate the algebraic output based on graphical input would potentially allow them
to arrive at the correct answer without demonstrating mastery of the underlying
concepts.

3.2 Study Design

The aim of our experimental design is to evaluate two graphing features (self-constructed
and system-generated graphing) and their relations based on ICAP cognitive engage-
ment theory. Our study utilized a 2 X 2 mixed factorial design with a baseline control
(i.e., pen and paper). We assumed that self-constructed graphing is the pre-requisite
feature to further add the system-generated graphing feature. Thus, the self-constructed
graphing feature was modeled as a between-subject factor, and the system-generated
graphing feature was implemented as a within-subject factor. Table 1 varies the inclusion
of the two features in various implementations of an ILE and maps each version of the
system to theory based on: (1) whether the ILE includes multiple representations (MR)
via a bi-modal algebra and geometry interface, and (2) the stage of learning engagement
as specified by the ICAP framework. For instance, in condition 2 (Non-MR), the ILE
supports unimodal interaction without containing both features, which only shows one
algebraic canvas without the geometric coordinate canvas. In the study, each participant
solved math problems using three conditions separately: (1) Pen and Paper, (2) an ILE
without system-generated graphing, and (3) an ILE with system-generated graphing.

Table 1. Summary of experimental conditions

# MR* ICAP ILE systems/features

1 N/A N/A Pen & Paper (Baseline)

2 No Algebra constructive Algebra ILE only

3 Yes Algebra constructive Bi-modal ILE with system-generated
graphing only

4 Yes Algebra & geometry constructive Bi-modal ILE with self-constructed
graphing only

5 Yes Algebra & geometry interactive Bi-modal ILE with self-constructed
& system-generated graphing
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3.3 System Implementation

We developed four different ILE systems by varying the inclusion or exclusion of the
two graphing features. All ILEs had some common features, which included the problem
description area on the top and a sketched-based canvas to draw algebraic expressions.
Students could sketch any notes or math expressions. Written expressions can be recog-
nized using a math expression parser [19]. Students could touch to manipulate the alge-
braic canvas to manage their writing space and erase their writings by performing a
scribble pen-gesture. Three versions of the ILEs provided bi-modal interfaces with both
algebra (positioned to the right) and geometry (positioned to the left) canvases. In the
version without either graphing feature, the geometry canvas was rendered useless, thus
removed. For system-generated graphing when the system detected pattern matches
between a written algebraic expression and a known knowledge pattern (such as point,
line slope intercept form, line general form, circle standard form), it automatically
graphed its corresponding geometric shape on the geometric canvas. The system could
perform real-time geometric shape drawing from student input, including when they
modified or deleted an algebraic expression. For self-constructed graphing, students
could zoom and translate the visualized coordinate interface through single or double
contact touch interactions. Students could enter geometric shapes upon the geometric
canvas using a structured visual widget toolbar on the bottom of the canvas. The visual
widget toolbar contained icons for creating a point, line, circle, two parallel lines, and
two perpendicular lines [23]. Dragging and deleting visual widgets were also provided.
Students could execute a command by first selecting a visual widget, and then pointing
onto the geometric canvas to finish the input task.

3.4 Stimuli Design

We chose analytical geometry math word problems as the stimuli for our experiment,
since solving word problems is considered both challenging and interesting to students
[21]. Students might pay more attention to the problems, which allows us to capture
students’ implicit perception toward study conditions and user interface. We modeled
problem-solving tasks to cover two main analytical geometry concepts: (1) Solving for
a perpendicular line given the equation of an existing line, and (2) Solving for two points
on a circle given an intersecting line. Both concepts required students to construct the
relationship between two geometric entities. Since participants need to solve a word
problem per concept and per condition, we found six math story-based problems from
a high school geometry textbook [24]. We modeled the problems so that they were
constructed using hybrid language that included both algebra- and geometry-oriented
cues. Problems were randomly assigned across the experimental conditions.

3.5 Participants

Prior to recruiting participants, we conducted a priori power analysis to determine our
target sample size. Using G*Power [25], to detect a medium effect size with a power of
0.80, we needed a total of 24 participants. Twenty-four adults, 14 females and 10 males,
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aged 19 to 21-years-old, participated in our experiment. All participants were college
freshmen at our university. Participants had taken Algebra 1 and Geometry 1 in high
school. 20 out of 24 participants previously used graphical calculators, such as the TI-84
and TI-89.

3.6 Procedure and Apparatus

Participants were invited to the user experience lab in our university to perform the
experiment. After participants agreed with our IRB consent form, they began the study
by first taking a pre-survey. Participants were then asked to solve the first two problems
using Pen and Paper. Next, they were randomly assigned to the self-constructed graphing
between-subjects condition or not. All participants engaged with the within-subjects
factor of system-generated graphing (with and without) in arandomized order. The study
design was counter-balanced to avoid order effects for both factors. Thus 12 participants
experienced two ILEs with self-constructed graphing. Problems were also assigned
randomly. During problem solving, participants were asked to talk aloud and try their
best to solve each problem. After solving one problem, participants click the “Done”
button, which directed them to the next problem. After finishing problem solving for
one condition, participants took a web-based survey to evaluate the current condition of
ILE in which they just used. After using all conditions to solve problems, a post-survey
was administered to ask debriefing questions. The entire experimental session was video/
audio recorded. The apparatus used was a Microsoft Surface Pro 3 with a digitizer. The
experiment window was set in full-screen mode. Participants used the stylus to work on
the system and could hold the tablet any way that they felt more comfortable.

4 Dependent Variables and Hypotheses

Based on the engagement literature, we accessed engagement through evaluating
students problem-solving behavior under the cognitive category [6]. Though many
forms of measurement coexist, we believed that most of them were too generalized
which cannot fit for our own need. Thus, derived from human computer interaction, we
accessed student engagement in three aspects: usability, cognitive load and perceived
learning. Since usability testing plays a critical role to evaluate any system in HCI, we
used perceived usability to partially infer engagement. Usability was measured by self-
reported rankings on a pre-validated questionnaire that assessed four dimensions of
usability: usefulness, ease of use, ease of learning, and satisfaction [26]. Each dimension
contained four items. In term of cognitive evaluation, previous HCI research has been
using cognitive load theory to measure user interface affordance [27-29], we evaluated
self-reported cognitive load to infer engagement in a different aspect. We measured
cognitive load using a pre-validated seven item survey scale for mental effort [30]. A
high score on this scale equated to lower levels of cognitive load. Though evaluating
perceived usability and cognitive load can deduce engagement, we also wanted to know
our ILE’s perceived learning effect, which might influence student engagement. Thus,
we created a new construct to operationalize perceived learning at the intersection of
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algebra and geometry concepts. This construct was developed as a six-item measure on
7-point Likert scale. To specifically test the user interface’s effect to help students link
two representations, we devised the perceived learning construct with 6-items, which is
shown below:

The interface helped me relate algebra + geometric concepts.

The interface gave me a better understanding of how equations are represented.
The interface could link my understanding of geometry algebra concepts.

The interface encouraged me to utilize geometry as well as algebra to solve the
problem.

The system encouraged me to figure out how I was going to solve problems.

The system motivated me to apply my knowledge to solve problems efficiently.

Other than evaluating engagement, we also examined learning performance across
different experimental conditions. which was scored based on correctness of the problem
solution using a pre-validated grading rubric. The rubric contains: (1) translating the
word problem correctly to either canvas, (2) recalling the appropriate knowledge (i.e.,
equations) needed to solve the problem, (3) meaningful progress toward problem
completion, and (4) arriving at the correct answer [31]. To ensure reliability in grading
for solving performance, we recruited two math tutors to grade participants’ solutions.
The inter-rater agreement between two graders was good (Cohen’s Kappa = 0.87). We
averaged the two graders’ scores as learning performance. To infer student engagement
into the ILE, we hypothesize:

Hypothesis 1 (Perceived Usability): An ILE with self-constructed and system-gener-
ated graphing will be perceived as significantly more usable than ILEs without either
or both features.

Hypothesis 2 (Cognitive Load): An ILE with self-constructed graphing and system-
generated graphing will require significantly less mental effort than an ILE without
either or both features.

Hypothesis 3 (Perceived Learning): An ILE with self-constructed graphing and
system-generated graphing will significantly improve perceived learning over an ILE
without either or both features.

Hypothesis 4 (Learning Performance): An ILE with self-constructed graphing and
system-generated graphing will significantly improve learning performance over an
ILE without either or both features.

5 Results

We present our results by describing the validity and reliability of our dependent meas-
ures. We report MANOVA results for our perceived measures and a mixed factorial
ANOVA for solving performance. We also analyze data from self-reported surveys,
recorded video and supplemented quantitative findings with qualitative insights from
participants’ feedback. Table 2 presents the descriptive statistics for dependent meas-
ures. Normality checking showed that all dependent measures are normally distributed.
All scale reliabilities calculated as Cronbach’s alpha are above the 0.70 threshold of
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acceptability. The results of hypotheses testing are presented in Table 3. To evaluate our
hypotheses (which posit that both features will out-perform the other four conditions),
we interpret both the main effects of each feature, as well as the interaction effects
between the two features. Compared to the baseline condition of Pen and Paper the ILE
with both features are perceived to be significantly more useful (t(11) = 2.68, p < 0.05),
easier to use (t(11) = 2.31, p < 0.05), easier to learn (t(11) = 2.85, p < 0.05), more
satisfying (t(11) = 3.74, p < 0.01), required less mental effort (t(11) = 2.34, p < 0.05),
and improved perceived learning (t(11) = 3.68, p < 0.01). Actual solving performance
is also significantly enhanced by our ILE system (t(11) = 4.14, p < 0.01).

Table 2. Descriptive statistics

Dependent measure | With self-constructed graphing Without self-constructed graphing

With system- Without system- With system- Without system-

generated generated generated generated

M SD M SD M SD M SD
Usefulness 6.33 0.66 5.73 0.93 5.54 0.79 4.87 1.29
Ease of use 5.88 0.75 5.50 0.90 5.06 0.91 5.33 0.92
Ease of learning 6.29 0.72 6.04 0.77 5.40 0.95 5.90 0.83
Satisfaction 6.02 0.82 5.35 0.88 5.29 0.82 4.52 1.01
Cognitive load 5.78 0.82 5.37 1.08 493 1.04 4.52 1.12
Perceived learning 6.35 0.73 5.56 1.13 5.58 0.77 4.25 1.27
Solving performance | 77.08 30.16 59.37 26.16 63.95 35.12 52.50 36.57

5.1 Main Effects of Self-constructed Graphing

As shown in Table 3, we found a significant (p < 0.05) main effect of self-constructed
graphing on all but two of our perceived usability measures (ease of use and ease of
learning). Overall, participants found the versions of the ILE that included this feature
to be significantly more usable (useful and satisfying). They also experienced less
cognitive load and felt that the ILE helped them relate and understand algebra and
geometry concepts more effectively. However, we did not find a significant main effect
of self-constructed graphing on actual solving performance.

5.2 Main Effects of System-Generated Graphing

We also found a significant (p < 0.05) main effect of system-generated graphing
(Table 3) on all but two of our perceived usability measures (ease of use and ease of
learning). Overall, the perceived effects of system-generated graphing were all in the
same direction as self-constructed graphing. We also found a significant main effect of
system-generated graphing on solving performance. When participants had this within-
subjects feature, they performed significantly better than when the feature was not
available to them. Based on these results, we can say that we found partial support for
H1 (perceived usability) and that our data fully supported H2 (cognitive load), and H3
(perceived learning). We consider our results as providing partial support for H4
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(solving performance) and discuss the implications of our findings in more detail in our
discussion.

Table 3. Hypothesis testing results

Measures Statistical results

Self-constructed Usefulness F(1,22) = 6.84, p < 0.02, '1‘% =0.24
Ease of use F(1,22) =224, p = 0.15, nf, =0.09
Ease of learning F(1,22) =2.89, p = 0.10, nj =0.12
Satisfaction F(1,22) = 5.84,p < 0.02, 7 = 0.21
Cognitive load F(1, 22) = 5.05, p < 0.04, r,]f =0.19

Perceived learning F(1,22) = 9.70, p < 0.01, 115 =0.31

Solving performance | F(1, 22) = 0.70, p = 0.41, 1 =0.03

System-generated Usefulness F(1,22) = 8.13,p < 0.01, '1‘% =027
Ease of use F(1,22)=0.13,p =0.72, n;:o.m
Ease of learning F(1,22)=0.84, p =037, nj =0.04
Satisfaction F(1,22) = 19.35,p < 0.01, 17 = 0.47
Cognitive load F(1, 22) = 5.02, p < 0.04, r,]f =0.19

Perceived learning F(1,22) = 19.57,p < 0.01, r)i =047

Solving performance | F(1, 22) = 13.14, p < 0.01, 71,3 =037

Interaction effect Usefulness F(1,22) = 0.02, p = 0.89, r[; =0.001
Ease of use F(1,22) = 4.90, p = 0.04, r,lf =0.18
Ease of learning F(,22) =7.52,p = 0.01, '1,3 =0.26
Satisfaction F(1,22) =0.10, p = 0.75, nf, =0.01
Cognitive load F(1, 22) = 0.00, p = 1.0, 11,3 =0.00
Perceived learning F(1,22)=127,p=0.27,7>=0.06

P
Solving performance | F(1, 22) = 0.60, p = 0.45, nf, =0.027

Note: Significant p-values (< 0.05) are shown in bold

5.3 Interactions Effects

We detected significant interaction effects between the two features for ease of use and
ease of learning (medium to large effect size), which were the two dimensions of
perceived usability that we previously did not detect significant main effects. Figure 2
illustrates the interaction effect for ease of use, which was similar to that of ease of
learning. While our ILE with two features was still perceived as significantly easier to
use and easier to learn than the other conditions, we found an unanticipated result, which
suggests that system-generated graphing without self-constructed graphing was consid-
ered significantly harder to use and harder to learn than the other four conditions.
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Participants preferred the ILE that only provided an algebraic canvas without the geom-
etry canvas or two features over this option.
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Fig. 2. Interaction effect for ease of use

6 Discussion

For the system-generated graphing, students felt that the ILE helped them to relate and
better understand algebra and geometry concepts. For example, one student said:

“I was able to see the geometric representation of my algebra which greatly helped in solving/
checking work especially if I was solving the equation right.”

This finding was consistent with the intelligent novice cognitive model that suggests
that students can improve their conceptual understanding through self-checking capa-
bilities [32]. However, the fact that we only found a significant main effect of system-
generated graphing on actual solving performance is an area of potential concern. This
finding suggests that the system-generated feature may be giving students too much help
by partially solving the problem for them. Therefore, future research should further
examine the potential learning benefits versus the potential negative “enabling” effects
of this feature. Adaptive graphing features should be investigated based on students prior
learning experience. In the current experiment, besides the system-generated graphing
effect for certain conditions, all conditions do not have a cognitive tutor that provide
procedural scaffolds or hints to guide students’ problem solving. Another experiment to
incorporate a cognitive tutor to verify this finding might be essential.

The results provided additional empirical validation for the ICAP framework as it
applies to the context of ILEs for analytical geometry math work problem-solving. We
confirmed that two-feature ILE system increased usability, reduced cognitive load and
increased their perceive learning, which indirectly improve students engagement. The
system with such features also improve learning outcomes. This finding coincided with
the previous research that the combined set of multimodal features is most predictive,
indicating an additive effect [33]. One student explained:
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“I enjoyed editing geometric shapes by myself. I also enjoyed the effect of the automation as it
encouraged me and engaged me in solving such problems. The automation helps me check and
keep on going with my problem solving, which was greatly helpful.”

The most unique finding from this experiment was the interaction effect for ease of
use and ease of learning between the two features. From a theoretical view, it confirmed
the hierarchical nature of ICAP’s learning modes. System-generated graphing proved
to be a less engaged learning mode without allowing students to reach a constructive
level of engagement on the geometry canvas. Only with the combination of both features
was an interactive level of engagement reached as students began to co-construct the
problem solution with the ILE. Indeed, both features achieve the same goal to construct
the geometric shapes linking to algebraic expressions. However, the result implied that
students wanted to manipulate and interact with geometric shapes before introducing
the automated graphing feature. This finding reveals that ILE designers should consider
all modality input and features in the first place. Automated mechanisms should be
considered after supporting all modality interaction features to give students more
smooth user interaction and engaged user experience. Though we did find certain
significant effects through the current sample size (N = 24), future work can widen it to
verify the findings in a large scale.

7 Conclusion

In this paper, we illustrated a human computer interaction approach to extract two user
interface features and ground them in the ICAP cognitive engagement framework to
access student engagement. We further conducted a mixed-factorial experiment to eval-
uate the system with or without each feature. We found the same result as previous
research that the combination of graphing features accumulates student engagement
level. More surprisingly, we found that two features do depend on each other, which
meets the ICAP hierarchical view. This finding suggests that ILE designers should let
students maximally manipulate and interact with each input modality before adding
automated features.
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Abstract. Embodied learning, under the lens of Embodied Cognition theory,
emphasizes on the inseparable link between brain, body and the world; it
considers that the active human body can alter the function of the brain and there-
fore the cognitive process. From this perspective, the exploration of learning
environments that promote bodily activity in relation to cognitive tasks are
gaining the attention of the research community in the recent days. One such case
is the use of multimodal, motion-based games mediated by sensors like a Kinect
camera to enable learning through active and embodied interaction with learning
content. This paper presents findings from an empirical investigation of using
embodied touchless interactive games to enhance motor performance for children
with learning disabilities and motor impairments. Young children, mainly
attending special units within mainstream elementary schools, participated in a
five-month intervention. Kinetic analytics, together with teachers’ self-reported
observations and interviews, revealed improvements in children’s motor perform-
ance, particularly psychomotor ability and psychomotor speed. The paper contrib-
utes to the technology-enhanced learning community by providing insights into
the use of embodied learning technology in special education.

Keywords: Embodied cognition - Embodied learning - Motion-based games -
Kinect - Natural interaction - Learning disabilities - Special education -
Technology-enhanced learning

1 Introduction

In the age of technological imperative, massive efforts are underway to transform tradi-
tional teaching and learning to something that is enriched and mediated by technology
with the prospect of advancing learning. In this spirit, motion-based interactive envi-
ronments are gaining the attention of interaction designers and learning scientists who
have considered the role of the active body in the functioning of the brain. In this direc-
tion, the emerging field of embodied learning, offers new ways of understanding learning
which builds upon the inseparable link between brain, body, and the world.

Embodied learning takes into consideration that the human body can play a signifi-
cant role in the cognitive process, in thinking and in acting in the world [1, 2]. Advocates
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of embodied learning believe that the involvement of the physical body and activity in
the learning process has the capacity to change the cognitive process [3]. Although a
good deal of research in the field of education has investigated how the integration of
bodily movements and senses can influence learning [4], there is still insufficient
evidence about this link based on which firmed conclusions can be drawn [4, 5].

The present study investigates how the use of embodied touchless interactive games
can advance the motor performance of children with learning disabilities and motor
impairments. The study is part of a larger investigation of embodied learning addressing
arange of skills, yet the present manuscript focuses on motor performance, particularly:

1. Gains in (a) Psychomotor Abilities (Gp) - the ability to perform physical body motor
movements with precision, coordination, or strength, and (b) Psychomotor Speed
(Gps) - the speed and fluidity with which physical body movements can be made,
based on the Cattell-Horn-Carroll Integrated Model classification of skills, which is
widely accepted as the most comprehensive and empirically supported model of
cognitive abilities [6].

2. Perceived experiences of the special education teachers and therapists regarding the
development of the abovementioned skills, through embodied learning.

In the sections below, we first provide an overview of the relevant literature and
previous empirical work related to embodied learning using technology. Subsequently,
the method of the present investigation is detailed, followed by major findings and
implications for research and practice in the intersection of technology-enhanced
learning, special education and multimodal, motion-based technologies.

2 Background

2.1 Embodied Cognition Theory and Technology Enhanced Learning

Embodied cognition has become a significant learning paradigm in contemporary theory
of cognitive sciences. The fascinating insight of this theory is that behavior is not simply
the output of someone’s isolated brain [7]. Rather, embodied cognition holds that cogni-
tive processes are deeply rooted in the body’s interactions with the world [1]. Conse-
quently, the body plays a central role in shaping the mind and therefore, learning scien-
tists should consider ways of engaging the body in the learning activity [8], known as
embodied learning. As Nguyen, and Larson [9] noted, in embodied learning environ-
ments where learners use their bodies “learners are simultaneously sensorimotor bodies,
reflective minds, and social beings”.

Theories such as embodied cognition serve as an interesting foundational approach
to technology-enhanced learning research. Indeed, the progress of multimodal, interac-
tive spaces and motion-based technologies in the field of education has brought to light
a lot of interesting considerations, pointing to the need to reconsider teaching practices
and educational settings. Embodied cognition also became prominent in the fields of
human computer interaction and interaction design with the work of Dourish [10] who
first suggested the term “embodied interaction”. Since then, lots of research aims to
explore the role of the body in learning to create appropriate design strategies and
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environments in the service of learning. For example, tangible computing and Tangible
User Interfaces (TUISs) [5, 11], as well as the use of multi-sensor artifacts, gesture tech-
nologies, and whole-body interaction [12] aim to create innovative and interactive
learning experiences.

Overall, embodied cognition theory and embodied learning practices have brought
to light essential considerations on how to develop appropriate learning environments
for interactions between people and learning content [13]. Yet, little prior work has
focused on the integration and evaluation of technologies that mediate embodied
learning with specific learning goals in mind [14], such as the advancement of Psycho-
motor Abilities (Gp) and Psychomotor Speed (Gps) for children with special educational
needs. That said, this work aims to push the boundaries of new learning technologies,
teaching methods and evaluation techniques for the investigation and exploitation of the
embodied learning field.

2.2 Related Empirical Work

In the last few years, innovative embodied interaction technologies are replacing the
traditional human-computer interface modalities like mouse and keyboard [15]. Motion-
based, interactive games such as Wii, Wii Fit or Wii Balance Board, Kinect-based games
and exergames have received the researchers’ attention investigating their potential for
learning. These types of interactive games require active participation and physical
engagement by the participants. In doing so, players can practice their motor skills in
addition to others (e.g., cognitive skills depending on the goals of the game). Without a
doubt, education is a research area in which the theory of embodied cognition has strong
implications [15]. However, there is limited empirical research that studies the use of
embodied games in general education as well as special education [16].

Within the limited empirical evidence in special education, motion-based interactive
games appear to enhance the motor skills of children with disabilities [17, 18]. For
example, in a relevant study [19] a total of 15 children with cerebral palsy with limited
motor control of arms, experienced increased physical activity during the interventions
with motion-based interactive games, compared to children in the control group. In
another study conducted with 40 children diagnosed with cerebral palsy spastic diplegia,
the practice with Nintendo Wii Fit games showed significant improvement in children’s
motor performance, when the control group exhibited no significant changes in the
respective measures [20]. Moreover, a study conducted with 10 children with motor
impairments using Nintendo Wii (Wii), showed significant improvement in upper limb
functions for children in the intervention group [21]. It should be noted that all above-
mentioned studies used motion-based interactive games in home settings (rather than in
school environments or therapy centers) with children with motor impairments.

Along the same lines, a series of studies has been conducted to support both children
and adults with attention problems and motor impairments [22-26]. In one study [27]
children with gross motor skills problems were actively engaged in learning and, as a
result of playing, improved their motor performance. In another recent study [28], a total
of 20 children with special educational needs used a suite of Kinect-based learning
games for a number of weeks; results showed significant improvement in children’s
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motor, cognitive and academic skills. Moreover, previous findings from research on
exergames suggest that their use in rehabilitation interventions is pleasant in addition to
being effective in helping people to improve their motor skills [29]. Yet, other studies
have shown limited effects of exergames in participants’ performance [23].

Outside the field of special education, Lee et al. [30] used Kinect-based games to
facilitate conversational language learning with 39 non-English speaking college
students. Their findings suggested that gestures grasped the attention of the learners and
stimulated their thinking about language. The study of VanDam et al. [31], showed that
word meaning was linked to sensorimotor experience and therefore, the embodied
approach resulted in language comprehension. The study of Chang et al. [32] claimed
that the embodied learning experience facilitated students’ cognitive learning outcomes
and gave opportunities for more active learning engagement.

All things considered, a few empirical studies in the last decade, have shown that
bodily movement can enhance learning and motor performance, whilst it appears to help
with attention levels during the task. In all studies, researchers have emphasized the need
for conducting more work to provide compelling evidence for the effectiveness of
motion-based, multimodal interactive technologies for embodied learning.

3 Method

3.1 Participants

This present piece of investigation involved 10 elementary students (seven boys and
three girls) with special education needs and motor impairments. Most of them (n = 7)
attended mainstream elementary schools with special education units. The remaining
children (n = 3) attended a special school. The participants had comorbid learning disa-
bilities and disorders which influenced their motor performance, such as dyspraxia, brain
paralysis, Down syndrome and ADHD. Five children were diagnosed with brain para-
lysis, spastic diplegia or quadriplegia which are subsets of spastic cerebral palsy that
affects arms and legs. One child was diagnosed with dyspraxia which is a disorder that
makes it hard to plan and coordinate physical movement. The rest four children had
motor impairments combined with other disorders such as Down Syndrome, autism and
ADHD (see Table 1). Inclusion criteria were age (6—14 years old) and ability to use
Kinect-based, multimodal interactive games, even from a seated position. Exclusion
criteria included severe motor or mental disorders to the extent that no engagement with
the activities would be possible, according to the participating educators/therapist. Nine
special educators and one occupational therapist were involved in the study, who were
responsible for implementing the interventions during five-month period.
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Table 1. Children participating in the study

Child | Age | Diagnosis

1 8 Motor impairments (seated on a wheelchair)

2 8 Down Syndrome and motor impairments

3 11 Brain paralysis

4 8 Motor impairments and ADHD

5 Dyspraxia and motor impairments

6 8 Autism and motor impairments

7 10 Brain paralysis - Spastic diplegia

8 12 Brain paralysis - Spastic quadriplegia (seated on a wheelchair)

9 14 Brain paralysis - Spastic diplegia (seated on a wheelchair)
10 14 Brain paralysis and motor impairments

3.2 Kinect Movement-Based Multimodal Interactive Games

Building on the idea of embodied learning, we used the commercial suite of Kinect
movement-based interactive educational games, known as Kinems [33]. Kinems games
engage students in learning related to verbal, math, and motor skills among others,
through natural interaction, using only hands and body, via the Microsoft Kinect camera.
Previous research has found evidence of many positive effects Kinems games have on
children to develop a variety of skills [28, 34]. A unique aspect of Kinems is that child-
ren’s interaction, performance and movements during the intervention sessions are
recorded on a cloud server, therefore the researcher or practitioner can extract conclu-
sions about the participant’s progress. As of 2017, the Kinems suite includes 18 inter-
active games. In the present study, we focused on games which can enhance Psycho-
motor Abilities (Gp) and Psychomotor Speed (Gps), based on Cattell-Horn-Carroll
Integrated Model classification of skills [6]. These are the “Walks” and “River
Crossing”. The study is part of a larger investigation addressing a range of skills through
embodied learning using the complete Kinems suite.

To provide a better picture of the embodied learning games, “Walks” is a game that
takes place in an imaginary farm. A farmer should walk along a path and collect carrots,
without straying off the path into the mud or colliding with moving critters. The game
can be made more/less challenging by selecting various path directions (horizontal,
vertical, diagonal or zigzag) or by adding/removing obstacles to be avoided (see Fig. 1,
left). On the other hand, in “River Crossing” (see Fig. 1, right), the child undertakes the
task to lead a boat in a river and transfers animals and items of the food chain from one
shore to the other. The child should be very careful so as not to crash the boat on rocks
that exist. Sometimes the passage for the boat becomes narrower or wider, depending
on the difficulty level of the game, that the teacher/therapist can adjust [33].
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Fig. 1. “Walks” game (left) and “River Crossing” game (right)

3.3 Procedures and Data Collection

Special education teachers/therapists with their students were invited to participate in
the study, upon ethical review of the proposed work. Once all parental permissions were
obtained, a training workshop was conducted for teachers/therapists to practice the use
of Kinems games and understand how to implement the method effectively with their
special education children.

The intervention was conducted in a five-month period. In mainstream elementary
schools with a special education unit (n = 7 students) the interventions took place in the
unit. In this case, the teacher prepared personalized intervention based on the needs of
their students. Children in the special school (n = 3) also received personalized instruc-
tion. On average, students received two sessions of 40-minutes Kinems interaction per
week and completed between 12 and 40 sessions in the duration of the study (see Fig. 2).
Children did not play the games in the same order, duration, or configuration settings;
the personalized programme of each participating child involved different game settings
as decided by the child’s special teacher/therapist.

Fig. 2. Children using Kinect-based games by Kinems

In terms of data collection, system log-file data of children’s interaction were auto-
matically recorded in the Kinems platform. For example, depending on the game, the
system recorded hand movements and stability, number of times the child completed
the game, number of obstacles avoided (e.g., snakes and worms in “Walks” and rocks
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in “River Crossing” game) and speed of completing the game. In other words, the Kinect
sensor recorded tracking data as the game progressed to enable the teachers’ and
researchers’ understanding of children’s progress on the variables of interest, in this case
Psychomotor ability (Gp) and Psychomotor speed (Gps).

The dataset also included teachers’ typed observations regarding children’s perform-
ance, behavior and participation in the learning process; per researchers’ instructions,
these observations was noted by teachers at the end of each session in a specific notes-
area for typing within the Kinems software. Furthermore, at the end of the programme,
semi-structured interviews were conducted with all participating teachers. As shown in
Table 2, questions focused on teachers’ perceptions of students’ improvement through
their participation in the programme and the value of the Kinems games for embodied
learning for students with motor impairments and educational needs.

Table 2. List of some questions asked in semi-structured interviews

Question

1 How was the mood and motivation of the children during the sessions?

2 How children increase or not their participation during the intervention?

3 In what ways did the games support children’s motor needs and learning needs?

4 Were the games hard, easy, and usable for the children and the teacher/therapist?

5 Please describe the general performance of children across sessions (motivation,
completion time, body and hand movement etc.).

6 How do you see embodied games helping children to improve their skills?

4 Findings

4.1 Gains in Psychomotor Abilities (Gp) and Speed (Gps)

Initially, the analysis focused on understanding how the use of embodied touchless
interactive games can enhance children’s Psychomotor Abilities (Gp) and Psychomotor
Speed (Gps). Based on the Cattell-Horn-Carroll Integrated Model classification of skills
[6], Psychomotor Ability (Gp) is the ability to perform physical body motor movements
with precision, coordination, or strength, operationalized in this study as the motor
stability of the hand. Psychomotor Speed (Gps) is the speed and fluidity with which
physical body movements can be made, operationalized in this work as the time for
successful completion of the task.

With regards to Gps, we examined the speed-related analytics recorded in “Walks”
which was used by all 10 participants for a different number of sessions, using config-
uration settings within the personalized programme of each child. Table 3 presents
sequences of “Walks” usage by each child with the same configuration settings. As
shown in Table 3, the overall completion time of the game improved across intervention
sessions. In fact, there was a statistically significant difference on children’s speed (t
(9) = 4.35, p = .002), with children completing the task in shorter time in their last
session (M = 1.67, SD = .78) compared to their first session (M = 3.57, SD = 1.85),
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with a large effect size (Cohen’s d = 1.37) suggesting the practical significance of this
finding.

Table 3. Completion time from the first to the last session in “Walks”

Time in Walks session 1 Time in Walks last | Number of sessions with same
session settings
Child 1 2.37 1.4 4
Child 2 5.1 2.12 4
Child 3 7.33 2.39 6
Child 4 5.8 3.34 8
Child 5 1.58 1.3 4
Child 6 2.19 1.51 7
Child 7 3.19 1.29 4
Child 8 2.42 1.7 4
Child 9 3.34 1.18 9
Child 10 2.4 0.49 7

With regards to Gp, we present the case of two children, while similar gains were
evident across the majority children of Table 3. Child 2 played “Walks” for four consec-
utive sessions with the same configuration settings. As Fig. 3 shows, this child progres-
sively improved his hand stability along a combination of horizontal and vertical move-
ment, in only four sessions. Also, as the child was increasingly more capable of
performing more accurate hand movement, success in completing the task was achieved
in progressively shorter time (see Table 3). This child did not play other consecutive
sessions of Walks with more advanced configuration settings.

Fig. 3. The progressive improvement of the child’s hand movement in 4 sessions of Walks

In “River Crossing”, we present the case of Child 9 who played the game for twelve
consecutive sessions with the same configuration settings. Figure 4 shows progressive
improvement of the horizontal movement of his hand for four different routes from left
to right during the game. The charts of the first session (left side), show that child faces
kinetic instability during the execution of the right to drive left. Instead, looking at the
figures of the last session (right side) one can see the child’s improvement in comparison
with the hand movement of the respective first session. Overall, the child’s Gp ability
for hand movements from left to right improved over time. Meanwhile, the game
completion time of the child (Gps ability) was improved across sessions. In the first
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session, the child finished the “River Crossing” game in ten seconds; in the fourth
session, he finished the game in four seconds and maintained this speed for the remaining
sessions in “River Crossing”.
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Fig. 4. A: Hand movement from 1* session to 12™ session - route 1; B: Hand movement from
1% session to 12" session - route 2: C: Hand movement from 1% session to 12" session - route 3;
D: Hand movement from 1* session to 12 session - route 4.

4.2 Teachers’ Perceived Experiences of Embodied Learning

Teachers’ observation notes taken upon each intervention session were analyzed in
conjunction with the semi-structured interviews conducted at the end of five-month
period. The interview data was transcribed and coded as described in Saldana [35].
Coding was done by two researchers (authors) who worked closely together on coding
the interview transcripts, while considering the observation notes of the respective
teachers. Following an iterative coding approach [35], a total of 18 thematic codes were
identified until saturation was reached. These were then classified into four larger themes
associated with the embodied learning experience from the teachers’ perspective. Next,
we report on one theme — “Improvement of motor skills” —which is directly linked to
variables of interest in the present study— Gp and Gps. A detailed analysis of all four
themes is beyond the scope of this manuscript.
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According to the teachers, the method of touchless interaction enabled children to
engage in physical activity and improve their body and hand movement. The clear
majority of teachers discussed progress in vision-motor coordination, hand stability and
speed improvement, as illustrated in Table 4.

Table 4. Teachers talk about visual-motor coordination, hand stability and speed

Participant Visual-motor coordination | Hand stability | Speed improvement in task
completion

pl
P2
p3
p4
pS
po
p7
p8
PO
pl0

OSSO S SO

S L S S S S S
<R R R

<.

A few teachers went on to discuss that the embodied interaction with the games
helped the children improve their gross motor and fine motor skills, body position in the
space and ability coordinate thought and movement. Some indicative quotes on the
matter are presented below to express the depth of the experience:

(pl) “With the interactive games I saw that [child’s name] was more concentrated
and improved her movement. I think that this interactivity is very helpful especially for
these children who have a lot of disabilities which affect their movement.”

(p2) “In the beginning, it was very difficult for my students to play the interactive
games, but after a few sessions, they became much more confident in their movements.”

(p4) “I saw a significant improvement in the gross motor skills of my students. I saw
that during the intervention my children could coordinate their hands better as well as
their body position in front of the game.”

(p9) “I believe that this learning experience helped the children to coordinate their
thinking and how to materialize it; thought - movement coordination for these children
is very important.”

(pS) “One of my students has issues with his balance and hand-movement coordi-
nation. He has also a lot of difficulties in physical activities and for this reason he cannot
participate in the gym class. However, this student managed to complete all the inter-
ventions. I saw significant improvement in his balance, hand stability and hand-move-
ment coordination. I think that the games helped him a lot.”

(p7) “I saw improvement even with children who do not have severe mobility prob-
lems. Children with severe motor impairments had stress at the beginning, but during
the programme they became capable of controlling their movement and their
balance.”
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(p10) “My children were seated on a wheelchair while playing. I saw an improvement
especially in hand movement. I saw, for example, improvement in their hand stability
and in their visual-motor coordination in the game. Playing these games, which require
physical effort, I helped my students practice and learn to control their movements
improving the fluidity of their hand and fingers movements”.

Some yet more promising feedback was related to the transfer of motor skills. One
of teachers reported improvement in his student’s writing, although the study did not
have the data to triangulate this finding. In the teacher’s own words:

(p9) “During the programme, I noticed that one of my students improved the way of
his writing; his grapho-kinetic skill improved significantly. Before the intervention, his
movements were more steel and often without control; I noticed that after these sessions
his movements are more limited around the body and are more controlled”.

Overall, the teachers’ perceptions were fully consistent with the findings from the
Kinetic analytics reported earlier. All the participating teachers felt that the embodied
learning games can have an impact on children with motor impairments and special
educational needs.

S Discussion and Implications

A few studies in the field of educational technology have recently focused on exploring
the potential of engaging the body in the learning process. This paper presents findings
from an empirical investigation of using embodied touchless interactive games to
enhance motor performance for children with learning disabilities and motor impair-
ments. In sum, analysis of system analytics data from the Kinems embodied learning
sessions revealed that children experienced significant gains in (i) psychomotor abilities
(Gp) operationalized as stability of hand movement and (ii) psychomotor speed (Gps)
operationalized as the time needed to successfully complete the task. These findings
were consistent with the experiences and impressions of the teachers-participants.

In general, the results of the study are encouraging as they not only support our initial
expectations driven by the theory of embodied cognition but also, confirm results of
previous works making use of motion-based technologies to achieve learning goals
including motor performance for children with special needs and learning disabilities
[15,16,19-21,27,28]. Moreover, although many previous works make use of embodied
learning technology in (isolated) home settings, the present study suggests that such
methods can be used in traditional educational settings, including special schools, main-
stream schools with special units and personalized education programmes, enriching the
way of teaching and learning and enhancing the motor performance of children.

Nonetheless, empirical research in the field of embodied interactive games in special
education for children with developmental coordination disorders are still limited [27,
28], not allowing for firm conclusions to be drawn. More investigation is needed to
demonstrate how learning content and methods of embodied learning are best integrated
in different domains [36]. Furthermore, theoretical frameworks need to be elaborated to
explain the idea of body being active in the cognitive process and to establish the limi-
tations of the relationship between the body and the mind.
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One limitation of this study is the use of a large suite of games. Because of the many
options to choose from, the teachers did not make extensive use of each single game.
For example, most of them used “Walks” with the default settings, while after several
sessions when the child mastered the game (within 4 to 9 sessions as in Table 3), the
teachers chose to switch to a different game, rather than continue with “Walks” config-
ured with more difficult settings. Therefore, from the perspective of the researchers, the
study lacked data from consecutive sessions in a single game with increasing levels of
difficulty. Future work in this area, should aim to track progressive improvement of skills
across time and increasing difficulty. Therefore, although encouraging, the results of the
present investigation require replication and extension to inform scientists about the
value of embodied experiences linked to specific (learning) goals.

Future efforts could also involve clusters of participants with very similar needs so
that gains in specific skills can also be clustered. To elaborate, in this work we studied
the complete pool of participants as one unit of analysis. Yet, it is our next aim to explore
the different impact of Kinect-based games on different clusters of participants such as
participants with mild brain paralysis, as well as in different intervention settings such
as, receiving personalized intervention in special units in mainstream classrooms vs.
special schools vs. being part of class-wide embodied learning interventions. Further-
more, given the initial teacher-reported evidence of skills transfer, future studies would
do well to investigate whether any competence developed during the programme will
last beyond its duration and even transfer to other domains. In other words, it would be
essential to examine if good scores in the embodied games are linked to good skills in
real life.

Overall the study contributes to the technology-enhanced learning community by
providing a better understanding of the potential of using embodied learning technology
in special education. The study suggests that the use of touchless, multimodal interactive
games can help enact embodied learning and result to the advancement of motor
performance for children with special learning needs and motor impairments. The find-
ings from the study can inform and further encourage the integration of embodied
learning experiences mediated by motion-based technology in different learning envi-
ronments.
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Abstract. Even though the recent influx of tablets in primary education goes
together with the vision that educational technologies will revolutionize edu-
cation, empirical results supporting this claim are scarce. The adaptive educa-
tional technology in this research is used daily in primary classrooms and
includes teacher dashboards. While students practice on the tablet, the tech-
nology displays real-time data of learner progress and performance in teacher
dashboards. This study examines how teachers use the dashboards during les-
sons applying the Verberts’ learning analytic process model. Teacher dashboard
consultations and resulting pedagogical actions were observed in mathematics
lessons. In a following stimulated recall interview, a teacher was asked to
elaborate on the knowledge he/she activated and his/her reasoning in inter-
preting the dashboard. The results indicate that teachers consult the dashboard
on average 8,3 times per lesson, but great variation among teachers was found.
Teachers activate existing knowledge about the class and students to interpret
dashboard data. The pedagogical actions teachers take after dashboard consul-
tation are mainly providing individual feedback and additional instruction. The
results show that pedagogical actions preformed at teachers’ own initiative are
mostly directed to low ability students, whereas actions after consulting the
dashboard are more directed at middle and high ability students. These results
indicate that extracted learning analytics, in the form of teacher dashboards are
indeed influencing teachers’ pedagogical actions in daily classroom activities
and may initiate behavior changes in teaching practices.

Keywords: Educational technologies - Primary education - Dashboards -
Ability levels

1 Introduction

Even though the recent influx of tablets in primary education goes together with the
vision that educational technology empowered with learning analytics will revolu-
tionize education, empirical results supporting this claim are scarce [1]. Specifically,
advances are expected in adapting learning materials to the needs of individual stu-
dents, leading to enhanced educational effectiveness [2, 3]. Learning analytics are
expected to play and important role in driving adaptive learning and are often con-
ceptualized by the distinction between embedded and extracted learning analytics [4].
On the one hand, embedded analytics refer to cases where the data is used directly by
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the learning technology, for example providing different practice assignments to dif-
ferent students based on their ability profiles. On the other hand, extracted learning
analytics refer to instances in which data are made available for different actors, such as
teacher or students. Teacher dashboards are an often-used example of extracted ana-
lytics [5]. Dashboards can be conceptualized as new instruments that help teachers to
improve their daily practice. However, we know very little about how teachers are
using dashboards and how this affects their pedagogical actions such as the feedback
they provide or the instruction they give.

A way to theoretically ground teachers’ dashboard usage is through the distributed
cognition theory. This theory states that instruments can indeed support professionals,
when these instruments fit seamlessly into the activities of a professional [7]. Extensive
research in domains ranging from aviation to medicine shows that the connection
between instruments and the professional’s routine is of great importance for the
successful usage of new tools [8]. For example, a new tool in an aircraft must fit
seamlessly into the daily routine of the pilot and his crew to prevent accidents. In
classrooms dashboards can be considered a ‘new’ instrument for teachers to support
them in selecting effective pedagogical actions [6]. Where the distributed cognition
theory provides a research paradigm to view the use of instruments during professional
functioning, the Verberts’ learning analytics process model can be used to investigate
how teachers use dashboards specifically in their daily classroom contexts.

Verberts’ learning analytics process model specifies the stages users go through
from interpretation of the data on the dashboards towards meaningful actions [5]. Four
stages are distinguished in this learning analytic process model. First, in the awareness
stage the user becomes aware of the dashboard and the data available. Second, in the
reflection stage the user interprets the data by asking questions and evaluating the
relevance of these questions. In the third, sense making stage the user answers the
relevant questions to further understand the value of the data. Finally, in the impact
stage, the user’s understanding of the data is employed to change his/her behavior.
Hence, this model applies to teachers and their use of dashboards in their teaching
practices [5]. Teacher dashboards are directed at teachers to better understand students’
ability, learning process and progress. Often these dashboards represent information
about students’ progress on different learning goals and show correct and incorrect
answers students have given on assignments [5]. In the awareness stage teachers
become consciously aware of the data in the dashboards. For example, they explore
which information is shown. Next, in the reflection stage, teachers start asking them-
selves questions about the data, such as “how can I see if students are understanding the
material?”. In the sense making stage teachers try to answer their questions, and try to
understand how the data are informative for their teaching and how they relate to their
pedagogical actions, for example, how do the data show that a student is struggling
which would call for feedback or additional instruction. Finally in the impact stage
teachers determine pedagogical actions that respond to the data in de dashboard.
Pedagogical actions are interventions teachers take to support students’ learning, for
example providing additional instruction to improve individual students’ progress.

Generally, teachers constantly make decisions leading to pedagogical actions [9].
These pedagogical actions are based on teachers’ pedagogical knowledge base that
consists of knowledge, skills, perceptions, and personal characteristics and entail
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knowledge on both student and class level. Important knowledge elements are under-
standing of individual students’ abilities, students’ domain knowledge and skills, but
also common developmental problems students face during learning and how they are
indicated by particular errors students make. Furthermore, knowledge on the class level
deals with social dynamics within the group and understanding of the knowledge and
skill development at the group level. All these knowledge elements can be used to select
appropriate pedagogical actions. Information on the dashboards can add to teachers’
knowledge base on both student and class level. Therefore, when teachers go through the
stages of the learning analytics process model to interpret data on the dashboards, it is
likely that they activate their pedagogical knowledge base. To understand how dash-
board data affect teaching, it is important to understand which additional knowledge
teachers activate to understand the data and reason towards pedagogical actions.

Both on a class and student level, teachers can use data to adjust pedagogical actions
such as instruction and feedback. Teachers in Dutch primary schools often follow the
direct instruction model [10]. In this model a lesson consists of 7 phases. First teachers
present the general topic of the lesson and assess students’ prior knowledge in the
introduction phase. Second, in the goal setting phase, teachers elaborate on the learning
goal of the lesson and their expectation of students’ learning. Third, during the
instruction phase, teachers give class-wide instruction adjusted to the class’s knowledge
and skills. Fourth, in the guided practice phase, students practice together with the
teacher. This stage is important for teachers to determine if all students understand the
instruction provided. Fifth, in the independent practice phase, students work on practice
assignments individually. Sixth, during the independent practice phase, teachers may
give extended instruction to low ability students. After the extended instruction, all
students are working in the independent practice phase and teachers provide help to
individual students using a range of pedagogical actions. Often they provide additional
instruction or they give students feedback. Feedback is defined as individual support,
which helps the student progress. It can be directed at the task, person, progress,
metacognition, or social aspects of learning [11]. Teachers’ pedagogical actions can also
entail selecting different learning material for a student, or changing the pace for stu-
dents depending on their needs and progress. The seventh and last phase of the lesson is
the reflection phase, in which the teacher reflects on students’ practice and progress.

The dashboard information can have different functions in different phases of the
lesson. For example, if a teacher sees that a number of students are making similar
mistakes during independent practice, he/she can give additional instruction to this
particular group. However, if this information is provided during guided practices, the
teacher might change the instruction. Moreover data on learning phase may be viewed in
a different light during the guided practices phase as compared to during the independent
practice phase. For example, if a particular student is much slower compared to the other
students, in the guided practice phase where the strategy is discussed together this could
indicate a problem with prior skills and knowledge, whereas during the independent
practices phase this could indicate an individual problem, for instance this student is
using a less effective strategy. Additional insight provided by clicking in the dashboard
to show the type of errors and mistakes this student is making can support the teacher to
investigate the students’ errors and define an appropriate pedagogical action.
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To conclude, extracted learning analytics in the form of dashboards provide
teachers with concurrent information about students’ abilities, progress, performance,
and errors made. This information can be useful to adjust pedagogical actions and
teaching behavior, but only when teachers are aware of the data and able to interpret the
data properly and translate this understanding into appropriate pedagogical actions.
Consequently different stages of the learning analytics process model are a prerequisite
for effective teacher usage of dashboards in different phases of the lesson. Accordingly,
this study explores how teachers go through the different stages of the learning ana-
Iytics process model in their use of extracted analytics, thereby increasing our under-
standing of the usage of dashboards by teachers in the classroom context. The
following research questions are examined:

1. How often do teachers consult the dashboards during a lesson and in which phases
of the lesson?

2. Which pedagogical knowledge do teachers activate to interpret the data on the

dashboards?

What pedagogical actions do teachers take after consulting the dashboards?

4. How do teachers’ teaching practices change in response to the usage of dashboards?

et

In this study, the awareness stage of the learning analytics process model is
operationalized by how often teachers consult the dashboards during lessons. The
reflection and sense making stage are combined by assessing which pedagogical
knowledge teachers activate to interpret the data provided on the dashboard. The
pedagogical actions that teachers take after consulting the dashboards provide first
insights of the potential impact dashboards can have. Finally, changes in teaching
practices are determined by comparing teachers’ pedagogical actions after consulting
the dashboard to teachers’ pedagogical actions that are initiated without dashboard
consultation. It is important to note that consultation and pedagogical actions are
directly observed in the classroom context, whereas the reflection and sense making are
assessed through a stimulated recall interview with the teachers.

2 Method

2.1 Sample

In total, 38 teachers of 8 different primary schools participated in this study. 30 teachers
were female and 8 were male. The participating teachers each taught a different class,
ranging from Grade 2 (8-year-old students) to Grade 6 (12-year-old students). On
average teachers had 19 years of teaching experience and 2 years experience with tablet
education. Each teacher was observed during a 50-minute mathematics lesson, dealing
with the topics of the math curriculum the school follows. Teachers agreed to partic-
ipate in the study and were interviewed directly after the lesson.
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2.2 Adaptive Educational Technology

The adaptive educational technology used in this research is called ‘Snappet’. This
technology is mainly used for mathematics and spelling across primary schools in the
Netherlands. The mathematics and spelling assignments in ‘Snappet’ are comparable to
those used in traditional paper workbooks. This educational technology operates on
tablet computers and features both adaptive assignments (embedded analytics) and
dashboards (extracted analytics). Children receive immediate (knowledge of results)
feedback after finishing each assignment. Next to pre-selected assignments that are the
same for all students in a class, the technology features adaptive assignments, which are
adjusted, automatically to students’ performance levels. The technology uses a
derivative of the Elo rating system to adapt assignments to the current ability level of
the individual student [10]. The system uses the algorithm to model the probability of a
student answering a question correctly. The algorithm calculates a student’s ability
score, which is the representation of a student’s ability on a particular learning
objective. The ability score represents an expected outcome for a given assignment
with a specific difficulty level. Once the student finishes an assignment, the ability score
is re-calculated using the difference between the expected and actual outcome. Based
on the ability score the next assignment with matching difficulty level is selected.
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Fig. 1. Teacher dashboard lesson overview.

Teachers use this technology in a blended educational scenario in which traditional
instruction is combined with practice on the tablet computer. Class wide teacher
instruction plays an important role in this scenario. After the teacher has explained a
new topic to all students, students first practice with the same pre-selected assignments.
In the next phase, students work with adaptive assignments. This adaptive practice
supports individual practice at the students’ own ability level.

The dashboards. The technology captures real-time data of learner performance,
which are concurrently displayed to the teachers on dashboards. The system includes
three different dashboards for teachers. The lesson overview dashboard indicates the
performance of students on the pre-selected assignments, see Fig. 1. Teachers can
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monitor this dashboard to see the progress of the individual students. Green blocks
indicate that a student has answered an assignment correctly. Orange blocks denote that
a student eventually answered the question correctly after one or more incorrect
attempts. Finally, red blocks indicate that the student did not manage to give a correct
answer. As this dashboard is updated concurrently during the class it also provides
information on students’ pace. The class overview dashboard provides an overview of
the performance of the students compared to all other students using the system,
indicating to which norm group each student belongs (10% best students, 20% best
students, etc.). Finally the progress dashboard is used when students work on adaptive
assignments. This dashboard indicates which students are progressing on their learning
goals, are stable, or slow down in their progress.

2.3 Measurements

The observations. To examine how often teachers consult the dashboards during a
lesson classroom observations were performed by trained research assistant that were
seated in the classroom. They observed the teacher’s tablet or computer screen and
were logged in the adaptive educational technology being able to see the teachers’
dashboard. Every time the teacher consulted a dashboard, the observer wrote down the
time, made a screen shot of the dashboard and coded the pedagogical action that
followed. Pedagogical actions were classified as: no action, feedback, instruction,
adjustment of learning materials, or adjustment of pace, see Table 1. Feedback actions
were actions in which the teacher gave information to the students about their learning
process. Instruction actions were instances where the teacher provided additional
instruction to one or more students. Adjustment of learning materials included actions
in which the teacher customized the learning materials for an individual student or a
group of students. Adjustment of pace included allowing one or more students to work

Table 1. Pedagogical actions

Pedagogical Explanation Example
actions
Feedback Actions in which the teacher provided “You are working very
feedback to student(s) about their learning hard, well done”
process
Additional Actions in which the teacher provides “Please do not forget to
instruction additional explanations or examples to add the numbers you have
student(s) to keep in mind”
Adjustment of | Actions in which the teacher adapted the “Tim, please make the
learning material (assignments or learning goal) of assignments I put in a
materials student(s) work package for you”
Adjustment of | Actions in which the teacher adapted the “The star group should
pace pace of the lesson for student(s) now continue with the
next lesson”
No action Teacher did not perform a didactic action The teacher takes no clear
after consulting the dashboard action
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shorter or longer on a particular section of learning materials. The Cohens’ Kappa on
all categories was acceptable to good, ranging from .71 to .90. Finally, in case an action
was directed at an individual student, the research assistant also wrote down the ability
level of the student that was addressed. This was done by using classroom plans
indicating the ability level of children based on the seating arrangement.

Stimulated recall interviews. After each observation, the research assistant discussed
all dashboard consultations in a stimulated recall interview with the teacher. The tea-
cher was asked to indicate which knowledge he/she used to assess the data in the
dashboard. By means of a grounded analysis the teachers’ answers were classified in
the following categories: knowledge of the student, characteristics of the student,
progress of the student, error analysis, knowledge of the class, characteristics of the
class, and agreements with the class, see Table 2. The Cohens’ Kappa was acceptable
to good, ranging .69 to .94 for different categories.

Table 2. Teacher pedagogical knowledge activation

Pedagogical
actions

Explanation

Example

Knowledge of
the student

Error analyses

Progress of the
student

Characteristics
of the class
Agreements
made with the
class

Progress of the
class

Refers to the teachers’ knowledge about
students’ knowledge or personal
characteristics

Refers to the analysis of mistakes to
determine the reason of these errors

Refers to students’ advancement, for
example, the number of assignments
made

Refers to the teachers’ knowledge of the
class’ characteristics and knowledge
Refers to the agreements that were made
with a class, for example, we respect
each other’s opinion

Refers to the class’ advancements

“This student is weak in math
but has a high general
intelligence”

“Peter has a wrong
conceptualization of double
digit numbers”

“This student made less
assignments compared to the
other students”

“This class has many dyslexic
students”

“Every lesson consult with
your neighbor student for

5 min”

“The whole class has worked
well today”

Children’s mathematics ability was determined by using the national standardized
mathematics assessment, CITO Mathematics [CITO Rekenen-Wiskunde]. Students
were divided in three ability levels. The high ability group represented the top 25%, the
middle ability group contained the middle 50% and the low ability group represented
the lowest scoring 25%.
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3 Results

3.1 Awareness: Dashboard Consultation

The first research question addressed how often teachers consult the dashboards during
a lesson. In the 38 lessons that were observed, teachers consulted the dashboards a total
of 317 times. On average, teachers looked at the dashboards 8.34 times per lesson with
a standard deviation of 5.22 times. There was quite some difference in how often
teachers consulted the dashboards, ranging from 2 to 22 times per lesson. Three groups
of teachers could be distinguished: —1 SD and below (between O and 5 dashboard
consultations in a lesson) consisting of 13 teachers, between —1 SD and +1 SD (be-
tween 6 and 10 dashboard consultations) consisting of 15 teachers, and +1SD and
above (between 10 and 22 dashboard consultations) consisting of 10 teachers. These
groups are further distinguished as the low, medium and high consultation group.

With respect to the positioning of dashboard consultations during the 7 phases of
the direct instruction model, 69% of the dashboard consultations were during the
independent practice phase, see Fig. 2. Teachers also consulted the dashboard during
the reflection phase to evaluate how the class performed. During other phases con-
sultation was minimal.

W introduction
set learning goal

M class wide instruction

W guided practice
independed practice
extended instruction

M closure

Fig. 2. Percentage of dashboard consultations during the phases of the direct instruction model

3.2 Reflection and Sense Making: Pedagogical Knowledge Activation
and Data Interpretation

The data from the stimulated recall interviews showed that teachers indeed reflect on
the data when consulting dashboards. Teachers did activate their existing pedagogical
knowledge to interpret the data in the dashboards. For example, teachers would activate
knowledge of a particular student to interpret why his pace was different from the other
students. Based on the teacher’s knowledge that this student was often very accurate,



Teacher Dashboards in Practice: Usage and Impact 133

he could determine if the current information on the dashboard was different than
expected and create new meaning. Figure 3 provides an overview of the types of
pedagogical knowledge teachers activated. Knowledge of the student (66 of the 317
dashboard consultations) was activated mostly to understand the data in the dash-
boards. Furthermore, teachers often made an analysis of the type of errors students
made (56 dashboard consultations) and of students’ progress (55 consultations) to
determine which particular type of support a student needed. Teachers also activated
pedagogical knowledge on progress of the class (46 consultations), knowledge of the
class (37 consultations) and agreements with the class (34 consultations) to interpret the
data and determine pedagogical actions. Teachers mostly activated knowledge on the
individual student level, namely 60% of the time versus 40% knowledge at class level.

m knowledge of student
error analysis

M progress of student

W progress of the class
knowledge of the class

agreements with the class

Fig. 3. Percentage of types of pedagogical knowledge activated.

On average teachers activated 4 different knowledge types during a lesson. We
examined if the dashboard consultation rate was associated with the diversity of the
activated knowledge. A three-way ANOVA analysis indicated that there was a sig-
nificant difference between teachers in the low, medium, and high consultation group,
F(2,35) = 30.94, p = .001. Post-hoc Bonferroni analysis indicated that there were
significant differences between all three groups. Teachers in the low consultation group
on average activated 2.54 different types of knowledge, teachers in the medium con-
sultation group activated 4.00 types of knowledge, and teachers in the high consultation
group activated 5.00 different types of knowledge. Additionally a difference was found
between the three groups in the types of knowledge that teachers activated. Low
consulting teachers mostly relied on knowledge of student and class. Medium and high
consulting teachers also engaged in error analysis and used progress information of
both class and students more frequently.

3.3 Impact: Pedagogical Actions

The actions that followed dashboard consultation are outlined in Fig. 4. The action that
was most likely to follow after a teacher looked at the dashboard, was providing
feedback to a student (N = 118). For example, “you are doing really well, keep this up
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B Feedback
Instruction
m No action

m ad. Materials

ad. Pace

Fig. 4. Percentage of types of pedagogical actions taken after dashboard consultation

Ann”. Often teachers provided additional instruction to the class or to a particular
student (N = 90). For example, “you need to remember to add that number”.
Adjustment of learning materials (N = 17) and adjustment of pace (N = 10) were less
frequently taken pedagogical actions. About a quarter of the dashboard consultations
(N = 82) were not followed by any explicit teacher action. Of the actions that were
performed following dashboard consultation, 50% was directed at individual students,
7% at a group of students, and 43% at the class level.

On average teachers activated 3 different types of pedagogical actions during a
lesson. We determined whether the number of consultations of the dashboards was
associated with the diversity of the pedagogical actions. Possibly teachers that con-
sulted the dashboards more frequently, were also more likely to show more diversity in
pedagogical actions. Indeed a three-way ANOVA analysis indicated that there was a
significant difference between the low, medium, and high consulting teachers F
(2,35) = 20.31, p = .001. Post-hoc Bonferroni analysis indicated that there were sig-
nificant differences between all three groups. Low consulting teachers on average took
2.08 different actions, medium consulting teachers took 2.80 different actions, and high
consulting teachers took 3.90 different actions. Additionally a difference was found
between the three groups in the types of pedagogical actions. Low consulting teachers
mostly gave additional instruction or did not engage in any action. Medium and high
consulting teachers gave feedback more often and high consulting teachers also
adjusted materials and pace.

3.4 Sense Making: Relation Between Knowledge Activation
and Pedagogical Action

In order to further understand teachers sense making proces, the relation between
knowledge activation and the three most likely following pedagogical actions were
assessed. Table 3 shows the correlations between activated knowledge types and
pedagogical actions. Instruction was related to activation of knowledge about the class
or students which indicated that teachers need to augment the information in the
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Table 3. Correlations between pedagogical actions and teacher activated knowledge

Pedagogical actions Feedback | Instruction | No action
Knowledge of students 0.24 0.69%** | —0.60*
Error analysis 0.59% 0.16 0.51%*
Progress of students 0.54%%%* 0.30 0.15
Progress of the class 0.27 -0.25 0.73%%%
Knowledge of the class 0.17 0.35 —0.01
Agreements with the class | 0.67*** | —0.01 —0.04
*significant at 0.05, ¥*0.01, ***0.001 note. N = 317 dashboard
views

dashboard with existing knowledge to be able to determine which instructional actions
are appropriate. Feedback actions were driven by agreement with the class, for
example, “you are working according to our agreement, well done!” Also error analysis
and progress of students drove feedback actions. This indicated that individual feed-
back actions were supported by data on mistakes made and progress and augmented by
reasoning on the types of mistakes and meaning thereof. Finally, in cases where no
action was taken, teachers often simply confirmed that the class was making appro-
priate progress or they assessed errors and felt no immediate need to intervene.

3.5 Prolonged Impact: Changing Teacher Behavior After Dashboard
Consultation

Teachers naturally initiate pedagogical actions during their lessons and now they also
initiate pedagogical actions after dashboard consultation. To determine whether
teachers alter their practices due to the dashboard information, we examined if teachers’
pedagogical actions after dashboard consultation were directed at students with dif-
ferent abilities compared to teacher actions that were initiated naturally (i.e. without
dashboard consultation). We found that indeed there was a marginally significant
difference y2(2, 329) = 5.84, p = .054. Naturally initiated teacher actions were mostly
directed at low ability student, which (see Fig. 5). However, after dashboard consul-
tation teachers supported medium and high ability students more often. The dashboard
information seemed to guide teachers to support students that normally would have
received less support.

60
50
20 ® Without Dashboard
30 — With Dashboard
20 E—
10— F——— —
0
Low

Middle High
Ability levels

Pedagogical actions

Fig. 5. The division of pedagogical actions directed at different ability groups
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4 Conclusion

This study examined how teachers use teacher dashboards, a form of extracted learning
analytics, during mathematics and spelling lessons. The results showed that teachers
were aware of the dashboards and consulted them on average over § times in a
50-minute lesson. However, a large diversity in consultation was found. Low, medium
and high consulting teachers were distinguished. As expected dashboard consultations
were mostly occurring during the independent practice phase of the lessons, but also
during the reflection phase the dashboard was consulted. Typically in the independence
practice phase teachers were giving additional feedback or instruction to students. In
the closure phase teachers would provide additional feedback reflection on the student
or class progress as input to discuss problems students’ faced.

Teachers indeed reflected on the data and activated additional pedagogical
knowledge to interpret the data as suggested by Verberts’ learning analytics process
model [5] and Roelofs’ pedagogical knowledge bases model [§]. Knowledge on the
individual student level was activated more often, but also knowledge on the class level
was used by teachers to make sense of the dashboard data. In line with these results,
50% of the pedagogical actions following dashboard consultation were directed at
individual students, about 7% was directed at a small group, and 43% at the class level.
At the individual student level, pedagogical actions taken were feedback and providing
students with additional instruction, whereas at the class level teachers most often gave
additional instruction. Surprisingly, about a quarter of the dashboard consultation were
not followed by any explicit teacher action. This seems to indicate that the dashboard
was also used as a tool by which teachers confirm their own assessment of students’
and class progress.

The analyses showed that Verberts’ learning analytics process model can be used to
progressively study teachers’ use of dashboard data. Teachers, who consulted the
dashboard more often, also activated more and different types of pedagogical knowl-
edge to interpret the data. Consequently, they also engaged in more diverse peda-
gogical actions. In line with this development, teachers who view the dashboards more
often also analyzed students’ errors and progress more often. This was associated with
more feedback and adjustment of students’ pace and learning materials. This suggests
that more diverse teaching practices are associated with awareness, reflecting and sense
making of the dashboard data. Moreover, behavior change was evidenced by a shift in
the type of students that were directed by teachers’ pedagogical actions. Middle and
high ability students received support more often after teachers looked at the dash-
board. We expect that the data on the dashboard highlighted the need for support for
these groups of students. Possible consequences of this shift in teacher attention an
important focus of future research.

Overall, this study shows that teachers were indeed using the dashboards and this
seemed to influence their daily teaching practices. Interpreting our results in the light of
the distributed cognition theory, we can conclude that information in the dashboard
connects to teachers’ professional routine and teachers are indeed able to successfully
usage these new tools. The stages of Verbert’s learning analytics model support the
analysis how teachers use dashboards. The data drove reflection and sense making and
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teachers used their existing pedagogical knowledge to come to new understandings,
which lead to pedagogical actions. This study indicates that there were changes in
teacher behavior due to using the dashboard. These actions can potentially support
educational effectiveness, but future research needs to investigate this further. More-
over, developments in teacher usage of dashboards over time as well as the role of
experience and possible interactions with professional skills need to be explored in
future research.

Consequently, we conclude that dashboards seem to impact the way teachers teach.
The diversity among teachers as indicated by the differences between low, medium and
high consulting teachers and related differences in reflection, sense making and impact
could be indicative of a development in the usage of the dashboards, but this hypothesis
needs future research to be tested. Naturally more research is needed to further explore
the way teachers are using dashboards and to come to a more profound understanding
of the associations found in this exploratory study. Yet there are ample opportunities to
improve the human-technology interaction and the usage of dashboards. As indicated
by the learning analytics process model, it starts by making teachers more aware of the
data. Moreover, training teachers to interpret data with their existing pedagogical
knowledge might help teachers forward. Moreover, as suggested by the distributed
cognition theory, a good connection between the instrument (dashboard) and the
repertoire of the professional can support successful usage in daily classroom practice.
This connection can be improved by adding new services to the existing dashboards,
for example highlighting important dashboard information and making potential ped-
agogical actions more explicit with recommender services.
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Abstract. Adaptation in learning environments can be performed according to
various aspects, such as didactics, pedagogy or game mechanics. While most
current approaches propose to adapt according to a single aspect, this paper
proposes a Multi-Aspect Generic Adaptation Model (MAGAM). Based on the
Q-matrix, this model aims at taking into account heterogeneous data to select
adapted activities. It has been implemented and used into an experiment which
allowed the adaptation of learning activities for 97 students based on both knowl-
edge and gaming profiles. This experiment has shown the usefulness of MAGAM
to combine various aspects of adaptation in ecological conditions.

Keywords: Adaptation - Learner model - Recommender system

1 Introduction

Adaptive systems are often defined by three characteristics: (1) the source (what will it
adapt to), (2) the rarget (what will be adapted) and (3) the pathway (how to adapt the
target to the source). In this paper, we call the combination between the source and the
target an aspect of adaptation. For an adaptation to be successful, the source should bring
information that is relevant with regard to the target. For example, a system adapting
didactic contents relies on cognitive profiles, while a system adapting the game
mechanics of a serious game relies on player profiles.

In a review of the state of the art of adaptation for learning, Vandewaetere et al. [1]
identified over ten sources of adaptation, such as the learners’ knowledge and culture,
and over twenty targets of adaptation such as content and feedback. However, most
proposed systems in the literature are limited to one aspect of adaptation. The diversity
of adaptation technics could be an explanation for this limitation. Indeed, Vandewaetere
et al. [1] also identified over twenty pathways such as rule-based systems or Bayesian
networks. This wealth of techniques could also be the reason why Naik and Kamat [2]
think it is not feasible to take into account a large number of sources for adaptation.
However, we believe a multi-aspect adaptation is not only advisable but also feasible if
it is supported by a model designed to be generic enough.

© Springer International Publishing AG 2017
E. Lavoué et al. (Eds.): EC-TEL 2017, LNCS 10474, pp. 139-152, 2017.
DOI: 10.1007/978-3-319-66610-5_11
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We make the hypothesis that a model with generic variables and operators could
federate different aspects of adaptation. To this end, we developed a model called
MAGAM (Multi-Aspect Generic Adaptation Model) which relies on properties that are
common to the learners and to the activities to be adapted. After a brief state of the art
of adaptation techniques in Sect. 2, we present this model in Sect. 3. Then we present
in Sect. 4 an experiment performed to evaluate the model and its usage.

2 Approaches for Adaptation of Learning Environments

2.1 The Adaptation Loops

Aleven et al. [3] distinguish three types of adaptation loops: design, task and step. The
design loop adaptation relies on an analysis of the learner and learning data that is taken
into account for new design iterations. In task loop adaptation, the system has to select
the task that suits best the learner. Finally, the step loop is responsible for several adap-
tations within a task, in reaction to the learner’s actions. Systems based on the design
loop adapt the learning design to the common characteristics of learners, while systems
based on the task and step loop adapt to the differences between learners. The model we
present here is developed mainly for the task loop.

The adaptation loops rely on two operations: selecting/setting the activities adapted
to the learners, and initializing/updating the learners’ profiles. The model we propose
applies to selecting/setting activities. It can be used in conjunction with various methods
for initializing/updating the learners’ profiles — a point not considered here.

2.2 Aspects of Adaptation

Several types of sources have been found to positively impact learning outcomes.
Through a literature review, Aleven et al. [3] classified into five categories the sources
that have been experimentally validated: (1) knowledge, (2) problem-solving strategies
and errors, (3) affect and motivation, (4) self-regulated learning and metacognition and
(5) learning styles. We detail here six aspects of adaptation, five of which are related to
these sources. We consider the gaming profile as another aspect of adaptation.

Didactic Aspect. The learner’s knowledge level was one of the first lines of research
for adaptation. In 1972, Atkinson [4] improved the students’ performances in language
learning by selecting their tasks according to their previous answers. In 1995, Anderson
et al. [5] proposed Cognitive Tutor, a system that evaluates the knowledge state of a
learner, represented in a Bayesian network. The model is then used to select the tasks
not mastered by the learner, leading to a better improvement of the students’ perform-
ances than when no model is used. Other kinds of knowledge dimensions may be
considered for adaptation. For example, Luengo et al. [6] consider the nature of the
knowledge (e.g. perception, gesture, procedural) to adapt the learning task in orthopedic
surgery based on a didactical analysis implemented by a Bayesian network.
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Pedagogic Aspect. Melero et al. [7] proposed a system that recommends activities of
a serious game to the learners. It takes into account both the learner’s cognitive profile
and teaching strategies (advancing, reinforcing and deepening) set by the teachers. This
system relies on the Competence-based Knowledge Space Theory (CbKST) [8] to iden-
tify the space of knowledge states learners go through. Field experiments showed a
concordance between the teachers’ choices and those of the adaptation system.

Affective and Motivational Aspect. Walkington [9] developed an environment for
learning algebra that adapts to the learners’ interests. This system has enabled learners
to better understand the problems and to obtain better results. In their research on the
links between personality and emotions, Harley et al. [10] also made several proposals
to make learning environments adapted to emotions, in particular to reduce anxiety.

Strategic Aspect. In MetaTutor [11], a learning environment designed to encourage
students to deploy self-regulated learning strategies, pedagogical agents’ interventions
are triggered by a rule-based system to encourage students to use these processes at the
appropriate moment. Experimental evaluations have shown that students who received
agents’ prompts obtained better results than students who did not.

Learning Styles Aspect. Mampadi ez al. [12] worked on two learners’ cognitive styles:
holistic and serialist. In their experiment, participants who learned using an environment
adapted to their cognitive style performed better than those in the control group.
Learners’ profile can be initialized through a questionnaire [12] or through an automatic
detection of learning styles from learners’ traces [13].

Gaming Aspect. Proposals for adaptation among the gaming aspect appear less often
in literature reviews, although some experiments gave positive results. Natkin et al. [14]
made one of the first proposals of game mechanics adaptation. They relied on personality
types (e.g. introvert, resilient) to select quests in a serious game which mechanics were
adapted to the players. Inspired by their method, Monterrat et al. [14] developed an
adaptive system to gamify an existing learning environment. They relied on player types
(e.g. socializer, achiever [16]) to select gamification features adapted to the students.
During an experiment with 223 learners, those with adapted elements used more the
environment than those with a counter-adapted environment.

2.3 Multi-Aspect Adaptation

Some articles report research based on a multi-aspect adaptation. Heilman ez al. [17]
present a system that considers both the learners’ interests and competences. It was
evaluated in an English vocabulary course with 22 learners and showed positive
results on the learners’ performance. As another example, the system proposed by
Yarandi et al. [18] adapts the learning path based on learners’ knowledge model and
the presentation based on their learning styles, abilities and preferences. These
systems are not easily generalizable, as they are specific to the combined aspects and
their related adaptation techniques.
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For a more generic approach, Murray et al. [19] propose an approach based on deci-
sions theory to model adapted pedagogical actions. This approach uses a Bayesian
dynamic decision network to model tutor actions and several student adaptation aspects
(knowledge, focus and affect, ibid. p. 241). The authors evaluate (with historical data)
one or two dimensions of the decision network in the framework of tutoring systems.
Even if the model is generic enough, the problem of tractability is still a challenge.
Indeed, the model can include hundreds of nodes, their specification and calibration is
difficult and not accessible to non-experts. In addition, the tutor actions are still
dependent of the system.

In gaming contexts, Gobel et al. [20] proposed a model that uses both a didactic
adaptation model based on learners’ knowledge and a gaming adaptation model based
on learners’ player types. They propose a weight system to merge the two aspects at the
same time to choose an activity. The model presented in this paper can be seen as a
generalization of the one proposed by Gobel et al. [20].

3 MAGAM: Presentation of a Multi-Aspect Generic Model

In this section, we present MAGAM (Multi-Aspect Generic Adaptation Model). This
model is based on three entities: the users-learners (U), the pedagogic activities (A) and
the properties (P) applied to both users and activities.

3.1 A Generic Model

The main goal of the adaptation model is to propose activities adapted to each learner
according to several aspects. Each aspect is embodied in a set of properties. The prop-
erties are linked (1) to the users through a system of values with their own semantic, and
(2) to the activities with another semantic and system of values. For example:

o If the properties are skills (e.g. add, multiply), the values can express the level of
mastery of the user in each skill on the one hand, and express how well the activity
helps learning each skill on the other hand.

e If the properties are game mechanics (e.g. competition, exploration), the values can
express how much the user appreciates these mechanics on the one hand, and to what
degree the activity includes these mechanics on the other hand.

To visualize the model, we propose a representation on the three visible faces of a
cuboid (see Fig. 1). The user profile is the set of values that link the properties to the
user, represented into the matrix M. The values that link the properties to the activities
are represented into the matrix Q. Finally, the system provides a recommendation matrix
called R representing how well each activity is adapted to each learner.

The values of the user profiles (M) can be collected using various methods, such as
questionnaires or interaction traces analysis, either in real time or from previously
collected data. Matrix Q is inspired by the Q-matrix of Barnes [18], but it can apply to
other aspects than skills and contain other values than O and 1. There are also several
ways to obtain the matrix Q, such as relying on domain experts [ 14] or data analysis [22].
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Fig. 1. Three-dimensional representation of MAGAM.

To obtain the recommendation matrix, we define a Calculation (Eq. 1), denoted C, as
an application that builds R from Q and M:

C(Q,M) - R 1

Several examples from the literature described in Sect. 2.2 are compatible and can
be described as use cases of MAGAM. As previously mentioned, in [11] (see Fig. 2),
the learners were classified according to whether they were holist or serialist. We can
represent these two sides of the same personality trait as one property with the value 1
(Holist) or —1 (Serialist). The matrix M represents the results of the personality survey.
In some cases, the model can recommend characteristics of the learning environment
rather than activities. In this case, the adaptive characteristics of the activities were (1)
next/previous buttons, (2) hyperlinks, (3) a hierarchical map and (4) an index. The matrix
Q links these characteristics with the personality traits (e.g. a holistic user would prefer
content that is structured as a hierarchical map). Finally, a calculation provides the matrix
R, that contains 1 when the activity matches the learner’s profile and O when it does not.

Holist / Serialist

_ pmax |Qpa + Mup|
VuVa, Ry, = Zp=1 —

Fig. 2. Representation of the adaptation system in [11] through MAGAM.
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Walkington [8] gave students algebra problems based on the users’ interests. 27 algebra
problems were developed, with 4 versions for each corresponding to different interests,
which makes 108 activities in total. The authors do not provide the details of the calcula-
tion, however when applying MAGAM, a calculation can be deduced from their adapta-
tion logic. We propose on Fig. 3 a possible representation of their adaptation system
(calculation C,). It includes four problems that belong to three different types of interests,
and assumes the survey provided scores from zero to five.

Vuva, if Qua > My, Rya =0

M —
if Qua < Myp, Ry =1 _Mup = Qup

Myp

Openness

_ 5 _ 2
vuva, Rua Zp=1 (Qpa — Mup) Conscientiousness

T

Extraversion
Agreeableness

Neuroticisme

Yuva, Rys =Z3—1 Qpa-Myp

Movies

Fig. 3. Example of successive mergers.

The model used by Natkin et al. [13] is also compatible with MAGAM. Their adap-
tation is based on the Five Factor Model [23], composed of five dimensions expressed
in values from —1 to 1 for both users and activities. The recommendation comes from
a distance measurement between the vector of the user and the vector of the activity.
We can express this distance with a calculation in MAGAM. It is shown in Fig. 3
(calculation G,).
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3.2 Merging for a Multi-Aspect Adaptation

The calculation system described in the previous section builds an adaptation on several
properties that belong to the same aspect. To build an adaptation on several aspects, we
need to combine the recommendations obtained from different calculations. To this end,
we define the merGer (Eq. 2) as an application that builds a matrix R from other matrices Ri.

GRI,R2,...,Rn) = R (@)

Several types of calculations can be used as a merger. For example, we can take a
weighted average of the matrices as proposed by Gobel et al. [20]. Alternately we can
take the minimum for each value. Thus, if a calculation gives a very low value in Ri,
then it is sure this low value will persist in the final matrix R, which prevents selecting
activities evaluated as unsuitable on one aspect. We can also take the maximum of each
value to select activities that suit the user very well on, at least, one of the aspects.

Finally, to identify which activity will be recommended to the learner, we define the
Selection (Eq. 3) as an application that builds a one-column matrix R’ from R. The matrix
R’ contains the id of each activity that has been selected for each user.

SR) - R’ 3)

To illustrate the possibilities of mergers, Fig. 3 represents an example of application
of MAGAM including three calculations: by the motivational aspect (C,), by the gaming
aspect (C,) and by the pedagogical aspect C;).

The first calculation is derived from [8] and the second from [13]; they are described
in details in Sect. 3.1. For the third calculation, we propose to apply a pedagogical
constraint by considering the learner’s available time. In matrix M, the user expresses
how much time (in minutes) he/she had for the learning session. The matrix Q represents
how much time is required to complete each activity. We design a calculation that rejects
activities longer than the user’s available time and accepts shorter ones. Figure 3 shows
that the activity al takes 8 min, it suits extroverts and talks about music.

Firstly, we merge R¢; and Rc, into Rg; by taking the average values, giving them
the same weight. Secondly, we merge Rg; and Rc; into R, by taking the product of the
values. Indeed, a zero value in Rc; means the corresponding activity cannot be done by
the user and merging with the product of values maintains the zeros into the final R.

3.3 Implementation of MAGAM

We implemented the MAGAM framework using web technologies (HTML, MySQL,
PHP), with an interface allowing to manually specify the entities, write the values in the
matrices M and Q, choose the operations and finally read the results of the adaptation
(see Fig. 4).
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Properties |_Activities | U { Activities' profiles | Users' profiles { Calculations | Mergers | Selection |
] . i ® Visualize on user [ Mike v | ok |
7 © Player types : [Mike] [Brian]  [Megan] [Lili]
7 © Seeker © Apply calculation “produ: 5" on "Player types""
/@ Survivor T 19 = 16 = Mike [Act3]
# © Daredevil Seeker : 19 1 0 0
/ ® Mastermind Survivor Survivor: 2 o | o | 1
y 7
#© Conqueror Daredevil 3‘""*“‘ = ; ‘: g
. Masterming
7/ © Socializer
Mastermind Congueror : 11 0 0 1
[oever J[asa] || = Tl
Sl Achiever: 16 | 0 | 0 | 0
Sociolizer 4.64 | 482 | 2.32

Apply a new calculation
Set of preperties: [Notions _v| Calculation: [ (2) difference v| | Create

16
Achiever 4

Fig. 4. Screenshot extracts from an implementation of MAGAM. Left: page to create/edit a list
of properties. Middle: page to edit the values of matrix M. Right: page to apply a calculation and
visualizing the results for one user.

4 Experiment

We organized a four-week experiment to evaluate MAGAM and its implementation.
The experiment proposed a didactic and gaming adaptation for students of a method-
ology course for written and oral expression. Paper activities are carried out in the
classroom and Moodle activities are performed individually outside of the classroom.

4.1 Method

Participants. The participants were 176 1* year science students from a French public
university, distributed into ten groups initially composed of 13 to 20 students. They were
following a class to help improve and develop their writing skills in French, in particular
in science, where writing correctly can be an issue even for some university-level
students, foreign or not. The number of participants has fallen sharply because some
students dropped the class and others did not receive some mandatory e-mails for the
experiment. Finally, the 98 considered students are 19 years old on average and 53% of
them are women. Each participant was randomly assigned to one of the four following
conditions:

[c] No adaptation (control group): 29 students

[¢] Gaming Adaptation: 26 students

[d] Didactic Adaptation: 24 students

[gd] Gaming and Didactic Adaptation: 19 students

Material. The participants answered two surveys before the experiment. The first one
(pretest) was a knowledge test based on scores from 0 to 1 on six areas: spelling,
grammar, syntax, time concordance, conjugation and vocabulary. It was built by one of
the teachers. The second survey was the BrainHex test [16], returning scores from —10
to 20 on seven player types: Seeker, Survivor, Daredevil, Mastermind, Conqueror,
Socializer et Achiever. The validity of the Brainhex typology and survey was investi-
gated recently. Busch et al. [24] measured the internal consistency of each of the seven
factors underlying the test with Cronbach’s Alpha (n = 592) and found acceptable
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reliability coefficients. Finally, the participants answered a posttest based on the same
six knowledge areas as for the pretest.

In collaboration with teachers, we created 46 paper activities to be used in the class-
room and 58 Moodle activities to be used independently. The type of most activities was
multiple choice questions, text to be completed and table to be completed. Each activity
was made to improve knowledge on one of the six areas. It included zero, one or several
gamification mechanics. The integrated mechanics are presented in Table 1.

Table 1. Implemented gamification mechanics.

Player type | Classroom activities Moodle activities
Seeker Activity based on an article including | Activity based on an article including
scientific knowledge scientific knowledge
Survivor Activity ending at an unexpected -
moment
Daredevil Limited time activity Time and number of trials are limited
Mastermind | — —

Conqueror | Competitive activity —

Socializer Cooperative activity Discussion on the forum included into
the activity

Achiever - A check mark for each activity achieved

Procedure. The experiment took place on a four-week period with two hours of class
each week. The students had to work on Moodle activities between the classroom
lessons. The students’ distribution into the four conditions ([c], [g], [d] and [gd]) divided
each of the ten groups in four sub groups. These steps took place each week:

1. Two days before the classroom session, the classroom recommendations were calcu-
lated and sent to the teacher by e-mail.

2. During the first 20 min of the classroom session, the students carried out the recom-
mended activities in subgroups.

3. After each classroom session, the students’ profiles were updated according to
whether they performed the classroom activities or not.

4. The same day, the Moodle recommended activities were calculated and sent to the
students by e-mail. Each student was offered two mandatory activities and one
optional activity. They were given three days to perform them. They had no recom-
mended activity the fourth week.

5. Three days before the classroom session, the students’ profiles were updated
according to the score that they obtained on each Moodle activity.

6. The same day, the teachers were informed of the number of mandatory Moodle
activities done by their students, in order to take it into account for their mark.

Applying MAGAM. For the group [c], the recommended activities were selected
randomly. For the group [g], the recommendations were based on the calculation (C,)
applied to the seven player types. This calculation gives a high recommendation value
for the activities with gamification mechanics adapted to the user player types. For the
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group [d], the recommendations were based on calculation (Cy) applied to the six
knowledge areas. This calculation gives a high recommendation value for the activities
that teach knowledge the learner does not master yet. If the mastery value for a knowl-
edge area p is weak (i.e. M, low) and the activity a teaches this knowledge area (i.e.
Q.. 1s high), then the activity is more likely to be recommended (i.e. R2,, is high). For
the group [gd], the calculations (C,) and (C4) were applied successively and merged
using (Gyq).

27_1 My, C
vuva, Rl =21 W= 7ua Qua @
YuVa, R2ua = Zg=1 (1 - Mua)'Qua (Cd)
vuva,  R3,, = R1,,.R2,, (G,

Three selections were used to recommend the Moodle activities. They selected the
activities with the higher recommendation values independently for each student. One
selection was used to recommend the classroom activities. It selected the activity with
the highest average value for all the students of each subgroup, as they had to work on
the same activity. During the experiment, the player profiles of the users (player types)
were considered as static. However, their learner profiles (knowledge areas) were
updated according to their results. After each activity, the value of each knowledge area
changed according to this formula: value,,; = (value , + score) / 2.

When a learner finished an activity, it could no longer be recommended to him/her.

4.2 Results

Table 2 presents the scores obtained by the students of each condition for the pretest and
posttest. We took the average value of the six areas to get a score between 0 and 1. The
progress of each student was calculated with the formula: progres-
sion = (posttest — pretest) /(I — pretest). The value reported in Table 2 is the medium
progression value of each group. Contrary to the original teacher’s expectation, the
posttest appeared to be more difficult than the pretest, which explains the negative values
of progression.

Table 2. Progression between pretest and posttest and p values.

Condition |N Pretest | Posttest | Progression | [c] [g] [d]

[c] 28 |0.66 0.50 —0.044

[g] 26 | 0.68 0.52 —0.050 p = 0.603

[d] 24 10.66 0.48 —0.058 p=0.190 p=0.153

[gd] 19 ]0.73 0.55 —0.042 p =0.849 p =0.306 p=10.034

The difference between each condition was evaluated with a bilateral Student t-test.
We performed six tests with a 5% threshold. The participants in conditions [g] and [gd]
did not have a progression superior to the control group. Also, the participants in
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condition [gd] progressed more than the participants in condition [d] (p = 0.034).
However, after applying the correction of Bonferroni, this difference does not pass the
threshold of the test at p = 0.0085.

For each week, we observed the number of participants who carried out the optional
activities (see Table 3). The numbers obtained were compared using a Khi® test. Only
the comparison of conditions [d] and [gd] showed a significant difference (p = 0.006)
for the first week. This result could mean that the gaming adaptation indeed motivates
the learners to carry out more activities. However, further experiments would be required
to confirm this observation.

Table 3. Percentage of participants who carried out the optional activity each week.

Condition | N Week 1 Week 2 Week 3
[c] 28 52% 55% 50%
[g] 26 53% 45% 45%
[d] 24 26% 40% 41%
[gd] 19 73% 75% 62%

4.3 Discussion

The participants with didactic adaptation performed a very low number of optional
activities compared to the others. We believe this is because calculation (Cy) recom-
mended activities on areas that the students did not master, thus the activities that would
appear as the most difficult for them. This may have caused a difficulty peak in the
beginning that affected the participants’ motivation.

When comparing the gaming adaptation condition Ig] with the control one [c], it
seems the gaming adaptation failed to increase the students’ progression (Table 2) or
their motivation (Table 3). However, when the gaming adaptation was merged to the
didactic adaptation, it seems the gamification mechanics had a positive impact on the
students’ performances. This may also be related to the difficulty the students were facing
because of the calculation (Cy). Thus, the impact of the gaming adaptation is not as
clearly identified as in [15]. This could be explained by the lack of a competition
mechanic in the Moodle activities (see Table 1), as competition is an important compo-
nent of many player profiles. It could also be due to the absence of mechanics related to
the player type Mastermind.

Concerning the use of MAGAM, this paper brings a proof of concept on its gener-
icity. Indeed, we have presented several adaptation cases from the literature as instan-
tiations of MAGAM. An implementation of this model was used for an unprecedented
(to the authors’ knowledge) multi-aspect adaptation case, in particular considering the
ecological conditions of the experiment.

Although the current implementation of MAGAM is functional, the experiment
highlighted some of its limitations, mainly a lack of interoperability. It takes a lot of
time to fill the M and Q matrices by hand from the survey results and updating them. It
also takes time to read the recommendations and send them by e-mail. For its second
version, MAGAM should be implemented as a library that would be used into an existing
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learning environment. The learning environment would automatically fill and update
the profiles, and use the resulting recommendations.

5 Conclusion

We have presented MAGAM, a generic model that can adapt learning activities
according to various aspects of adaptation. Through a brief literature review and an
experiment in ecological conditions, we have shown that using MAGAM is a way to
adapt learning activities along multiple aspects.

MAGAM is based on the Q-matrix model [21], thus it represents each aspect of
adaptation as a simple list of properties. The choice of the Q-matrix model also implies
some limitations. For example, it does not represent the prerequisite relations between
skills as the Competence-based Knowledge State Theory (CbKST) does. Also, it does
not manage uncertainty as Bayesian networks do [25].

Many avenues of research are opening up following this work. First, several exten-
sions could develop and complete MAGAM, such as:

Limiting the number of times an activity is recommended.
When there are too much constraints and some users do not have any suitable activity,
releasing some constraints automatically.

e Taking into account pedagogical constraints such as the number of students required
to work on the same collaborative activity.

The interest of taking into account several aspects of adaptation still has to be empir-
ically tested, as few experiments can be found in the literature. MAGAM should help
driving the tests to identify which set of properties and calculations work and which
ones do not. Upon these findings, another set of experiments could explore which types
of mergers and selections give the best results on learning outcomes.

Finally, some work still has to be done to give the teachers access to an interface
allowing them to handle this model, as the choice of an operation remains highly tech-
nical for now. We should develop a library of calculations, mergers and selections and
specifying their semantic in educational terms. For example, a teacher setting the system
would not select “a weighted average merger” but rather “an adaptation giving priority
to the didactic aspect over the gaming aspect”. This effort should come with a more
ergonomic management tool.

Acknowledgements. We would like to thank Sorbonne Universités for funding this research
project and teachers, but also students, who accepted to participate to this experiment.
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Abstract. Automatic assessment of programming tasks in MOOCs (Massive
Open Online Courses) is essential due to the large number of submissions.
However, this often limits the scope of the assignments since task requirements
must be strict for the solutions to be automatically gradable, reducing the oppor-
tunity for solutions to be creative. In order to alleviate this problem, we introduce
a system capable of assessing the graphical output of a solution program using
image recognition. This idea is applied to introductory computer graphics
programming tasks whose solutions are programs that produce images of a given
object on the screen. The image produced by the solution program is analysed
using image recognition, resulting in a probability of a given object appearing in
the image. The solution is accepted or rejected based on this score. The system
was tested in a MOOC on 2,272 solution submissions. The results contained 4.6%
cases of false negative and 0.5% cases of false positive grades. The method intro-
duced in this paper saved approximately one minute per submission of the
instructors’ time compared to manual grading. A participant survey revealed that
the system was perceived to be functioning well or very well by 82.1% of the
respondents, with an average rating of 4.4 out of 5.

Keywords: Automatic assessment - Automatic grading - MOOC - Programming -
Image recognition - Computer graphics

1 Introduction

Programming MOOCs (Massive Open Online Course) have become very popular
alongside other MOOC:s. The central part of a programming course is the programming
task. It is essential that the MOOCs’ tasks would be automatically assessable, because
manual grading is not possible with a large volume of participants. Programming tasks
can be automatically assessed by checking the program’s code and/or the output
produced. As a rule of thumb the assessable output is textual. In our MOOC “Introduc-
tion to programming” most of the tasks have textual output but there are some tasks
where the solution program produces a graphical object on the screen. A certain object,
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like a flag or a house, is required on the screen. In previous years the solutions with
graphical output were assessed manually. A new assessment system was created to alle-
viate the problem and reduce the time spent on assessing the solutions with graphical
output.

The purpose of this paper is to describe the system created. The system takes a
participant’s solution code as an input and sends it to the virtual machine’s sandbox, a
security mechanism for separating running programs, where an image is generated from
the code. The system sends the image to an online service that provides image recog-
nition. The service responds with a probability of a certain object (for example, a house)
being present on the image. The participant’s submission is graded based on that prob-
ability. Another aim of this paper is to evaluate the usefulness of the system and summa-
rise the key aspects of the participants’ feedback.

The paper is divided into 6 sections. After introduction, a theoretical background is
given, and also a brief overview of different means of assessment is presented in the
second section. The third section focuses on the programming MOOCs held at the
University of Tartu and gives a general understanding about the MOOCs and describes
the tasks in them. The fourth section discusses the system that was implemented within
our MOOC:s. A detailed summary is given on what happens with the participant’s solu-
tion and how it gets automatically assessed. The fifth section summarises and analyses
the feedback gathered from the participants. The article ends with a conclusion in which
the key points are repeated.

2 Theoretical Background

2.1 Automated Assessment

Automated assessment is essential in the case of MOOC:s as it is impossible to assess
thousands of solutions by hand [15]. In this section we briefly discuss the general aspects
of automated assessment and the specific automated assessment of programming assign-
ments with graphical output.

The importance of good feedback can never be over-estimated. Beginner program-
mers need precise and personal feedback on their solutions in order to understand their
mistakes, learn from them and become better at coding. The solutions can be improved
based on quality feedback [12]. As usually the organizers of MOOC could not assess
and give feedback themselves personally it is possible to organize peer and self-assess-
ment [9]. Peer assessment is a means of assessment where participants grade each other’s
submissions. At the same time the participants are revising and getting better at under-
standing the topic during the process [21]. Peer assessment could also be used in
programming courses [20].

Different means of automated assessment can be highlighted. As opposed to the peer
assessment, quizzes are mainly content based and are used with questions that have
defined right and wrong answers [3]. A MOOC’s assessment system should not only
consist of quizzes [14]. In case of learning programming, feedback on the solution code
is necessary. Immediate results and feedback provided by automated assessment is
extremely valuable [8]. Automated assessment is one of the key issues in MOOCs,
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because it is very time-consuming to check task solutions from a large number of partic-
ipants by hand [15]. The most common means of assessment in MOOC:s is automated
assessment. The feedback provided should be very detailed and go hand in hand with
unlimited number of submissions. This gives the participants an opportunity to improve
and correct their solution based on the feedback given. It has been observed that learners
recognise the benefits in peer assessment but they prefer automated assessment [10] and
especially programming MOOC can benefit from automated assessment tools [18].
Designing good test cases for automated assessment can be as challenging as creating
good multiple choice questions. Every little issue in a marking definition can cause
problems. It often happens that the time spent earlier on manual assessment is now
entirely taken up with the creation of automated assignments. A notable surplus of time
will occur only when the test cases are being re-used throughout the courses [12]. The
participants’ solution output is usually compared with the instructor’s. Besides the
correctness of the solution there are some other metrics that can be evaluated: difficulty,
style, design, and effectiveness [11].

2.2 Automatic Assessment of Programming Assignments
with Graphical Output

Technical tasks, such as programming, require extremely detailed description in order
to be automatically assessed. There can be no ambiguity in the task description, other-
wise the participants can misinterpret the assignment, causing different solutions, even
though test cases mostly accept only one correct solution [16]. Then again, providing
only one correct answer conflicts with participants’ general interest — they have bigger
interest in creative graphical tasks [5]. Meanwhile, developing automated assessment
for graphical tasks presents the greatest challenge. It is usually too difficult for both the
participants and the instructors to generate good test cases for programming tasks with
graphical output [17]. A system to automatically assess tasks with graphical output was
created at the University of Brighton. They are using a framework called JEWL to auto-
matically assess GUI (graphical user interface) programs written in Java. The JEWL
framework is a GUI toolkit that supports both development and automatic assessment.
In JEWL the GUI is replaced by a test harness that can then interpret instructions that
the program under test executes. It is possible to check all the functionality of the GUI
but they have not found a way to verify if a particular drawing meets a given specification
and therefore assessing canvases has been avoided [5].

Although no out-of-the-box system that could be used was discovered, the literature
review showed that, given adequate need, interest and competence, a system that auto-
matically assesses the solutions with graphical output can be created. This paper reports
a solution for automated assessment of the programming tasks with graphical output.
The system is described in the fourth section.
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3 Assignments with Graphical Output in MOOC “Introduction
to Programming”

This section introduces the MOOC “Introduction to Programming” and particularly the
tasks with graphical output. The MOOCs of introductory programming have been
organized by the Institute of Computer Science at the University of Tartu since 2014.
Three MOOCs — a 4-week course “About Programming”; an 8-week course “Introduc-
tion to Programming”; and an 8-week course “Introduction to Programming II”” — are
provided in Estonian language and intended primarily for adults. 3,835 people have
taken part in the MOOC “Introduction to programming” during the past year. The course
has been held four times. The courses held from March to May 2016 and from January
to March 2017 are relevant for this paper. Usually, four tasks and a weekly test must be
taken each week. The topic of graphics is introduced in the 4th week of the course. There
are three tasks in total from which the participants can choose. In order to pass they need
to submit and pass at least one of them. In each of the tasks, participants must draw an
image with a Python library called Tkinter [7]. They can choose from three different
tasks: drawing (a) a flag, (b) a traffic sign or (c) a house.

The first task is drawing a flag. The task is to create a program that would draw a
flag of an Estonian rural municipality. The flag has to include at least three different
colours or have an interesting shape (see Figs. 1 and 2). It is suggested to choose a cyclic
flag so that cycles could be used in the code.
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Fig. 1. A participant’s solution of the flag task from the year 2016.

The second task is drawing a traffic sign. The task is to draw a freely chosen traffic
sign. There are no other restrictions or compulsory constraints. The only suggestion is
to draw a traffic sign where cycles would be relevant.

The third task is drawing a house. The task is to draw a house containing at least
three different elements. There are no restrictions on which elements to choose. Some
of the elements can be the following: a door, a window, a roof, a chimney. Also, at least
three different colours must be used (see Figs. 3 and 4).
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Fig. 2. A participant’s solution of the flag task from the year 2016.

Fig.3. Anexample of a participant’s solution written in Python using Tkinter from the year 2017.

The need for automatic assessment came from the course in 2016 where more than
1,200 solutions had to be assessed manually. If the solution had any faults, the author
was informed about it. One of the main faults was that the picture of the code was
submitted instead of the textual code. Manual assessment took a lot of time and effort.
In 2016 all the solutions including code and the graphical output image had to be
submitted to a forum where everybody could see each other’s work after submitting
their own solution. A few downsides of the forum were that not all participants wanted
to share their artwork and the forum became very slow after hundreds of submissions
had been made.
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Fig.4. Anexample of a participant’s solution written in Python using Tkinter from the year 2017.
4 New System for Automatic Assessment

Section four describes a system created for the course “Introduction to programming”
that took place in 2017.

Assessing graphical tasks manually has become a challenge because it is very time-
consuming. What makes assessing graphical tasks challenging is the fact that besides
the code, the visual output also needs to be assessed. Thanks to the recent growth in the
machine learning field there are now several providers capable of fast and reliable image
recognition, for example, Clarifai, Google Cloud Vision API, and Imagga.

The following steps were taken in order to develop the new system:

Analyse the previous means of assessment;
Collect the previous submissions;

Analyse the image recognition service providers;
Implement the new system;

Test the new system on the previous submissions.

The process of creating the automatic assessment system began with analysing the
solutions from 2016. The first thing that had to be changed was the forum format. The
downsides were mentioned before. Looking into the submissions, another idea popped
up: the automated assessment could generate the image from the participant’s code so
that the image does not have to be uploaded at all. That also ensures that the submitted
code compiles and the required graphical output is generated. Before implementing the
system, it was necessary to choose the image recognition service provider. Various
criteria were evaluated, including service speed, pricing, customer support,
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documentation, and image recognition based on keyword(s). After choosing the appro-
priate provider and implementing the system, it was tested on the previous year’s solu-
tions.

The graphical tasks are used in the MOOC “Introduction to Programming”. The tasks
are located in the open source learning management system Moodle [4]. The program-
ming assignments are created and assessed with VPL (Virtual Programming Lab) [13].
It allows the user to define test cases for each task that contains the input and expected
output of the program and feedback messages for different situations. After submitting
the solution via Moodle, it is then sent to the VPL execution server which is installed
onto one of the university’s virtual machines. Each time a participant’s solution is sent
to the VPL execution server, a temporary sandbox is created in the virtual machine to
ensure safety [19].

The user is expected to use a Python library called Tkinter for drawing the required
images. The correction of the code is verified via using Python’s abstract syntax trees
(AST) [1]. After verifying correctness of the code, it is renamed to remove any special
characters in the file name. In order to carry out any actions with the submitted code (for
example, execution) in the virtual machine, the Tkinter library requires a display to work.
In order to simulate having a display connected to the virtual machine, a display server
called Xvfb was installed onto it. The result was that the virtual machine’s operating
system presumed it had a display connected, but in fact all the graphical operations were
performed in memory [22].

If a correct solution was submitted it had to be manipulated to create an image based
on the submission. Some extra code was injected into the participant’s solution to create
a PostScript (.ps) file. A software program called GhostScript was used to convert the
PostScript file into a .JPG or .PNG file [6]. One of its features is converting PostScript
files into raster images (png, tiff, jpg etc.). The resulting image was sent to the Clarifai
image recognition service via their API [2]. Clarifai is the market leader in visual recog-
nition since winning the ImageNet 2013 competition. A keyword representing the
recognisable object is also attached to the image. For example, if the assignment was
about drawing a house, then the keyword “house” would be sent with the submission.
The Clarifai API then responds via JSON, indicating the probability of the image
containing an object corresponding to the keyword. It was decided to pass the

Redigeerimine m Eelmine esituste loetelu

Konsool About

» Esialgne hinne: mittearvestatud

~ Kommentaarid

Pildituvastus ... VIGA

Kahjuks ei suutnud pildituvastamise automaatkontroll Teie
esitatud lahendusest piisavalt selgelt pilti valja lugeda. Teie
pildituvastuse skoor oli 15.05%, kuid minimaalne skoor
automaatseks arvestuseks on 70%. Teil on vdimalik oma
pildile lisada detaile, et seda oleks parem tuvastada. Kui
soovite pildi nii jatta, siis hinnatakse Teie pilt kasitsi.

Fig. 5. A participant’s submission that did not pass the automated assessment. The solution
scored 15.05% out of the minimal 70%.
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submissions that received a probability higher than 0.7. The probability can be adjusted
for upcoming courses as needed. The participants that passed the submission success-
fully, received a message of passing the test. The participants who did not pass received
a message with their result (the probability of the image containing an object) and were
asked to resubmit their code or wait for manual assessment (see Fig. 5). The number of
submissions was not limited so that the participants could improve their solution.

The following actions are performed to assess a solution and provide feedback:

Participant submits the code via Moodle;

The submission is sent to the VPL Execution Server;

The submission is analysed with Python’s AST;

The submission is renamed;

Special code is injected into the submission;

PostScript file is created from the submission;

PostScript file is converted into an image file;

The image is sent to Clarifai;

Clarifai responds with a probability score;

Participant’s submission is graded based on the probability.

CPVYXANUN A WD~
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In order to let participants share their artwork, a forum was created where they could
upload their solution code and also the image created from their code. Sharing their code
and graphical output was not mandatory but was required in order to see the solutions
of others.

5 Results

This section highlights some results based on the analysis of participants’ feedback and
summarises the key issues.

A nonmandatory survey was conducted after the fourth week of the course. The
participants were requested to answer 14 questions, some of which were relevant for
this paper. 766 participants answered the questionnaire.

The first relevant question was about the complexity of the graphical tasks (see
Table 1). The scale was from 1 (too simple) to 5 (too difficult). Firstly, the respondents
had to give feedback on the “Draw a house” task. Secondly, they had to give feedback
on the “Draw a traffic sign” task. Thirdly, they had to give feedback on the “Draw a
house” task. On average the tasks were moderately difficult or even more complex than
moderately difficult. Interestingly the “Draw a flag” task was the most popular task
within the participants, even though the majority of the participants who decided to solve
the task found it very difficult. The “Draw a traffic sign” and “Draw a house” tasks were
less popular, but the participants found the difficulty to be more feasible for them.

Next, they were asked to give general feedback on the graphical tasks. The main
ideas of their answers are the following: participants like graphical tasks because they
can choose a suitable level of complexity; participants like to see and compare each
other’s artwork; participants find it somewhat difficult to draw the geometrical objects
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with coordinates. Interestingly, some participants invested a lot more time doing the
graphical tasks than others in order to amend and complete their “drawing”.

Table 1. Complexity of the graphical tasks.

Task/Difficulty Drawing a flag Drawing a traffic sign | Drawing a house
1 (Too simple) 7(1.2%) 3(1.1%) 9(3.2%)

2 49 (8.6%) 25 (9.5%) 34 (11.9%)

3 241 (42.3%) 123 (46.6%) 144 (50.7%)

4 244 (42.8%) 101 (38.3%) 86 (30.3%)

5 (Too difficult) 29 (5.1%) 12 (4.5%) 11 (3.9%)

Did not solve the task | 196 502 482

404 (52.7%) participants out of 766 found the graphical tasks the most interesting
out of the 8 tasks that were given in weeks three and four. The last question was about
the general implementation of automated assessment of the graphical tasks. The average
score was 4.43 out of 5 where 1 means “does not work at all” and 5 means “works really
well”. The overall impression from the participants was great but there were some
aspects that clearly emerged: the automatic assessment is fast and working well; some
people encountered problems but their solution passed nonetheless — therefore they did
not mention anything to the instructors; the feedback from the automatic assessment is
really vague and does not benefit the participant much; the participants do not know how
the automatic assessment for graphical tasks works and therefore do not know what is
expected of them.

There were 1,828 participants in the course and 2,272 graphical task submissions
were made and automatically assessed. The submissions contained 4.6% of false nega-
tive cases and 0.5% of false positive grades. In order to evaluate the system’s quality
and ensure the reliability, all the submissions were also manually checked. It was esti-
mated that 28 h of work was saved using the system introduced in this paper although
the implementation of the system took at least twice the effort. It is worth mentioning
that the efficiency of the system will unfold during repeated usage of the system.

The submissions that received a probability higher than 0.7 were passed. The number
was chosen by testing the system on the previous year’s submissions and the instructors’
practice. It worked out really well based on the false positive grades. The number could
be adjusted as needed, but it is not advisable to lower it due to the increasing number of
false positives.

6 Conclusion

The purpose of this paper was to describe a system that automatically assesses the
programming tasks that have a graphical output. The system takes a participant’s solu-
tion code as an input and sends it to a virtual machine with a temporary sandbox in it.
The submission is analysed and modified to generate an image file from the code. The
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image is sent to an image recognition service called Clarifai that responds with a prob-
ability of a certain object being in that image. Based on that probability the submission
is either accepted or not.

What makes the system handy and special is the fact that only the solution code needs
to be submitted. The participants were pleased with the overall performance of the auto-
mated assessment. Participants still have an opportunity to share their artwork through
a special forum created for it.

The system was used and tested in a programming MOOC called “Introduction to
programming”. Based on the feedback of the participants and also on the fact that the
instructors save time using the system, it will certainly be used henceforward.
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Abstract. Despite the ubiquity of learning in the everyday life of most
workplaces, the learning analytics community only has paid attention
to such settings very recently. One probable reason for this oversight is
the fact that learning in the workplace is often informal, hard to grasp
and not univocally defined. This paper summarizes the state of the art of
Workplace Learning Analytics (WPLA), extracted from a systematic lit-
erature review of five academic databases as well as other known sources
in the WPLA community. Our analysis of existing proposals discusses
particularly on the role of different conceptions of learning and their
influence on the LA proposals’ design and technology choices. We end
the paper by discussing opportunities for future work in this emergent
field.

Keywords: Workplace Learning - Professional development * Learning
Analytics + Learning metaphors

1 Introduction

Workplace Learning (WPL) occurs across different formal and informal settings
where professionals advance their competence, often through self-directed explo-
ration or social exchange that is tightly connected to the processes and places of
work [17]. Unlike learning in educational settings, WPL is often driven by per-
sonal interest or problems that appear in the work context, and typically lacks a
pedagogical design to guide the learning process [24]. WPL typically consists of
a strong interaction between formal training and informal learning, where both
are motivated by job-based demands and contribute to workplace performance.
Despite the known importance of this kind of learning, Learning Analytics
(LA) applications that focus specifically on workplace settings are rare. Some
applications have been proposed under more general, overlapping denominations
(e.g., ‘community analytics’ [23] or ‘social learning analytics’ [10]). Other pro-
posals have focused on specific domains or professions, such as teaching [30] or
healthcare [19]. Recent attempts have sought to unify and systematize these
different efforts [27], under the term ‘Workplace Learning Analytics’ (WPLA).

© Springer International Publishing AG 2017
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The aforementioned fragmentation can also be related with the different con-
ceptions of learning existing within the emergent WPLA community, which can
well be explained by the three metaphors of learning defined by Paavola and
Hakkarainen [29]: some researchers conceive learning as individual process of
acquiring or constructing knowledge (knowledge acquisition metaphor); others
see it rather as a matter of social enculturation (participation metaphor); while
for others learning is a collaborative and systematic development of common
objects of activity (knowledge creation metaphor). These conceptions influence
how learning is analyzed, leading to different kinds of LA technological proposals.

However, the recent emergence of this community and the lack of a system-
atic analysis of existing WPLA proposals, make it difficult to understand how
LA can support different kinds of WPL. This paper provides such an overview by
systematically reviewing WPLA literature and analyzing the different concep-
tions of learning underlying existing proposals. Our review (whose methodology
is presented in Sect. 2) tackles three main goals:

1. Provide a descriptive overview of existing WPLA proposals: the work
domains covered, target users, LA functionalities and data models, theoretical
approaches to learning, research methods, barriers and limitations (Sect. 3).

2. Analyze the relationship between the different conceptions of WPL underlying
WPLA -as defined by the aforementioned learning metaphors-, and the design
and technological choices made (Sect. 4).

3. Elicit over- and under-explored areas of WPLA research, in order to outline
potential lines of future research work (Sect.5).

2 Methodology

In our review, we have followed the methodological guidelines proposed by
Kitchenham and Charters [22]. We queried four academic databases for works
in WPLA: Science Direct!, IEEE Xplore?, Springer Link?® and ACM Digital
Library*. Additionally, we used Google Scholar® to find grey literature and other
references we might have overlooked. We also searched manually in specific lit-
erature sources in the area, namely the Journal of Learning Analytics® and a
recent workshop on WPLA [27].

Our review focuses on LA studies devoted to support WPL and professional
development. Given the recent emergence of the term and the fragmentation of
this research community, other overlapping terms were also added to the query
we used on these literature databases: ‘educational data mining’ (very related to
LA and with a slightly longer history), ‘adaptive learning systems’ and ‘intelli-
gent tutoring systems’ (to catch earlier works which have many commonalities

! http://www.sciencedirect.com.

2 http://iecexplore.ieee.org/Xplore/home.jsp.
3 http://link.springer.com.

* http://dl.acm.org/dl.cfm.

5 https://scholar.google.com.

5 http://learning-analytics.info.
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with what we now denominate LA). However, we did not include terms related
to the transition between vocational schools or higher university and workplace
learning, nor the use of LA to assess higher education activities outside the
classroom. The query string we used to query those databases was:

(“Learning Analytics” OR “Educational Data Mining” OR “educational
datamining” OR “adaptive learning systems” OR “intelligent tutoring systems”)
AND (“workplace” OR “professional development”)

The query was launched on September 2016. The references were obtained
from the four databases were collected, as well as the 100 first results (out
of 7520) from Google Scholar. Furthermore, we added resources known to us
from previous work on the area of WPLA and we obtained a total amount of
1320 references. It should be noticed that there maybe variations in the way
each search engine applies the query (e.g., some of them only search in title,
abstract and keywords, others in the full text, and others also include metadata
coming from reviews). Thus, once the papers were downloaded, we ran the query
restricting it to the title, abstract and keywords to guarantee the same filtering
criteria. As a result we obtained a subset of 263 articles and we considered the
rest to be out of the scope of the review. We then manually removed duplicates
and preliminary versions of other papers, ending up with a subset of 90 papers.
Finally, we went through the 90 papers and we discarded those that were out
of scope (e.g., the paper does not describe any data analysis or is not related
to WPL), those that were not mature enough (e.g., papers whose length is less
than 4 pages) and those of very low credibility or quality (e.g., papers whose low
quality prevents understanding and assessing the contribution).

After this filtering, 30 papers were left to be reviewed in detail, forming the
dataset for the rest of the analysis in the following sections. These 30 papers
included 7 journal publications, 19 conference papers and 4 book chapters. The
descriptions of these papers are summarized in Table 1.

Note that the reduction from 1320 initial results to 30 reviewed papers is
mainly due to four aspects. First, we launched the same query in five differ-
ent search engines so many of the results obtained were duplicated. Second, the
search engines of some academic databases do not allow to search only the terms
included in the title, keywords and abstract; hence, in many reference the terms
that are relevant for us were cited but were not too relevant for the paper. Third,
we added the keywords ‘adaptive learning systems’ and ‘intelligent tutoring sys-
tems’, thus obtaining an important number of papers related to these aspects
but not to WPLA. Fourth, there was a significant percentage of very short and
low quality papers, due to the immaturity of WPLA field.

3 Descriptive View of WPLA

This section provides a descriptive overview of existing WPLA proposals (first
goal of the review). We analyzed the work domains covered in the proposals and
their main target users (Subsect. 3.1); the technological approaches and the LA
functionalities provided in the solutions (Subsect. 3.2); the theoretical approaches
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to learning adopted by the authors (Subsect.3.3); the research and evaluation
methods (Subsect. 3.4); and finally the barriers and limitations (Subsect. 3.5).

3.1 Domain and Target Users

Although the papers analyzed cover applications of LA in several work domains,
a large part of the proposals (16 papers) focus on education, aiming to analyze
or support teacher learning. We can also find multiple proposals in the domain
of medicine (6). The rest of the papers apply WPLA to very diverse domains,
including business consultancy (2), car manufacture (2), software development
(1), research (1), public service (1), engineering (1) and construction (1). Three
of the papers apply proposals to multiple (or generic) professional domains.

More than half of the analyzed workplace LA proposals target workers them-
selves as learners (16), in informal learning situations. The rest of the proposals
consider more formal settings (e.g., training courses) and the LA solutions are
aimed at trainers (5), students/apprentices (6) or both (3).

3.2 Technological Approaches and LA Functionalities

In order to understand existing technological approaches to WPLA, we should
first understand the different kinds of contributions that make up the set of
analyzed papers. Most of the analyzed papers (20) are proposals of technological
systems, often focusing on data visualization aspects (15), the data collection
infrastructure (12), or other aspects such as recommender systems (2). Seven
of the contributions proposed analysis methods for WPLA (without necessarily
proposing a technological application in the workplace setting). Another group
of proposals (5) focused on the analysis of a particular WPL situation (e.g.,
correlational analyses). Finally, only one instance was found of proposals for
conceptual frameworks, or data models.

The LA proposals that have been made in WPL purportedly provide a wide
variety of benefits for its use (which are also closely linked to the functionalities
offered by the system implementations). Among the most common benefits cited
are: understanding and supporting communities of practice and other informal
social networks occurring in the workplace (12); tracking of work practices (e.g.,
to infer the evolution of learners’ competences — 6). Additionally, other benefits
were also cited including supporting assessment, self- and team-awareness, the
understanding of learning situations and the adaptation of training.

Regarding the technical context (i.e. the technical ecosystem used at the
workplace), we can see that, in many cases, there is only one tool used by the
learners or whose data is exploited. In some cases (5) such tool is the contribution
of the paper where in other cases (5) it is other application whose data is col-
lected and processed. In other cases, the technological environment counts on an
infrastructure that allows (at least potentially) to coherently process data from
different applications. In some cases (8), the environment counts on an infrastruc-
ture that was explicitly designed for LA. In other situations the infrastructure is
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not explicitly meant for LA: it may be a Virtual Learning Environment (VLE)
(3), a MOOC (1) or other kind of platforms (2).

WPLA systems follow the general trends found in other sub-areas of LA
regarding data sources [36]: system logs are by far the most commonly used
data source (19). The analysis of learning artifacts (alone or in combination with
logs — 11) is also common. Profile data (4), questionnaires (3), interviews (1) or
audio input (1) are far less common. Nevertheless, it is noteworthy that quite a
few proposals use more than one kind of data source, or from more than one plat-
form (11). These proposals include infrastructures specifically designed to collect
and integrate data for WPLA (needed in many cases in which work practices
and WPL processes lack a clear central data source). WPLA proposals also rep-
resent and model their information in a variety of ways, being the most common:
as social networks, tied to the social network analyses and visualizations, and
the focus on workplace communities of practice (13); as ontological or relational
models, used for a variety of purposes, from recommendations to assessment or
awareness (9); as statistical models, used often in analyses of learning settings
or analytic method proposals, aimed to track practices or understand a WPL
situation (8); or as folksonomies, used to collect the emerging and unexpected
concepts that appear in a community of learners (3).

3.3 Theoretical Approaches

To start untangling the reasons behind the technological choices summarized
above, we have looked at how proposals’ focus on a particular learning theory
guides the processes of collecting, managing and representing data to extract
meaningful information. This is not only a major challenge in the LA commu-
nity [18]; it is even more critical in the workplace, where often a curriculum or
pedagogical design are not available to guide the analytics. Nonetheless, some
contributions (6) do not make their theoretical stance explicit at all. For this
reason it is sometimes difficult to understand the assumptions that guide the cre-
ation of existing WPLA applications and infrastructures. In order to solve this
difficulty and allow the synthesis of the proposals, we used the three metaphors
of learning proposed by Paavola and Hakkarainen [29] -knowledge acquisition,
participation and knowledge creation- as an analytical lens to classify the papers.
These metaphors are “closely connected to the way knowledge is understood in
different conceptions of learning” [29]. The paper classification was an overall
qualitative assessment, emitted by looking at their theoretical stance, techni-
cal realisation (especially the information model they employ) and the general
stance authors took towards learning in the solution they proposed. Whenever
possible we related each paper to a learning metaphor.

The knowledge acquisition metaphor includes theories that assume indi-
viduals as the basic unit of learning. Learners have to acquire, construct and
represent the concepts of the domain in their internal memory [29]. The acqui-
sition metaphor is therefore concerned with the construction of internal repre-
sentations. This construction of existing knowledge is seen as an individualistic
process that leads to the transmission and possession of knowledge [29]. It is
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connected to an understanding of the mind as a container, which is filled by the
learning process [4].

Eleven proposals were classified as following the knowledge acquisition
metaphor. We included all the papers based on theories of assessment (3), as well
as papers focusing on self-regulated learning theories (4). Other theories cited
are cognitive apprenticeship (1), assessment design (1), self-regulated learning
(1), learning by doing (1) and competence-based knowledge-space theory (1).

The participation metaphor and its related theories (e.g., communities of
practice and situated learning) assume that learning happens by participating
in cultural practices that shape cognitive activity in manifold ways [29,37]. Tt
represents a continuous, interactive and discourse-based process that includes
the negotiation of norms [37]. Through this contextualized and activity-based
socialization, learners adopt the skills that are recognized in the community.
Thus, learning is understood as a form of enculturation.

The 11 papers that followed the participation metaphor all drew on social
learning theories, especially communities of practice or situated learning the-
ories. In line with the social character of workplace and professional learning,
a variety of social learning theories motivated many of the analyzed WPLA
approaches. Among these theories, the most cited ones are communities of prac-
tice (4), learning networks (4) and social networks (2). Other theories include
collective learning (1), learning communities (1), connectivism (1) and social
constructivism (1).

Finally, the knowledge creation metaphor deals with the collaborative
and systematic development of common objects of activity [29], such as in theo-
ries of knowledge building [4], organizational knowledge creation, meaning mak-
ing [43] and knowledge maturing. This metaphor focuses on the creation, uptake
[43] and development of new materials and conceptual artifacts. Hence, this
metaphor is concerned with the way individuals collaboratively develop these
mediating artifacts in interaction with the learning community. Its focus is on
the temporal evolution of objects and practices emerging in concrete object-
mediated reciprocal communication and collaboration. Hence, these theories fol-
low socio-constructivist approaches, in which knowledge is socially constructed.

Theories that have motivated the 9 papers in this category include knowl-
edge building and knowledge creation theories, but also informal WPL and social
learning theories. Knowledge creation models (e.g., knowledge building, matur-
ing, scaling-up informal learning) were mentioned by 5 papers, and networked
learning and connectivism were the starting point for another 4. Other theories
cited were group awareness (1), scaffolding (1) and situated learning (1).

3.4 Research Methods and Evaluation

The methodological approaches followed in the 30 papers under review can be
broadly classified in four categories. The largest set of papers (13) follows the
traditional methodological approach of presenting and evaluating a proposal.
Another significant cluster (8) spans several research iterations, combining top-
down and bottom-up approaches, which allow them to carry out exploratory
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and evaluative work. There are also papers (4) that explore certain aspects in a
bottom-up fashion, inferring theory or trends from available datasets. Finally, 5
papers are exclusively theoretical proposals that draw from previous literature.

Concerning their evaluation, 6 of the analyzed papers do not portray an
evaluation. In other examples (9), the purpose of the evaluation is merely to
provide a proof of concept, or to illustrate the potential of the proposal. The
proposals describe more formal evaluations that often assess rather technical
aspects such as the performance, accuracy, or efficacy of the proposal (6), or
constructs related with acceptance and adoption: usability (3), user interest and
perceived usefulness (2), impact on users (4), or the applicability of the proposal
in an authentic setting (1).

The evaluation methodologies shows a balance between quantitative methods
(11) and mixed methods that combined qualitative and quantitative techniques
(10). A wide variety of data sources are also used. Most of the papers rely on
either artificial (4) or real data sets and logs (10). In addition, these sources are
often triangulated mainly with user feedback (9) and observations (4).

Regarding user involvement in the evaluations, it is noteworthy that only 13
of the reviewed papers report on the user involvement. The addressed users are
typically workplace learners, labeled as ‘employees’ (9) or ‘students’ (2). Trainers
(2) or company managers (1) are also involved in some of the evaluations.

3.5 Barriers and Limitations

To better understand the current state and maturity of existing WPLA propos-
als, we extracted the limitations highlighted by the authors, and the barriers
they found when applying LA in a workplace. Five of the papers reported lim-
itations related to the data gathering (e.g., [14,16]). According to the authors,
part of the learning process is not tracked, and therefore, the analyses are built
on incomplete data. Another typical limitation is that the volume of data is
insufficient due to low number of users or scarce interaction with the systems
(e.g., [2,31]). These two obstacles -incomplete and scarce data- have a crucial
impact on the accuracy of the results.

Regarding the data processing, several papers (6) mention limitations on the
automation of the data analyses (e.g., [7,12]). In some cases, the analysis process
required manual human intervention (e.g., providing or curating data). Apart
from being time consuming, such manual steps make the success of the proposal
dependent on the motivation and quality of the users’ work. Other technical
problems refer to time (1 - [41]) and scalability (1 - [44]) constraints.

In those cases where the analytics outputs were fed back to users, the authors
sometimes highlighted limitations due to the usability of the proposed solution
(e.g., [13,25]), especially regarding the understanding of indicators and visual-
izations. This hints to crucial role of users’ data literacy: to make data-driven
decisions, consumers of LA solutions need to be aware of the limitations of the
analyses, and have the skills to interpret the results in their own context.

Finally, as it is often the case in research efforts in their early stages, sev-
eral papers (7) acknowledge limitations in terms of generalizability of the results
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(e.g., [2,38]). To address this issue, they propose to conduct long-term evalua-
tions with larger or different user groups in the future.

4 Discussion: The Three Metaphors of Learning
in WPLA

In our previous analysis we used the three learning metaphors [29] to group
the proposals that share similar conceptions of learning (see Sect. 3.3). We also
realized that these conceptions of learning had an impact on the LA services
offered and the design and implementation decisions taken to develop the LA
services (see Table 1). Current section further discusses this impact grouping the
proposals according to the learning metaphors they followed. Thus, we tackle
the second goal of the review.

A first group of proposals followed the knowledge acquisition metaphor.
They used ontologies or other relational information models more often, in order
to represent the knowledge that was to be acquired. The main use cases of this
kind of proposals were related to the building of user models from work activi-
ties in order to diagnose work-related competences. This information was then
used either to give formative feedback for reflection (e.g., about tracked activi-
ties or progression along some learning goal), or to make automatic adaptation
decisions (e.g., recommending items to learn, or suggesting scaffolding). Feed-
back was typically given in the form of visualizations (e.g., dashboards or open
learner models). In several cases, the learning goals were derived from business
or workplace demands (e.g., workplace tasks) that had then be turned into an
ontology or similar model allowing the tracking of progression along these goals.

These approaches are limited because they are usually built upon a fixed
model of the learning domain. Hence, there are less opportunities of detect-
ing emergent learning. Besides, this kind of proposals have a stronger potential
for guiding learners through diverse forms of scaffolding. Knowledge acquisition
approaches would benefit from research into transitions between educational
institutions and the workplace. They could be using ontologies developed as part
of educational curricula or for professional certification, rather than building on
frameworks developed ad-hoc, as this would enhance their scope and impact.

Another group of proposals followed the participation metaphor. In
almost all these cases, the information collected was represented as a social net-
work and several different Social Network Analysis (SNA) techniques were used.
The information inferred from the analyses is used to promote the participation
among learners, either by identifying similarities that help to build groups, by
creating awareness of learning networks or by giving community managers tools
to improve participation.

WEell in line with the idea of learning as participation, the main use cases
were on fostering participation in communities, building groups by identifying
similarities, creating awareness of the professional network and giving commu-
nity managers tools to improve participation. Participation approaches create
awareness for emerging learning and possibilities for collaboration. However,
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these approaches sometimes assume that mere participation will improve learn-
ing. And while those approaches built on knowledge acquisition can usually draw
on self-regulated learning theory to explain how explicating learning goals ben-
efits metacognitive strategies, it is not clear whether the awareness of the social
network has any impact on learning.

Another issue with social networks is that they are usually built on similarity,
but learning sometimes benefits from dissimilar others. An interesting proposal
in this direction is made by one of the reviewed papers [31] who suggest dissimilar
users to provoke learning. For the future, we see a good opportunity for partici-
pation oriented approaches to explore similarity and dissimilarity of learners in
social networks and the effect on learning and forming of the community.

The third group of proposals followed the knowledge creation metaphor.
The technologies employed in these proposals were very diverse. They included
social networks, ontologies and folksonomies, but also analyses of natural lan-
guage texts and topic modeling. In several cases their data models create implicit
or explicit networks of actors and artifacts (e.g., documents or concepts) that are
sometimes enriched with semantic relationships. This is because in “trialogical
learning” relations need to be established between learners and their mediating
artefacts (e.g., documents or concepts). In several cases, a number of different
technologies were used at the same time which might suggest that in order to
understand knowledge creation, a broader range of technologies are needed.

The downside of the proposals building in the knowledge creation metaphor
are the very small numbers of participants. While this is a general problem
in WPL settings, it is likely to be especially prevalent in knowledge creation
approaches, as these originate from research in group cognition and, hence, take
smaller groups as a unit of analysis. Hence, it would be interesting to see propos-
als focusing on large scale communities, on knowledge building in organizations,
or even in cross-organizational networks.

5 Conclusions and Future Lines of Research

This section summarizes the conclusions of the paper and reflects on the under-
explored areas and the potential lines of future research work. Thus, we tackle
the third goal of the review.

Our analysis of 30 Workplace Learning Analytics (WPLA) proposals high-
lights several conclusions about the state of the art in this area. A first insight
is that the field is still in an early stage of development, when compared to
other areas of LA. The number of existing WPLA proposals is still relatively
small, and features many contributions with a limited evaluation. However, the
fact that most of the publications available appeared in the last few years is a
clear symptom that WPLA is a growing community. The analysis also shows
that the WPLA community is still somewhat fragmented. Many of the papers
analyzed were published under different keywords, some of which we collected
when querying research databases (e.g., ‘adaptive learning systems’ or ‘teaching
analytics’). Nonetheless, there may be other terms that we did not consider and
can provide further insight on this and other related fields.
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The provision and adoption of WPLA solutions are higher in education and
healthcare sectors. In both cases, the professionals involved share some routines
that contribute to the applicability of WPLA (e.g., need for being up to date,
need for reflection processes). On the contrary, other sectors (e.g., construction)
could be more challenging in order to receive LA support due to the lack of track-
able evidence in their current activity. Additionally very few existing proposals
are targeted at, and evaluated in, multiple domains. These facts put into question
the generalizability of current proposals’ results, but also poses an interesting
challenge for future WPLA research.

We can also draw insights from the technological makeup of current WPLA
proposals. Most of the proposals only collect and process one type of data (e.g.,
system logs), while WPLA could potentially be enriched by exploring other types
of data sources. We foresee a big potential in MultiModal Learning Analytics
(MMLA) [8], although they are still very rare in WPLA. MMLA may help to
overcome the problems of incomplete and scarce data caused by the low num-
ber interactions between users and a systems, thus reducing the burden that the
manual data gathering may entail and increasing the chances of WPLA adoption.
The data analyses and visualization also require special attention by the WPLA
community. It is required to identify relevant indicators for the target users. Fur-
thermore, the users’ data literacy and their data-consuming experience should
be taken into account when designing visualization interfaces. With respect to
the evaluation of the proposals, most of them support the learning process indi-
rectly, either promoting awareness, scaffolding the community of practice, or rec-
ommending resources. However, there are few evaluations that measure learning-
related constructs directly, maybe due to the difficulty of accessing learners and
their data. Further studies that demonstrate the effectiveness of WPLA solutions
for learning are needed.

A very positive aspect of the WPLA community is the strong focus on theory
that most of the analyzed papers have. As our previous discussion shows, the
theoretical approaches taken by the proposals —which we grouped into three
learning metaphors— have a big impact on the functionalities they offer, and on
the technologies chosen to provide them. This impact is especially notorious on
the data models of the proposals, as the way learning is understood conditions
which data should be retrieve to analyze a learning situation and how these data
should be structured. The relatively low occurrence of WPLA proposals based
on knowledge creation assumptions is surprising if we take into account their
importance for WPL, but it also indicates a promising path for future research.
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Abstract. Although there is significant evidence regarding benefits of
small group collaboration in small-scale contexts, several challenges have
been detected about the use of collaborative learning in MOOCs. Group
formation, which is a crucial activity in order to achieve effective collab-
oration, is scarcely covered in MOOC platforms, which do not allow the
formation of teams using criteria defined by the instructors. This paper
presents an exploratory study conducted in a seven-week MOOC, com-
paring our group formation proposal, based on students’ activity criteria,
to a baseline grouping function provided by the platform. We analyse the
impact of each grouping approach over group performance, group activ-
ity, and student satisfaction. The results show initial evidence about the
advantages of using the criteria-based group formation approach regard-
ing student satisfaction and group interactions.

Keywords: MOOC - Collaborative Learning - Automatic group forma-
tion - Criteria-based group formation

1 Introduction

The increasing popularity of MOOCs (Massive Open Ounline Courses), as a new
and powerful medium to access knowledge, has fostered many discussions within
the higher education domain. Several authors are concerned about their low
instructional quality [18] or their high dropout rate [21], while others highlight
the variety of research challenges triggered by the massive scale feature [8]. Some
of these challenges are related to the promotion of social interactions that can
generate knowledge [17] or the development of new pedagogical approaches which
take advantage of the benefits of large scale [28].

Over the last decades, active pedagogies, such as Collaborative Learning
(CL), have been largely studied at small-scale educational contexts. These stud-
ies have shown positive effects, e.g., that collaboration enriches learning with
social and cognitive dimensions that maintain student motivation and elicit ver-
bal communication [26].

Currently, most MOOC:s follow a behaviorist pedagogical approach where the
instructors add the educational content to the course stream and the students
@ Springer International Publishing AG 2017
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self-assess their learning with questionnaires [7], limiting the interaction between
participants and instructors to discussion forums. However, since the appearance
of the first MOOC in 2008 (Connectivism and Connective Knowledge - CCKO08),
many authors have explored the benefits of using active pedagogies in this type of
courses claiming that these pedagogies have a positive influence in various facets
such as students’ engagement [10]. The analysis of collaboration among students
shows that social participation has a positive influence into student performance
[1]. Some studies have focused on the students’ preferences [11] finding that
learners demand more opportunities for discussing in groups. Nevertheless, the
inclusion of effective collaboration in MOOCs is still a challenge [15] due to
the specific characteristics of the MOOC context. At the moment, collaboration
and social interactions are mostly pragmatically limited to peer reviews, forum
interactions [4] or external social tools [2]. The massive scale and its variability,
caused by latecomers and dropouts, the heterogeneity of the enrolled students
or their low engagement level [3] hinder effective implementation and uptake of
CL strategies.

Several studies on CL have showed that group formation is a crucial factor to
put in practice collaboration [20,23] because successful collaboration depends,
to a large extent, on the suitability of the peers included in the group [13,14].
However, group formation presents particular difficulties at massive scale that
deserve a deeper analysis. Thus, we decided to address this question by investi-
gating the issues involved in the group formation problem at massive and variable
scale. To that aim, we deem it necessary to further study the criteria that can
be used in group formation in MOOC contexts and analyze the impact of these
group formation strategies on the groups themselves and their members. Based
on the outcome of this study, we aim to provide support to teachers interested in
introducing collaborative activities performed in groups in MOOCs. In previous
studies [27], we have proposed a framework that considers the factors that could
be taken into account in group formation, when the scale is large and suffers
significant variations during the course enactment. Based on this framework,
appropriate advice for MOOC design and supporting tools for deployment may
be provided.

In this paper, we present an exploratory study, where a criteria-based group
formation approach was compared to a baseline grouping function provided by
the platform that hosts the intervened MOOC. In our proposal, students were
grouped in homogeneous groups based on their previous activity in the course.
We analyzed the impact of each grouping approach over group performance,
group activity, and students satisfaction. This analysis seeks to show differences,
benefits and drawbacks of each grouping approach.

The rest of the paper presents, firstly, an analysis of the group formation
problem delving into the scalability issues. Then, we continue explaining the
study carried out in a MOOC deployed in the Canvas Network platform. We
conclude showing the experiment results and exposing our conclusions and future
work.



Automatic Group Formation in a MOOC 181

2 Group Formation Scalability

A basic definition of group formation in educational contexts could be “to put
students together in groups with an educative purpose” [23], but effective CL
usually requires planning in advance the collaboration to foster the relevant
interactions that can better promote learning [9]. Group formation is an essen-
tial activity in CL and the method used to define the group composition is a
critical function in Computer Supported Collaborative Learning (CSCL) envi-
ronments [13]. The adequacy of the peers included in a team is a major factor for
effective collaboration, and the group composition may affect the group perfor-
mance and the individual student benefits [14]. Poorly formed groups can lead to
many possible negative peer group influences: conformity, anti-intellectualism,
intimidation, and leveling-down of quality, which lead to detrimental effects for
learning [23]. In her thesis, Ounnas [23] exposed three approaches that can be
used to create groups in educational contexts:

— Random selection of groups, where the formation is initiated by the
teacher who assigns students randomly to groups. It is a simple way of forming
groups because there are no constraints to enforce.

— Self-selection groups, where students decide the group they want to join
and they can negotiate the peers to work with. The allocation of members
requires the identification of potential peers which meet the requirements to
join the group. This approach is commonly used in communities and networks
where participants join together based on common interests. It can also be
used in teams where students select their teammates based on interests, (e.g.,
friendship or confidence, technical capabilities, skills to complete the task).
This type of groups have a tendency to homogeneity.

— Teacher selected groups, also known as criteria-based grouping. This
is a very popular approach in task-oriented grouping. The teacher’s criteria
can be applied in different ways, so that formed groups may have: (i) an
homogeneous structure, including members with similarities regarding the
criteria, (ii) an heterogeneous structure, including members with differences
regarding the criteria, or (iii) a structure based on rules, i.e. several constraints
are applied that group members have to meet.

Criteria-based group formation has been largely explored at small-scale edu-
cational environments [12,13,20,24], employing different types of criteria (e.g.,
student’s profile, student’s learning style), targeting both homogeneity and het-
erogeneity, as well as applying different types of rules. In the CSCL field, several
tools and systems have been proposed to support automatic group formation
using different techniques and algorithms [16]. However, MOOCs have partic-
ular characteristics, such as their massive and variable scale which hamper a
direct extrapolation of conclusions derived in small-scale studies.

Due to the interest for including CL in MOOCs, several authors have tackled
the group formation problem in these contexts [5,29-32] addressing the chal-
lenge through different perspectives. These perspectives include a variety of cri-
teria (e.g., knowledge, personality, preferences, affinities, location, motivation),
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grouping approaches (e.g., criteria-based homogeneity or heterogeneity, random
grouping) and technological aspects (e.g., social network metrics, natural lan-
guage processing, classification algorithms) which suggests there are different fac-
tors that can be considered for group management in MOOC contexts. Figure 1
shows a hierarchical representation included in our previous framework proposal
[27], which depicts four dimensions where grouping factors can be framed: (i)
learning design, (ii) student’s static data, (iii) course-activity dynamic data and
(iv) technological implementation.
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Fig. 1. Categories and factors to be considered for group management in MOOCs.

The course-activity dynamic data can be obtained from the course ana-
lytics and may allow us to know when and how the students work, so these data
can reflect some particular features (e.g., irregular level of engagement, variable
learning paces) which distinguish MOOCs from other contexts. Therefore, these
course-activity dynamic data may be interesting criteria to be considered in the
group formation process.

Currently, only a few platforms offer facilities to collaborate in teams (i.e.,
Canvas, NovoEd, edX), while the students of other platforms (e.g., Coursera,
Udacity, FutureLearn), which do not provide these group facilities, have even
formed external networks to meet and create study groups. The grouping facili-
ties offered by the aforementioned MOOC platforms include features for students
to self-select the teams to join (mostly by the topic). The group may be created
by the teacher or by the students. This method leaves out many students who
can’t manage to join a team [31]. Some platforms also allow teachers to assign
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manually the members of each group, but this solution is not efficient in a course
with a massive number of registered students. Canvas Network includes a func-
tion for splitting students into random teams. All students are distributed in
groups with equal number of members. This is a convenient way of ensuring
every student will belong to a team. Nevertheless, the criteria-based approach
for grouping, which is the preferred method at small-scale context for its peda-
gogic capabilities, is not covered by MOOC platforms at the moment.

3 Description of the Study

Our research work follows a Design Science Research Methodology (DSRM) [25].
The study reported in this paper is part of the initial iteration of the process. Its
main goal is to evaluate the initial ideas of the proposal in order to improve them
in the next iterations. We collected quantitative and qualitative data, in order
to gain a deeper understanding of the results of the intervention by means of
complementarity. This approach is a consequence of our underpinning pragmatic
worldview, centered in the problem and oriented to real world practice [6].

3.1 Context

The course was initially designed by teachers of the Faculty of Translation at
University of Valladolid and its topic was an introduction to translation from
Spanish to English over economic and financial texts. It was originally conceived
as an instructor-led MOOC of seven weeks. We formed a co-design team com-
posed of instructors and researchers, and this team redesigned the course to
incorporate CL activities in order to identify the emerging challenges [22]. To
meet this end, a community glossary and several peer reviewed translation tasks
were integrated as optional activities. Moreover, the main collaborative activity
included in the MOOC learning design, basis for our experimental study, was
a compulsory task presented in the fourth week (see Sect. 3.2 for a full descrip-
tion). All mandatory activities should be completed (one per week) to obtain the
certificate, although no grades were included in the assessment of the students.

The course was deployed in the Canvas Network platform and began on
February the 6th, 2017. The total number of students enrolled was 1031, but only
875 remained registered when the course ended. Two surveys were employed:
an optional welcome survey during the first week, that was completed by 668
students, and a mandatory final satisfaction survey completed by 152 (17,37%
of the remaining registered students). 130 students applied for the certificate
(12.61% of the initially enrolled students or 14.86% of the students registered at
the end of the course).

3.2 Collaborative Activity

We used different data gathering techniques (i.e., questionnaires, interviews and
meetings with the MOOC’s teachers, and observation) to codesign the compul-
sory collaborative activity, which was the basis of the grouping experiment. The
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activity consisted in terminology extraction from some given texts in teams of
six. Each team should create a group artifact including 20 economic or finan-
cial English terms and their corresponding Spanish translation referencing the
source. The teams should use some of the group-oriented Canvas platform tools
(i.e., discussion forums and announcements) for organizing their work, sharing
opinions, discussing and reaching agreements in order to select the required terms
and choose a spokesman who would be in charge of the task submission. Finally,
the activity would be considered as completed, when all members of a team
perform an individual revision of the artifact produced by another team. This
way, the non-active members of a team would not pass the activity, even if the
task was submitted by a member of their group, since the non-active members
did not carry out the individual review. The task was assessed as passed/not
passed for all the students that completed it and there were no individual or
group grades.

3.3 Intervention

This subsection describes the main decisions taken for the design of the experi-
ment. One of the most important decisions was the selection of the criteria to be
used for creating the experimental groups. We used dynamic factors (i.e., data
from the activity of the students in the platform) to respond to our research
question regarding the relevance of these data to reflect some peculiarities of the
context (i.e., the variable engagement level). Therefore, we chose three variables
to cover three aspects regarding the student engagement level [10]:

e page views, to measure their activity,
e submitted tasks, to estimate their commitment, and
e posted messages, to reveal their active participation.

Another major decision was the application of homogeneity over the criteria
instead of heterogeneity. The underlying reason was that, taking into account the
group size (six members) and MOOC statistics in literature (5-15% of comple-
tion rates), heterogeneity over student’s activity criteria could be very similar to
a random grouping (feature already covered in the Canvas platform) and could
result in many teams with only one active student. The fact that the activity was
assessed as pass/not pass and there were no grades strengthened this decision,
because this type of homogeneity would have affected the grades.

For the composition of the control group, we chose random grouping because
that option can be performed automatically in Canvas and guarantees that all
students would be included in a group. However, the fact that in our approach
the students with an activity profile type of no-shows [1] were clustered together
could be a big advantage over the random teams, where the no-shows students
would be spread over the teams. Therefore, we decided to improve the baseline
to compare with in order to obtain richer conclusions about the impact of using a
criteria-based approach for grouping. Hence, in the control group, we segregated
the students with zero page views by grouping them together prior to the creation
of the random teams.
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The algorithm selected for implementing the homogeneous grouping was k-
means clustering because it is a well known, effective technique that works with
big datasets [31]. We combined it with a balancing algorithm to obtain clusters
with exactly the same number of members (same size k-means variation'). To
carry out the experiment the following steps were followed:

1. Finding out the statistical distribution of the selected variables (page views,
submitted tasks and forum messages). Using the Kolmogorov & Smirnov, and
the D’Agostino & Pearson tests, we found out that all three variables followed
a non-gaussian distribution.

2. Data preprocessing. Prior to the clustering process the data was standardized
in order to assign the same weight to the three selected variables (page views
had a dimension much bigger than the other two) as recommended in [19].

3. Creation of two subsets (the experimental group and the control group)
checking their uniformity regarding the variables used as grouping criteria.
As a consequence of the non-gaussian distribution of the three variables, a
Wilcoxon test was selected to verify that the subsets do not differ regarding
them. The array of students was shuffled and splitted in two equal size sub-
sets until the Wilcoxon test returned a p value greater than 0.5 in the three
variables used as grouping criteria (if p < 0.05, the samples would be different
with 95% confidence; if p > 0.05 we cannot say that the samples differ; we
required a p > 0.5 to strengthen the non-difference between samples).

4. Creation of the teams in the control group. Firstly, students with zero page
views were segregated, grouping them together in 11 teams and then, the
rest of the students in the control group were distributed randomly in 70
six-members teams.

5. Creation of the teams in the experimental group. The selected clustering algo-
rithms were used to obtain 81 clusters of six members based on homogeneity
on the three standardized variables.

3.4 Analysis Methods

To measure the intervention effects we collected data from several sources (i.e.,
the platform API, the final satisfaction survey and the communications between
students and teachers during the collaborative activity) in order to triangulate
and complement the results. We monitored team performance during the activ-
ity retrieving data about: (i) messages exchanged in each group space, (ii) active
participants in each team, and (iii) teams that complete the task submission.
On the other hand, the messages that students sent to teachers regarding this
activity were collected. Finally, after the end of the activity, we gathered quan-
titative and qualitative data about student satisfaction by means of open and
close ended questions in a survey.

We analyzed the aforementioned data to find out the differences between
the experimental (criteria-based) and the control (random) groups regarding:

! https://elki-project.github.io/tutorial /same-size_k_means.
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(i) active teams, (ii) active participants per team, (iii) interactions within a
team, (iv) task completion rate, (v) student complaints, and (vi) student sat-
isfaction level. This analysis may provide initial evidence about the impact of
using criteria-based group formation in order to achieve effective CL in MOOC
contexts.

4 Results

4.1 Analysis of the Activity of the Teams Gathered
from the Platform

After the end of the activity, we collected available data through the Canvas LMS
API about the activity within each team. A summary of the gathered information
is shown in Table 1. We captured data about the total number of messages (posts
and replies in the group discussion forums and announcements) exchanged within
each team, as well as the students that produced these messages, in order to
detect the team members that were indeed participating in the activity.

Table 1. Data about teams’ activity gathered from the Canvas LMS API.

Data gathered from the API Control Experimental
Teams with registered activity 47/81=58.02% | 25/81 = 30.86%
Teams that submitted the task 46/81=56.79% | 26/81 =32.1%
Teams with activity which do not submit the |4 1

task

Teams without activity which submit the task |3 2

Total number of messages 300 372

Total number of active users 76 78

Average number of messages per active user 3.95 4.77

Standard deviation of messages per active user |2.69 3.67

Average number of messages per active team 6.38 14.88
Standard deviation of messages per active team | 5.87 14.92

Median number of messages per active team 3 10

The method used for the creation of the two subsets ensured a similar number
of active users in both subsets (76/78). Due to the homogeneous activity criteria
in the experimental group, students with a low activity level were joined together,
giving as a result 56 teams with no registered activity (vs. 34 in the control
group, out of which 11 were formed in the prior segregation process for no-
shows students). This is an expected result, since there were a big quantity
of inactive or low-activity students in the MOOC, and therefore homogeneous
groups composed by students with a previous low level of activity will tend to
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even show less activity, due to negative interdependence. On the contrary, since
active users were scattered in the random process, the randomly assigned groups
may include some dispersed high-activity members, who will show some activity,
even in the presence of inactive team teammates. Nevertheless, there were also
25 experimental teams with a significantly more intense exchange of messages
(average of 14.88 messages per team vs. 6.38 in the control group). Moreover, the
active users in the experimental group sent a higher number of messages each
(mean of 4.77 vs. mean of 3.95). In this case, the homogeneous teams with active
members have higher chances of developing a higher activity due to the positive
influence of their teammates. In the control group there were four teams (vs.
one in the experimental group) with registered activity which did not manage to
complete the task and therefore, could not obtain the course certificate. All these
teams had registered a single active member, which suggests that these students
might have felt isolated due to negative interdependence and their motivation
regarding the course decreased.

25

o Control Teams
m Experimental Teams

20

number of teams

M

1 2 5 6
active members

Fig. 2. Number of teams (y axis) with a registered number of active members (x axis).

In Fig. 2 a significant observation is depicted: the high number of teams with
only one or two active participants in the control group (almost fourfold than
in the experimental group). We can also observe that full active teams (with
five or six active members) can only be found in the experimental group. In
this case, due to the homegeneity criterion of the experimental group, it is more
likely that all members of some groups may be active. This result confirms that
homegeneous group formation may favor some groups, since the most active
students are grouped together.

The aforementioned conclusion is further supported by Table 2 which presents
data structured according to the number of active participants registered in the
team, which we called team size. The average number of messages per active user
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Table 2. Data about teams and users regarding team size (num. of active members).

Team size (active 1 2 3 4 5 6
members)
Total/Control/ T C E T C E T C E T C E T C|E T C|E

Experiment

Number of teams 31 |24 |6 24 |19 |5 7 3 4 5 1 4 2 0|2 4 0|4

Msg/Active user - 1.8/19|13|46|50|3.2|55/50|58|45|53|4.2|55|—- |55|58|~—15.8
Avg

Msg/Active user - 1.0/11/05|2728[21|34|22/4.1{3.0/22|32|35|—- 35|45~ 4.5
StdDev

increases with the size of the team with a correlation coefficient of 0.78 stating
a strong positive correlation.

4.2 Analysis of the Students Opinions

A summary of the results of the closed-ended questions of the final survey
regarding the collaborative activity on the fourth week is shown in Table 3. The
responses Agree and Strongly Agree in the survey have been agreggated in the
category Agree in the table, and the responses Disagree and Strongly Disagree
have been agreggated in the categorie Disagree. The Don’t Know/No Answer
responses are not included in the table.

Table 3. Quantitative data collected from the final satisfaction survey.

Subset Control Experimental
Agree | Disagree | Agree | Disagree

Satisfaction with the collaboration in my team |35.3% | 59.1% | 55.0% | 36.6%

Inactive students in my team hindered 78.9% | 12.7% | 52.1% | 32.4%

collaboration

Inactive students in my team affected 57.7%  31.0% | 40.9% | 38.0%

negatively to my satisfaction

Collaboration in this activity enhanced my 42.3% | 42.3% | 40.9% | 38.0%

motivation

Collaboration in this activity enhanced my 60.5% | 26.7% | 67.6% | 19.7%

participation

The students of the homogeneous teams (experimental group) are more sat-
isfied with the collaboration carried out in their teams, while the students in the
random teams complain about the presence of inactive students in their group.
On the other hand, the collaborative activity was valued as positive regarding
participation for both subsets, while collaboration had a neutral effect on moti-
vation for both subsets. These observations confirm previous findings (appeared
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in the communications between students and teachers during the activity devel-
opment) regarding the negative effect of inactive students in groups (something
that is less prominent in homegenous groups), as well as the positive effect of
collaborative activities on participation, even in MOOC contexts.

A finer analysis regarding the team size (number of active participants reg-
istered in the team) shows that the survey respondents belonging to teams with
five or six active members (32 students) were the most satisfied with the collabo-
rative activity (expressing high satisfaction in 75% of the cases), and the survey
respondents belonging to teams with one or two active members (68 students)
were the less satisfied with the collaborative activity (expressing dissatisfaction
in 69,12% of the cases). This result reinforces the need to find the best strategy
(based on the most suitable criteria for group formation) in order to include
several active members in each group.

The final satisfaction survey also included open-ended questions about the
mandatory collaborative activity where the students could explain the aspects
they most or less liked of this activity. We used this information together with
the messages that students sent to the teachers in the Canvas Network platform
to perform an initial content analysis aiming to gain a deeper understanding of
what happened in the experiment.

The majority of complaints came from students who were the only active
learner of a given group. In many cases the students in teams with one or two
active members expressed frustration due to the lack of participation in their
group, as well as feelings of having lost the opportunity of an enriching activity.
We illustrate the previous observation through a set of comments expressed by
students that belonged to groups with only one or two active students:

“I wish my teammates would have been more active, or at least they had
contacted me”. “My colleagues were noted for their absence. At least they could
have introduced themselves and said that they would not participate instead of
keep us waiting to see if they appeared”. “No teammates showed up, although I
sent them messages in the forum asking for their availability. I should say that
it was an especially upleasant experience.” “In fact, the most interesting aspects
of the activity were related to its content and not to the collaborative work, since
my teammates did not show any interest for the activity”.

The most positive comments belonged to students in teams with five or six
active members who expressed their satisfaction of having the opportunity of
meeting their mates, helping each other and knowing different points of view.
We provide below a characteristic set of comments expressed by this type of
students in teams with five or six active members:

“We have been able to learn from each other and to correct the mistakes
committed by our colleagues, a process that leads to a higher level of learning”.
“This group has enchanted me because we have all collaborated and we have
fit perfectly, something difficult to achieve”. “Everything has been very simple.
FEach one has contributed the terms that he could and when he could, without any
pressure”. “Although we are partners from all over the world, we managed to
finish the activity and maintain a good communication”. “What I liked the most
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was the possibility of having real contact with the classmates. I loved reading
many of the translations and the points of view provided by colleagues! There
were frankly good translations. In my group there were no inactive students”.
“We were able to distribute the work and see the way that the other colleagues
had to work. We learned from each other”.

Teams with three or four active members registered more positive comments
than negative ones. On the positive side, the students of these teams show their
satisfaction in similar terms than the students of full active teams, but in the
negative side they express some frustration for the absence of some teammates.

5 Conclusions and Future Work

In this paper we have presented the results of a study in which a small group
collaboration activity was introduced in a MOOC. More concretely, a criteria-
based group formation strategy was compared to the baseline option of random
assignment of students to groups provided by the learning platform. On the
other hand, we used the dynamic data of previous activity of each student in the
course, since such type of data reflects better the large and varying scale context
of MOOCs. Such study has provided some insights regarding the introduction
of small group collaboration in MOOQOCs, and the relative advantages of two
group formation strategies. After analyzing the results, we can conclude that
the new strategy selected for the creation of the teams (homogeneous groups
based on prior activitiy) had a positive impact on student satisfaction and group
interactions. We also observe a slight positive impact regarding students dropout.

A key aspect regarding the measures of participation and regarding students’
satisfaction is the number of active members in the team (what we called team
size). Teams with five or six active members registered the most intense activity
and the most satisfied students of the experiment. The correlation between the
number of messages per active user and the team size was relatively high (0.78),
which indicates a strong correlation. Therefore, the higher the team size the
more active the members, probably as an effect of the positive interdependence.
As expected, teams with five or six active members promote collaboration, reg-
istering the highest number of interactions and a high student satisfaction. This
type of teams were only achieved through the grouping strategy that promoted
homegeneous groups based on the dynamic activity data. On the other hand,
teams with only one active member did not allow collaboration and generated
student frustration, giving as a result several cases of dropout. This fact occurred
fourfold less frequently in the homogeneous teams.

This experience has served to gain insight about grouping solutions which
may run smoothly at massive or variable scale. The findings of this study may
serve as a seed of the knowledge base to support MOOCs teachers by giving
them advice regarding the course design and by developing tools which can help
them in the design and deployment of group activities.

Given the iterative nature of the DSRM methodology, we plan to carry out
new iterations, in which we plan to study several aspects, such as: (a) other
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alternatives of criteria-based strategies, (b) other types of data (dynamic or
static) according to the factors included in our framework, (c) the impact and
usability of a user interface for the instructors - instructional designers regarding
the criteria to be used for group formation. These studies will be performed in
the context of real MOOCsS, that have been scheduled in the upcoming months.
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Abstract. While learning analytics (LA) is maturing from being a trend
to being part of the institutional toolbox, the need for more empirical
evidences about the effects for LA on the actual stakeholders, i.e. learners
and teachers, is increasing. Within this paper we report about a further
evaluation iteration of the Evaluation Framework for Learning Analytics
(EFLA) that provides an efficient and effective measure to get insights
into the application of LA in educational institutes. For this empirical
study we have thus developed and implemented several LA widgets into
a MOOC platform’s dashboard and evaluated these widgets using the
EFLA as well as the framework itself using principal component and
reliability analysis. The results show that the EFLA is able to measure
differences between widget versions. Furthermore, they indicate that the
framework is highly reliable after slightly adapting its dimensions.
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1 Introduction

By using learning analytics (LA), i.e. by measuring, collecting, analysing and
reporting the learners’ data from a course in a useful and meaningful way, aware-
ness and reflection about the learning and teaching processes can be stimulated
[11,14]. During the last few years the amount of LA-related research, publica-
tions and events has increased steadily [9]. Learning analytics, however, is not
to be seen as pure ‘number-crunching’ on a strictly institutional level or as only
being used to improve retention. Instead, it is about creating a holistic view on all
learning and teaching processes involved [10]. Therefore, as LA should stimulate
the self-regulating skills of the learners [16] and foster awareness and reflection
processes for learners and teachers, it is recognised that a good way to present
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LA to users is through a visual representation [22]. Kim, Jo and Park [13] indi-
cate that learners’ achievement could be increased by allowing them access to a
learning analytics dashboard, i.e. a collection of visualisations. They also point
out that LA visualisations should be carefully designed if interest in and usage
of the dashboard and analytics is to be maintained by the main stakeholders,
i.e. learners and teachers.

With the need for empirical studies growing and more and more discussions
about the effect of learning analytics coming up [8,21], a number of studies inves-
tigating the impact of LA dashboards have been published in the last few years.
Lonn et al. [15] for example have shown that seeing their academic performance
in a LA applications could affect students’ interpretation of their data and their
success. They stress that LA interventions need to be designed carefully with
student goal perception in mind. Beheshita et al. [2] randomly assigned LA visu-
alisations to students of a blended learning course and showed that it depended
on the students’ achievement goal orientation whether the effect of the visuali-
sations on learning progress was positive or negative. They stress that students’
achievement goal orientation and other individual differences need to be taken
into account during the LA design process. Finally, Khan and Pardo [12] showed
that depending on the students’ information needs and the types of learning
activities different kinds of LA dashboards and visualisations are needed for
them to be effective. From all three studies it is thus clear that LA visualisations
need to be embedded into the instructional design to have a positive effect.

An important aspect that thus needs to be kept in mind when using LA
to address issues such as the ones mentioned above is the following: How can
we make sure that the learning analytics are valid, reliable, understandable and
supportive for the involved stakeholders? We have thus developed an evaluation
instrument that allows a standardised approach to the evaluation of LA tools: the
Evaluation Framework for Learning Analytics (EFLA) [17,19]. The framework
consists of four dimensions (Data, Awareness, Reflection, Impact) for learners
and teachers.

Taking all of this into account, we designed and developed new versions for
two widgets from the LA dashboard of the ECO MOOC platform and investi-
gated in a lab experiment whether the current structure of the EFLA appropri-
ately reflects the questionnaire’s underlying components and whether the eval-
uation instrument can be used to measure changes between different versions
of widgets. The lab setting was chosen as low numbers of teachers in the ECO
environment would not give us sufficient input from that stakeholder group and
because it allowed for a controlled experimental setting. We conducted our study
with the following research questions in mind:

(RQ-A) Can the EFLA measure differences between iterations of a widget?

(RQ-B1) Do the four current EFLA dimensions validly represent the underly-
ing components?

(RQ-B2) Do the items within the dimensions reliably measure the underlying
component?
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The next section describes the ECO platform’s widgets and the evaluation
instrument and elaborates on the method of analysis. After the presentation of
results, the discussion section sets the results in relation to the research questions
while the final section concludes the paper.

2 Method

2.1 Participants

Fifteen PhD candidates (eight women and seven men) and fifteen assistant,
associate or full professors (seven women and eight men) from the Faculty of
Psychology and Education of the Open University of the Netherlands voluntar-
ily participated in the experiment. The PhD candidates were assigned the role
of students while the post-docs were assigned the role of teachers during the
experiment. All participants had at least basic knowledge about what LA is.
Informed consent was obtained from all participants.

2.2 Materials

The Learning Analytics Widgets. Massive Open Online Courses (MOOCs)
have the potential to provide education at a low cost for a wide and diverse
public [6]. The European project ECO (Elearning Communication Open-Data)?
has therefore created a platform that gives free access to MOOCs based on
Open Educational Resources. A learning analytics dashboard containing several
visualisations is part of the ECO platform to support the ECO users. The visu-
alisations are based on interaction data of the users with the platform and with
the MOOCs, e.g. launching a course, accessing pages, watching videos, posting
in a forum, uploading homework, etc. All users of the portal, i.e. the students
as well as the teachers of the MOOQOCs, see the same visualisations.

Two of the existing ECO LA visualisations were chosen for the experiment:
the Activity Widget and the Resources Widget. The Activity Widget shows how
active the learners are in a MOOC according to the number of actions done in
that MOOC. The Resources Widget shows what types of resources are present in
this course and how often all users together have accessed the various resources
in the MOOC (see Appendix A at bit.ly/EFLApudding for the screenshots and
more detailed descriptions of all widget versions).

The second version of the Activity Widget again shows the total activity per
user. Additionally a user’s own position is highlighted. Users can choose between
two types of clustering: the Median with quartiles and an artificial intelligence
algorithm. Both create four clusters in reference to Cobo et al.’s four activity
types [5]. In order to protect the users’ privacy, none of the users are able to
identify who the other users are in the visualisation as the ECO LA dashboard
does not distinguish between students and teachers of the course. The updated
version of the Resources Widget compares a user’s MOOC path with the ideal

! https://ecolearning.eu.
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path of the course and the paths of other participants. A user can see which
activities he has accessed and which ones not. Teachers could use this tool to
identify if learners are using the MOOC as planned by discovering if activities
are accessed too early, too late, or not at all. Students could compare themselves
to other users and to the model line. Again, in order to protect the users’ privacy,
none of the other users are identifiable.

Table 1. Dimensions and items of the learner and the teacher section of the EFLA.

EFLA items for learners/teachers

Data: D1 For this LA tool it is clear what data is being collected
D2 For this LA tool it is clear why the data is being collected
D3 For this LA tool it is clear who has access to the data

Awareness: | A1 This LA tool makes me aware of my/my students’ current learn-
ing situation

A2 This LA tool makes me forecast my/my students’ possible
future learning situation given my/their (un)changed behaviour

Reflection: | R1 This LA tool stimulates me to reflect on my past learn-
ing/teaching behaviour

R2 This LA tool stimulates me to adapt my learning/teaching
behaviour if necessary

Impact: I1 This LA tool increases my motivation to study/teach
I2 This LA tool stimulates me to study/teach more efficiently
I3 This LA tool stimulates me to study/teach more effectively

The Evaluation Framework. An institution’s need for reflection on how
ready they are to implement LA solutions is addressed by the Learning Ana-
lytics Readiness Instrument (LARI) [1]. While LARI has been shown to be an
effective instrument to evaluate institutional readiness, there is no standardised
instrument so far to evaluate the LA tools once implemented. However, more and
more LA tools are being designed, developed and implemented. In order to close
this gap, we have therefore developed the Evaluation Framework for Learning
Analytics (EFLA). Inspired by the System Usability Scale (SUS), a “reliable,
low-cost usability scale that can be used for global assessments of system usabil-
ity” [3], the EFLA aims to provide similar facilities for the LA domain. Using the
subjective assessments by their users is a quick and simple way to get a general
indication of the overall quality of a tool in comparison to other tools or other
versions of the same tool as Brooke [3] points out.

The first version was constructed through a group concept mapping (GCM)
study with experts from the LA community and consisted of five dimensions
(Objectives, Learning Support, Learning Measures and Output, Data Aspects,
and Organisational Aspects) with four items each [19]. After a small evaluation
study with LA experts [17] as well as a revisit of the GCM data and a thorough
look at related literature, the second EFLA version was developed. Split into two
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parts, one for learners and one for teachers, the framework now consisted of four
dimensions (Data, Awareness, Reflection and Impact) with three items each.
This version was turned into an applicable tool, i.e. a questionnaire for students
and teachers, and then used in an online course [18]. Based on a subsequent
evaluation of the EFLA-2, the third version was created. While the dimensions
stayed the same, the items were slightly reduced and further refined. Table 1
shows version 3 of the EFLA that was used in this study. All items are rated on
a scale from 1 for no agreement to 10 for high agreement.

2.3 Procedure

All participants were invited to an individual face-to-face session for the experi-
ment. At the beginning of each session, every participant received an introduction
to the experiment and was asked to give their informed consent to take part in
the study. Following an experimental script, each participant first received some
introductory information about the ECO platform and its LA dashboard before
getting detailed explanations about the four LA widgets while being shown a
screenshot of the corresponding widget. For the two updated widget versions a
live demo was also provided. After each widget explanation, participants were
asked to evaluate the widget using the EFLA while assuming either the role of
a student (all PhD candidates) or a teacher (all post docs). At the end of each
EFLA survey participants had the option to add comments. When all four wid-
gets had been evaluated, participants were asked to supply some demographic
information (gender and age range) and were given a final opportunity to enter
comments about the experiment. Once all data was collected from the partic-
ipants, several statistical analyses were calculated using IBM’s SPSS Statistics
and graphs showing the average evaluation of each EFLA item for the differ-
ent widgets from both stakeholder groups were created. The statistical analyses
included t-tests for the widget evaluation and principal component analysis as
well as reliability analysis for the EFLA evaluation.

3 Results

3.1 Widget Evaluation

Figure 1 shows the average scores of the ten EFLA items from students and
teachers for both versions of the widgets. On average students and teachers gave
better ratings to the second versions of both widgets. The only item students
rated lower in an updated widget version is D1 for the Resources Widget. The
items that teachers rated lower in an updated widget version are D3 and R2 for
the Activity Widget and also D1 for the Resources Widget. While the original
versions of the widgets received higher ratings from the teachers, the updated
widget versions received higher ratings from the students.

Conducting paired sample t-tests for the ten EFLA items allowed us to see
whether the differences in ratings between the two versions of the widgets were
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significant or not (see Appendix B at bit.ly/EFLApudding for detailed results
tables). For the student participants there are several EFLA items where the
difference between the ratings of the widgets’ two versions is significant. The
second version of the Activity Widget received significantly higher ratings for
the items Al (p = .019), R1 (p = .044), R2 (p = .008) and 12 (p = .022) while
the Resources Widget received significantly higher ratings for all items (p ranges
between .000 and .048) except D1. In case of the teachers, each widget only
has one item where the difference between the two versions is significant: for
item 12 of the Activity Widget ¢(14) = —2.942, p = .011 and for item A2 of the
Resources Widget t(14) = —2.839,p = .013.

Students Teachers © Maren Scheffel
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Fig. 1. Average scores of the EFLA items for students (left) and teachers (right) for
both versions of both widgets.

Table 2. Descriptive statistics of all EFLA items from all widgets combined for stu-
dents (left) and teachers (right).

Students Teachers

N | Min. | Max. | Mean | St.D. | Var. N | Min. | Max. | Mean | St.D. | Var.
D160 1 10 7.12 12.450| 6.003 |60 3 10 7.55 |1.908 | 3.642
D260 1 10 5.93 2.968 | 8.809 |60 2 10 6.63 |2.091|4.372
D360 1 10 6.07 |3.194|10.199 |60 | 2 10 7.27 |3.162{9.995
A1/60|1 10 5.87 |3.105| 9.643|60 1 10 5.07 |2.642 6.979
A2/60 1 10 5.35 12.839 | 8.062|60 |1 9 4.27 |2.421|5.860
R1/60 1 10 593 |2.711 7.351/60 |1 10 5.08 |2.438|5.942
R2|60|1 10 5.62 |2.853| 8.139|60 1 5.33 |2.319 5.379
I1 (601 10 5.02 |2.902 | 8.423 /601 4.52 |2.259|5.101
12 (601 10 4.12 |2.811| 7.901|60|1 10 4.48 |2.411|5.813
I3 [60|1 10 4.38 2946 8.681 /601 9 4.42 12.309|5.332
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3.2 EFLA Evaluation

Every participant completed the EFLA survey for both versions of the two LA
widgets which gives us a total N of 120 for each EFLA item (60 per stake-
holder group, 30 per widget, 15 per widget version). All statistical analyses were
conducted separately for the students’ and teachers’ data due to the different
semantics, i.e. different wording leading to different meaning, of the ten EFLA
items. The highest N within one analysis is thus 60.

Table 2 shows the descriptive statistics, i.e. N, minimum value, maximum
value, mean, standard deviation and variance, for all ten EFLA items for the
students (left) and the teachers (right). Two values seem to be slightly different
from the rest: the variance of EFLA item D3 for students as well as for teachers
is noticeably higher than all other variance values.

First Analysis. Before conducting the principal component analysis (PCA) we
first looked at the factorability of the ten EFLA items for students and teachers.
For the students’ EFLA only few correlations were below .3 and all ten items cor-
related at least .6 with at least two other items. Additionally, the Kaiser-Meyer-
Olkin measure of sampling adequacy was .836, i.e. above the recommended value
of .6, and Bartlett’s test of sphericity was x?(45) = 462.515, p < .000. All diago-
nals of the anti-image correlation matrix were above .7. For the teachers’ EFLA
there were also few correlations below .3 and nine items correlated at least .4
with at least two other items (only D3 did not). Additionally, the Kaiser-Meyer-
Olkin measure of sampling adequacy was .848, i.e. above the recommended value
of .6, and Bartlett’s test of sphericity was x2(45) = 405.841,p < .000. Nine diag-
onals of the anti-image correlation matrix were above .7 (except D3 where it was
.486). Due to these results, none of the items were discarded at this point and we
continued with the PCA using Varimax rotation in order to identify the factors
underlying the EFLA. As we had structured the EFLA with four dimensions in
mind (Data, Awareness, Reflection, Impact), the solution with four components
was examined first, followed by those with three and with two components (see
Appendix C at bit.ly/EFLApudding for details of all analyses).

First Principal Component Analysis — Students. For the students’ four-
components solution all communalities were above .8 except 11 which was .749.
Together the four components explained 85.824% of the variance (80.805 for
the three components with primary loadings). All items in the four-components
solution (rotated matrix) had a primary loading of .6 or above. However, only
three of the four components contained primary loads. Component 1 was clearly
formed by items I1, 12 and I3, component 2 consisted of items Al, A2 and R1
and component 3 was clearly formed by items D1, D2 and D3. Item R2 had two
possible primary loads (.636 and .634) and could be part of either component
1 or component 2. Looking at the three-components solution for the students’
data, the communalities were all above .736. The three components cumulatively
explained 81.427% of the variance. Also, the distinction between the components
was clearer than in the four-components solution: component 1 contained items
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11, 12 and 13, component 2 contained items Al, A2, R1 and R3 and component
3 contained items D1, D2 and D3. Again all items had a primary loading of .6
or above. The two-components solution for the students’ data had communality
values above .7 except for A2 (.660) and I1 (.672). Cumulatively the two com-
ponents explained 75.238% of the variance. This solution had primary loadings
for nine items above .8 and one item at .796 with component 1 containing Al,
A2, R1, R2, I1, 12 and I3 and component 2 containing the items D1, D2 and D3.

To sum up, the three-components solution seems to be the best result as all
components contain primary loads (the four-components solution does not) and
as it explains more variance than the two-components solution.

First Principal Component Analysis — Teachers. The PCA of the teach-
ers’ data provided somewhat less clearly structured solutions. In the four-
components solution all communalities were above .7. Together the four compo-
nents explained 83.866% of the variance. All items had a primary loading of at
least .6. Component 1 contained items R1, R2, I1, 12 and 13, while component 2
contained items D2, A1l and A2. Items D1 and D3 each formed their own com-
ponent. The Data items thus did not form one component but were spread over
three different ones. The three-components solution for the teachers’ data had
communality values of at least .7 for all values except for D2 (.589) and I3 (.691).
Cumulatively 77.409% of variance were explained by the three components. This
solution had one clear component containing items R1, R2, I1, 12 and I3 with
all primary loadings above .7. D1, D2 and A1l formed one component, as did
D3 and A2, all with primary loadings above .5. Both Al and A2, however, had
rather high cross-loads: while Al had a primary load of .677in component 2
(together with D1 and D2) it had a cross-load of .580 for component 3 (where
it would join A2 and D3). A2 (primary load of .586) on the other hand also
had a high cross-load of .551in component 1 (where it would join R1, R2, I1,
12 and 13). Finally, in the two-components solution for the teachers’ data, the
communalities were above .6 except for D1 (.489), D2 (.526) and A1l (515). The
two components explained 68.146% of the variance. Component 1 contained D2,
A1, A2, R1, R2, I1, I2 and I3 (all with primary loads above .6), while the second
component was comprised of items D1 and D3. Again, the Data items did not
form one clear component. Item D1 (primary load of .503 in component 2), how-
ever, had a rather high cross-load of .486 in component 1 and could thus possibly
be positioned there leaving D3 to form its own component.

To sum up, the three-components solution seems to be the best result as all
components have at least two primary loads (the four-components solution does
not) and as it explains more variance than the two-components solution.

First Reliability Analysis. In order to see how reliable the scales are and
to check whether any of the items should be excluded, we calculated the reli-
ability values, i.e. Cronbach’s Alpha, for several item combinations based on
the PCA results: the four EFLA dimensions Data, Awareness, Reflection and
Impact individually (D,A,R,I), the combination of the Awareness and Reflec-
tion items (A+R), the combination of the Awareness, Reflection and Impact
items (A+R+1I), and the combination of the Reflection and Impact items (R+1).
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Only one scale, i.e. the teachers’ three Data items on their own, received a low
reliability score (.397). All other scales had a reliability score of .8 or higher. For
two scales a substantial increase (>.05) in Cronbach’s Alpha could be achieved by
eliminating an item. For the students’ EFLA eliminating item I1 in the Impact-
items-only scale would result in a Cronbach’s Alpha of .954 while an elimination
of item D3 in the Data-items-only scale of the teachers’ EFLA would result in a
Cronbach’s Alpha of .574.

As the items D3 and I1 seemed to cause problems and hindered a clear
component solution, we decided to delete them and to re-do the analysis with
the remaining eight items D1, D2, A1, A2, R1, R2, 12 and I3.

Second Analysis. Before doing the PCA, we again looked at the factorability of
the EFLA items. For the students’ data there were again few correlations between
the items that were below .3 and all items correlated at least .6 with at least
one other item. The Kaiser-Meyer-Olkin measure of sampling adequacy was .799
(which is above the recommended value of .6) and Bartlett’s test of sphericity was
x2(28) = 359.650,p < .000. All diagonals of the anti-image correlation matrix
were above .7 (except for D1 which was .526). The teachers’ data also showed
few correlations below .3 and, except for D1 and D2 which correlated at .4 with
three other items, all other items correlated at .6 with at least one other item.
Additionally, the Kaiser-Meyer-Olkin measure of sampling adequacy was .826
and Bartlett’s test of sphericity was x?(28) = 338.879,p < .000. All diagonals of
the anti-image correlation matrix were above .7.

Table 3. PCA using Varimax rotation for four, three and two components for students’
EFLA (primary loads are light grey) and teachers’ EFLA (primary loads are grey).

four components three components two components
students teachers students teachers students teachers
1 2 3 4 1 2 3 4‘ 1 2 3 1 2 3 1 2 1 2

D1 .070 .048 .936 .301 .210 .120 .077 .008 .903 . . .054 .
D2 .162 .151 .377 .878 .292 .205 .199 156 .184 . . . 226 .
A1 .840 .300 .049 .220 . .135|.845 .289 . . . .839 .
A2 .849 .266 -.013 .157 . -.120 .216|.853 .254 . . . .824 .
R1 .780 .436 .246 -.153 218 .067 .240].798 .386 . . .863 .
R2.717 .540 .063 .123 226 .152 .348/|.731 .523 . . .896 .
12 .380 .891 .052 .112 230 .167 .199/.405 .881 . . .864 .
13 419 .863 .049 .126 .339 .246 -.001|.443 .853 . . 876 .

Second Principal Component Analysis — Students. Table3 shows the
results of the PCA using Varimax rotation for these different settings. For the
students’ four-components solution all communalities were above .8. Together
the four components explained 89.975% of the variance. All items in the four-
components solution had a primary loading of .7 or above. Component 1 was



The Proof of the Pudding: Examining Validity and Reliability of the EFLA 203

clearly formed by items Al, A2, R1 and R2, component 2 consisted of items 12
and I3, component 3 only contained D1 and component 4 only contained D2.
Looking at the three-components solution for the students’ data, the communal-
ities were all above .793. The three components cumulatively explained 84.559%
of the variance. Again, component 1 was clearly formed by items Al, A2, R1 and
R2 and component 2 consisted of items I2 and I3. Component 3 was made up of
D1 and D2. All primary loadings were above .7. The two-components solution
for the students’ data had communality values above .7 except for A2 (.691).
Cumulatively the two components explained 77.195% of the variance. This solu-
tion had primary loadings for all items above .8 with component 1 containing
Al, A2, R1, R2, 12 and I3 and component 2 containing the items D1 and D2.

To sum up, the three-components solution seems to be the best result as all
components have at least two primary loads (the four-components solution does
not) and as it explains more variance than the two-components solution.

Second Principal Component Analysis — Teachers. The PCA of the teach-
ers’ data provided the following results. In the four-components solution all com-
munalities were above .792. Together the four components explained 89.644% of
the variance. All items had a primary loading of at least .7. Component 1 con-
tained items R1, R2, 12 and I3, while component 2 contained items Al and
A2. Ttems D1 and D2 each formed their own component. The three-components
solution for the teachers’ data had communality values of at least .7 for all items
except for D2 (.547). Cumulatively 82.201% of variance were explained by the
three components. This solution had one clear component containing items R1,
R2, 12 and 13 with all primary loadings above .7. A1 and A2 formed component
2, and D1 and D2 formed component 3, all with primary loadings above .7 except
for D2 (.524). Finally, in the two-components solution for the teachers’ data, the
communalities were either just below or well above .7 except for D2 (.545) and
A1 (.517). The two components explained 72.445% of the variance. Component
1 contained items Al, A2, R1, R2, 12 and 13, all with primary loads above .7
except for Al (.566), while the second component was comprised of items D1
(.940) and D2 (.572).

To sum up, the three-components solution seems to be the best result as all
components have at least two primary loads (the four-components solution does
not) and as it explains more variance than the two-components solution.

Second Reliability Analysis. Again, we calculated reliability values, i.e. Cron-
bach’s Alpha, for several item combinations: the four EFLA dimensions Data,
Awareness, Reflection and Impact individually (D,A,R,I), the combination of
the Awareness and Reflection items (A+R), the combination of the Awareness,
Reflection and Impact items (A+R+1), and the combination of the Reflection
and Impact items (R+I). Table4 gives an overview of these analyses for the
students’ as well as the teachers” EFLA. Only one scale, i.e. the teachers’ Data
items on their own, receives a noticeably lower reliability score (.574). All other
scales have a reliability score of .7 or higher. For none of the scales a substantial
increase (>.05) in Cronbach’s Alpha could be achieved by eliminating an item.
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Table 4. Reliability statistics and scale statistics of different item groups for students’
EFLA (left) and teachers’ EFLA (right)

Items Students Teachers

N | Cron.ax | Mean | Var. St.D. | N | Cron.av | Mean | Var. St.D.
D 2 |.745 13.05 | 23.608 | 4.859 |2 |.574 14.18 | 11.237| 3.352
A 2 | .852 11.22 | 30.851| 5.554 |2 |.814 9.33 | 21.650 | 4.653
R 2 |.890 11.55 | 27.913| 5.283|2 | .945 10.42 | 21.468 | 4.633
I 2 |.954 8.50 | 31.712| 5.631|2 | .881 8.90 | 19.922| 4.463
A+R 4 1.916 22.77 1 105.945 | 10.293 | 4 | .870 19.75 | 69.513 | 8.337
A+R+I|6 |.936 31.27 1226.029 | 15.034 |6 |.916 28.65 1 149.214 | 12.215
R+I 4 1.925 20.05 | 104.794 1 10.237 |4 | .935 19.32 | 75.135| 8.668

4 Discussion

4.1 Widget Evaluation

The evaluation of the widgets using the EFLA questionnaire shows that there
are indeed significant differences in evaluation results between the different wid-
get versions. RQ-A can thus be answered with “yes”. However, the differences
are not significant for all items of all widgets from both stakeholders. Students
really seemed to appreciate the second versions of the widgets much more than
the first versions. Especially the Resources Widget received significantly higher
evaluation results for its second version. Taking into account the open comments
from the questionnaire as well as the questions and comments uttered during
the experiment by both stakeholder groups, these results are not really surpris-
ing. The teacher participants were much more hesitant and held back by the
lab setting of the experiment while the student participants could easily put
themselves in the mindset of an online course participant. Another factor that
is likely to play a role in influencing the teachers’ widget evaluations is that due
to the ECO platform’s not distinguishing between the user types of learners and
teachers, the personalisation aspect of the widgets’ second versions was rather
pointless for the teachers. That is, they might feel disregarded.

4.2 EFLA Evaluation

Although none of the items were discarded before conducting the first PCA, the
descriptive statistics (variance) as well as the factorability check (correlations
and anti-image correlations for the teachers’ data) hinted at possible issues with
item D3. We began the first PCA assuming that EFLA consisted of four distinct
dimensions. For the students’ data, however, only three components had primary
loadings in the four-components solution thus indicating that there are only three
underlying components to EFLA. This was also supported by the other two
solutions (the variance explained was higher for the three-components solution
compared to the two-components solution).
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The first analysis of the teachers’ data also showed that a four-components
solution did not best represent the data. It also became apparent that D1, D2
and D3 and to some extent Al and A2 seemed to be problematic for the teachers.
Their PCA results for those items were much less clear than those of the stu-
dents. This had already been foreshadowed during the experiment. The teacher
participants asked considerably more questions than the student participants
and voiced uncertainty about how to answer some of the questions. This insecu-
rity about the items is likely to be reflected in their answers resulting in partially
inconclusive PCA results. The students did not seem to have such issues with
the items and their results are thus more confident and possibly more credible.

The reliability analysis confirmed that several items might hinder a clear
component solution. Two items, D3 and I1, had to be discarded. The fact that
it was precisely those two items that were problematic is reasonable if we look
at the actual questions behind those items. D3 says “For this LA tool it is clear
who has access to the data”. In comparison to this item, D1 and D2 much
more clearly address the micro level of the immediately involved learners and
teachers themselves [11] which is what EFLA is about. Both of those items are
much more connected to the user’s personal point of view whereas D3 could be
(mis)interpreted so as to cover the whole learning environment instead of an
individual LA tool despite the statement saying “For this LA tool...”. Addition-
ally, in order to interpret a visualisation it is important to know what data it
is based on and why (i.e. what the purpose is) but to know who else has access
to the data does not affect the interpretation. Instead, it is more an issue of an
institution’s LA policy than an individual visualisation to make sure that privacy
and transparency regulations are in place and transparently communicated.

Already during the experiment, student as well as teacher participants men-
tioned that they had difficulties answering item I1 due to its generality. The item
says “This LA tool increases my motivation to study/teach”. Whereas 12 and 13
cover the specific aspects of efficiency and effectiveness, item I1 covers motivation
in general. Many participants said that their being motivated by a visualisation
very much depended on the contents of the widget. For example, if a student
sees that he is the lowest performing student, he might not be motivated to
study by such a visualisation, while the opposite might be true if he sees himself
in the top-performing group. On other days, the same student might feel very
motivated to study when seeing that he is lagging behind. General motivation
is thus too context-dependent to receive a reliable rating for one visualisation.

The second PCA without the two discarded items confirmed the previous
indication that there are three underlying components for the EFLA items. In
this solution each component was loaded by at least two items and explained
more of the variance than the two-components solution. There is, however, a
difference in how the items are spread across the components. For the students’
data, D1 and D2 form one component, A1, A2, R1 and R2 form a second one and
12 and I3 form a third. The teachers’ data resulted in one component containing
D1 and D2, a second one containing A1 and A2 and another one containing R1,
R2, 12 and 13. Even though some of the items of the student and teacher EFLA
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are semantically different, the two EFLA versions are still to be seen as two sides
of the same coin.

Thus, in order to decide which of the three-components solutions to use
for the next version of the EFLA, we took several aspects into account. First,
the teacher participants of our study voiced more insecurities than the student
participants did which leads us to put more confident in the students’ results.
Second, the reliability results for the students’ data showed higher Cronbach’s
Alpha values than those of the teachers and the explained variance was higher
for the students’ three component solution. And third, supporting awareness and
reflection processes in users in order to impact the learning or teaching processes
is an important aim of LA. Awareness and reflection go hand in hand, with the
former being a prerequisite of the latter [4,7,20].

Based on this, the new version of EFLA now consists of three dimensions:
Data, Awareness & Reflection, Impact. The Data dimension contains items D1
and D2 and the Impact dimension contains items 12 and I3. Finally, the Aware-
ness & Reflection dimension contains the four items Al, A2, R1 and R2 (see
Appendix D at bit.ly/EFLApudding for the full framework structure).

RQ-B1 thus has to be answered with “no” as the assumed four-components
structure did not turn out to be the best solution. However, the three-
components solution we settled on does provide a fairly similar EFLA struc-
turing to the one we envisioned as the items were not completely re-arranged
within new clusters but two of the original dimensions were combined into one.
RQ-B2 also has to be answered with “no” as not all ten EFLA items turned out
to reliably measure their component. However, eight of the items did and will
thus constitute the new EFLA.

5 Conclusion

This paper presented the results of an empirical lab study where we developed
and implemented several widgets for a MOOC platform’s LA dashboard and
evaluated them using the Evaluation Framework for Learning Analytics (EFLA).
We also evaluated said framework using principal component analysis and reli-
ability analysis. The results of the widget analysis showed that the EFLA can
indeed be used to measure differences between different widget iterations. The
results of the EFLA analysis show that there are three underlying dimensions in
the EFLA instead of four and that not all items in version 3 of the EFLA reliably
measured these dimensions. A new and improved fourth version of the EFLA has
thus been created that can be used to validly and reliably evaluate LA tools. All
items are to be rated on a scale from 1 for ‘strongly disagree’ to 10 for ‘strongly
agree’. In order to calculate a LA tool’s EFLA score, i.e. a number between 0
and 100, the following steps are needed per stakeholder group: (1) calculate the
average value for each item based on the answers given for that item, (2) cal-
culate the average value for each dimension based on the average of its items,
(3) calculate the dimensional scores by rounding the result of ((x — 1)/9) * 100
where x is the average value of a dimension, and (4) calculate the overall EFLA
score by taking the average of the three dimensional scores.
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The learning analytics community now has the opportunity to verify the

EFLA’s applicability and benefit, i.e. the proof of the pudding is now in the
eating. The framework has been published as open access and the framework’s
template flyer as well as an interactive spreadsheet to automatically calculate the
EFLA scores and create visualisations of the scores are available for download via
the LACE website at http://www.laceproject.eu/evaluation-framework-for-la/.
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Abstract. Educational institutions are designing, creating and evaluating
courses to optimize learning outcomes for highly diverse student populations.
Yet, most of the delivery is still monitored retrospectively with summative eval-
uation forms. Therefore, improvements to the course design are only implemented
at the very end of a course, thus missing to benefit the current cohort. Teachers
find it difficult to interpret and plan interventions just-in-time. In this context,
Learning Analytics (LA) data streams gathered from ‘authentic’ student learning
activities, may provide new opportunities to receive valuable information on the
students’ learning behaviors and could be utilized to adjust the learning design
already “on the fly” during runtime. We presume that Learning Analytics applied
within Learning Design (LD) and presented in a learning dashboard provide
opportunities that can lead to more personalized learning experiences, if imple-
mented thoughtfully.

In this paper, we describe opportunities and challenges for using LA in LD.
We identify three key opportunities for using LA in LD: (O1) using on demand
indicators for evidence based decisions on learning design; (O2) intervening
during the run-time of a course; and, (O3) increasing student learning outcomes
and satisfaction. In order to benefit from these opportunities, several challenges
have to be overcome. Following a thorough literature review, we mapped the
identified opportunities and challenges in a conceptual model that considers the
interaction of LA in LD.

Keywords: Learning design - Learning analytics - Learning dashboards - Meta-
cognitive competences - Feedback - Reflection

1 Introduction

Providing high quality education to students becomes increasingly challenging due to
the high diversity of the student population that signs up for a study programme [1]. Due

© Springer International Publishing AG 2017
E. Lavoué et al. (Eds.): EC-TEL 2017, LNCS 10474, pp. 209-223, 2017.
DOI: 10.1007/978-3-319-66610-5_16



210 M. Schmitz et al.

to the increasing demands for professionalization, as well as new competences and skills,
lifelong learning has become more important than ever before [2, 3]. Higher education
institutions (HEI) need to adapt to these changes and make their educational offers more
open and flexible for students from heterogeneous backgrounds. This is challenging
since different types of students enroll for a study course, such as students from secon-
dary school with no previous work experience, students that aim for a career switch and
combine their study with their job, or students that prefer to be educated in close relation
to their workplace pursuing further professionalization in their current practice [4, 5].
Therefore, HEI study programmes need to take the individual needs and life situation
of their learners into account and provide better customized educational possibilities.
Traditional HEI struggle with fulfilling this mission which resulted in a large variety of
commercial providers such as Coursera and edX aiming to fill the gap with open and
flexible educational offers such as online courseware that often is open or designed for
the masses (i.e. MOOCs). Recently, more and more traditional universities in the Neth-
erlands have adjusted their educational models towards these needs, where strong
investments have been made in flexible and personalized educational offers [6]. One
result of this is that many traditional and applied sciences universities extend their
education with more malleable and distance education offers. Among changing and
adjusting the educational model also technology innovations are explored that can foster
these new requirements. Among various technologies to facilitate blended and distance
learning models, Learning Analytics (LA) has been identified as a most promising tech-
nology to aid the personalization of learning and also change the educational model or
even a course design due to insights gained from data. FitzGerald et al. [48] illustrate
the different important dimensions to take into consideration for personalization of
technology enhanced learning. In terms of their framework, using LA in LD tends to
provide a cognitive-based and whole-person personalization.

In the rise of LA globally and in the Netherlands specifically, institutions use a
number of data sources to gather ‘authentic’ data regarding student learning behavior:
electronic learning environments, digital assessment methods, and student information
systems, to name a few. Furthermore, digital devices like mobile phones, tablets and
laptops are being used to collect activities of students. It is this insight into the students’
learning processes and behaviors that, when presented in a user-friendly way, enables
teachers to adapt their course and learning activities “on the fly”, during the course’s
run-time. Additionally, these data provide students with insight into their own learning
behavior in comparison with the course goals, achievements or the performance of their
fellow students. This could — if guided properly and if the student is able to reflect and
act upon the information using metacognitive competences [7] — enable them to adapt
their learning behavior to become more effective or efficient.

In this paper, we identify and present three main opportunities for using LA in LD,
with nine sub-opportunities and six sub-challenges based on the main opportunities, by
critically studying current scientific literature on LA, LD, learning dashboards and meta-
cognitive competences. These will be presented in table format and discussed in the
sections below.
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2 Identifying Opportunities and Challenges for LD and LA

In order to find and extrapolate the main opportunities for using Learning Analytics in
Learning Design, we thoroughly and comprehensively analysed the current scientific
literature on LA, LD, learning dashboards and meta-cognitive competences. In Table 1
and the remainder of this article, these opportunities and challenges are presented and
marked with identifiers such as ‘O+Number’ for the opportunities, ‘SO+Number’ for

Table 1. Overview opportunities and challenges of LA of LD.

Learning Learning Learning Metacognitive References
Design Analytics Dashboards Competences
O1. Using on demand X X X [19]
indicators for evidence
based decisions on LD
SO1. Observing the effects of | X X [18, 33]
LD
SO2. Sharing knowledge on | X X [18, 33]
LD
SO3. Involving the students | X X [18, 33]
SCI. Interoperability of LD | X [14, 46]
SC2. Interoperability of LA X [34, 35, 46]
O2. Intervening during the | X X X X [18, 33]
run-time of a course
SO1. Delivering X X [18, 33]
information/feedback on
demand
SO2. Creating and using X X X X [27, 30, 32, 35]
interventions
SO3. Changing learning X X X X [31, 32, 35]
behavior
SCI. Presenting relevant X X X [35]
information the right way
SC2. Improving ability to act X [30, 56]
on information
03. Increasing student X X X X [31, 34, 35]
learning outcome and
satisfaction
SO1. Making learning X X [53, 55]
outcomes visible
SO2. Making learning X X X [52, 56]
information accesible
SO3. Improving learning to | X X X X [54, 55]
learn
SCI. Understanding learning X X [47]
dashboards
SC2. Coping with the X X X X [1, 4-6]
diversity of students
References [8-10, 13— [18, 19,23-29, | [18,31-35] [7, 11, 35]
16] 31, 32]
References aligning LA and | [40, 42, 44-47]
LD
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sub-opportunities and ‘SC+Number’ for the sub-challenges. If an opportunity or chal-
lenge is linked to a key opportunity in the text, the identifier is concatenated, for example
0O1.SC2. is sub-challenge number 2 related to opportunity 1.

2.1 Learning Design

To define LD it is necessary to understand the definition of a learning activity. In this
research, alearning activity is seen as a task that a student can do that involves interaction
with teachers, fellow students, or content items in order to increase their knowledge.
The LD is the description of all elements of the course’s design in such a way that
teachers can understand it and can use it. Elements of LD are the description of the
learning activities that students have to do, the resources needed and the support actions
a teacher can provide to facilitate the learning process [8]. Teachers can use help in the
evaluation of the design and in the revision of courses. This is currently methodologi-
cally done by formative assessment during the course, but mostly by summative assess-
ments and qualitative surveys at the end of the course as instructional design models
like ADDIE propose [9]. This brings us directly to our main opportunities for LA
supported LD: O1. Using on demand indicators for evidence based decisions on
learning design by using authentic data in student behavior. In parallel, these, on
demand insights in data on student behavior create possibilities for teachers to make
alterations in the LD of the current course and for students to adjust their learning
behavior. We call this second opportunity: O2. Intervening during the run-time of a
course.

Although there have been various attempts to standardize LD like IMS-LD [51],
these standardisation approaches are seldom implemented in educational practice.
Therefore, a common widely accepted language to discuss LD within education is
currently lacking. The same holds for frameworks regarding the use and evaluation of
LDs [10, 13-16]. They often differ in their approaches. For instance, a framework that
is using LORYI, a tool for eliciting learning object evaluations, has nine different aspects
like: content quality, learning goal alignment, motivation, presentation, each individu-
ally based on several theories from different researchers, while Baker [10] presents a
framework based on Bloom’s Taxonomy [11] and Tyler’s Basic Principles [12]. Another
approach is chosen by Bundsgaard and Hansen, who claim to combine several frame-
works into a holistic view where learning potential plays a big role [13]. Falconer et al.
[14] illustrate the diversity by presenting an overview of LD frameworks that focus on
either: “stages of a learning cycle; degree of embeddedness of information on LD;
representation, medium and format; mode of use based on Laurillard’s conversational
model; and degree of adaptation.” Considering this plethora of approaches and available
standards for LD leads us to our first challenge, which is the absence of a commonly
accepted language in which learning activities based on different LD frameworks can
be discussed O1.SC1. Interoperability of LD.

LD is not a static field. As HEI are trying to facilitate different target groups with
their education, changes in the LD become necessary. Examples of relatively new
target groups for traditional universities are workers, the unemployed and part-time
students that are part of projects developing innovative LD’s. As the group of
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students is becoming more diverse by these efforts, the challenge O3.SC2. Coping
with the diversity of students becomes something to take into consideration when
developing education.

2.2 Learning Analytics

Over the last years, sources to collect data in the context of learning are becoming
increasingly available, which leads to large amounts of learning data [17]. The availa-
bility and accessibility of data that learners produce during learning activities is an
additional identification of the learning behavior of a student and could be of great value
regarding feedback and evaluation of courses and consequently has potential for the
(re)design of learning activities. LA describes all aspects of collecting, cleaning,
analyzing and visualizing this data. The use of LA to inform decision-making in educa-
tion is not new, predecessors of LA have been used to inform students in choosing study
programs, curriculum development, design of learning outcomes, get insight into
behavior of students and their learning process, personalize learning, improve instructor
performance, acquire insight in employment opportunities after graduation, and enhance
research [18]. But the scope and scale of its potential has increased enormously with the
rapid adoption of technology over the last few years and the dependent growth of
tracking data that comes with the use of technology. We are now at a stage where data
can be automatically harvested, and analysis of these data opens up the opportunity for
transforming learning insights into learner abilities and patterns of behavior, cognition,
motivation, and emotions [19], and, therefore, studying the effects of design choices
within higher education. We identify this as a sub-opportunity: O1.SO1. Observing
effects of LD.

Frameworks for LA are used to bring structure to all relevant topics [20-23, 26]. A
diverse selection of frameworks can be found, varying from Open Learning Analytics
[20] to a framework on characteristics of LA [21] and a framework of quality indicators
for LA [22, 50]. The differences between the frameworks and the dedicated work that
each framework is based on delivers a large amount of research, but makes it difficult
to talk about LA on one level between all stakeholders. We call this challenge O1.SC2.
Interoperability of LA. A comprehensive introduction to different domains that are
affected by LA was provided by Greller and Drachsler [23]. They developed a generic
design framework that can serve as a guide in developing LA applications in support of
educational practice. The framework addresses six fields of attention that have to be
addressed in every LA design: 1. Stakeholders, 2. Objectives, 3. Data, 4. Instruments,
5. External constraints, 6. Internal limitations. For the implementation of LA it is very
important to make all stakeholders aware of the aspects of LA and find a common
understanding to communicate LA findings. Organizations struggle with the complexity
of the field of LA. Considering the five step LA sophistication model developed by the
Society of Learning Analytics Research (SOLAR) [19], there is still a lot of work to be
done in order to transform the educational sector to a data-driven educational science.
Most organizations in Europe are still on level one (Aware) of the sophistication model
and only very few more advanced organizations are heading towards levels two (Exper-
imentation) and three (Institution wide use). In the various LA reviews [18, 19, 24],
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there is little mention about experiences of using LA supported LD in educational prac-
tice. Despite the great potential surrounding LA, most attempts to implement LA in
educational organizations are still at the initiation phase [25, 26].

Rienties and Toetenel [27] state that the challenge in the field of LA is how to put
the power of LA into the hands of teachers so that they are able to use it and act upon
it. Although an increasing body of literature has become available regarding how
researchers and institutions have experimented with interventions using LA [28, 29] and
first steps of a conceptual model (Analytics4Action) [30] are made, no comprehensive
conceptual model, nested within a strong evidence-base, is available that describes how
teachers and administrators can use LA to make successful interventions in their own
educational practice. We define this challenge as: O2.SC2. Improving ability to act
on information, and believe that more research into the use of a learning dashboard as
part of the LD would provide some opportunities to overcome this challenge.

2.3 Learning Dashboards

A dashboard can be defined as a visual display of the most important information needed
to achieve one or more objectives; consolidated and arranged on a single screen so the
information can be monitored at a glance [31]. A learning dashboard can provide both
teachers and students with insights into study progress and potential for improvement.
Learning dashboards give opportunities for awareness, reflection, sense making, recom-
mendations, and, therefore, could improve learning by helping users raising their ability
to act on information [32]. From a teacher perspective we call this opportunity 02.SO2.
Creating and using interventions, while from a student centered perspective, we derive
the opportunity 02.S03. Changing learning behavior. Presenting learning data in the
context of LD provides the opportunity O1.SO2. Sharing knowledge on LD. Insight
in which design choices work and which don’t in comparable contexts enables institu-
tions to increase educational quality and help to grasp the opportunity of Q1. Using on
demand indicators for evidence based decisions on learning design [18, 33].

A diversity of learning dashboards have been reviewed in several studies [34, 35].
In the review by Bodily and Verbert [34], the most mentioned goal for developing a
learning dashboard for the student is creating awareness and reflection on their learning
process (37% out of 94 articles). Awareness and reflection of their educational process
leads to two opportunities: first, the opportunity of 03.S02 Making learning infor-
mation accessible as reflection amplifiers for self-directed learners, or: as benchmarking
of student progress against others, which can also be used by teachers ifitis in actionable
format [52], second, the opportunity of O1.SO3. Involving the students in the educa-
tional process. The recommendation of resources was the second highest goal (29% out
of 94 articles) while 19% of the articles stated that the improvement of retention or
engagement is the main goal for implementing a learning dashboard. All these goals
contribute to an opportunity we named Q3. Increasing student learning outcome and
satisfaction. Bodily and Verbert show how articles did report on effects of using learning
dashboards with regard to the effect of using the dashboard on student behavior (15 out
of 94), student skills (14 out of 94) or student achievement (2 out of 94). These elements
of the review illustrate that learning dashboards are developed for different goals from
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different perspectives and it also shows that there is an opportunity to improve student
learning outcomes, satisfaction (03.), and behavior (02.S03.). Bodily and Verbert
conclude that more research is needed on the actual effects of these reporting systems
on student behavior, student achievement and skills.

Schwendimann, Rodriguez-Triana, Vozniuk, Prieto, Boroujeni, Holzer, Gillet, and
Dillenbourg [35], present an overview of the state of the art of learning dashboards. They
reviewed 53 scientific papers and identified more than 200 indicator types, divided them
into the categories: learner, action, content, result, context and socially related. This
many indicator types that can be used in analyses mean an enormous potential for LA.
It is great to see that there are plenty of indicators for LA, but it is a challenge to select
the right indicators for a specific learning activity to provide meaningful insights into
the learning process, and for the teacher to select and use the right indicators that influ-
ence the LD. For us, this is part of a challenge we named O2.SC1. Presentation of
relevant information the right way. The review of Schwendimann et al. also showed
that, research on the effects of learning dashboards is still young, demonstrated by the
considerable amount of exploratory work and limited number of proof-of-concept
studies that were rarely implemented (and evaluated) in educational practice. Most of
the 53 articles Schwendimann reviewed describe future work and open issues as
repeating their research on different targets (students instead of teachers and vice versa)
and they also address more usability research in educational practice. The granularity,
visualization and interpretation of the information are mentioned as important issues in
that type of research.

One of the mentioned goals for using learning dashboards are increasing student
learning outcomes. Traditional HEI in the Netherlands are using learning outcomes as
a starting point while rethinking LD to reach new target groups [6]. O3.SO1. Making
learning outcomes visible [53, 55] is an opportunity applied within these new LDs to
be able to create workplace related education, where competences can be proved by a
portfolio of work related products or enable students to choose their own learning path.
Either option improves student’s learning outcome and satisfaction (03.) by boosting
confidence in their own achievement and progress.

2.4 Metacognitive Competences Used in LD and LA

Park and Jo [47] found that students’ overall satisfaction on learning dashboards is
correlated with both the degree of understanding and students’ capability to change their
behavior. This presents the challenge of building a learning dashboard in a way that is
understandable for users, which we called O3.SC1. Understanding learning dash-
boards. In order to achieve this, supporting attributes have to be added in such a way
that the metacognitive competences of students and teachers are enforced so that they
are able to understand and interpret the information, and are able to act on it (02.SO1,
02.S02. and 02.S03.). Most recently, Jivet et al. [49] conducted a study on pitfalls
for LA dashboards and showed that most dashboards only consider the reflection process
very roughly They conclude that they are not designed apt enough to meet the needs of
their actual stakeholders; the teacher and learners.
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A definition of metacognitive knowledge is given by Flavell [7]: “metacognitive
knowledge consists primarily of knowledge or beliefs about what factors or variables
act and interact in what ways to affect the course and outcome of cognitive enter-
prises”. In the context of this research, cognitive experiences are understood as learning
experiences. Awareness and interpretation of the information presented from learning
experiences and critical thinking on actions and behavior that can be applied on the
elements of the learning experience are metacognitive competences. These are compe-
tences needed to think of factors necessary to act adequately on the information provided
[23]. Awareness, however, is not the only aspect that influences the process of feedback,
reflection and behavioral change, i.e. of self-efficacy and self-regulated learning [36].
Winne [37] describes self-regulated learning as “principally comprised of knowledge,
beliefs, and learned skills, malleable in response to environmental influences” and as
something that learners inherently do. Zimmerman [38] adds to this that self-regulated
learning is indeed about more than knowledge and skills and that metacognitive compe-
tences are also influenced by emotions, one’s behavior and one’s social environment
play an important role. Learners thus have different ways to construct knowledge and
they have different ways to think about how that construction took place on the basis of
the information given to them when learning in a self-regulated way [39]. Learners can
act and react in different ways based on that information.

So not only, a clear and user-friendly presentation of the LA information is a chal-
lenge (02.SC1.Understanding learning dashboards), but it also is a challenge to train
and use the metacognitive competences of teachers and students. We identified this as
challenge O2.SC2. Improving ability to act on information so that they are able to
make use of the information and act directly on the information they are provided with.
This challenge is seldomly addressed in research practice of learning dashboards, just
3 of the 53 articles reviewed by Schwendimann et al. [35] talk about competences or
how to enforce them. We believe that acquisition of knowledge and skills on using LA
in practice will be key for the uptake of LA by end users. Doing so will enable us to use
the opportunity O3.SO3. Improving learning to learn.

3 Aligning LA and LD in Frameworks and Dashboards

The potential value of using LA as a purposeful element in the LD of modules, is
described by several researchers [40—42]. In developing a specific LD, a teacher or educa-
tional designer works on all phases of an instruction; starting from the definition of prior
knowledge prerequisites of the particular target student group, the learning objectives and
outcomes, and the design of assessments to test if the outcomes have been achieved. In
between are many choices for appropriate learning activities and sequences, content,
teaching methods, materials and other resources that contribute to achieving the learning
objectives of the design. The teaching activities and resources are provided increasingly
over IT infrastructures and are most of the time also digitally available. This offers the
possibility to use LA as part of the learning environment and the LD [27, 40].

The alignment of LA and LD changes the design process of learning activities from
a post-evaluation design process into a permanent monitoring process of adaptation. In
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this way, teachers should already consider measurements at the design phase of their
learning activities and they should select most suitable LA indicators that can be used
to monitor if the selected learning activities of a course are going as intended or not. But
the alignment also changes the monitoring process of courses into a learning design-
aware monitoring process. It is of crucial importance for a LA supported LD to consider
potential LA indicators already while designing the learning objectives and related
activities [40]. Like assessment procedures, LA indicators should be considered in the
very beginning of the development of the LD. In that way, e.g. a ‘forum discussion’ is
not only an effective learning activity by itself, but LA can also provide a much more
efficient and effective overview of e.g. student participation through social network
analysis tools [41] that can provide students with self-monitoring information and make
teachers more aware of the learning process of their students and adds possibilities for
personalized feedback. Using LA while scripting LD and thinking about LD when initi-
alizing LA indicators makes it necessary to use a more unified way of talking and
thinking about LD (01.SC1.) and LA (0O1.SC2.). By collecting data from learners on
learning activities in a LA dashboard that is designed according to LD intentions will
enable teachers and educational designers to make improvements to their courses on
demand during run-time (02.) [42]. Only few studies on the alignment of LA and LD
have been done to date. Wise et al. [43] sums up a list of studies that “underscore the
idea that the use of a combined approach of LD, teacher inquiry into student learning
and LA can produce effective new pedagogies” [43]. Rodriguez et al. [44] are trying to
combine scripting and monitoring and vice versa. To take advantage of this potential,
teachers and instructional designers need to keep LA in mind while designing learning
activities to select the most appropriate LA indicators for the dashboard solution [44].
Rienties et al. [30] are developing a framework to enable teachers to create interventions
by using LA for LD. All frameworks that incorporate LA and LD [10, 14, 15, 30, 45,
46] describe roughly three elements: resources, learning tasks and supporting mecha-
nisms that can be monitored in learning contexts. Each framework mentions some type
of timing where the monitoring takes place. This can be during a course, after a course
and after several courses. The conceptual framework of Bakhari et al. [45] describes this
timing item as a temporal analysis, which makes a distinction in the frequency of the
analysis event: recurring events (weekly workspace meeting), submission events
(assignments), single events (guest lectures). Timing is an opportunity we called
02.S01. Delivering information/feedback on demand. Further work needs to be done
to create frameworks and tools and research the effect of using them to establish an
evidence base.

4 Conclusion

In this paper, we presented several opportunities and challenges for aligning and incor-
porating LA into LD to innovate and improve higher education and achieve a more
personalized and “just-in-time” learning culture with more on-demand feedback mech-
anisms. In Fig. 1, below, a tentative model for the implementation of LA supported LD
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is shown. It maps the identified opportunities and challenges from this study to the
model.

IDesign time M Run time o250

I
_l Behavior JML

Learning Design

during Learning . Analysis
01.802, 01.5C1 01.503 02.5C1
Metacognitve Learning
Competences Analytics
01.8C2
02.503, 03.503 03,502
. 02.8C2
Actions Dashboard

/
after Analysis 02.5C1, 03.5C1,03.501

All items: 03.8C2

Fig. 1. Proposed LA in LD model, including opportunities and challenges of Table 1.

From a course design perspective, LA can be used to take the measurement of quality
of learning activities into consideration which delivers the opportunity O1.SO1.
Observing the effects of LD. Collecting this information enables users to use oppor-
tunity 01.S0O2. Sharing knowledge on LD so that the design can be improved and
made more efficient, effective and reusable. Two challenges here are O1.SC1. Intero-
perability of LD and O1.SC2. Interoperability of LA. Because of the large amount
of frameworks and tools for both LD and LA, some type of order is necessary to be able
to collaborate with colleagues in designing learning activities and to be successful with
opportunity 01.SO3. Involving students. The observations, the possibility to share
knowledge, the learner centered way of involving the students and the coping with the
challenges of interoperability of LD and LA make it possible to build a base for future
research and thereby addressing the key opportunity O1. Using on demand indicators
for evidence based decisions on learning design Steps are made on this subject with
the development of frameworks, but practical research is needed. When striving for more
personalized education, evidence based choices on which learning activities are most
fit for an individual student are essential for educational designers.

From a user perspective, LA for LD creates the opportunity O2.SO1. Delivering
information/feedback on demand. For teachers this means getting timely feedback on
the effects of decision in de LD which makes it possible to seize the opportunity of
02.S02. Creating and using interventions to help students. For students this means
receiving feedback and personal support from teachers and the opportunity to 02.SO3.
Change learning behavior with regard to the course. Neither teachers nor students are
able to do this without a visualization that adresses the challenge O2.SC1. Presenting
the relevant information the right way. Furthermore, teachers and students should be
able to view, interpret and act based on the information they have received. In our
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opinion, the biggest challenge is 02.SC2. Improving the ability to act on information.
Some research mentions addressing metacognitive competences to tackle this challenge,
but very little has been done in this field, which therefore provides opportunities for
further research. If teachers and students are trained and facilitated in using their meta-
cognitive competences to not only understand the relevant information delivered to them
on demand, but to also change their behavior or use interventions accordingly, then the
main opportunity O2. Intervening during the run-time of a course can become a
reality. But as Jivet et al. [49] laid out in a recent study, this objective is only seldom
reached and, therefore, the LA dashboard applications often fail in supporting the
students and teachers in the way that is intended. An instrument that delivers on-demand
information enables adaptations of the learning experiences and thereby an effect of
improved personalization.

From an HEI perspective, 03.S01. Making learning outcomes visible creates an
opportunity to change the educational process and make it attainable for new target
groups. This automatically presents the challenge of O3.SC2. Coping with the diver-
sity of students that higher education institutions are confronted with. Tools like a
learning dashboard enable 03.S02. Making learning information accessible by using
reflection amplifiers for self-directed learners, or as benchmarking of student progress.
Both elements improve personalized self-regulated learning and regulatory teaching.
Bringing well-designed user-friendly learning dashboards (O3.SC1. Understanding
learning dashboards), as instruments for application of LA in LD, into the playing
field and enabling both students and teachers is using these information by increasing
meta-cognitive competences, would add to the opportunity 03.SO3. Improving
learning to learn. We believe that if students and teachers are enabled and facilitated
to understand the data that is brought to them and are motivated to act on their learning
process or learning design, HEI’s are a step closer to delivering personalized content
and processes enforced by LA in LD. Only then the key opportunity of O3. Increasing
student learning outcome and satisfaction becomes achievable.

In the upcoming future, and following on from this model, we want to further inves-
tigate how LA supported LD can be implemented in authentic teaching situations. Key
for this implementation will be the empowerment of teachers and learners with meta-
cognitive competences to directly think along LA indicators for the use in their LD and
interaction with their students. Part of this future investigation is whether our suggested
solution affects the described opportunities and challenges with the aim of making
education more personalized.

A first attempt towards the practical part of this research is currently conducted
in the REFLECTOR project that is funded by the SURF foundation in the Nether-
lands. Within the REFLECTOR project we are mainly focusing on the following
opportunities and challenges: 01.S01, 01.S03, 02.S01, 02.SC2, 03.S01,
03.502, 03.SC1. We are designing and implementing an LA dashboard into a ICT-
course design in close colaboration with the end users. We will address teachers‘as
well as students’needs related to their capability to reflect and act upon their teaching
and learning behavior. To study whether the teachers followed their intended LD and
students their planned performance, teachers will be interviewed about the intended
LD of the course and argumentation for their learning activities. We will also survey
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students‘intended study behavior within the particular course by using a Dutch
version of the MSLQ [57]. Both information sources will than be monitored during
the course runtime to study the effects of on-demand feedback provided from the LA
dashboard on the intended teaching or learning behavior.
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Abstract. Detection and visualizations of affective states of students
in computer based learning environments have been proposed to sup-
port student awareness and improve learning. However, the evaluation
of such visualizations with students in real life settings is an open issue.
This research reports on our experiences from the use of four different
types of dashboard visualizations in two user studies (n =115). Students
who participated in the studies were bachelor and master level students
from two different study programs at two universities. The results indi-
cate that usability, measured by interpretability, perceived usefulness
and insight, is overall acceptable. However, the findings also suggest that
interpretability of some visualizations, in terms of the capability to sup-
port emotion awareness, still needs to be improved. The level of students
awareness about their emotions during learning activities based on the
visualization interpretation varied depending on previous knowledge on
visualization techniques. Furthermore, simpler visualizations resulted in
better outcomes than more complex techniques.

Keywords: Learning dashboards + Human-computer interface + Interac-
tive learning environments - Learning analytics - Emotion visualization -
Visualization evaluation

1 Introduction

The interplay between emotions and learning has been recognized in many stud-
ies [16,30]. Recent research has highlighted the importance of supporting aware-
ness of these emotions [2]. For example, students can reflect about the type of
emotions they felt, the activities that generated certain emotions or their evo-
lution over time. By analyzing their emotions, students can take decisions to
improve their learning process, based for instance on information from studies
that relate learning outcomes with affective states (e.g. [4]). As students’ emo-
tions are an important aspect of the learning process that has been proved to
have an impact on learning achievements, different methodologies and detectors
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of emotions have been proposed in different learning contexts. There are detec-
tors of emotions based on facial and gesture recognition [7], based on signals
such as brainwaves captured with headsets [3], and students actions in different
learning environments such as Intelligent Tutoring Systems [23], MOOCs [19] or
active programming environments [17]. In other cases, emotion data are entered
manually in the system by students [21].

Information about students’ affective states, such as the type and intensity of
the experienced emotion, should be presented in an intuitive way to the different
stakeholders, including teachers, students and managers. One of the most used
techniques to present such information is through visualizations in the context
of so-called learning dashboards [32]. An important issue is that stakeholders
can gain insight from these visualizations, and that the information can be of
utility, for instance to support awareness and reflection, or to support decision-
making [31]. There are some works about visualizations of emotions in computer
based learning environments [18]. However, to our knowledge, existing literature
lacks in empirical studies evaluating different visualizations with regard to their
capabilty to support emotion awareness in learning environments. In addition,
most evaluations of learning visualizations are done by teachers [32]. Only a few
works focus on evaluation of visualizations by students to gain insight into the
utility of these visualizations.

In this paper, we focus specifically on evaluating the usability of visualiza-
tions of affective states for students using well-known constructs such as the
perceived usefulness and insight that is supported by different visualizations.
Usability of the visualizations refers to ease of use of the visualizations. We
define perceived usefulness as the perception of students about the importance
of each visualization for the learning process. Insight is considered as an impor-
tant measure to evaluate visualizations [22] and is defined as the extent to which
students can interpret correctly the presented visualizations. This paper presents
the first experiences from the use of visualizations of affective states for students
and attempts to identify future research directions in this domain. The paper
addresses the following research question:

How usable are the visualizations of affective states that we have developed
for students in terms of perceived usefulness and insight?

We present the results of our user studies that assess the usability of different
visualizations using different student groups in higher education. The pilot study
was conducted with a first group of students with a background in visualization
techniques, whereas the second study was conducted with a second group of
students with little knowledge about visualization techniques. The insights from
the first user study (n=10) were used to improve the visualizations. We used
suggestions of these students to create additional visualizations. The second
user study was conducted with the enhanced environment with a larger group
of students (n=105).

The rest of the paper is organized as follows: Sect. 2 presents related work on
visualizations of affective states in the context of learning dashboards. Section 3
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presents the AffectVis dashboard with four different visualizations of affective
states. Sections4 and 5 present our two user studies in two different courses,
detailing the participants, data collection, data analysis and post-study interview
results. Finally Sect.6 concludes the work with a discussion of the obtained
results and suggestions for possible future research directions.

2 Background: Affective State Visualizations in the
Context of Learning Analytics Dashboards

Detecting affective states in educational settings has been explored previously
by researchers in the field [3,4,7,15,23]. Leony et al. presented a concrete case
of inference of emotions from interaction data with a programming environment
[17]. The approach consists of a set of Hidden Markov Models (HMMs). Each
HMM receives as observations all the events generated by the learners during
a programming laboratory, such as correct compilation, erroneous compilation,
text edition and access to web resources. During the programming task students
are asked several times to provide information about their affective state in the
form of an input. This information is used to train the HMMs that are then used
to infer emotions at other moments.

In another approach and educational environment, Leony et al. use a rule-
based model for each emotion of interest, contextualizing emotion detection in
MOOCs [19]. For instance, frustration is understood to occur in this context
when students either frequently fail exercises or fail an exercise about a topic
that was already considered as controlled. In addition, all of the models take into
account the recency of the events, i.e. recent activities of learners registered in
the system, that can potentially cause an emotion. Thus, recent negative results
of an exercise will have a higher effect on the level of frustration.

In this paper, we focus specifically on visualizing data about affective states
of learners and evaluating the usability (usefulness and insight) of visualizations
to support students. Data acquisition is done in a manual way.

A series of studies have explored the affective states that occur during learn-
ing [9]. These studies have shown that the basic emotions identified by [12],
such as anger, fear, sadness, joy, disgust, and surprise, typically do not play a
significant role in learning [16]. The authors investigated the effect of a set of
affective states that typically do play significant role in learning, at least in the
case of college students learning. Craig et al. [8] found evidence for a link between
learning and the affective states of confusion, flow and boredom. D’Mello et al.
[11] found significant overall relationships for happiness (eureka), confusion, and
frustration, but not for boredom. In this paper, we used visualizations for this
set of five affective states Frustration, Confusion, Boredom, Happiness, Moti-
vation in a learning dashboard for college students and present results of user
studies that assess the usability, measured by usefulness and insight of different
visualizations of these affective states.

There are a few interesting observations in the literature on learning analytics
dashboards that are relevant to the content of this paper. The first observation
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is that usability and usefulness evaluations have been conducted most often with
teachers [1,14,24], indicating that perceived usefulness is often higher for teach-
ers than for students. In this paper, we focus therefore explicitly on evaluations
with students. In addition, most dashboards focus on performance/resource/time
utility information [32]. To the best of our knowledge, only one dashboard has
been presented that focuses on the representation of student emotions [13]. Also
in this work, the focus is on the utility of such a dashboard for instructors.

In our work, we focus on visualization of affective data, as such data has
shown to be an important player in learning behaviour [4], and evaluate the
usability of such a dashboard with students. Finally, little is known about the
effectiveness of different visualization techniques to give students insight into
their data. Different visualizations have been proposed in earlier work, but to
which extent these visualizations can be interpreted in a correct way by students
and which techniques work better than others still require further research.

3 AffectVis: A Learning Dashboard of Affective States
and Learning Activities in Projects

We have developed four visualizations with the general objective of allowing
learners to reflect on their affective states and their connection with course work
and learning activities. The visualizations are web-based, thus the only tool
needed to access them is a web browser with JavaScript capabilities. The first
visualization, shown in Fig. 1, uses a set of polar bars to present the average fre-
quency of each learner affective state for each of the learning activities. Affective
states of each learner are indicated through the color of each bar while labels are
used to indicate the associated activity. The solid line shows the average value of
the class for each emotion and activity. This visualization is an improved version
of the radial visualization presented by [20].

The next visualization is a timeline that presents the evolution of time ded-
ication of the student during the course and the average time dedication of the
whole class. Figure 2 presents a capture of this visualization. The visualization
represents the accumulated time dedication of students: when the student selects
a point of time in the horizontal axis, then the values of the vertical axis will
indicate the accumulated levels of time dedicated until that moment. In addition,
the timeline shows the evolution of each emotion during the course.

The third visualization is a heat-map in which columns represent time units
(e.g., days, weeks, months) and rows represent students. Each affective dimension
is represented by a cell, while the frequency level of each emotion is represented
through the intensity of the cell color (more intensity represents higher levels of
this emotion). A portion of this visualization is shown in Fig. 3.

Lastly, we designed a scatter-plot visualization. Each affective dimension has
a different scatter-plot associated to it. The X-axis corresponds to the exact date
and time when the emotion takes place and the Y-axis presents the frequency
value of the emotion associated to the scatter plot. Bubble sizes represent the
amount of work dedication indicated in the given submission, and bubble colors
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Fig. 1. Visualization showing the frequency of each affective state for each activity.
Polar bars show the values for the active student while solid line shows the values for

the class average. (Color figure online)
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Fig. 2. Visualization of the accumulated amount of time dedication and frequency of
affective dimension. Students can also see the time dedication average of the class.

indicate whether it belongs to the viewer or to another learner. Figure 4 presents
an example scatter-plot for “confusion”.
In its current form the visualizations in the AffectVis dashboard rely on data
based on think-aloud sessions and surveys of students reporting on their emotion
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Fig. 4. One of the scatter-plot showing the relation between the emotion frequency
and work dedication along time.

levels per different learning activity (see further details in the next sections on
user studies).

4 Pilot Study with a Small Group of Students with
Expertise in Visualizations: User Study 1

The main purpose of this user study was to perform an exploratory analysis of
the developed visualizations with a small number of students. Thus, the feedback
obtained from students would help to improve these visualizations for a more
elaborate second user study. The first study was conducted with master-level
students at Vrije Universiteit Brussel in Belgium. The profile of students, having
knowlege about visualizations, was beneficial for obtaining this type of feedback.
In addition, this first user study can serve to observe differences between students
with knowledge on visualizations and students without knowledge about it (the
profile of students in user study 2). In the first user study, we evaluated the two
first visualizations presented in Sect.3: the average emotion level per activity
and the timeline.
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4.1 Participants of Study 1

This user study was conducted in the context of a course on information visu-
alization at a graduate level (i.e., Master degree). First, students received the-
oretical and practical sessions about the different topics of the course. Next,
and as part of the evaluation of the course, students had to do and present a
project which included 12 types of activities: brainstorming, designing visualiza-
tion, gathering data, parsing, filtering and mining data, getting started with the
visualization library D3.js, implementing the visualization, implementing inter-
action in the visualization, reading resources, reading research papers, preparing
questions for a research paper and preparing research presentations. The project
lasted five weeks, from late February to early April of 2014. The user study
took place during this period. As participants were registered for an information
visualization course, they all had a relevant knowledge of principles and theories
involved in the creation of visualizations. Thus, their feedback was highly inter-
esting during the stage of early definition and development of the visualizations.
In total, 42 students were registered for the course. Out of these 42 students, 10
students participated in the first user study.

4.2 Data Collection of Study 1

We conducted 10 think-aloud sessions with one student at a time. The session
was organized in three phases: (1) filling out a survey to capture data about
their work during the project, (2) conducting tasks with the two visualizations,
and (3) filling out an evaluation survey about the visualizations. The survey to
capture data about students’ activities during the project asked explicitly about
the students’ affective state for each type of activity. This way, for each type of
activity, students had to indicate how frequently they have experienced the five
affective dimensions known to occur in learning scenarios: motivation, happiness,
boredom, confusion and frustration [10]. It also included a question about the
amount of time dedicated to the project during the course for each of the weeks.

The usability evaluation survey included questions about the perceived use-
fulness and the insights of the generated visualizations. The usability was mea-
sured with the System Usability Scale (SUS) method [6]. Students evaluated
the usability through two 5-point Likert scale direct questions, rating the two
visualizations from not useful at all to very useful.

Students were also asked about the utility of other information of interest that
could be represented through visualizations. They could rate the utility of five
types of information on a 5-point Likert scale: (1) types of used resources (e.g.,
forums, blogs or files), (2) detailed information of one student, (3) comparing
actions between two students, (4) detailed statistics of most used resources and
(5) information about content creation by students.

Insight was assessed through direct questions regarding information that
visualizations intended to provide. The objective was to assess whether students
can interpret the presented information on their affective states in the visualiza-
tions. For instance, students were asked to assess the intensity of their affective
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states using a 5-point Likert scale, such as “much below”, “below”, “average”,
“above the average”, “much above the average”. They were also asked to indi-
cate what their most frequently occuring emotion was and the activity during
which they were most different compared to their peers. In addition, they had
to select the time periods in which they had worked the most and the least.

4.3 Data Analysis and Results of Study 1

The usability results obtained from the evaluation of the SUS questions averaged
72.5 points which can be assessed as positive [5]. The timeline was the visual-
ization perceived as the most useful by the students. The emotion per activity
visualization (Fig.1) was graded as very useful (score above three on a scale
from one to five). Among the information types that were found to be of inter-
est for the students the detailed information for one student, the comparison
of students positionining a student with respect to a peer and the information
about content creation were the top priorities. The information related to types
of used resources and the usage of top resources were the least prioritized. The
correlation coefficients comparing the answers of students about their affective
states based on the provided visualizations and the real values were found to
be high and positive in general (r > 0.5), which suggests that students’ percep-
tions about the information of the visualizations were according to the reality.
The analysis of students’ answers to the post-study interview questions provided
useful insights with respect to the improvement needs of the presented visual-
izations. The results suggested that the students also experienced difficulties in
interpreting the visualizations. For instance, some students found it difficult to
identify the values on the radial bars mainly due to user interface related issues
such as having adjacent bars with similar colors or to a low level contrast making
them not easily distinguishable in the chart, etc. In general, students expressed
that they “liked the timeline and the comparison with their peers” and prefer
its use. On the other hand, the generated visualization of affective states per
activity was difficult to understand by some students ( “it’s hard to see the infor-
mation of all students”, “the red color [of bars representing frustration] is too
distracting” and “it’s confusing that bars don’t start from zero”) which suggests
that interpretability of visualizations need to be further improved to provide
more intuitive understanding.

5 Extended Study with a Larger Group: User Study 2

The second study was conducted with bachelor-level students at the Eindhoven
University of Technology in the Netherlands. For the second user study, we
improved the two visualizations based on the findings and suggestions of students
from the pilot study. The contrast of colors and the visibility of elements in both
visualizations were improved. Interactivity was added to clarify the details of
the visualizations: the affective states per type of activity showed the value of
each bar when the mouse cursor hovered over it. The timeline was adjusted to
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offer the option to hide and show data series, etc. In addition, we have added
two new visualizations with emphasis on individual and detailed information, as
such information was identified as relevant by students of the first user study.
These visualizations include the heat-map and scatter-plots described in Sect. 3.
The purpose of this study was to evaluate the usability of the four visualizations
measured by usefulness, ease of use and insight, namely, the improved versions
of the two visualizations used in user study 1, and the two new visualizations.

5.1 Participants of Study 2

Overall 105 first-year bachelor students enrolled in technological programs took
part in the study 2. The study was conducted in the context of the course
Human-technology Interaction. In the beginning of the course, an introduction
was provided about all the concepts and processes involved in the design of
usable interfaces for technological artefacts. At the end of the semester, students
had to complete a project about the design of a thermostat. The project dura-
tion was four weeks from late April to early June of 2014. At the end, students
presented their project to the teaching staff and their peers. For this project, we
defined six types of activities in collaboration with the instructors: brainstorm-
ing, interface design, implementation, writing documentation, experiment with
users and writing installation instructions.

5.2 Data Collection of Study 2

Every week during the course project, students completed the following tasks:
(1) filling out a survey about their activities during the week, (2) exploring this
data in relation to data of other students with several interactive visualizations,
and (3) filling out a survey about their perceiptions and judgements on the visu-
alizations. The survey included questions to the students about their activities.
Students were asked to indicate how frequently they had experienced each affec-
tive state while performing each of the project activities and the time dedicated
to the project. Students were allowed to report activities for a week different
than the current one. After the data was submitted, the student could use a web
application to access the visualizations.

In this study, the students were also asked to answer an evaluation survey to
assess the usability, usefulness and insight of the visualizations continuously. As
in the final survey of the first user study, the usability was evaluated through
SUS questions, while the usefulness was evaluated using 5-point Likert scales to
rank each visualization from not useful at all to very useful. In addition, we also
used questions to objectively assess the insight of the visualizations as follows:

— 5-point Likert scale to indicate whether the student is much below, below,
average, above or much above the class for each emotion and time dedication.
Indicate the most frequent emotion experienced during the project.

— Identify the activity that motivated students (the whole class) the most.
Identify the activity that frustrated the student the most.

— Identify the activity during which the student is most different from the rest.
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Overall, we received 298 submissions from 95 students for the data gathering
survey, with 91% of the responses coming from male students and 9% from
females. Most of the submissions (78.5%) belonged to students 20 years old or
younger, 17.4% between 21 and 25, 1.7% between 26 and 30, 0.7% between 31
and 35, and 1.7% between 36 and 40. The survey for weekly evaluations received
218 responses from 85 students while only 52 students participated in the final
evaluation.

5.3 Data Analysis and Results of Study 2

The average SUS score for the set of visualizations was 60.1. The obtained results
for the usability were found to be lower than in the user study 1, namely 2.5
on average on a b5-point Likert scale. The reason for that can potentially be
attributed to the profile of the students having little or no knowledge about infor-
mation visualization techniques.The perceived differences of students’ affective
states with respect to the mean of the classroom based on the visualizations and
the real differences in students’ affective states with respect to the mean of the
classroom was tested using the Pearson correlation with N =34, which resulted
in the following findings: frustration (r=0.634, p=0.000), confusion (r =0.620,
p=10.000), boredom (r=0.551, p=10.000), happiness (r =0.684, p=0.000), moti-
vation (r=0.829, p=0.000) and time dedication (r=0.374, p=0.040). For all
the relationships, a significant correlation was found (r > 0.5), with the excep-
tion of the time dedication. This suggests that in general students were able to
correctly interpret the provided visualizations. However, there is also a room for
improvement of the interpretability of visualizations as suggested by moderate
coefficient values.

Interview comments were very heterogeneous in the second user study. Some
students valued the affective state per activity as more useful. “I liked the states
per activity the most. After that will go the timeline, followed by the heat map.
Finally the scatter plots.”. Other students considered the timeline the most use-
ful: “The timeline is easiest to interpret, since it is in a form I am used to and
since it doesn’t contain that much data at the same time, which the others do.
Especially the heat map and scatter plot are containing too much detailed and
deviating information, which makes it hard to get an overview. The emotion per
activity is okay, but also not readable very easily, because some coloured areas
are very small and it is not always clear which colour is represented at what
place of the grey line.” For others the combination of data and design used in
complex visualizations such as the heat map were perceived as more useful.

6 Discussion and Future Work

This study addresses the lack of empirical studies for evaluating different visual-
izations with regard to their capabilty to support emotion awareness in learning
environments. The results of study 1 indicate that the visualizations are easy to
use for students with knowledge of visualization techniques. A SUS score of 72.5
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can generally be assessed as very positive [5]. The same results could not be con-
firmed by user study 2, but the usability results were still found to be acceptable
as the average SUS score of 60.11in this user study still reflect positive beliefs.
Since students participating in the second study had little or no knowledge of
information visualization techniques, the results could potentially be attributed
to difficulties with using/interpreting the visualizations. Insight was measured
by correlations between the actual data meaning and student perceptions. In
addition, we measured how well students were able to interpret the visualiza-
tions with the use of objective questions. All the correlations were significant
with more than 0.5 but less than 0.7. This suggests that, in many occasions,
students were able to correctly interpret the provided visualizations.

Students were highly aware of the difference betweeen their real affective
states and the mean of the classroom, their most frequent emotions along their
learning project, the activity that frustrated them the most and the relation-
ship between their time dedication and boredeom. They were less aware about
their time dedication, the activity that motivated them the most and differences
with peers. Simpler techniques such as timeline visualization resulted in higher
positive perceptions than more complex techniques such as heatmap or radial
visualizations.

While students in the user study 1 showed interest in more detailed data
about individual students, the representation of such data remains a challenge.
Evaluation results of user study 2 indicate that there were some difficulties in
interpreting more complex visualizations by users with no background in infor-
mation vesualizations. The differences between students with knowledge about
visualizations and those without knowledge about visualizations suggest that
the fact of having knowledge about visualizations might have an influence on
the usability, perceived usefulness and insight.

Despite the positive results, some limitations of our studies should be also
articulated. First and foremost, in contrast to our earlier work [17,19], data
collection was performed in a manual way in both user studies, thus the accuracy
of affective states could be subject to subjective judgments of students. In this
paper, we focus on visualization aspects by evaluating representation of such data
with different visualization techniques. While manual data acquisition works to
evaluate the visualizations based on real student data provided by a student,
the acquisition process may also have an influence on perceived usefulness and
interpretation of data. Second, the evaluation is limited to perceived usefulness
and insight, and does not provide any insight related to potential impact on
learning improvements.

In summary, the evaluation presented in this paper suggests that usability
of the proposed dashboards both in terms of perceived usefulness and insight
was acceptable (SUS scores and comparative correlations above average), thus
showing the potential of visualizations to support students awareness of affective
information and reflection. Students showed particular interest in visualizations
positioning their emotion-related information with respect to their peers in the
context of different learning activities. The simpler techniques seemed to offer the
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highest potential with respect to usability. However, the results also suggest that
visualizations need to be designed with care to address the needs of students.
More research will be needed to examine further improvements needs in the
domain of affective visualizations and their effects on learning processes.

Our future work will focus on more generic representations to enable use by a
general audience. Initial modifications will be based on the feedback received dur-
ing the interviews. The ultimate goal is the inclusion of affective visualizations
in the context of learning process analytics [25,26,29] and educational dash-
boards for generic learning goals that will be expanded with textual feedback
[27,28]. Such a feedback will support timely teacher interventions and learner
self-regulation (councious change in behaviour) for the emotional context of
learning (e.g. with respect to motivations, engagement, etc.) and thus improved
learning outcomes.
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Abstract. When watching an educational video, our eyes look for rel-
evant information related to the topic that is being explained at that
particular moment. Studying the learners’ gaze behavior and particu-
larly how it correlates with their performance, we have found a series
of results, which converge to an understanding about learner behavior
that is more abstracted than the use situation or the studied learning
contexts. In this contribution we present “Looking Through vs. Looking
At” as a generative intermediate-level body of knowledge, and show how
it can construct a Strong Concept (as developed by Héck [10]) in tech-
nology enhanced learning (TEL). “Looking At”, simply put, refers to
missing the relevant information because of either looking at the incor-
rect place or lagging behind the teacher in time. “Looking Through”, on
the other hand, is the success in finding the relevant displayed informa-
tion at the right moment such that the communication, through verbal
and visual channels, becomes synchronous. The visual medium becomes
transparent and the learning experience shifts from interacting with the
material to interacting with the teacher. We define formally and show
how to quantify the proposed strong concept in dyadic interaction sce-
narios. This concept is applicable to MOOC video interaction, but also to
other learning scenarios such as (collaborative) problem solving. We put
a particular emphasis on the generative aspect of the concept and demon-
strate, with examples, how it can help designing solutions for interactive
learning situations.

Keywords: Eye-tracking - Dual eye-tracking - Collaborative learning -
Computer supported collaborative learning + CSCL - Strong concepts *
MOOC:s - Collaborative problem solving - Video based learning - Strong
TEL Concepts

1 Introduction

The retrospective analysis of gaze patterns has proved that it can contribute to
understanding the users’ behavior, contextual expertise, and cognitive processes
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(for details see [18]). The challenge, however, manifests itself in making sense out
of the gaze data and relate eye movement patterns to the task-related cognitive
activity. Typically, following three approaches address this issue [11]:

1. Top-down based on a cognitive theory: Grounded in predefined high-
level theories that relate eye movements to cognitive activity, the researcher
interprets different gaze behaviors and relates them to the learning context.

2. Top-down based on a design hypothesis: This is similar to the first
method, with two differences. First, the interpretation is based on a hypoth-
esis that might not be fully established. Second, the hypothesis is specific to
a learning scenario, which is created and used to validate hypotheses that
are context-specific and produce knowledge at the scope of of the studied
scenarios.

3. Bottom-up: The analysis begins with detecting interesting eye movements
patterns, followed up by an attempt to uncover the meanings and to conjec-
ture possible reasons.

This contribution builds on a series of eye-tracking studies which individu-
ally fall in the second category, but together push its boundaries upward (i.e.
first method). More precisely, we use the results of these studies to construct
knowledge that is more abstracted than instances and is applicable across a
class of learning contexts, though does not reach the generalisability of cognitive
theories.

We present four eye-tracking studies that while vary in terms of learning prac-
tice and design intervention, draw congruent conclusions, suggesting a particular
learning behavior pattern. In Interaction Design terms, this pattern translates
to an intermediate-level body of knowledge known as “Strong Concept” [10].
Ho66k [10] proposes that a strong concept sits between the general theories and
the specific instances. It is particularly generative in the sense that it can be
appropriated to be used in the design of new interactive solutions, and in the
practice of design-oriented research. Furthermore, the TEL research community
has recently begun to adopt the notion of Strong Concept and develop it in
the context of technology-enhanced learning design, titled as “Strong TEL Con-
cepts” [15].

The source of the strong concept that we propose is the user-studies that
instantiate a specific theory of learning behavior, and its application extends to
the scope of design for collaborative learning and learning at distance.

In the course of the following sections, we describe a set of studies whose
results merge into an intermediary body of knowledge (Sects.3-6). Then we
elaborate on its connections to the high-level theories (Sect.9) and the other
related intermediary bodies of knowledge (Sect.8). In Strong Concept terminol-
ogy, the former is known as “Vertical Grounding” and the latter as “Horizontal
Grounding”.
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2 Formal Definitions

This section sketches a formalization for the essential elements and concepts that
we will use to describe our strong concept.

Shared Visual Content: is a composition of pieces of information arranged
on a screen in a way that does not require reading in a specific ordering.

The receiver: Is the person who “reads” the shared visual content, by looking at
the displayed information that is supported by a verbal communication channel.

The transmitter: Is the person who uses the shared visual content to send a
particular message. She might enrich the communication by using other channels
such as dialogue.

Perceptual with-me-ness: Is the extent to which the receiver succeeds in
following the transmitter’s explicit deictic gestures. In Sect. 5, we show how this
metric is quantified.

Conceptual with-me-ness: Is the extent to which the receiver succeeds in
following the content that is being explained through other channels such as
dialogue. In Sect. 5, we show how this metric is quantified.

Gaze similarity: In a collaborative learning context, gaze similarity is the
extent to which the collaborating partners (transmitters and receivers) look at
the similar set of objects in the same temporal window. In Sect. 3, we show how
this metric is quantified.

Looking through: In a context where at least one receiver and one transmitter,
for a common purpose, use a shared visual content, the receiver looks through the
shared artifact if she, with her eyes, follows the content that is being explained
by the transmitter. In other words, the receiver can look through the artifact and
communicate with the transmitter if she has similar gaze patterns as that of the
transmitter, with a small time lag. Looking through entails high perceptual and
conceptual with-me-ness or high gaze similarity. In Sects.3 and 4 we describe
design instances that use high gaze similarity as indicatives of “looking through”.

Looking at: Defined as the opposite of looking through, it refers to the situation
where the receiver fails (or decides not) to follow the transmitter. In this scenario,
the receiver interacts only with the artifact and the transmitter’s remote presence
remains only marginally relevant. In Sects. 5 and 6, we describe design instances
that use high with-me-ness as indicative of “looking at”.

We would like to point out that we restricted ourselves from calling shared
visual content as learning material, receiver as learner, and transmitter as
teacher. The reason is that in collaborative learning scenarios these roles (learner,
teacher) are not statically identifiable. In the next four sections, we very briefly
describe four eye-tracking experiments that we designed to study particular
learning practices, the results of which have created the bases for our proposed
strong concept; and we refer to them as “Design Instance” 1-4.
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3 Design Instance I: Collaborative Program
Comprehension

Pair programming is a method by which the two co-located programmers share
a display while performing various programming tasks [20]. We take pair pro-
gramming as a special case of collaborative learning, a process that involves
coordination between participants and the construction of shared understand-
ing. Pair programming is usually done with co-located programmers. However,
spatially remote pair programming has been studied with satisfactory results
showing that the distance factor can be neglected [3]. In this section, we present
a dual eye-tracking experiment with spatially separated pair programming con-
figuration.

3.1 Experiment

In a dual eye-tracking experiment, we asked pairs of subjects to understand and
describe the rules of a game implemented as a Java program (e.g., initial situa-
tion, valid moves, winning conditions, and other rules). 82 students from Ecole
Polytechnique Fédérale de Lausanne, Switzerland, were recruited to participate
in the study. The participants were paired into 40 dyads irrespective of their
level of expertise, gender, age or familiarity. The participants’ gaze was recorded
with two synchronised Tobii 1750 eye-trackers at 50 Hz. The eye-trackers were
placed back to back and separated from each other by a wooden wall (Fig. 1).

Fig. 1. The setup for the dual eye-tracking experiments, where the participants are
separated by a wooden wall. They could not see each other, but they were asked to
discuss with each other and the two screens were completely synchronized.

3.2 Dependent Variable

Level of Understanding: We distinguished between two levels of understanding
based on how well the pair performed the task. Pairs with high level of under-
standing are those who described correctly and completely the rules of the game
including initial situation, valid moves, and winning conditions.
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3.3 Process Variables

Gaze Similarity: The program is comprised of tokens. For example, a line of
code “location = array [c] ;” contains 13 tokens (location, ¢, = , array, ; , 2
brackets and 6 spaces). Fixations on the individual tokens were detected using
a probabilistic model (for details see [14,19]). We computed the proportion of
time spent on the different tokens. In order to characterise the individual visual
focus, we computed the “token density vector” over a given time window. This
vector is computed by aggregating gaze data over a 10-second time window and
we computed the amount of gaze time that was accumulated for each token.
Next, for each 10-second window, we defined the pair’s visual focus coupling
(Fig. 2) as the similarity between the tokens looked at by the two subjects. We
quantified this coupling using the cosine between the two token density vectors.

Subject 1 Subject 2

w D IR -
i o [ oz | o [ oz I o [ o [oo | o e

Fig. 2. A typical example of computing gaze similarity for a pair. The letters are
symbolic semantic tokens. The numbers inside the boxes represent the proportion of
the time window spent on the respective semantic tokens. We show the two extreme
cases with highest an lowest possible values of gaze similarity.

3.4 Result

Pairs with high level of understanding showed higher similarity in their gaze
behaviour than pairs with low level of understanding (F [1,15] =7.580,p=0.01).
This demonstrates that the pairs with high level of understanding spent more
time looking together at the similar parts of the program. This could have helped
them to attain a high level of mutual understanding about the program’s func-
tionality.

3.5 Summary

In this experiment, both peers played receiver and transmitter, during the col-
laboration. The shared visual content was a program and the task was to make a
correct mutual understanding of what the program does. The results show that
the synchrony between the gaze patterns of the receiver and the transmitter
was indicative of the the collaboration outcome. Here, the pair’s gaze similarity
depicts the behaviour which exemplifies “looking through”.
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4 Design Instance II: Collaborative Concept Map

In this experiment we describe a collaborative concept mapping experiment
which differs from collaborative learning task (described in the last section) in
two aspects. First, in terms of cognitive processing required: collaborative pro-
gram understanding is based on mutual understanding built upon what the pair
learns from the program; on the other hand, while creating a collaborative con-
cept map the peers use already learnt content to synthesise the understanding of
the content in a collaborative manner. Second, in terms of the eye-tracking stim-
ulus: a program is textual and static, while the shape and size of a concept map
changes over time as peers keep on adding new concepts and relations between
various concepts during the course of the task.

4.1 Experiment

In a dual eye-tracking experiment, we asked pairs of subjects to collaboratively
create a concept map about “resting membrane potential”. Before collaborating
on the concept map, the peers watched a “Khan Academy” video about the same
topic individually. Before the video and after the collaborative task, they took
a multiple choice pretest and posttest. 98 students from Ecole Polytechnique
Fédérale de Lausanne, Switzerland, were recruited to participate in the study.
The participants were paired into 49 dyads irrespective of their level of expertise,
gender, or age. The participants’ gaze was recorded with two synchronised SMI
RED eye-trackers at 250 Hz. The physical setup of the experiment was similar
to that of the first experiment (Sect. 3, Fig.1).

4.2 Dependent Variable

Learning Gain: We computed the learning gain as the difference between the
pretest and the posttest scores. The minimum and maximum for each test were
0 and 10.

4.3 Process Variables

Gaze Similarity: 1t was calculated using the same procedure as described in
Sect. 3.

4.4 Results

We observed a significant positive correlation between the gaze similarity and
the average learning gain of the pairs (R? = 0.34, F((1,1) = 17.23,p < .001). The
pairs that had higher gaze similarity also had higher average learning.
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4.5 Summary

In this experiment, both peers played receiver and transmitter, during the col-
laboration. The shared visual content was a concept map being created and the
task was to make a correct mutual understanding of how to best represent the
learnt material. The results show that the synchrony between the gaze patterns
of the receiver and the transmitter was indicative of the learning gain. Here, the
pair’s gaze similarity depicts the behaviour which exemplifies “looking through”.

5 Design Instance III: MOOC-1

Massive open online courses (MOOCs) are online learning resources with the
following features: (a) massive unlimited number of participants as opposed to
relatively smaller number in distance learning; (b) the courses are designed to
be open to global audience, with none to a few prerequisites for participants and
no participation fees; (¢) the courses are designed to be conducted strictly online
and location-independent.

5.1 Experiment

In this experiment, the participants watched two MOOC videos from the course
“Functional Programming Principles in Scala” and answered programming ques-
tions after each video. Participants’ gaze was recorded, using SMI RED 250
eye-trackers at 250 Hz, while they were watching the videos. The participants
were not given controls over the video for two reasons. First, the eye-tracking
stimulus for every participant was the same which facilitated the same kind of
analysis for each participant. Second, the “time on task” remained the same
for every participant. 40 university students from Ecole Polytechnique Fédérale
de Lausanne, Switzerland, participated in the experiment. The only criterion
for selecting participants was that they took the Java course in the previous
semester.

5.2 Dependent Variable

Posttest Score: After each video the learners answered programming questions
based on the video content. The score for these questionnaires was the dependent
variable for this experiment.

5.3 Process Variable

With-me-ness: With-me-ness is defined at two levels: perceptual and concep-
tual. There are two ways a teacher may refer to an object: with deictic gestures,
generally accompanied by words (“here”, “this variable”) or only by verbal ref-
erences (“the counter”, “the sum”). Deictic references were recorded using two
cameras during MOOC recording: first, that captured the teacher’s face; and
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second, above the writing surface, that captured the hand movements. In some
MOOCs, the hand is not visible but teacher used a digital pen whose traces on
the display (underlining a word, circling an object, adding an arrow) act as a
deictic gestures.

Perceptual with-me-ness measures if the students looked at the items referred
to by the teacher through deictic acts. It is defined as combination of three
components.

— Entry time is the temporal lag between the time a referring pointer appeared
on the screen and stops at the referred site (x,y); and the time student first
looked at (x,y).

— First fixation duration is how long the student’s gaze stopped at the referred
site for the first time.

— Reuisits are the number of times the student’s gaze came back to the referred
site.

Conceptual With-me-ness measures how often a student looked at the object (or
the set of objects) verbally referred to by the teacher during the whole course
of time (the complete video duration). In order to have a consistent measure
of conceptual with-me-ness, we normalised the time a student looked at the
overlapping content (the verbal reference and the slide content) by slide duration.

5.4 Results

We observed significant correlations between the two levels of with-me-ness and
the posttest score. The details are as follows:

Perceptual With-me-ness [Entry time]: We observed no correlation between entry
time and the posttest score (r(40) = 0.1,p > 0.5). This can be explained using
the saliency of the teacher’s pointer. When a moving object appears on the
screen, it constituted a salient visual feature to which gaze was always attracted.
This attraction did not reflect a deeper cognitive process and this is probably
why it was not predictive of learning.

Perceptual With-me-ness [First fization duration]: We observed a significant
correlation between the posttest score and the first fixation duration (r(40) =
0.35,p < .05). The students who scored high in the posttest paid more attention
to the teacher’s pointers. This behaviour is indicative of more attention during
the moments of deictic references.

Perceptual With-me-ness [Number of revisits]: We observed a significant correla-
tion between the posttest score and the number of times the students looked at
the referred site (r(40) = 0.31,p < .05). Students who scored high in the posttest
came back to the referred sites more often than the students who scored less in
the posttest. Having more revisits also resulted in having more fixations and
thus more aggregated fixation duration as well. The revisiting behaviour indi-
cates rereading. Moreover, having more overall fixation duration on the referred
sites indicated more reading time.

Conceptual with-me-ness: We observed a significant correlation between the
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posttest score and the time spent by the student following teachers’ dialogues
on the content of the slide (r(40) = 0.36,p < .05). The students who scored
high in the posttest were paying more attention to the teacher’s dialogue. This
behaviour was indicative of more attention during the whole video lecture.

5.5 Summary

In this experiment the students are the receivers; the teacher is the transmit-
ter; the shared visual content is the course’s slides; and the task for students is
to understand the video content. The results show that the synchrony between
the eye movement patterns of the receiver and the visual deixis and dialogue
of the transmitter is indicative for the learning outcome. Here, the students’
high with-me-ness (both perceptual and conceptual) depicts the behaviour which
exemplifies “looking through”, whereas the students’ low with-me-ness exempli-
fies “looking at”.

6 Design Instance IV: MOOC-2

In the experiment described in Sect. 5, the participants could neither pause the
video nor they could navigate back and forward in the video timeline. This
restricted the ecological validity of the experiment. Moreover, the slides of the
video lecture were textual. However, the experiment served as a “proof of con-
cept” that we can measure learners’ attention while they watch a lecture video
and this measure of attention (“with-me-ness”) was correlated with the learning
gain. In order to validate the positive correlation between the “with-me-ness”
and the learning gain in a more ecologically valid settings, we conducted another
eye-tracking experiment with video lectures.

6.1 Experiment

There were 98 students from Ecole Polytechnique Fédérale de Lausanne, Switzer-
land, participating in the present study. The participants took a pretest about
the video content. Then they watched two videos about “resting membrane
potential”. Finally, they took a posttest. The videos were taken from “Khan
Academy”. The total length of the videos was 17 min and 5s. While watching
the videos, the participants had full control over the video player. They had no
time constraint to finish the videos. The video slides were a mixture of both
textual and schematic contents. Both the pretest and the posttest had questions
where the participants had to indicate whether a given statement was either
true or false. Participants’ gaze was recorded, using SMI RED 250 eye-trackers
at 250 Hz, while they were watching the videos.

6.2 Dependent Variable

Learning gain: The learning gain was calculated simply as the difference between
the individual pretest and posttest scores. The minimum and maximum for each
test were 0 and 10.
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6.3 Process Variable

With-me-ness: It was calculated using the same procedure as described in Sect. 5.

6.4 Results

Both components of with-me-ness were significantly correlated with the learning
gain. We observed a significant positive correlation between the perceptual with-
me-ness and the learning gain (R? = 0.21, F(6.17,7.30) = 3.85,p < .001,).
The participants who had high perceptual with-me-ness, also had high learning
gain. We also observed a significant positive correlation between the conceptual
with-me-ness and the learning gain (R? = 0.06, F(1,1) = 6.43,p < .05). The
participants with high conceptual with-me-ness, had high learning gain.

6.5 Summary

In this experiment, the students are the receivers; the teacher is the transmitter;
the shared visual content is the course’s slides; and the task for students is
to understand the video content. The results show, the synchrony between the
eye movement patterns of the receiver and the visual deixis and dialogue of
the transmitter is indicative of the learning gain, and exemplifies looking either
“through” the video.

7 Looking THROUGH vs. Looking AT

From the presented studies, what emerged is a body of understanding that,
we argue here, embodies a strong concept. The quality of communication, in
the learning situations, highly depends on the coordinated movements of the
participants’ eyes. The more synchronized are the gaze patterns of the receiver
and the transmitter, the higher is the learning gain.

The difference between the coordinated and uncoordinated eye movements
suggests two distinct interaction styles:

— Some receivers “looked at” the stimulus as we look at a magazine. They inter-
act primarily with the content only, very often because they lag in following
the transmitter.

— Some receivers established a synchronous communication with the transmit-
ter, by “looking through” the shared visual content. In this case the stimulus
becomes only a support for gaining a deeper engagement, and hence a better
quality and output of communication, as opposed to the stimulus being the
main focus of interaction.

The concepts of “looking through” and “looking at” could be seen as new
set of interaction style categories. “Looking at” the interface/display indicates
that the learner is engaged with the material only, which is presented to her.
“Looking through” the interface/display indicates that the learner is engaged
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with the peer. The peer in the MOOC experiments is the teacher and in the
collaborative concept map/pair programming is the collaborating partner.

In order not to be misunderstood, we would like to mention that togeth-
erness does not always lead to higher performance, for example in situations
such as brain storming sessions, collaborative visual search, or when the verbal
communication channel has a high level of abstraction. However, in the contexts
where the togetherness is hypothesized that it can lead to higher performance,
the presented studies suggest that through similar quantitative methods one can
study and even improve the gaze-togetherness and hence the learning gains.

8 Related Works (Horizontal Grounding)

This section relates the proposed strong concept to some of the similar con-
cepts in the domains of educational technologies. The key idea is to connect
“looking through” and “looking at” with other concepts that are based upon
the synchrony in collaborative as well as in pseudo-cooperative settings. We give
a few examples where a specific kind of information was provided/collected to
support/analyze the quality/outcome of collaboration.

In the context of classroom lecturing Raca and colleagues studied students’
body posture and head motion metrics, using computer vision algorithms. They
showed that the direct synchrony between the student’s head motion and the
teachers’ movement has positive correlation with the level of reported attention.
Moreover, he found correlation between level of students’ attention and indirect-
synchrony, that is, the extent to which one student’s head motions follow the
others’ [16] .

Alavi and colleagues [1] created an ambient awareness tool to increase togeth-
erness in university lab sessions, that is, when students in teams, work on a set
of exercises while receiving on-demand help from the tutors. In this setting every
team has an interactive lamp on their study desk that shows which exercise the
team is currently working on. Their studies showed that merely having a shared
object, that displays the status of the whole group, could encourage students to
work more synchronously within their group; and thus increase the quality and
throughput of collaboration.

Richardson and colleagues [17] proposed the eye-eye span as the difference
between the time when the speakers started looking at the referred object and the
time when listeners looked at it. In a dual eye-tracking experiment, the authors
[17] asked one of the participants in each pair to narrate the relationship between
the characters in the TV series Friends to the other participant in the pair. The
authors measured the time lag between the speakers looking and referring at
a specific actor and the listeners looking at the same actor. This time lag was
termed as the “cross-recurrence” between the participants. The results showed
that the cross-recurrence was correlated with the correctness of the answers given
by the listeners in a comprehension quiz. The average cross-recurrence was found
to be between 1200 and 1400 ms. This time was consistent with the additions of
eye-voice span [9] and voice-eye span [2].
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Jermann and Niissli [12] extended the concept of cross-recurrence in a pair
programming task, by enabling remote collaborators to share their selections
on the screen. The authors found the similar levels of cross-recurrence as it
was found by Richardson et. al. [17]. The participants in this dual eye-tracking
experiment were asked to collaboratively understand a JAVA program of about
200 lines of code. The selections made by one participant in each pair were also
shown to the other participant in the pair. The authors [12] found that the cross-
recurrence levels were higher when there was a selection present on the screen
than the times when there were no selections. Furthermore, the cross-recurrence
levels were correlated to the quality of collaboration [12].

Duchowski [5] compared three modalities of assisting a referee’s deictic refer-
ences to his partner in a virtual collaborative environment. The three assisting
cues were: head rotation, head and eye rotation, head and eye rotation with the
light-spot over the target. Participants were asked to verbally identify the target
selected by the referee. The authors concluded that the reference disambiguation
is fastest when the light-spot was shown along with the head and eye rotations.

Cherubini and colleagues [4] explored the relation between the ability to
explicitly refer at something in a collaborative map annotation task, and the
success in the task. Participants were asked to plan a music festival around a
university campus by annotating a map with parking spots, places for drinks and
stages. The participants were given a chat tool. The chat application had two
modalities, (1) the participants could link the places they were talking about in
the map with what they wrote in the chat; (2) there was no such facility. The
results showed that with the explicit referencing enabled the pairs were faster in
completing the task; and they had more concrete references in terms of message
length, compared to the modality without the facility of explicit referencing.

The first three studies ([1,16,17]) show that the “togetherness” was corre-
lated with the outcome and the quality of collaboration. The last three studies
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Fig. 3. The setup for recording the teacher’s gaze while he was recording the MOOC
content.
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([4,5,12]) shows that by providing the collaborating partners with tools that
help them in “being together” one can have a positive effect on the quality of
collaboration.

9 Vertical Grounding

In this section, we show how the proposed strong concept can add to the high
level theories of cognition and communication (i.e. upward vertical grounding);
and how the idea can be implemented in other design instances (i.e. downward
vertical grounding).

9.1 Upward Vertical Grounding

There are two major information processing strategies, to build up the under-
standing of the visual content: top-down [8] and bottom-up [7]. In the bottom-up
strategy, the gaze of the receiver is driven by the displayed content, while in the
top-down strategy the gaze is driven by cognition, prior knowledge, or other fac-
tors that are external to the displayed content. “Looking through” is an exemplar
behavior for top-down approach, where the gaze of the receiver is driven by the
explicit visual deixis and/or the dialogue of the transmitter. On the other hand,
“looking at” is an example for the bottom-up approach, where the gaze of the
receiver is driven mostly by the displayed content. By introducing this perspec-
tive to the theory of visual cognition, we provide a generic and concrete method
to quantify different information processing strategies.

Visual Cognition
(the strong concept provides a quantitative
method to distinguish between top-down
and buttom-up visual processing)
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9.2 Downward Vertical Grounding

In the following, we give two concrete examples, where the presented strong
concept guided the design of TEL systems.

Gaze Aware Feedback is a tool that we designed to provide feedback to
the students about their with-me-ness levels. The feedback was displayed on
the screen as red rectangles circumscribing the area of the screen where the
teacher was talking about. The feedback was shown only when the with-me-ness
levels of participants went below a baseline. This baseline was calculated for
each second of the video lecture. To calculate the baseline we took the gaze data
of the participants from a previous experiment (Sect.6). In the following this
group is called “baseline group”. We conducted an eye-tracking study where the
participants attended a MOOC lecture while receiving the gaze aware feedback.

There were 27 students from Ecole Polytechnique Fédérale de Lausanne,
Switzerland, participating in this study. The participants took a pretest about
the video content. Then they watched two videos about “resting membrane
potential”. Finally, they took a posttest. The videos were the same as the
experiment described in Sect.6. The participants were told that the feedback
would appear only when they were not paying attention to the teacher’s deixis
and/or dialogues. We observed a significant improvement in learning gain for
the experimental group over that for the baseline group (t (df = 49.88) = -2.50,
p = .02).

The fact that the students had higher learning gains with the gaze-aware
feedback system than those without it, suggests that the gaze-awareness made
it easier for students (receivers) to maintain the synchrony with the teacher
(transmitter) and “look through” the shared visual content.

Gaze Contingency is a tool that we designed to display teacher’s gaze on
the MOOC video and we carried out a study in order to explore its effects
on the students’ video interaction patterns. The teacher’s gaze was captured
while he was recording the MOOC video (see Fig.3). Our prime hypothesis
was that displaying the teacher’s gaze on the video would facilitate reference
disambiguation in highly ambiguous situations [6], and thus making students’
behaviour more linear in terms of following the content (fewer pauses and fewer
backward jumps). We compared students’ behaviour across different videos in
the weeks succeeding and preceding the week of the experimental video. We
observed the following trends.

— The proportion of the replayed length of video was the lowest for the experi-
mental video (F[9,4202] =2.12,p = .03).

— The average number of pauses was the lowest for the experimental video
(F[9,4202] =2.89, p = .002 ).

— The average number of seek backs was the lowest for the experimental video
(F[9,4202] =1.92, p = .04 ).

— The ratio of pause time and video length was the lowest for the experimental
video (F[9,4202] =2.58, p = .005).
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The fact that the students did not need to check back the previously told
content (fewer seeking-back events) suggests that making visible the teacher’s
gaze made it easier (also shown by [13]) for students (receivers) to maintain the
synchrony with the teacher (transmitter) and “look through” the shared visual
content.

10 Conclusions

The four studies that we briefly presented in this paper produced results that
together create a body of knowledge about gaze behavior in different learning sce-
narios. This body of knowledge, though coming out of empirical design instances,
sits at a more abstracted level than the individual findings. By connecting to the
similar works in the same level, to the higher level cognitive theories, and to the
lower level design instances, we constructed a strong concept that is generative
both in terms of completing the theories and being applicable to different tech-
nology enhanced learning problems. Figure 4 shows the different relations of the
proposed strong concepts with the general theories, parallel bodies of knowledge,
the learning contexts and the generated scenarios.

More experimentation will enrich the knowledge about “looking through v.
looking at”. For example, whether it is a binary concept or a spectrum; what
is the temporal nature of the proposed strong concept; do peers switch between
these two interaction styles in a single learning session; what is the relation
between expertise and these interaction styles; is it possible that during different
episodes of learning processes expert learners choose to “look through” or “look
at”.
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Abstract. Curiosity is a vital metacognitive skill in educational con-
texts. Yet, little is known about how social factors influence curiosity in
group work. We argue that curiosity is evoked not only through indi-
vidual, but also interpersonal activities, and present what we believe to
be the first theoretical framework that articulates an integrated socio-
cognitive account of curiosity based on literature spanning psychology,
learning sciences and group dynamics, along with empirical observation
of small-group science activity in an informal learning environment. We
make a bipartite distinction between individual and interpersonal func-
tions that contribute to curiosity, and multimodal behaviors that fulfill
these functions. We validate the proposed framework by leveraging a lon-
gitudinal latent variable modeling approach. Findings confirm positive
predictive relationship of the latent variables of individual and interper-
sonal functions on curiosity, with the interpersonal functions exercising
a comparatively stronger influence. Prominent behavioral realizations of
these functions are also discovered in a data-driven way. This framework
is a step towards designing learning technologies that can recognize and
evoke curiosity during learning in social contexts.

1 Introduction and Motivation

Curiosity pertains to the strong desire to learn or know more about something or
someone, and is an important metacognitive skill to prepare students for lifelong
learning [42]. Traditional accounts of curiosity in psychology and neuroscience
focus on how it can be evoked via underlying mechanisms such as novelty (fea-
tures of a stimulus that have not yet been encountered), surprise (violation of
expectations), conceptual conflict (existence of multiple incompatible pieces of
information), uncertainty (the state of being uncertain), and anticipation of new
knowledge ([18,24]). These knowledge seeking experiences create positive impact
on students’ beliefs about their competence in mastering scientific processes,
in turn promoting greater breadth and depth of information exploration [43].
These theories have inspired the development of several computer systems aim-
ing to facilitate task performance via enhancing an individual’s curiosity (e.g.
[16,27,43]), simulating human-like curiosity in autonomous agents [34], and aid-
ing in game theory development [9]. Evoking curiosity in these systems mainly
focuses on directing an individual to a specific new knowledge component, fol-
lowed by facilitating knowledge acquisition through exploration. Such a linear
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approach largely ignores the how learning is influenced when working in social
contexts. Here, a child’s intrinsic motivation, exploratory behaviors, and subse-
quent learning outcomes may be informed not only by materials available to the
child, but also the active work of other children, social and cultural environment,
and presence of facilitators [22,35]. For example, an expression of uncertainty
or of a hypothesis about a phenomenon made by one child may cause peers to
realize that they too are uncertain about that phenomenon, and therefore ini-
tiate working together to overcome the cause of uncertainty, in turn positively
impacting their curiosity [20]. While prior literature has extensively studied the
intrapersonal origins of curiosity, there seems to be very little prior work on
how social factors contribute to moment by moment changes in an individual’s
curiosity when learning in social contexts (except for rare exceptions such as [13]
that primarily focused on coarse-grained study of adult-child interaction).

As learning in small group becomes prevalent in today’s classrooms [35], it
is critical to understand curiosity beyond the individual level to an integrated
knowledge-seeking phenomenon shaped by social environment. Embodied Con-
versational Agents (ECAs) have demonstrated special capacity in supporting
learning and collaborative skills for young children [7]. Knowing how social fac-
tors influence curiosity allows researchers to design ECAs and other learning
technologies to support curiosity-driven learning before children naturally sup-
port each other. To address the above goal, we first propose an integrated socio-
cognitive account of curiosity based on literature spanning psychology, learning
sciences and group dynamics, and empirical observation of an informal learning
environment. We make a bipartite distinction between putative functions that
contribute to curiosity, and multimodal behaviors that fulfill these functions.
These functions comprise (i)“knowledge identification and acquisition (helps
humans realize that there is something they desire to know, and leads to acqui-
sition of the desired new knowledge), and (ii) “knowledge intensification” (esca-
lates the process of knowledge identification or acquisition by providing favorable
environment, attitude etc.) - at individual and interpersonal level. Second, we
perform a statistical validation of this theoretical framework to illuminate pre-
dictive relationships between multimodal behaviors, functions (latent variables
because they cannot be directly observed) and ground truth curiosity (as judged
by naive annotators). A longitudinal latent variable modeling approach called
“continuous time structural equation model” [12] is used to explicitly account for
group structure and differentiate fine-grained behavioral variations across time.

The main contributions of this work are two-fold: First, it begins to fill the
research gap of how social factors, especially interpersonal peer dynamics in
group work, influence curiosity. Second, the model is designed to lay a theoreti-
cal foundation to inform the design of learning technologies, a virtual peer in the
current study, that employ pedagogical strategies to evoke and maintain curiosity
in social environments. Findings derived from the current analyses of human-
human interaction can be informative in guiding the design of human-agent
interaction. Section 2 describes the putative underlying mechanisms of curiosity
and associated multimodal behaviors. Section 3 discusses the study context and
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the annotation approach. Section 4 discusses empirical validation of the theoret-
ical framework of curiosity, with results of the latent variable model fit to our
corpus. Section 5 discusses implications and conclusions of our work.

2 Theoretical Framework Development

We initiated development of a theoretical framework for curiosity in learning in
social contexts with several iterations of literature review that gradually shifted
from individual- to interpersonal-level curiosity. This led us to describe: (i) a set
of putative functions that contribute to curiosity, and (ii) multimodal behaviors
that provide evidence for potential presence of an individual’s curiosity in the
current time-interval because of their fulfillment of these functions.

2.1 Putative Functions that Contribute to Curiosity

The iterative process described above led to emergence of three function groups
at the individual and interpersonal level. Each of these functions can be realized
in several different behavioral forms. We call the first function group Knowledge
Identification. As curiosity arises from a strong desire to obtain new knowledge
that is missing or doesn’t match with one’s current beliefs, a critical precondition
of this desire is to realize the existence of such knowledge. At an individual
level, knowledge identification contributes to curiosity by increasing awareness of
gaps in knowledge [29], as well highlighting relationships with related or existing
knowledge in order to assimilate new information [8]. Furthermore, exposure
to novel and complex stimulus can raise uncertainty, subsequently resulting in
conceptual conflict [4,36]. At an interpersonal level, knowledge identification
contributes to curiosity by developing awareness of somebody else in the group
having conflicting beliefs [4] and awareness of the knowledge they possess [33],
so that a shared conception of the problem can be developed [5].

We call the second function group Knowledge Acquisition. This is because
knowledge seeking behaviors driven by curiosity not only contribute to the sat-
isfaction of the initial desire for knowledge, but also potentially lead to further
identification of new knowledge. For example, question asking may help close
one’s knowledge gap by acquiring desired information from another group mem-
ber. Depending on the response received, however, it may also lead to escalated
uncertainty or conceptual conflict relating to the original question, thus con-
sequently reinforcing curiosity. At an individual level, knowledge acquisition
involves finding sensible explanation and new inference for facts that do not
agree with existing mental schemata [8,39], and can be indexed by generation
of diverse problem solving approaches [39]. It also comprises comparison with
existing knowledge or search for relevant knowledge through external resources
to reduce simultaneous opposing beliefs that might stem from the investigation
[6]. At an interpersonal level, knowledge acquisition comprises revelation of
uncertainties in front of group members [40], joint creation of new interpreta-
tions and ideas, engagement in argument to reduce dissonance among peers [19],
and critical acceptance of what is told [40].
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Finally, we call the third function group Intensification of Knowledge
Identification and Acquisition. The intensity of curiosity, or the desire for
new knowledge is influenced by factors such as the confidence required to acquire
it [29], its incompatibility with existing knowledge, existence of a favorable envi-
ronment [6] etc. At an individual level, intensification of knowledge identifi-
cation and acquisition can stem from factors such as anticipation of knowledge
discovery [11], interest in the topic [23], willingness to try out tasks beyond
ability without fear of failure [21], taking ownership of own learning and being
inclined to see knowledge as a product of human inquiry [40]. These factors
can subsequently result in a state of increased pleasurable arousal [4]. At an
interpersonal level, intensification of knowledge identification and acquisition
is influenced by the willingness to get involved in group discussion and the ten-
dency to be part of a cohesive unit [6], and can span from the spectrum of
merely continuing interacting to pro-actively reacting to the information others
present [5]. Various interpersonal factors play out along different portions of this
spectrum. Salient ones include interest in knowing more about a group member
[37], promotion of an unconditional positive and non-evaluative regard towards
them [11], and awareness of one’s own uncertainty being shared or considered
legitimate by those peers [20], all of which can subsequently result in cooperative
effort to overcome common blocking points for the group to proceed [11].

2.2 Behaviors that Fulfill Putative Functions of Curiosity

Our review of prior research in psychology and learning sciences led us to link the
behaviors with their functions in evoking curiosity, and organize these behaviors
into four clusters. Cluster 1 corresponds to behaviors that enable an indi-
vidual to get exposed to and investigate physical situations, which may spur
socio-cognitive processes that are beneficial to curiosity-driven learning [4,8].
Examples include orientation (using eye gaze, head, torso etc.) and interact-
ing with stimuli (for e.g. - manipulation of objects). Cluster 2 corresponds to
behaviors that enable an individual to actively make meaning out of observation
and exploration [4,8,30]. Examples include idea verbalization, justification, gen-
erating hypotheses etc. Cluster 3 corresponds to behaviors that involve joint
investigation with other group members [4,8,30]. Examples include arguing, eval-
uating problem-solving approach of a partner (positive or negative), expressing
disagreement, making suggestions, sharing findings, question asking etc. Finally,
Cluster 4 corresponds to behaviors that reveal affective states of an individ-
ual [22,31] including expressions of surprise, enjoyment, confusion, uncertainty,
flow and sentiment towards task. Table 1 illustrates examples of these behavior
clusters from empirical observation of informal group learning activities.

We hypothesize that behaviors across these clusters will map onto one or
more putative functions of curiosity, since there can be many different functions
or reasons why a communicative behavior occurs. For example, in knowledge-
based conflict in group work, attending to differing responses of others com-
pared to one’s own may raise simultaneous opposing beliefs (knowledge iden-
tification). This awareness might in turn activate cognitive processes, wherein



258

T. Sinha et al.

Table 1. Corpus examples of behavior sequences. P1 is the child with high curiosity

Behavior cluster

Empirical observation
(Example 1)

Empirical observation
(Example 2)

Cluster 1,2 P1: Hey let’s..wait I have an idea | P1: So the chain has to be
[idea verbalization] like this fidea verbalization
P1: Let’s see what this is, but|with iconic gesture]
let me just, let me just.. [proposes| P1: How would that be?
joint action, co-occurs with phys-| [question asking followed
ical demonstration, initiates joint| by orienting towards stim-
inquiry/ ulus/
P2: I have no idea how to do this, | P1: Well, I don’t want it
but it’s making my brain think to break, so I want it to
[positive attitude towards task] be about...no, let’s say
half an...half an inch
[causal Teasoning to justify
actions being taken]
Cluster 1,3 P1: Wait we need to raise it a bit |P2: And the funnel

higher /making suggestions]

P1: Maybe if we put it on..Umm..
this thing maybe..this is high
enough? [co-occurs with joint stim-
ulus manipulation]

P2: Why? W-Why do we need to
make it that high? [disagreement
and asking for evidence]

can drop it into one of
um..those things

P1: If the funnel can drop
it. ..

P1: Okay but then..even if
it hits this, then we need
what is this going to hit?
[challenge]

P1: Here- let- just- make
sure that it’s going to hit
it [followed by physical
demonstra-
tion/verification]

Cluster 2,3,4

P1: Roll off into here and go in
there [hypothesis generation]

P1: Okay, so how are we going to
do that? [question asking]

P2: It looks like something should
hit the ball [making suggestion]

P2: We could use this if
we wanted [making sugges-
tion/

P1: Let’s figure this
quickly...so we at least
have this part done
[preceded by expression of
surprise and followed by
trying to connect multiple
objects to create a more
complex object]

an individual may seek social support for one’s original belief by emphasiz-
ing its importance and validating one’s idea by providing justification, or,
engaging in a process of back and forth reasoning to come to a common
viewpoint (knowledge acquisition). Furthermore, this awareness may as well
impact social and emotional processes, where an individual may perceive a
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conflict differently and their emotions felt and expressed might vary depend-
ing on relation with and perception of the source of conflict, for e.g., is it a
friend/stranger, more competent/less competent, more cooperative/less coop-
erative group member that raises conflict, and therefore take the next action
of resolving that conflict differently (intensification of knowledge identification
and acquisition). We intend to discover prominent mappings between functions
described in Sect.2.1 and behaviors described in Sect.2.2 more formally in a
data-driven way in Sect. 4.

3 Annotation of Curiosity and Multimodal Behaviors

In preparation for empirical validation of the theoretical framework of curiosity,
we annotated audio and video data that was collected for 12 groups of children
(aged 1012, 34 children per group, 44 in total) engaged in a hands-on activity
commonly used in informal learning contexts, and that is to collaboratively build
a Rube Goldberg machine (RGM). A RGM includes building several chain reac-
tions that are to be triggered automatically for trapping a ball in a cage, using
simple objects. This paper describes fine-grained analyses from a convenience
sample of the first 30 min (out of 35-40 min given each group), of the RGM task
for half of the sample; that is, 22 children across 6 groups. Table 2 provides a
summary of all coding metrics used in this study.

3.1 Ground Truth Curiosity Coding

Person perception research has demonstrated that judgments of others based
on brief exposure to their behaviors is an accurate assessment of interpersonal
dynamics [1]. We used Amazon’s MTurk platform to obtain ground truth for
curiosity via such a thin-slice approach, using the definition “curiosity is a strong
desire to learn or know more about something or someone”, and a rating scale
comprising 0 (not curious), 1 (curious) and 2 (extremely curious). Four naive
raters annotated every 10s slice of videos of the interaction for each child pre-
sented to them in randomized order. To post-process the ratings for use, we
removed those raters who used less than 1.5 standard deviation time compared
to the mean time taken for all rating units (HITs). We then computed a single
measure of Intraclass correlation coefficient (ICC) for each possible subset of
raters for a particular HIT, and then picked ratings from the rater subset that
had the best reliability for further processing. Finally, inverse-based bias correc-
tion [25] was used to account for label overuse and underuse, and to pick one
single rating of curiosity for each 10s thin-slice. The average ICC of 0.46 aligns
with reliability of curiosity in prior work [10,32].

3.2 Verbal Behavior Coding

We adopted a mix of semi-automatic and manual annotation procedures to code
11 verbal behaviors, in line with the curiosity-related behavioral set described
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Table 2. A summary of coding methods used for the annotation. Detailed coding
scheme for verbal behaviors can be found at http://tinyurl.com/codingschemecuriosity

Construct

Definition used to code/infer the construct

Coding method

Ground Truth
Curiosity

A strong desire to learn or know more about something or someone.

Four MTurk
annotated each
10-sec  thin  slice;
average [CC=0.46;
used  inverse-based

raters

bias  correction

pick the final rating.

to

Verbal Behavior

1. Uncertainty

Lack of certainty about ones choices or beliefs, and is verbally expressed by
language that creates an impression that something important has been said,
but what is communicated is vague, misleading, evasive or ambiguous.

e.g - “well maybe we should use rubberbands on the foam pieces”

2. Argument

A coherent series of reasons, statements, or facts intended to support or establish
a point of view.
e.g - “no we got to first find out the chain reactions that it can do”

3. Justification

The action of showing something to be right or reasonable by making it clear.
e.g - ‘wait with the momentum of going downhill it will go straight into the trap”

4. Suggestion

An idea or plan put forward for consideration.
e.g - “you are adding more weight there which would make it fall down”™

5. Agreement

Harmony or accordance in opinion or feeling; a position or result of agreeing.
e.g - “And we put the ball in here..I hope it still works, and it goes..so it starts
like that, and then we hit it” [Quot “Ok that works” [Response]

Used a
automated
tation

semi-

anno-
approach:
after automatic
labeling  of  these
verbal behaviors, two
trained raters (Krip-
pendroff’s alpha,
>0.6) independently
corrected  machine
annotated labels; av-
crage percentage of|
machine annotation
that the
same human
correction was 85.9
(SD=12.71).

remained
after

6. Question Asking
(On-Task/Social)

Asking any kind of questions related to the task or non-task relevant aspects of]
the social interaction.

e.g - “why do we need to make it that high?”, “do you two go to the same,
school?”

7. Idea Verbalization

Explicitly saying out an idea, which can be just triggered by an individual’s
own actions or something that builds off of other peer’s actions.
e.g - “yeah that ball isn’t heavy enough”

8. Sharing Findings

An explicit verbalization of communicating results, findings and discoveries to
group members during any stage of a scientific inquiry process.
e.g - “look how I'm gonna see I'm gonna trap it”

9. Hypothesis
Generation

Expressing one or more different possibilities or theories to explain a phe-
nomenon by giving relation between two or more variables.

e.g - “okay we need to make it straight so that the force of hitting it makes it
big”

10. Task Sentiment
(Positive/Negative)

A view of or attitude (emotional valence) toward a situation or event; an overall
opinion towards a subject matter. We were interested in looking at positive or
negative attitude towards the task that students were working on.

e.g - “oh it’s the coolest cage I've ever seen, I'd want to be trapped in this cage”,
“I'm getting very mad at this cage”

11. Evaluation
(Positive/Negative)

Characterization of how a person assesses a previous speaker’s action and
problem-solving approach. It can be positive or negative.

e.g - ‘oh that’s a pretty good idea”, “no it can’t go like that otherwise it will be
stuck”

Used manual anno-
tation procedure due
to unavailability of]|
existing training cor-
pus (Krippendroff’s
alpha >0.76 between
two raters).

Non-verbal Behavi

or (AU - facial action unit)

. Joy-related

AU 6 (raised lower eyelid) and AU 12 (lip corner puller).

N

Delight-related

AU 7 (lid tightener) and AU 12 (lip corner puller) and AU 25 (lips part) and)|
AU 26 (jaw drop) and not AU 45 (blink).

w

Surprise-related

AU 1 (inner brow raise) and AU 2 (outer brow raise) and AU 5b (upper lid
raise) and AU 26 (jaw drop).

~

Confusion-related

AU 4 (brow lower) and AU 7 (lid tightener) and not AU 12 (lip corner puller).

. Flow-related

o

AU 23 (lip tightener) and AU 5 (upper lid raise) and AU 7 (lid tightener) and)|
not AU 15 (lip corner depressor) and not AU 45 (blink) and not AU 2 (outer
brow raise).

Used an open-source
software  OpenFace
for automatic facial
landmark detection,
and a rule-based
approach post-hoc to
infer affective states

. Head Nod

Variance of head pitch.

Variance of head yaw.

6

7. Head Turn
8. Lateral Head
Inclination

Variance of head roll.

Used OpenFace to
extract head orienta-
tion, and computed

variance post-hoc

Turn Taking

1. Indegree

A weighted product of number of group members whose turn was responded to
(activity) and total time that other people spent on their turn before handing
over the floor (silence).

2. Outdegree

A weighted product of number of group members to whom floor was given to
(participation equality), and the amount of time spent when holding floor before
allowing a response (talkativeness).

Used two novel met-
rics constructed us-
ing an application of|
social network analy-
sis for weighted data.
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in Sect. 2.2. Five verbal behaviors were coded using a semi-automatic approach
- uncertainty, argument, justification, suggestion at the clause level, and agree-
ment at the turn level. First, a particular variant of neural language models called
paragraph vector or doc2vec [28] was used to learn distributed representations
for a clause/turn. The motivation for this approach stems from - (i) lack of avail-
able corpora of verbal behaviors that are large enough, and collected in similar
settings as ours (groups of children engaged in open-ended scientific inquiry),
and hence (ii) limited applicability of traditional n-gram based machine learning
models to cross-domain settings, which would result in a very high-dimensional
representation with poor semantic generalization, (iii) limitations of other pop-
ular neural language models such as word2vec that do not explicitly represent
word order and surrounding context in the semantic representation, and (iv) our
desire to reduce manual annotation due to how long it takes for a corpus such
as this where each child’s behaviors must be annotated.

Based on empirical analysis and recommended procedure in [28], we used con-
catenated representations of two fixed size vectors of size 100 that we learned
for each sentence as input to a machine learning classifier (L2 regularized logis-
tic regression) - one learned by the standard paragraph vector with distributed
memory model, and one learned by the paragraph vector with distributed bag
of words model. Training data for the five verbal behaviors annotated using this
process is shown in the right column of Table 3, along with standard performance
metrics. Robustness of machine annotated labels was ensured by using human
annotators. Two raters first coded presence or absence of verbal behaviors on a
random sample of 100 clauses/turns following a coding manual given to them
for training, and computed inter-rater reliability using Krippendorff’s alpha.
Once raters reached a reliability of >0.7 after one or more rounds of resolving
disagreements, they independently rated a different set of 50 clauses/turns inde-
pendently, and we computed the final reliability on these (left column of Table 3,
and >0.6 for all behaviors). Subsequently, the raters independently de-noised or
corrected machine annotated labels for the full corpus.

Compared with this human ground truth, the average of ratio of false posi-
tives to false negatives in the machine prediction was 14.18 (SD =12.31) across
all behaviors, meaning that the machine learning models over-identified presence
of verbal behaviors. We found that the most common false positives were cases
where a clause or turn comprised one word (e.g. - okay), backchannels (e.g. -
hmmm..) and very short phrases lacking enough context to make a correct pre-
diction. The average percentage of machine annotated labels that did not change
even after the human de-noising step was 85.9 (SD =12.71), meaning majority of
labels were correctly predicted in the first place. This was also reflected in a good
cross validation training performance of the models (right column of Table 3).
Six other verbal behaviors (question asking (on-task, social) (o = 1), idea verbal-
ization (o =0.761), sharing findings (o =1), hypothesis generation (o =0.79),
attitude towards task (positive, negative) (o = 0.835), evaluation sentiment (pos-
itive, negative) (a =0.784)) were coded using a traditional manual annotation
procedure due to unavailability of existing training corpus. Overall, our approach
of combining machine annotation with human judgment favors reproducibility,
speed and scalability, without compromising on reliability.
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3.3 Assessment of Nonverbal Behaviors

The motivation for coding nonverbal behaviors is inspired by prior theoretical
and empirical research, which has identified the facial action units accompanying
the experience of certain emotions that often co-occur with curiosity [32], and has
discovered consistent associations (correlations as well as predictions) between
particular facial configurations and human emotional or mental states [17,31,32].
We used automated visual analysis to construct five feature groups correspond-
ing to emotional expressions that provide evidence for presence of the affective
states of joy, delight, surprise, confusion and flow (a state of engagement with
a task such that concentration is intense). A simple rule-based approach was
followed (see Table2) to combine emotion-related facial landmarks, which were
previously extracted on a frame by frame basis using a state-of-the-art open-
source software OpenFace [2]. We then selected the most dominant (frequently
occurring) emotional expression for every 10s slice of the interaction for each
group member, among all the frames in that time interval. While facial expres-
sions have the advantage of being observable and being detected using current
computer vision approaches with high accuracy, we acknowledge that they can
often be polysemous, ambiguous, and be voluntarily camouflaged.

Automated visual analysis was also used to capture variability in head angles
for each child in the group, which correspond to head nods (i.e. pitch), head turns
(i.e. yaw), and lateral head inclinations (i.e. roll). The motivation for using head
movement in our curiosity framework is inspired by prior work in the multimodal
analytics [15,38] that has emphasized contribution of nonverbal cues in inferring
behavioral constructs such as interest and involvement that are closely related
to the construct of curiosity. By using OpenFace [2], we first performed frame
by frame extraction of head orientation, and then calculated the variance post-
hoc to capture intensity in head motions for every 10 s of the interaction for
each group member. Since head pose estimation takes as input facial landmark
detection, we only considered those frames for calculation that had a face tracked
and facial landmarks detected with confidence greater than 80%.

3.4 Assessment of Turn Taking Dynamics

The motivation for capturing turn taking stems from prior literature that has
used measures such as participation equality and turn taking freedom as indica-
tors of involvement in small-group interaction [26]. Specifically, we designed two
novel metrics using a simple application of social network analysis for weighted
data. By representing speakers as nodes and time between adjacent speaker
turns as edges, the following two features are computed for each group member
(see definition in Table?2) for every 10s: (i) TurnTakingIndegree = activity' =
x silence®. Since high involvement is likely to be indexed by higher activity
and lower silence, « was set to —0.5, (ii) TurnTakingOutdegree = participation
equality' —% * talkativeness®. Since higher participation equality and talkative-
ness are favorable, o was set to +0.5.
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Table 3. Results from semi-automatic verbal behavior annotation. Right column
describes external corpus used for training machine learning classifiers & depicts their
predictive performance using 10-fold cross validation. Left column depicts inter-rater

reliability for human judgment that was used to denoise these behaviors

Verbal Behavior [Krippendorff’s a
for human judgment]

Training Data for Semi-Automated
Classification [Weighted F1, AUC
(10-fold cross validation)]

1. Uncertainty [0.78]

Wikipedia corpus manually annotated
for 3122 uncertain 7629 certain instances
(Farkas et al., 2010) [0.695, 0.717]

2. Argument [0.792]

Internet Argument Corpus manually
annotated for 3079 argument and 2228
non argument instances (Swanson et al.,
2015). Argument quality score split at
70% to binarize class label [0.658, 0.706]

3. Justification [process (0.936), causal
(0.905), model (0.821), example (0.731),
definition (0.78), property (0.847)]

AI2 Elementary Science Questions
corpus manually annotated for 6 kinds
of justification - process, causal, model,

example, definition, property (Jansen et
al., 2016). Reported performance is the
average performance of 6 binary
machine learning classifiers [0.766, 0.696]

Product reviews (Negi, 2016) and
Twitter (Dong et al., 2013) corpuses
manually annotated for 1000 explicit
suggestion and 13000 explicit
non-suggestion instances [0.938, 0.865]

4. Suggestion [0.608]

5. Agreement [0.935] LiveJournal forum and Wikipedia
discussion corpuses manually annotated
for 2754 agreement and 8905
disagreement instances based on quote
and response pairs (Andreas et al.,

2012) [0.717, 0.696]

4 Empirical Validation of the Theoretical Framework

We used a “multiple-group” version of continuous time structural equation mod-
els (CTSEM) [12] to evaluate the proposed theoretical framework of curiosity,
and statistically verify the predictive relationships between ground truth curios-
ity (that we formalized as our manifest variable), functions described in our
theoretical framework (that we formalized as latent variables) and multimodal
behaviors (that we formalized as time-dependent predictors). By using mul-
tivariate stochastic differential equations to estimate an underlying continuous
process and recover underlying hidden causes linking entire behavioral sequence,
this approach allows investigation of group level differences, while accounting for
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the autocorrelated nature of the behavioral time series. A Kalman filter was used
to fit CTSEM to the data and obtain standardized estimates for the influence
of behaviors on latent functions, and in turn these latent functions on curiosity.

4.1 Description of the Approach

Since knowledge identification and acquisition are closely intertwined with
knowledge seeking behaviors and it is hard to draw a distinction between these
putative underlying mechanisms based on observable or inferred multimodal
behaviors, we formalized them under the same latent variable. The final set
of latent functions for our theoretical framework that we statistically verified
therefore included: (i) individual knowledge identification and acquisition, (ii)
interpersonal knowledge identification and acquisition, (iii) individual inten-
sification of knowledge identification and acquisition, (iv) interpersonal inten-
sification of knowledge identification and acquisition. Two versions of CTSEM
were run. In first version, we specified a model where only factor loadings between
the manifest variable and latent variables were estimated for each group dis-
tinctly (average and standard deviation reported in Fig. 1), but all other model
parameters were constrained to equality across all groups (Modeleonstrained) and
then estimated freely. Since the form of a behavior does not uniquely determine
its function, nor vice-versa, we did not pre-specify the exact pattern of relation-
ships between behaviors and functions to look for/estimate. In second version of
the model, all parameters for all groups were estimated distinctly (Modely,..).

The decision to separately run these two models was based on the intuition
that while the relationships between appearance of behaviors and their contri-
bution to the latent functions of curiosity would remain the same across groups,
the relative contribution of interpersonal or individual tendencies for knowledge
identification, acquisition and intensification would vary based on learning dis-
positions of people towards seeking the unknown. This intuition stemmed from
prior literature of measuring learning dispositions [40], an important dimen-
sion of which is the ability of learners to balance between being sociable and
being private in their learning work interdependently. We hypothesized that this
dimension will impact curiosity differently when working in group, and therefore
expected Modelconstrained to fit the data better than Modelf,c.. An empirical
validation confirmed this hypothesis. The Akaike Information Criterion (AIC)
for Modelconstrained (933.48) was ~3x lower than Model ... (2278.689).

4.2 Model Results and Discussion

We illustrate results of the CTSEM (Modelonstrained) in Fig. 1, depicting links
with top ranked standardized estimates between behaviors and latent variables.
In few cases, we also added links with the second highest standardized estimate
if they clarified our interpretation of the latent function. Overall, these results
provide confirmation of correctness of the theoretical framework of curiosity
along three main aspects: (i) The grouping of behaviors under each latent func-
tion and their contribution to individual and interpersonal aspects of knowledge
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identification, acquisition and intensification aligns with prior literature on the
intrapersonal origins of curiosity, but also teases apart the underlying interper-
sonal mechanisms, (ii) There exists strong and positive predictive relationships
between these latent variables and thin-slice curiosity, (iii) Knowledge identifica-
tion and acquisition have stronger influence to curiosity than knowledge inten-
sification, and interpersonal-level functions have stronger influence compared to
individual-level functions. We now discuss latent functions and associated behav-
iors, ordered by the degree of positive influence on curiosity.

First, “Interpersonal Knowledge Identification and Acquisition” shows the
strongest influence to curiosity among the four latent functions (2.612 + 0.124).
The natural merging of knowledge identification and knowledge acquisition cor-
roborates with the notation that one person’s knowledge seeking may draw atten-
tion of another group member to a related knowledge gap and escalate collabora-
tive knowledge seeking. Behaviors that positively contribute to this function are
mainly from cluster 3 (sharing findings, task related question asking, argument,
and evaluation of other’s idea). In addition, nonverbal behaviors including head
turn and turn taking dynamics (indegree) are also related to this function, which
support the idea that higher degree of group members’ interest and involvement
in the social interaction stimulates awareness of peer’s ideas, subsequently lead-
ing to knowledge-seeking via social means in order to gain knowledge from the
experience of others and add that onto one’s own direct experiences.

THIN-SLICE
Hypothesis
Generation

0.0
Positive
0.00; Sentiment
0.152 Tum Taking
0067 Indegree
Tum Taking
Outdegree

0052 Variabilty

Head Pose
(Pitch - head
nod)

Confusion

Question
Asking
(Social)

Joy
\ Surprise

Fig. 1. Continuous time SEM factor analysis results. Direction and degree of predictive
influences are represented by edges between multimodal behaviors and latent variables
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Second, “Individual Knowledge Identification and Acquisition” shows a
strong influence to curiosity (2.149 £ 0.066). Similar to the interpersonal level
function, knowledge identification and acquisition merge into one coherent func-
tion, as knowledge-seeking behaviors can sparkle new unknown or conflicting
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information within the same individual. Behaviors from cluster 2 (hypothesis
generation, justification, idea verbalization) and cluster 4 (confusion, joy, sur-
prise, uncertain, positive sentiment towards task) mainly contribute to this func-
tion. Head nod, as indicative of positive feelings towards the stimulus due to its
compatibility with the response [14], maps to this function as well. Finally, we
find that turn taking (indegree and outdegree) and social question asking con-
tribute positively to individual knowledge identification and acquisition. Interest
in other people reflects a general level of trait curiosity and influences inquisitive
behavior [37].

Third, we find that a relatively small group of behaviors including agree-
ment, idea verbalization and lateral head inclination have predictive influence on
the latent function of “Interpersonal Knowledge Intensification”, which in turn
has a high positive influence on curiosity (1.756 £+ 0.238). Agreement may con-
tribute to information seeking by promoting acceptance and cohesion. Working
in social contexts broadcasts idea verbalization done by an individual to other
group members, which might in turn increase their willingness to get involved.
Lateral head inclination during the RGM activity is associated with intensive
investigation of the RGM solution offered by both oneself and other group mem-
bers. Overall, engagement in cooperative effort to overcome common blocking
points in the group work may result in intensifying knowledge seeking.

Finally, the latent function of “Individual Knowledge Intensification” has the
least comparative influence on curiosity. It is associated with non-verbal behav-
iors such as head nod and emotional expressions of positive affect (flow, joy and
delight), which function towards increasing pleasurable arousal. In addition, sur-
prise and suggestion also positively influence this latent function, and signal an
increased anticipation to discover novelty, conceptual conflict, and correctness
of one’s own idea. Interestingly, results also show that negative sentiment about
the task positively influences an individual’s knowledge seeking behaviors. A
qualitative examination of the corpus reveals that such verbal expressions often
co-occur with evaluation made by a group member within the same 10s thin-
slice that signals a desire for cooperation. Thus, a potential explanation of this
association is that expressing negative sentiment about task may signal hard-
ship, which draws group members’ attention and increases chances of receiving
assistance, thus increasing engagement in knowledge seeking.

5 Implications and Conclusion

In this work, we articulated key social factors that appear to account for curiosity
in learning in social contexts, proposed and empirically validated a novel theo-
retical framework that disentangles individual and interpersonal functions linked
to curiosity and behaviors that fulfill these functions. We found strong positive
predictive relationships of the interpersonal functions of knowledge identifica-
tion, acquisition and intensification on curiosity, which reinforces our original
hypotheses about the social nature of curiosity and the need to disentangle its
interpersonal precursors from its individual precursors. The current analyses are
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part of a larger research effort to understand and implement the social scaffolding
of curiosity [41] through an ECA [7]. The theoretical framework lays foundation
of a computational model of curiosity that can enable an ECA to sense real-time
curiosity level of each member in small group interaction. Despite acknowledging
importance of the metacognitive in collaborative learning, prior work seems to be
inadequately equipped with theoretical formalisms to capture intricate factors
such as curiosity, and lacks operational ways to embed this theoretical under-
standing into computational models by mapping between behaviors and their
underlying mechanisms to offer scaffolding strategies. The research presented in
this work therefore goes beyond prior work that has worked on inferring curiosity
directly from visual and vocal cues [3,10,32], without adequate consideration of
underlying mechanisms that link these low-level cues to curiosity, as well how
these cues interact with group dynamic behaviors and other discourse-level ver-
bal cues. Knowing what forms of multimodal behaviors and their corresponding
functions are good indicators of curiosity in human-human interaction allows us
to design better learning technologies that can sense these behaviors, and inten-
tionally look for opportunities to use strategies to scaffold curiosity in real-time
by triggering such productive individual and interpersonal behaviors.
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Abstract. Curiosity is the strong desire to learn or know more about
something or someone. Since learning is often a social endeavor, social
dynamics in collaborative learning may inevitably influence curiosity.
There is a scarcity of research, however, focusing on how curiosity can
be evoked in group learning contexts. Inspired by a recently proposed
theoretical framework [30] that articulates an integrated socio-cognitive
infrastructure of curiosity, in this work, we use data-driven approaches to
identify fine-grained social scaffolding of curiosity in child-child interac-
tion, and propose how they can be used to elicit and maintain curiosity
in technology-enhanced learning environments. For example, we discov-
ered sequential patterns of multimodal behaviors across group members
and we describe those that maximize an individual’s utility, or likelihood,
of demonstrating curiosity during open-ended problem-solving in group
work. We also discovered, and describe here, behaviors that directly or
in a mediated manner cause curiosity related conversational behaviors
in the interaction, with twice as many interpersonal causal influences
compared to intrapersonal ones. We explain how these findings form a
solid foundation for developing curiosity-increasing learning technologies
or even assisting a human coach to induce curiosity among learners.

1 Introduction and Motivation

Curiosity is an important metacognitive skill that arises from a strong desire
for learning [2] and leads to knowledge acquisition through coming to one’s
own understanding, rather than “being told” or “instructed”. While there is
an increasing emphasis on the educational benefits of learning in groups, as
co-constructivism and collaborative learning theories argue that knowledge is
jointly constructed through social interactions [5], existing research on curiosity
mainly focuses on investigating its cognitive mechanisms at an individual level,
and often conceives curiosity as an inherently individual and stable disposition
toward seeking novelty and approaching unfamiliar stimuli [15]. Ignoring social
factors in evoking curiosity may prevent us from designing effective forms of
support in learning environments (technological or not), because in group work
the behaviors of each member (both what they say and what they do) affect
the curiosity of others [12]. Prior learning sciences literature on the social and
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technological dimensions of scaffolding emphasizes that “scaffolds are not found
in software but are functions of processes that relate people to performances
in activity systems over time” [27]. It is therefore important to investigate the
dynamics of these fine-grained processes as they happen spontaneously.

The theoretical motivation for studying these “multimodal behavioral
dynamics” (as we will call them) in order to better understand how to design
for social scaffolding of curiosity stems from a fundamental psychological ques-
tion - what causes variations in the curiosity level of children as they engage
in open-ended collaborative problem-solving activities? Patterns of verbal and
nonverbal behaviors comprise salient cues, and can provide valuable insights
into how an individual’s curiosity changes as they progress through the task.
However, looking at summative measures (e.g. - frequency of productive versus
unproductive learning behaviors) alone will not suffice in understanding how
curiosity arises and disappears over time. We believe that studying the social
scaffolding of curiosity therefore requires examining sequential behavioral pat-
terns that co-occur with — or just before — high curiosity moments, and then
explicitly modeling the precise nature of causal relationships among these inter-
personal patterns. Prior work on studying curiosity has not adequately addressed
these behavioral dynamics. Even research that has looked at the effect of peers
on curiosity has looked into mostly dyadic contexts rather than small group,
used a limited strategy repertoire for eliciting curiosity-related behavior based
on theory rather than empirical data, and subjectively assessed success of those
strategies post-hoc using questionnaires [13,14,34].

In this paper, then, we look at the social scaffolding of curiosity in detail,
based on audio and video data of groups of elementary and middle school stu-
dents engaged in informal learning. A subset have been coded for ground truth
curiosity (see below for an explanation of what we mean) and a wide range of
multimodal behaviors, using a mix of manual and semi-automated procedures.
These behaviors are specified in the theoretical framework of curiosity, which we
proposed and empirically validated in other work [30] by articulating the under-
lying functions of these behaviors in contributing to curiosity in group learning.
Building on this theoretical framework, we here address the research question of
how to elicit these behaviors. To that end, we first look into sequential patterns of
behaviors across group members that maximize an individual’s curiosity within
every one minute time frame. These sequential patterns inform what behav-
iors to elicit in increasing or maintaining curiosity level of the target subject,
based on the behavior trajectories recognized so far. We then study causal rela-
tionship between these behaviors to establish strategies of how to elicit certain
behaviors. The main contribution of this work is novel data-driven behavioral
heuristics that we discover for enabling the design of supportive and respon-
sive learning environments that can foster curiosity. In remainder of this paper,
we first describe methods including data collection, annotation and analyses in
Sect. 2, followed by discussion of results in Sect. 3. We end with implications for
designing learning technologies and conclusion in Sects. 4 and 5.
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2 Method

In preparation for analyses of sequential behavioral patterns, we used the same
annotated dataset annotated described in [30], which we summarize here as well.
We then describe the detailed rationale behind our multimodal data analyses.

2.1 Data Collection

Audio and video data was collected for 12 groups of children (aged 10-12, 3—4
children per group, 44 in total) engaged in a hands-on activity commonly used
in informal learning contexts - collaboratively build a Rube Goldberg machine
(RGM). A RGM includes building chain reactions that are to be triggered auto-
matically for trapping a ball in a cage. This paper describes fine-grained analyses
of the first 30 min (out of 35-40 min given each group) of the RGM task for half
of the sample; that is, 22 children across 6 groups.

2.2 Data Annotation

Ground Truth Curiosity: Person perception research has demonstrated that
judgments of others based on brief exposure to their behaviors is an accurate
assessment of interpersonal dynamics [1]. We used the Amazon MTurk to obtain
ground truth for curiosity via such a thin-slice approach, using the definition
“curiosity is a strong desire to learn or know more about something or someone”,
and a rating scale comprising 0 (not curious), 1 (curious) and 2 (extremely
curious). Amazon MTurk is a crowdsourcing platform that allows online workers
to complete tasks that computers are currently unable to do, for a monetary
payment. Our previous research has successfully deployed thin-slice coding for
other social phenomena like rapport using this platform [31]. Four naive raters
annotated every 10s slice of videos of the interaction for each child presented
to them in randomized order. We post-processed the ratings by removing those
raters who used less than 1.5 standard deviation time compared to the mean
time taken for all rating units (HITs). We then computed a single measure of
Intraclass correlation coefficient (ICC) for each possible subset of raters for a
particular HIT, and then picked ratings from the rater subset that had the best
reliability for further processing. Finally, inverse-based bias correction [19] was
used to account for label overuse and underuse, and to pick one single rating of
curiosity for each 10s thin-slice. The average ICC was 0.46.

Verbal and Non-verbal Behaviors: We used semi-automatic (machine learn-
ing + human judgment) and manual (human judgment) annotation procedures
to code 11 verbal behaviors of interest in our corpus that came from our review
of prior research in psychology and learning sciences, and our hypotheses about
how these behaviors fulfill putative functions of curiosity. In other work, we
have described details of the coding procedure, empirical validation of these
hypotheses, and confirmation of positive predictive relationships between these
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behaviors, functions (that, because they cannot be directly observed, were our
latent variables) and thin-slice curiosity [30]. Here, in Table1, we provide a
summarized description of the verbal behaviors of uncertainty, argument, justi-
fication, suggestion, question asking (on-task, social), idea verbalization, sharing
findings, hypothesis generation, attitude/sentiment towards task (positive, neg-
ative) and evaluation (positive, negative) that were coded at the clause level,
and agreement that was coded at the turn level. A clause contains a subject (a
noun or pronoun) and a predicate (conjugated verb — that says something about
what the subject is or does). During a full turn, a speaker holds the floor and
expresses one or more interpretable clauses (propositions). Inter rater reliability
(Krippendort’s alpha) for each of these annotations was above 0.7. It is impor-
tant to note that the above annotation categories are not mutually exclusive,
and can co-occur. In addition to these verbal behaviors, we also used automated
visual analysis to construct five facial-landmark feature groups corresponding to
emotional expressions that provide evidence for the presence of affective states
of joy, delight, surprise, confusion and flow. More details are described in [30].

2.3 Multimodal Data Analyses

We now describe our data-driven approach for discovering behavioral sequences
that maximize curiosity and causal relationships between these behaviors.

Temporal Behavioral Relationships that Maximize Curiosity: To dis-
cover the temporal relationships among multimodal behaviors that maximize
curiosity, we needed to specify how these behavioral states change over time. We
therefore used sequential pattern mining approaches to find productive high-
curiosity conversational episodes in the group interaction. Traditionally, the
selection of such interesting sequences is based on the frequency/support frame-
work, where sequences of high frequency are treated as significant. However,
this often leads to many patterns being identified, most of which are may not
be informative enough for choosing precise forms of scaffolding. Some sequential
patterns, despite occurring rarely (having frequencies lower than the given min-
imum support), might still be useful since they co-occur with episodes of high
individual curiosity. On the contrary, there might be other sequential behavioral
patterns that occur frequently, but mostly co-occur with episodes of low individ-
ual curiosity. This motivated our current approach of incorporating utility in the
classical sequential pattern mining framework. Our objective was to find what
sequence of group member’s behaviors maximize an individual’s curiosity.
Towards this end, we leveraged the USpan algorithm [35], which uses lexi-
cographic quantitative sequence tree to extract the complete set of high utility
sequences, and includes efficient concatenation mechanisms and pruning strate-
gies for calculating the utility of a node and its children. Formally, in our work, we
represented an input behavioral sequence using 6 itemsets X, X5, ...X¢g, where
each itemset represented an unordered set of distinct co-occurring behaviors from
group members within a 10s span, and therefore each input sequence spanned
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Table 1. Definition & Examples of Curiosity-related verbal behavior coded. Detailed
coding scheme can be found at http://tinyurl.com/codingschemecuriosity

Verbal behavior Definition and Corpus examples

1. Uncertainty Lack of certainty about ones choices or beliefs, and is verbally
expressed by language that creates an impression that something
important has been said, but what is communicated is vague,
misleading, evasive or ambiguous. e.g. - “well maybe we should use
rubberbands on the foam pieces”, “wait do we need this thing to
funnel it through?”

2. Argument A coherent series of reasons, statements, or facts intended to support
or establish a point of view. e.g. - “no we got to first find out the
chain reactions that it can do”, “wait, but anything that goes
through is gonna be stuck at the bottom”

3. Justification The action of showing something to be right or reasonable by making
it clear. e.g. - “oh we need more weight to like push it down”, “wait
with the momentum of going downhill it will go straight into the
trap”

4. Suggestion An idea or plan put forward for consideration. e.g. - “you could kick a
ball to kick something”, “you are adding more weight there which
would make it fall down”

5. Question asking Asking any kind of questions related to the task (e.g. - “so what’s
gonnna..what will happen like after the balls gets into the cup?”,
“why do we need to make it that high?”, “do you want to build
something like a chain reaction or something like that?”) or
non-task relevant (e.g. - “do you two go to the same school?”, “who
else watched the finale of gravity falls?”) aspects of the social
interaction

6. Idea verbalization Explicitly saying out an idea, which can be just triggered by an
individual’s own actions or something that builds off of other peer’s
actions. e.g. - “yeah that ball isn’t heavy enough”, “so it’s like tilted
a bit up so it catches it instead of tilted down”

7. Sharing findings An explicit verbalization of communicating results, findings and
discoveries to group members during any stage of a scientific inquiry
process. e.g. - “look how I'm gonna see I'm gonna trap it”, “look I
made my pillar perfect”

8. Hypothesis generation | Expressing one or more different possibilities or theories to explain a
phenomenon by giving relation between two or more variables. e.g. -
“we could use scissors to cut off the baby’s head which would cause
enough friction”, “okay we need to make it straight so that the force
of hitting it makes it big”

9. Task sentiment A view of or attitude (emotional valence) toward a situation or event;
an overall opinion towards a subject matter. We were interested in
looking at positive (e.g. - “oh it’s the coolest cage I've ever seem, I'd
want to be trapped in this cage”, “ok so I'm gonna try to find out a
way for the end to make this one go and fall”) or negative attitude
(e.g. - “I'm getting very mad at this cage”, “but I don’t know how to
make it better”) towards the task that students were working on

10. Evaluation Characterization of how a person assesses a previous speaker’s action
and problem-solving approach. It can be positive (e.g. - “oh that’s a
pretty good idea - that was a good idea”, “let’s make this thing
elevated and make it go down”) or negative (e.g. - “oh wait this
doesn’t- you’re not pushing anything over here”, “no it can’t go like
that otherwise it will be stuck”)

11. Agreement Harmony or accordance in opinion or feeling; a position or result of
agreeing. e.g. - “But we need to have like power, and weight too”
(Quote) — “Yeah we need more weight on this side” (Response),
“And we put the ball in here..I hope it still works, and it goes..so it
starts like that, and then we hit it” (Quote) — “Ok that works”
(Response)
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one minute. Every behavior displayed by a group member in each itemset was
associated with an additional utility value, which we defined as the ground truth
thin-slice curiosity for that particular group member for the corresponding 10s
slice. For each group, we ran multiple passes of the USpan algorithm, varying
the objective function each time to be the overall curiosity of each individual
group member within the minute span. The overall utility O of curiosity of a
sequential behavioral pattern S was the sum of utilities associated with S in each
of the input sequences where it appeared. The final output of USpan algorithm
in each pass therefore comprised all high utility sequential patterns above an
overall threshold utility value of O.

Social Influence of Curiosity-Related Behaviors: To examine how social
interaction evoked curiosity, we needed to find the interdependence among
behavioral signals at a fine-grained level. In many situations of interest, symmet-
ric measures of behavioral coordination aren’t satisfactory to tear apart which
signal is coordinating towards which. In our work, we therefore leveraged the
notion of causal influence proposed by Granger [9], which states that if the pre-
diction of one time series could be improved by incorporating the knowledge of a
second one, or, if variance of the autoregressive prediction error of the first time
series at the present time is reduced by inclusion of past measurements from the
second time series, then the second series is said to have a causal influence on
the first. For three or more simultaneous time series, a pairwise analysis can be
performed to reduce the problem to a bivariate problem, the limitation however
being that the causal relation between any two of the series may be direct, medi-
ated by a third one, be a combination of both. This situation can be addressed
by the technique of conditional Granger causality.

Formally, to determine whether causal influence of behavioral time series Y
on X was mediated by Z, we created two ordinary least square auto-regressive
models - (i) Restricted (RR), where we predicted X using past values of X and
Z, (ii) UnRestricted (UR), where we predicted X using past values of X, Y and
Z. The conditional granger causality magnitude (G-ratio) of Y influencing X,
given Z (Y—X|Z) = log (variance(Residualgr)/variance(Residualyr)), which is
essentially ratio of the log of variance of errors in the restricted and unrestricted
regression. If G-ratio <= 0, no further improvement of X can be expected by
including past measurements of Y (full mediation). If G-ratio is > 0, there is
still a direct causal influence component from Y to X, and the inclusion of past
measurements of Y in addition to that of X and Z results in better predictions
of X (partial mediation). Maximum lag length was set to 6 (we looked back at
most 6*10=60s in the behavioral time series X, Y and Z), and the optimal lag
length M was the one that minimized the Bayesian Information Criterion (BIC)
obtained by fitting the restricted and unrestricted regression models to the data.
Statistical significance was computed using an F-test under the null hypothesis
that one time series does not granger cause the other, where F(M,n —k—1) =
((Sum of Square Residualgr — Sum of Square Residualyg) *x(n — k — 1)) /
((Sum of Square Residualyr) * M), where n is the number of observations, k is
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the number of explanatory variables in the unrestricted regression, and n —k — 1
refers to the residual degrees of freedom. We acknowledge that our notion of
influence is based on cause-effect relations with constant conjunctions and is
only a limited view of causation, and we invite future work to build upon this
approach.

3 Results and Discussion

This section discusses representative behavioral patterns and causal relationships
that resulted from our described analyses in Sect.2.3. To reiterate, our goal
behind running these analyses was to inform the social scaffolding of curiosity
by discovering what behaviors to elicit in increasing or maintaining curiosity
level of the target subject based on the behavior trajectories recognized so far,
and then discovering strategies of how to elicit these particular behaviors.

3.1 Temporal Behavioral Relationships that Maximize Curiosity

We synthesized representative sequential behavioral patterns across group mem-
bers with high utility of individual curiosity by selecting those patterns that had
a curiosity utility higher than 35 (where 35 was the average utility across all pat-
terns discovered). For clarity, we explain these patterns along 5 themes based
on the behaviors involved (Table2). Each pattern spans a total of 60s, and
comprises multiple co-occurring behavioral itemsets. Each of these individual
itemsets, although unordered, is linked sequentially across time with a subse-
quently occurring itemset. For e.g., a pattern B,(other), By(other)— B.(own)
means that a behavioral itemset comprising behaviors A and B done by a dif-
ferent group member within a 10s span are followed by a behavioral itemset
comprising behavior C done by the target individual within the one minute
span, and the pattern maximizes curiosity of this target individual.

Group 1 comprises patterns following the general theme of ideation that
are linked to high curiosity. In this group, justification comes up as a frequently
co-occurring and contingent behavior with idea verbalization and together maxi-
mizes the utility of curiosity. Justification attempts to establish an idea’s validity
by linking it to evidence. This in turn helps identify errors in group problem solv-
ing, and clarifies relationships among task subcomponents to trigger creation of
new ideas [4]. For example, in the RGM task, group members often initially
start working on different parts needed to assemble a complete RGM, and sub-
sequently engage in justifying why and how their solution sub-pieces can be
integrated. We also see that contingent occurrences of idea verbalization done
by group members maximizes curiosity. Prior work [26] has posited that group
members may build on one another’s diverse perspectives to create new ideas via
underlying mechanisms such as activation of related concepts (sparked ideas),
engagement into putting together pieces of a solution (jigsaws) and creative
misinterpretations of incorrect ideas.
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Table 2. Salient sequential behavioral pattern groups that maximize the utility of indi-
vidual (own) curiosity for the pattern. Each pattern spans 60s. Flow of time between
subsequent behavioral itemsets within the pattern is depicted by —

Corpus Examples of Sequential Behavioral Patterns [Utility of Curiosity]
Theme 1: involving Justification (J), Idea verbalization (IV)

1. IV(own) = J(own), IV(own) — J(own), IV(own) — J(own) [129]

2. J(own) — J(own), IV(own) — IV(own) —> Confusion (other) [120]

3. J(other) = J(own), IV(own) — J(own) [108]

4. J(own), J(other) — J(own) — J(own) [94]
5
6

. J(own), IV(own) —> J(own) — J(other) [92]
. J(other) — J(other) — J(own) [67]
Theme 2: involving Neg/Pos Evaluation (NE/PE), Justification (J), Idea verbalization (IV)
1. PE (own), J(own) — J(own) [80]
2. Confusion(other) —* NE(other) [59]
3. NE(other) — PE(own), J(own), IV(own) — J(own), Confusion (own) — PE(own),
J(own) = J(own) [55]
Theme 3: involving Question asking Task (QAT), Justification (J), Idea verbalization (IV)
1. Confusion(other), QAT (own) — Confusion(other) = Confusion(other) [53]
2. J(other), IV(other) = QAT (other) [52]
3. Confusion(own) — QAT (other) [45]
Theme 4: involving Suggestion (S), Idea verbalization (IV)
1. Confusion(other), S(own), IV(own), Confusion(own) — Confusion(other), IV(own),
Confusion(own) — Confusion(other) — IV (own) [67]
Theme 5: involving Positive Emotional states, Positive Task Sentiment (PTS)
1. Joy(own) —> Joy(own) [80]
2. Joy(own), Delight(other) — Joy(own) [55]
3. Confusion (other) — PTS(other) [44]
4. Joy(other) — Flow(own) [42]

Group 2 comprises patterns following the general theme of evaluation that
are linked to high curiosity. Positive evaluations support correct information by
showing solidarity, a desire for cooperation and expressing positive emotions.
On the other hand, negative evaluation is often an expression of disagreement,
where flaws are identified in a peer’s problem-solving approach by being critical
of or even dismissing the peer’s idea. It results in conflict, and group members
are motivated to reduce that conflict via discussion (increased involvement or
commitment), by getting others to change (attempting an influence), seeking
additional social support for the opinion held (adding new ideas that are con-
sonant with one’s own opinions) or by changing their own opinion. All these
tactics for reducing opposing beliefs will involve sequential behaviors of justi-
fication, idea verbalization and further evaluation [6], as we see in Table2. In
addition, even if inaccurate, negative evaluation often stimulates the attention
of group members, and therefore might help them consider more aspects of the
task from different perspectives to aid in creation of new ideas indirectly [24].
The group dynamics literature provides complementary insights to explain the
relationships between ewvaluation and the subsequent discussion trajectory - it
suggests that negative evaluations made by some group members might be com-
paratively more tolerable than if they are made by others. Such evaluations are
likely to be taken seriously (rather than being dismissed or overruled), and there
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will be a high motivation to consider and resolve the obstacle by engaging in
reasoning together, which can trigger curiosity. This can happen, for instance,
because of positive impressions of a group member held by others that accumu-
late as members contribute to progress of the group towards desired goals, or, if
certain group members possess valuable personal characteristics [3].

Group 3 comprises patterns following the general theme of closing knowl-
edge gaps [21] and that are linked to high curiosity. These comprise question
asking behaviors that co-occur or are contingent with confusion-related facial
expressions. Prior literature in socio-emotional learning [11] has found confusion
to be a key signature of cognitive disequilibrium, or, a state of uncertainty, and
occurs when an individual faces contradictions or comes across novel stimuli,
both of which are precursors of curiosity [2]. In our work, we coded for questions
belonging to specific task aspects such as how and why things work, what-if
something affects or will affect something else, underlying mechanisms or causal
factors of a process or observation in detail, and other general knowledge (e.g.
fact, terms, classification, or other general information) as on-task questions [22].
Such on-task question asking in group work, which reflects lacunae in under-
standing, reveals uncertainties in front of group members, and can be part of a
think-aloud about the subject matter/specific scientific phenomenon/task that
students are working on themselves. Think aloud in scientific inquiry helps mon-
itor one’s own thinking and understanding, and initiates meta-cognitive reflec-
tion to trigger awareness of knowledge gaps for engaging in further exploration.
When tackling complex tasks in open-ended collaborative learning environments,
thinking aloud together has been empirically shown to regulate co-construction
of knowledge and lead to improvement in the ability to articulate collaborative
reasoning processes [16,23]. On-task question asking can also be part of a ques-
tion asked to another group member regarding what they are working on, how
they act and think, their opinions or requesting suggestions relating to the task.
We find in our RGM corpus that when group members recognize problematic
ideas or flaws in the chain-reaction sub-components made by a peer, they often
ask questions to express these knowledge gaps and elicit more information. These
questions invite further idea verbalization.

Group 4 comprises patterns involving making suggestion to other group
members, where an idea, possible plan or action for others to consider is men-
tioned, or, an opinion about what other people should do and how they should
act in a particular situation is offered. Making suggestions is an evidence that
a shared conception of the problem has very likely been developed, and there-
fore the suggestion is geared towards engaging in cooperative effort to overcome
the obstacle, and joint creation of new interpretations. Thus, at a fundamental
level, it not only signals interest in other’s work, but also a child’s anticipation
to know whether the proposed idea will work or not (impact of the suggestion)
and therefore find out the uncertain/unknown result. Engaging in these socio-
cognitive processes of knowledge acquisition will spur an individual’s curiosity,
as is evident from the high utility sequential pattern shown in Table 2.
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Group 5 comprises the dynamics of positive emotional states [11] that
maximize the utility of curiosity. Delight and joy denote the pleasure associ-
ated with discovering new ideas by oneself or other group members. Emotional
expressions of flow point to spending time and effort in acquiring a solution. It
is indicative of persistence in engaging in knowledge acquisition processes.

3.2 Social Influence of Curiosity-Related Behaviors

To investigate social influence, we first ran the conditional granger causality
algorithm separately for each group. We then synthesized similar causal behav-
ioral influences across groups that were significant at 0.001 level of significance
and averaged their G-ratios for presentation (Tables3 and 4). Overall, we found
~2x higher number of significant interpersonal causal influence involving 2 or
more group members (325) compared to intrapersonal causal influence (154).
This strongly points towards why social scaffolding in group work is necessary,
which corroborates with other work [30], as well as the precise way to provide it.
We describe these significant causal influences at the interpersonal level along 4
themes and explain our interpretation of these results below (see Tables 3 and 4).

Group 1 reflects the theme of behavioral contagion, or the propensity for
certain behavior exhibited by a group member to be repeated in close temporal
proximity by others. The putative mechanism underlying this social phenomena
might be entrainment, which in previous work we found had an impact on rap-
port and learning [31,32], or alternately, can also involve careful evaluation of
conditions under which group members would be willing to be influenced. These
conditions can involve looking at the motivational consequences of accepting or
rejecting the influencing peer’s behavior, such as the desire to receive reward
or avoid punishment, desire to be like an admired person in the group (norma-
tive social influence), desire to abide by one’s values (establishing self-identity),
desire to be correct (informational social influence), other group oriented desires
(such as welfare of the group), or intrinsically rewarding consequences [3].

In particular, in Table 3, we can see a significant causal influence of uncer-
tainty expressed by one child on uncertainty of another child. Looking through
the lens of group dynamics [10], closely contingent expressions of uncertainty
from group members about similar (or related) aspects of the task is a signal of
“joint hardship”, or the experience of common blocking points for the group to
proceed in its task. This causal relationship has been posited to positively influ-
ence the social interaction, since individuals expressing uncertainty will subse-
quently engage in cooperative effort to overcome the cause of uncertainty, often
enhancing acceptance and group attraction because of having coped with the
hardship situation. Moreover, the hope of resolving uncertainty under joint effort
will make children more eager to explore, in turn increasing their curiosity. In
addition, we also see significant interpersonal causal influences along behavioral
constructs such as sharing findings, argument and social question asking (see
Table 3). Such social questions reflect a general interest in gaining new social
information about non-task relevant personal information and feelings, likes,
dislikes, preferences from other group members [20]. They are a motivator for
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joint exploratory behaviors since they increase group member familiarity, build
interpersonal closeness and promote an unconditional positive regard towards
group members [10,29].

Table 3. Salient examples of direct social influence (~~) along with corresponding
conditional granger causality magnitudes (significant at 0.001 LOS)

Social influence (Direct) ‘ G-ratio

Theme 1: Contagion

1. Uncertainty (other) ~» Uncertainty (own) 0.687
2. Sharing Findings (other) ~» Sharing Findings (own) 0.223
3. Question Asking Social (other) ~ Question Asking Social (own) | 0.379
4. Argument (other) ~» Argument (own) 0.177
Theme 2: Constructive controversy

1. Suggestion (other) ~» Argument (own) 0.176
2. Argument (other) ~ Idea Verbalization (own) 0.160
3. Argument (other) ~» Negative Evaluation (own) 0.138
4. Argument (other) ~» Justification (own) 0.131
Theme 3: Idea/View refinement

1. Hypothesis generation (other) ~ Suggestion (own) 0.256
2. Question Asking Task (other) ~» Hypothesis generation (own) |0.248
3. Suggestion (other) ~~ Negative Evaluation (own) 0.109
4. Sharing Findings (other) ~» Negative Evaluation (own) 0.086
Theme 4: Supportive responses

1. Uncertainty (other) ~» Agreement (own) 0.171
2. Uncertainty (other) ~» Suggestion (own) 0.111
3. Idea Verbalization (other) ~» Positive evaluation (own) 0.098
4. Uncertainty (other) ~» Hypothesis generation (own) 0.086

Group 2 reflects the theme of constructive controversy [17], or group
members’ involvement in seeking out to reach an agreement when their ideas,
conclusions and theories are incompatible with those of one another. Such con-
structive controversy, as instantiated in interpersonal behaviors such as argu-
ment, negative evaluation etc. leads to an active search for additional perspectives
to support correctness of one’s own view. This is likely to improve the quality
of group decision making by providing a medium through which problems can
be aired and tensions released. This environment of self-evaluation and change
will in turn encourage interest and curiosity among group members [25]. For
our corpus, some salient direct interpersonal causal influences from this group
include those of suggestion on argument, argument on idea verbalization, argu-
ment on negative evaluation and argument on justification (see Table 3). Addi-
tional fully mediated causal influences among behaviors in this group are shown
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Table 4. Salient examples of fully mediated social influence (~) along with corre-
sponding conditional granger causality magnitudes (significant at 0.001 LOS)

Social influence (Fully mediated) ‘ G-ratio

Theme 1: Constructive controversy

Argument (pl) ~» Surprise (p2) ~~ Justification (p3) ‘0.251

Theme 2: Idea/View refinement

1. Hypothesis Generation (pl) ~~ Sharing Findings (p2) ~~ Suggestion 0.399
(p3)
2. Hypothesis Generation (pl) ~» Sharing Findings (p2) ~» Negative 0.250
Evaluation (p3)

3. Sharing Findings (pl) ~ Hypothesis Generation (p2) ~~ Idea 0.233
Verbalization (p2)

4. Sharing Findings (pl) ~» Hypothesis Generation (p2) ~» Justification |0.167
(p2)
Theme 3: Supportive responses

Sharing Findings (pl) ~» Hypothesis Generation (p2) ~ Positive 0.148
Evaluation (p2)

in Table4, where we find sharing findings fully mediates the causal influence
of hypothesis generation on suggestion/negative evaluation. In addition, hypoth-
esis generation fully mediates the causal influence of sharing findings on idea
verbalization /justification.

Group 3 reflects the theme of refining a group member’s ideas or views.
This can be seen via direct interpersonal causal influences of hypothesis gener-
ation on suggestion, task question asking on hypothesis generation, suggestion
on negative evaluation and sharing findings on negative evaluation in Table 3.
Prior work has posited that such negative evaluation, as a common expression
of disagreement referring to epistemic (task) content, will enhance an individ-
ual’s curiosity because of enhancement of perceived contribution of the peer [8].
Additional fully mediated causal influences among behaviors in this group are
shown in Table 4, where we find that the causal influence of argument made by
person A on justification done by person B is fully mediated by an emotional
expression of surprise from a third group member person C.

Group 4 reflects the theme of supportive responses to uncertainty, which
are more likely when one’s peers either share the uncertainty or at least con-
sider it warranted, reasonable, or legitimate [18]. In particular, for our corpus,
some salient direct interpersonal causal influences include those of uncertainty
on agreement/suggestion/hypothesis generation, and idea verbalization on posi-
tive evaluation (see Table3). Additional fully mediated causal influence among
behaviors in this group are shown in Table 4, where we find that the causal influ-
ence of sharing findings by person A on positive evaluation made by person B is
fully mediated by hypothesis generated by person B.
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4 TImplications for Designing Learning Technologies

In spite of its critical link with learning, curiosity is often found to decrease
with age and schooling, partially because of prevalence of test-oriented educa-
tion strategies that follow from educational policies such as the “common core”
[28]. This effect is even more pronounced in inner city classrooms with lim-
ited teaching resources that are constantly under great pressure to adhere to
academic standards. Understanding how to design computer support to raise
and sustain curiosity will make this important metacognitive skill more accessi-
ble to students from diverse socioeconomic backgrounds. In this paper then, we
claim that such forms of computer support should be equipped with fine-grained
understanding of the unfolding behavioral trajectory, to allow for detection of
behaviors belonging to a larger sequential pattern that maximizes the utility of
curiosity for a target learner. Our work in the first part of this paper can aid in
development of data-driven heuristics for providing a principled way of choosing
the kind of support to be provided (given the observed behavior trajectories).
However, since not all productive conversational behaviors that maximize the
utility of curiosity in human-human interaction might occur naturally in inter-
actions between human and a learning technology, it might be worthwhile to
make some arrangements for the appearance of such behaviors. We can then
leverage insights gained from second part of the work presented in this paper to
decide an action (behavior) to be performed by a learning technology that will
cause/trigger a particular behavioral change in a peer.

Investigation of social influence of curiosity-related behaviors provides a sim-
ple, yet elegant solution to an important and fundamental research question in
human perception and reasoning - given a desired mental state change (curios-
ity), how can a learning technology (for example, in the form of a pedagogical
agent) act to cause that mental state change in a human. For example - let’s sup-
pose we have the sequential behavioral pattern of: Task Question Asking(person
2) — Uncertainty(personl) that maximizes the utility of curiosity of person 1.
On perceiving that person 2 has asked a task-related question, and person 1 is
passive in subsequent time steps, the social influence knowledge database can be
consulted and the specific causal influence rule of: Uncertainty (other) ~» Uncer-
tainty (own) can be picked by a pedagogical agent to verbalize an expression of
uncertainty about some aspect of the task that was related to the question asked
by person 2, along with (maybe) asking person 1’s opinion about the same. This
is likely to capture person 1’s attention, who might express uncertainty about
similar aspects of the task. Such shared uncertainty might make person 1 eager
to reduce their knowledge gap by engaging in joint exploration, in turn maxi-
mizing their curiosity. Furthermore, since data-driven approaches cannot capture
the exhaustive set of productive social interaction practices that educators have
been using for raising children’s curiosity in different learning settings (e.g. - pro-
moting risk taking by rewarding exploration of diverse solutions, helping group
members find causal relationships between processes by asking them to make
an explicit link between learning representations) [7,33], we must acknowledge
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that results derived from this research can be augmented with those top-down
strategies to provide complementary benefits to a learner.

5 Conclusion

In this work, we looked at sequential patterns of multimodal behaviors across
group members that maximize an individual’s utility of curiosity when learn-
ing in social contexts. To provide rich forms of social scaffolding for fostering
curiosity, we further investigated direct and mediated interpersonal causal influ-
ences that can be used to trigger particular productive conversational behaviors
in the interaction. These results draw on various theoretical lenses in learn-
ing sciences and the social psychology of group dynamics, as well as results
from our analyses of small group informal learning. We believe that such a fine-
grained theoretical understanding of the construct of curiosity holds the key
to combating its absence in collaborative learning settings by leveraging sim-
ple, yet powerful insights that we gain from analytical approaches outlined in
this work. The underlying rationale is applicable more generally for developing
computer support for other metacognitive skills as well. Our larger vision is to
develop socially-aware learning technologies [36] that can bring back an indi-
vidual’s curiosity, maintain the momentum ignited by it, and help individuals
engage in task-completion by pooling interpersonal resources when working in a
group, motivated by their intrinsic interest. Through the design of such learning
technologies and confirming their effectiveness, we also hope to provide addi-
tional pedagogical instructions for school teachers to help children with diverse
socio-economical background develop knowledge-seeking skills driven by intrinsic
curiosity.
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Abstract. This study analyzes students’ behaviors in a remote labora-
tory environment in order to identify new factors of prediction of acad-
emic success. It investigates relations between learners’ activities during
practical sessions, and their performance at the final assessment test.
Based on learning analytics applied to data collected from an experimen-
tation conducted with our remote lab dedicated to computer education,
we discover recurrent sequential patterns of actions that lead us to the
definition of learning strategies as indicators of higher level of abstrac-
tion. Results show that some of the strategies are correlated to learners’
performance. For instance, the construction of a complex action step by
step, or the reflection before submitting an action, are two strategies
applied more often by learners of a higher level of performance than by
other students. While our proposals are domain-independent and can
thus apply to other learning contexts, the results of this study led us
to instrument for both students and instructors new visualization and
guiding tools in our remote lab environment.

1 Introduction

Research on predictors of success in learning has been a hot topic for decades
[1-4]. Many studies in that field focused on finding predictors of performance,
which is commonly measured through academical assessment. Predictors are tra-
ditionally based on information about learners collected through past academic
results, pre-course tests or questionnaires that include, among others, work style
preference, self-efficacy [5], background or expectations [6]. However, the devel-
opment of Technology Enhanced Learning (TEL), combined with the emergence
of Educational Data Mining (EDM) and Learning Analytics (LA), provide new
capabilities to explore learners’ behaviors during specific learning situations and
to study their influence on students’ performance.
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Remote or virtual laboratories (VRL) are learning environments designed to
support inquiry learning through practical activities with the mediation of com-
puters. Within these environments, learners develop inquiry and self-regulated
skills through interactions with remote or simulated apparatus, but also collabo-
rative skills through interactions with peers and instructors. With the tracking of
these interactions, VRL may provide an insight of learners’ behaviors at a high
resolution that could lead to a better understanding of the learning process.
While studying these actions through independent measures can be a first app-
roach, the analysis of sequential patterns may provide another understanding of
how learners act [7]. Sequential pattern mining, as a method to identify relevant
patterns of actions within a set of sequences [8], is then to be considered.

In order to explore the potential links between learners’ behaviors and their
performance, we conducted an experiment in a real class environment, with 85
students enrolled in a Computer Science program. We explore in this article the
interactions between learners and the remote apparatus to study the potential
correlations between their performance score at the final assessment test, and
both quantitative indicators and sequential action patterns. Our objective is to
identify behavioural patterns for a practical session that lead to better learning
outcomes, in order to predict learners’ performance and to automatically guide
students who might need more support to complete their tasks.

The next section presents the computational settings (i.e., our learning envi-
ronment, with a focus on its tracking framework), and exposes the experimenta-
tion protocol together with the resulting dataset. While a first analysis exposed
in Sect. 3 covers engagement indicators such as the number of actions achieved
by a student, or the time between two actions, Sect.4 proposes a methodol-
ogy based on sequential pattern mining to discover sequences of actions that
are representative of the learners’ level of performance. These patterns allow for
specification of abstract indicators, viewed as learning strategies and correlated
with students’ success. We then situate our research work among existing studies
in the field of computer education and dedicated laboratories, and discuss about
the impact of our study on new artificial intelligence features integrated into our
remote lab environment.

2 Experimental Settings

The experimentation was conducted at the Computer Science Institute of Tech-
nology (CSIT) of the University of Toulouse (France). For the whole experimen-
tation, learners used our web-based virtual laboratory environment dedicated to
computer education, and especially to system and network administration, to
complete the whole set of practical tasks they were asked to.

2.1 The Learning Environment: Lab4CE

Lab4CE (Laboratory for Computer Education) is a web-based platform that
relies on a cloud manager to offer on-demand remote laboratories made of virtual
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computers and networks, and that features advanced learning capabilities [9].
Lab4CE has been designed to overcome the spatial limitations and restrictions
of access to physical resources: it provides, for example, each learner with a set
of virtual machines, routers and switches accessible from anywhere and without
any limitation of use (i.e., students are granted with the administrator role).

Within this environment, instructors can create a practical activity by design-
ing the topology of machines and networks needed by learners to achieve the
pedagogical objectives; the activities achieved within that environment are up to
the teacher, as the environment does not enforce any form of learning scenario.
When a learner accesses a particular activity, the system automatically creates
and sets the different virtual resources up. Learners can then manipulate the
machines (i.e., start them up, put them to sleep, etc.) and interact with them
through a web-based terminal similar to a traditional computer terminal.

At the time of the experimentation, the learning features accessible to learn-
ers (and instructors as well) included real-time communication (i.e., an instant
messaging system), collaborative work (i.e., several learners can work together on
the same machine and see what others are doing), awareness tools (i.e., learners
can compare actions they are carrying out against the actions being carried out
by their peers), as well as tools for replay and deep analysis of working sessions.
Let us note that the system makes it possible for teachers to deactivate a given
learning feature for a particular practical activity.

In addition to the above pedagogical facilities, our virtual lab environment
integrates a learning analytics framework able to collect in the xAPI format [10]
most of users interactions with the system. In this study, we focus on interactions
between learners and the remote virtual resources they had to administrate, as
this kind of activity can be considered as almost fully representative of the
learning tasks completed by learners.

Such interactions rely on the Shell commands executed within the web ter-
minal. These commands include a name and, sometimes, one or more arguments
(e.g., ls -a -l is the command name [s with the arguments -a and -). Also, once
a command is executed, the machine may return a textual answer (e.g., the exe-
cution of the command [s -a -l returns the list of all files and folders stored in
the current directory). Thus, the xAPI statements at the basis of the pattern
analysis suggested further in this paper consists of the 8 following elements: (i)
the timestamp, (ii) the id of the laboratory, (iii) the learner’s username, (iv) the
id of the machine, (v) the name of the command, (vi) its arguments, (vii) the
output the machine produced, and (viii) the technical rightness of the command.
That last element is a boolean value inferred on the basis of the elements (v),
(vi) and (vii) to indicate whether the command was executed successfully [11].

2.2 Experimentation Protocol and Learning Scenario

The experiment took place for an introductory course on Shell commands and
programming; it involved 107 first year students, with a gender repartition that
reflects the distribution of CSIT students.
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We conducted the experiment at the beginning of the course, which implies
that all students were beginners in Computer Sciences. The experimentation
lasted for three weeks, during which students had a 24-7 access to their own
virtual machine deployed within our remote lab environment. Each week, one
face-to-face practical session of 90min was given. For that three weeks, the
course targeted three main learning outcomes: understanding of a Shell com-
mand, Linux file system management using Shell commands, and understanding
of several basic concepts of Shell programming. For each session, learners had to
achieve a list of tasks involving a set of Shell commands. They first had to under-
stand what the commands do, how they work (i.e., what arguments must/may
be used), and then to execute them to achieve the given tasks. The last session
required learners to reuse the commands they discovered during the first two
sessions to build simple Shell scripts made of conditional statements or loops.
To achieve this latter outcome, learners reused some skills acquired previously
through an introductory course on algorithmic.

Finally, the pedagogical material provided to students only comprised, as
PDF files, a textual description of the tasks to achieve and the name of the
commands to use, along with few simple examples. For a full understanding of a
certain command, learners had to consult the matching manual available in the
Shell of their virtual machine.

2.3 The Resulting Dataset

Once outliers have been removed, the dataset comprises 85 students which sub-
mitted a total of 9183 commands. Then the mean number of commands by
learner is 108.00 with a standard deviation o = 66.62. The minimum of com-
mand submitted for a learner is 22 while the maximum is 288.

2.4 Measure of Academic Performance

We defined in this study the assessment score (AS) as a continuous variable
between 0 and 20 that denotes the score learners got when they took the test
at the end of the course. The distribution of AS in the experiment presents
qualitative cutpoints that make clearly appear three categories of AS (AScat):
low (named L; number of students (N) within this category = 22), medium (M,
with N = 27) and high (H, with N = 36).

In the next two sections, the dataset resulting from the experimentation
is analyzed against the AS and/or the categories of AS. The following section
defines some quantitative indicators as independent variables and investigates
their correlation with the two above mentioned dependent variables, before we
go into deeper pattern mining analysis in Sect. 4.

3 Study of Quantitative Indicators

Starting from the records of the dataset, we first studied the four following
quantitative indicators: (1) the number of commands submitted by a learner
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(#submissions); (2) the percent of commands executed successfully (%success);
(3) the average time spent between two submissions of commands of the same
working session (ATime); and (4) the number of commands submitted by a
learner referring to help seeking (#help). The first three indicators can be found
in other research works [4,12] and allow quantifying learners’ production. The
last indicator identifies help access. While it can be difficult to compute in other
contexts (i.e., when help resources reside outside the learning environment),
remote or virtual labs often come with their own assistance material, whose
access can be easily tracked [13].

In order to identify working sessions, we applied a time series clustering algo-
rithm and checked for each learner that their class schedule was consistent with
the algorithm (i.e., the list of working sessions for a given learner includes at
least the sessions she attended in class). The #help indicator is based on well-
known patterns such as the command man that provides a complete manual of
a certain command, or the arguments —help and -h that give a lightweight man-
ual. Table 1 shows the Pearson correlation analysis between the four indicators
defined above and the assessment score.

The indicators #submissions and A Time do not appear to be correlated with
the assessment score, as the p-value for both indicators is greater than 0.05. Also,
even if %success and #help present a weak significant correlation with AS, they
only roughly reflect how students behaved during practical learning: %success
is an indicator of production that does not take into account learners’ progress,
so as #help which does not reflect the way students sought for help (i.e., after a
command failure, before testing a new command, etc.).

In order to go further in the analysis of learners’ behaviors, we explore in the
next section how they carried out their activities in terms of sequences of com-
mands; let us note that the word instructions may also be used in the remaining
of the paper to designate such Shell commands.

Table 1. Pearson correlation between quantitative indicators and AS

r p-value
#submissions | 0.193 | 0.076
Y%success 0.248 |0.022
ATime —0.1270.247
#help 0.226 |0.037

4 Pattern Mining Analysis

A pattern mining analysis was applied on the experimentation dataset to identify
the significant sequences of actions carried out by learners during practical activ-
ities, and to analyze whether these sequences are related to the two dependent
variables AS and AScat.
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4.1 Nature of Actions

First, we propose to go further the restriction of the learning context by applying
a pattern mining analysis not on commands themselves, but on their nature,
their relationships, and the result of their execution. Hence, we define a generic
action submitted by a learner on a resource in the context of a practical session
as a structure of three components: its type, its parameters and its nature. The
type and the parameters depend on the learning domain; for instance, to supply
a RLC electrical circuit with a nominal tension of 12 V represent a type and
a parameter of an action carried out for a practical work in Electronic. In our
context, the type is the command name, whereas the parameters represent its
arguments (see end of Sect. 2.1). The nature provides semantic about the relation
between an action and the action that has been submitted just before.

According to the above definition, we specified eight exclusive natures
of actions: Sub.S, Sub_F, ReSub_S, ReSub_F, VarSub_S, VarSub_F, Help and
NewHelp. The natures Sub_* refer to an action whose type is different from the
type of the previous action, and which has been executed successfuly (Sub_S)
or not (Sub_F') by the resource. The natures ReSub_* address an action that is
identical to the previous one (i.e., same type and parameters), while the natures
VarSub_* represent an action of the same type than the previous one, but with
different parameters. Finally, Help depicts an action of help seeking about the
type of the previous action, while NewHelp indicates a help access without rela-
tions with the previous action. For instance, if the previous command is Is -al, the
next command rm will belong to Sub_F (as rm has a different command name,
and is technically wrong because that command requires at least one argument),
ls -al to ReSub_S, ls -alRU to VarSub_S, while man Is will be classified with the
nature Help and man rm with the nature NewHelp.

4.2 Patterns of Actions

To discover which sequences of actions were statistically significant, we analyzed
two-length and three-length sequences only, as no sequences of length four or
more were used by enough learners to be significant. The statistical tests applied
for each sequence were a Pearson correlation test for AS, and an analysis of
variance (i.e., one-way ANOVA) for AScat. The patterns appearing in Table 2
are those whose p-value is lower than 0.05 for at least one of the two tests.
Also, the column “Trend of use” of Table2 depicts the order of use of a pattern
among the categories of AS, with its significance given in the column “ANOVA
p-value”. For instance, high-level students used the pattern #2 more often than
the low-level students, and medium level students also used this pattern more
often than the low-level students; however, no ordered relation is given between
high- and medium-level students for this pattern.

As shown in Table2, 13 patterns appeared to be statistically significant.
Most of them present both a significant trend of use between performance lev-
els, and a significant weak (i.e., 0.1 < |r| < 0.3) or medium (i.e., 0.3 < |r| <
0.5) correlation with AS. It appears that most of these patterns are used by
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Table 2. Analysis of action patterns

# | Pattern Test with AScat Test with AS
Trend of use | ANOVA p-value | r cor. p-value

1| Sub_S, VarSub_S H,M > L < 0.001 0.335 | 0.002

2 | Help, ReSub_S H,M > L 0.003 0.293 | 0.006

3 | VarSub_S, NewHelp H,M > 1L 0.007 0.210 | 0.053

4 | VarSub_S, Sub_S H,M>1L 0.021 0.264 0.014

5 | ReSub_S, NewHelp H,M > L 0.026 0.361 | < 0.001

6 | VarSub_S, VarSub_S H M >1L 0.031 0.203 | 0.062

7| Sub_S, VarSub_S, VarSub_S | H, M > L 0.002 0.286 | 0.008

8 | VarSub_S, VarSub_S, Sub.S | H,M > L 0.003 0.294 | 0.006

9 | Sub_S, VarSub_S, NewHelp | H,M > L 0.007 0.250 | 0.020
10 | NewHelp, Sub_S, VarSub.S | H,M > L 0.009 0.243 1 0.025
11 | Sub_S, ReSub_S, NewHelp |H,M > L 0.020 0.335 | 0.002
12 | Sub_F, VarSub_F, VarSub_S | L > H, M 0.021 —0.217 | 0.046
13 | Sub_S, NewHelp, ReSub_.S | H,M > L 0.047 0.244 | 0.024

high- and medium-level students at a higher frequency than by low-level stu-
dents, and positively correlated with the performance at the academic test; only
one pattern of actions (i.e., pattern #12) is used more often by low-level stu-
dents than by others, where students unsuccessfully submit a particular action
by modifying its parameters until the submission succeeds. Nonetheless, no pat-
terns make it possible to clearly distinguish high- and medium-level students.

Also, the patterns reveal common semantics depicting the students’ behav-
iors. For instance, the patterns 1, 6, 7, 8 and 9 show a sequence of a successful
action (i.e., Sub_S, ReSub_S or VarSub.S) followed by another successful action
characterized by the same type (i.e., VarSub_S). We make here the hypothesis
that these patterns illustrate learners building a complex action progressively.

The set of patterns we identified can thus be viewed as approaches applied
by learners to carry out a task or solve a problem. Some of them refer to a
common methodology we define as learning strategy. In the next section, we
identify these strategies from the patterns of Table 2, and analyze their relation
with the academic performance.

4.3 Learning Strategies

The 13 patterns highlight eight strategies: confirmation, progression, success-
then-reflexion, reflexion-then-success, fail-then-reflexion, trial-and-error, and
withdrawal. Confirmation is the successful resubmission of the same action
(i.e., command and arguments remain unchanged), while progression depicts
a sequence of successfully executed actions of the same type, but whose para-
meters get more complex from one to another. Success-then-reflexion expresses
a successful action, followed by access to the help related to the matching type.
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Conversely, reflexion-then-success appears when students first access the help
of a certain type of action, and then submit the matching action successfully.
Fuail-then-reflexion shows an access to the help related to an action that failed.
Trial-and-error expresses a sequence of trial of the same action with a variation
of its parameters until the submission succeeds. Finally, withdrawal matches with
an action of a different type than the previous one whose submission failed.

Table 3. Regular expressions used for detection of learning strategies

Strategy Regular expression
Confirmation (?:Sub|ReSub|VarSub)_S,(?:Sub_S,) * (?:Sub_S)
Progression (?:Sub|ReSub|VarSub)_S,(7:Help,)?VarSub_S
Success-then-reflexion | (?:Sub|ReSub|VarSub)_S,(?:Help|NewHelp)
Reflexion-then-success | (7:Help|NewHelp),(?:Sub|ReSub|VarSub)_S
Fail-then-reflexion (?:Sub|ReSub|VarSub)_F,(?:Help|NewHelp)
Trial-and-error (?:Sub|ReSub|VarSub)_F,

(?:(7:ReSub|VarSub)_F,) * (7:ReSub|VarSub)_F
Withdrawal (?:Sub|ReSub|VarSub)_F,(?:Help,) * (?:NewHelp,Sub_)

Table 3 shows the regular expressions we used to detect the above strate-
gies within the learning paths followed by learners (i.e., within the sequences of
natures of actions carried out by learners). For instance, the regular expression
related to the progression strategy matches with patterns of successfully executed
actions of the same type but with different parameters, while help accesses to
this type of action may appear between submissions.

4.4 Results

We studied the relationships between each of these strategies and the academic
performance with the same tests than in Sect.4.2 (i.e., an ANOVA for AScat,
and a Pearson correlation test for AS). Table4 shows the results for that study.
The significant values are highlighted in bold, while the strategies whose at least
one result is significant appear in italic.

Progression, success-then-reflexion, reflexion-then-success and fail-then-refle-
zion are the strategies that present significant results. The first three ones allow
to cluster students in a category of performance and seem to be traits of behavior
of students of high- and medium-levels of performance.

Also, significant strategies are all positively correlated to the AS: the results
do not reveal any particular behaviors of learners of low-level performance. The
trial-and-error strategy does not present any significant results in this experi-
mentation. This may be explained by the experimental settings mentioned before
(see Sect.?2): students were beginners in Computer Science, and the learning
tasks they were assigned to relied on exploratory learning where learners had
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Table 4. Analysis of learning strategies

Strategies Test with AScat Test with AS
Trend of use | ANOVA p-value | r cor. p-value

Confirmation 10 0.745 0.108 |0.321
Progression H,M > L 0.001 0.294 | 0.006
Success-then-reflexion | HLM > L | 0.010 0.282 | 0.008
Reflexion-then-success | HLM > L | 0.015 0.242 | 0.026
Fail-then-reflexion 4] 0.020 0.273 |0.011
Trial-and-error 4] 0.341 —0.050 | 0.670
Withdrawal @ 0.457 —0.004 | 0.968

to discover by themselves the Shell commands. In this form of learning, doing
multiple trials to discover and understand how the machine reacts is an expected
behavior [14], no matter the performance level of the student is.

Another interesting result is the withdrawal strategy which does not seem to
be related with the assessment score. This strategy, applied homogeneously by
all students, whatever their performance level is, does not express that students
fail at achieving a particular task. Different hypothesis can explain the fact that
a learner suspends the completion of an action, such as the curiosity or the
discovery of new actions. This strategy thus does not seem to be relevant to
predict performance or to make a decision.

This analysis of learning strategies mainly reveals behaviors of high- and
medium-level students that are positively correlated to the assessment score.
With the progression strategy, high-level students seem to decompose their prob-
lem in steps of increasing complexity. The three others strategies used by high-
level students are related to reflexion through the use of help; this result is in line
with the findings of Sect. 3, where the indicator #help (i.e., the number of help
accesses) is weakly and positively correlated with the academic performance.

5 Discussion

5.1 Results Exploitation

The outcomes of this study gave us the opportunity to enrich our remote lab envi-
ronment with new analytics providing insights of learners’ behaviors to teachers
and students as well. Figure 1 represents a set of visualizations illustrating the
occurrences of both the success-then-reflexion (in green) and the reflexion-then-
success (in purple) strategies followed by four different learners, for the whole
duration of the experiment; each graph comes with the academic score and cate-
gory of the matching student. The different visualizations strengthen the findings
of the previous section: the more these strategies are used, the better score the
student obtained at the assessment.
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learner A (3.52/20, LOW)

learner C (14.94/20, HIGH)

learner D (18.96/20, HIGH)

learner B (9.99/20, MEDIUM)

Fig.1. Visualization of success-then-reflexion and reflexion-then-success strategies
adopted by learners

While these visualizations are of interest to understand how learners act, the
results of our analysis allow for on-the-fly detection of their behaviors and open
the door for new opportunities. Indeed, the continuous improvement of TEL-
based systems, according to experimental findings resulting from their usage, is
a critical part of the re-engineering process [15]. Applied to learning analytics,
this enhancement cycle makes it possible to discover new design patterns and to
generate new data for research about and improvement of TEL [16].

Thus, with respect to this methodology, we integrated into our remote lab
environment two new features built on two distinct design patterns. The first
feature relies on an intelligent tutoring system (ITS) able to guide learners dur-
ing their practical sessions according to the learning strategies they are cur-
rently engaged in. For instance, when a learner fails several times to execute
a command, the ITS suggests the learner to read the matching manual or to
seek help from a peer that has successfully used that command, so that the
learner becomes engaged in the reflexion-then-success strategy leading to bet-
ter performance. The second design pattern we implemented is an awareness
system intended for teachers and highlighting, based on the learning strategies
followed by learners, students that seem to present weaknesses. For instance, if
several learners follow the withdrawal strategy on the same command, the sys-
tem notifies the teacher so she can make a collective intervention. These new
features are already implanted into our system and will be evaluated in the near
future through different axis: their usability, their reliability to guide learners and
notify teachers, and the impact they may have on both learners’ and teachers’
behaviors.

5.2 Related Work

In computer education, several studies have been conducted to find out what
characteristics of learners’ profile may predict their success or failure in a given
learning activity; such characteristics include pre-activity properties like per-
sonality traits and past academic achievement [5,17], or demographic factors
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and learners’ expectations [6]. To take into account such indicators is useful, for
example, to identify learners that may require more attention and for which a
personalized tutoring would be beneficial. However, this approach restrict learn-
ers’ data to information that cannot evolve during the activity: the learning
activity is seen as an object that does not impact learning outcomes. Instead,
the approach we adopted, based on learning analytics about learners’ inter-
actions occurring all along the practical activity, tends to overcome this issue
since it considers learners’ interactions as a potential variable of performance
prediction.

In Computer Science, other research works also adopt a learning analytics
approach to predict performance. For instance, Blikstein [3] and Watson & al.
[12] rely on the source codes produced by learners to analyze various indicators
such as the code size, the number of compilations, the time between two compi-
lations, or the score students got at the post-experimental test. In another way,
Vihavainen [4] presents a quantitative study in an introductory programming
course where snapshots of students’ code are regularly logged during practical
sessions to detect good practices (i.e., code indentation or variables shadowing)
or compilation results (i.e., success or failure). In these works, indicators are
tightly coupled to the programming activity. In the LaboRem [18] or Ironmak-
ing [19] systems dedicated to physics education, students have to input values
of several parameters of different devices before launching a simulation whose
output is used to analyze different physical phenomenons. The notions of actions
and variation of parameters we introduced in our study apply here as well, and
allow to analyze learners’ behaviors by reusing both the nature of actions and
learning strategies we defined. Our learning strategies thus allow to monitor
learners’ behaviors in a homogeneous way across different disciplines, and thus
to strengthen and generalize the results we found out in our specific context.

With the constant increase of traces a system is able to collect at a higher
resolution, data mining methods become salient. In particular, the sequential
pattern mining we adopted, and which is used to determine the most frequent
action patterns occurring among a set of action sequences [8], is becoming a
common approach to better understand learners’ behaviors, especially in the
MOOC domain. Very closed to our works, [20] suggests a topical N-gram Model
applied to two Coursera MOOC:s to extract common session topics (e.g., “Browse
Course”, “Assignment and Forum”), to cluster learners according to these topics,
and eventually to study the difference of apparition of the topics between high-
and low-grade students. Still on the dataset of Coursera MOOCs, [21] studied
patterns of actions at a higher level of abstraction to distinguish between high-
and low-achieving users. The authors proposed a taxonomy of exclusive MOOC
behaviors (i.e., viewer or collector, solver, all-rounder, and bystander) based
on the observation of the number of assignments and lectures users completed,
and explored their distribution through different dimensions such as engage-
ment, time of interaction, or grades. In this research, the sequential pattern
mining allowed the authors to conclude, for instance, that the population of high-
achievers was mainly composed of two subgroups: solvers, that primarily hand
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in assignments for a grade without or poorly watching lectures, and all-rounders
who diligently watch the lectures, finish the quizzes and do assignments.

Also closed to our methodology, [22] suggests an algorithm based on a com-
bination of sequence mining techniques to identify differentially frequent pat-
terns between two groups of students. The authors aimed at identifying and
comparing high- and low-achievers’ behaviors during productive and counter-
productive learning phases. Their methodology includes (i) an algorithm based
on Pex-SPAM [23] to find out a set of patterns, and (ii) the use of a piecewise
linear representation algorithm to identify productive and counter-productive
phases. They identified differentially frequent sequential patterns of actions that
are more used by one group of learner than by the other, according to the per-
formance learning phase. While an abstract representation of actions composing
the patterns is proposed, the dedicated vocabulary is specific to MOOCs and
cannot apply to remote or virtual laboratory, as in [20]. However, the abstrac-
tion approach is comparable to ours, since we used regular expressions to define
learning strategy as they add specific suffix to their alphabet to express multi-
plicity of occurrence and relevance/irrelevance to express the relation between
an action and the previous one. Also, their proposal aims at finding out patterns
that tend to be significantly used by one group of students more than the other,
while in our methodology, we filtered patterns based on their direct correlation
with the learners’ performance. Their study of relation between patterns and
performance, achieved afterwards, is only applicable for performance or progress
that is measured as a scalar metric and periodically assessed by the environment.

6 Conclusion

The study presented in this paper, based on data collected from an experimenta-
tion conducted in an authentic learning context, aimed at revealing relationships
between learners’ behaviors during practical learning situations, and their acad-
emic performance. We adopted a sequential pattern mining approach to identify
correlations between several learning strategies and performance, the most sig-
nificant strategies being: (i) the progression, when learners successfully perform
actions of the same nature but more and more complex; the reflezion (through
the consultation of help manuals) before (ii) or after (iii) the execution of a
related action. These strategies seem to be representative of students of high-
and medium-level performance. The data analyzed in this study only relate to
interactions between learners and the resources required to achieve the practical
activities; some works are in progress to extend our analysis model to other data
collected by the system in order to deeper investigate learners’ behaviors.
While we focused here on the relations between learners’ behaviors and their
performance, we must now deal with these links in depth, in order to analyze
their causal nature, but also to compute a predictive model to help reducing
failing rate. Moreover, the learning strategies depicting learners’ behaviors have
been defined based on analysis, but a lack of formal representation is obvious.
Thus, consistent taxonomy and definitions of these strategies have to be inves-
tigated, especially by educational sciences experts, in order to provide a solid
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basis for behavioral studies within different learning situations. While the ITS
we developed may be used to study causal relationship between learning strategy
and performance, we first have to analyze its impact on learners’ behaviors, as
much as we have to validate the visualization tool dedicated to teachers.

Finally, our remote laboratory environment also includes features dedicated
to cooperative and collaborative learning [9]. Activities based on collective tasks
would allow to study new research questions about learners’ behaviors in prac-
tical work situation, in a socio-constructivism context. The influence of learning
strategies on interactions between learners, or the evolution of the strategies
learners apply as they go along the learning path, are some of the research ques-
tions we plan to address in a near future.
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Abstract. In recent years, technology enhanced learning platforms
became widely accessible. In particular, the number of Massive Open
Online Courses (MOOCs) has—and still is—constantly growing. This
widespread adoption of MOOCs triggered the development of special-
ized solutions, that emphasize or enhance various aspects of traditional
MOOC:s. Despite this significant diversity in approaches to implementing
MOOCs, many of the solutions share a plethora of common problems.
For example, high dropout rate is an on-going problem that still needs to
be tackled in the majority of MOOCs. In this paper, we set out to ana-
lyze dropout problem for a number of different systems with the goal of
contributing to a better understanding of rules that govern how MOOCs
in general and dropouts in particular evolve. To that end, we report on
and analyze MOOCs from Universidad Galileo and Curtin University.
First, we analyze the MOOCs of each system independently and then
build a model and predict dropouts across the two systems. Finally,
we identify and discuss features that best predict if users will drop out
or continue and complete a MOOC using Boosted Decision Trees. The
main contribution of this paper is a unified model, which allows for an
early prediction of at-risk or dropout users across different systems. Fur-
thermore, we also identify and discuss the most indicative features of our
model. Our results indicate that users’ behaviors during the initial phase
of MOOC:s relate to their final results.

1 Dropouts and At-Risk Users in MOOCs

With a widespread access to the Internet, education has evolved remarkably.
Massive Online Open Courses (MOOCs), which can potentially reach audience at
a global scale emerged as an option to acquire knowledge, as they also exhibit sig-
nificant advantages for both users and content creators. The majority of MOOCs
on the Web are freely available and have no entry requirements, which further
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encourage enrollments [17,21]. Over time, platforms such as edX!, Coursera?

and Udacity?®, developed a monetisation model around this emerging ecosystem.
The idea of obtaining a certificate after completing a MOOC in exchange for a
small fee has already proven to be an appealing option for users, acknowledging
their time, efforts and achievement.

Issue. Despite their massive appeal, MOOCs are known to suffer from high
dropout rates. This is a particularly pressing issue, as on average about 90% of all
enrolled users do not complete their classes [14]. Early detection of at-risk users,
who are nevertheless eager to successfully complete a course, is very important.
This would allow operators of MOOCs to devise strategies to intervene and
mitigate the number of dropouts, those at-risk users who eventually abandon a
course. Moreover, studies on MOOCs dropouts generally focus on very specific
domains, with well-structured courses, characterized by assignment deadlines
and fixed course lengths. What has been missing up to now is a study or a
baseline that compares factors that influence the dropout rates across different
MOOC systems and layout of MOOCs.

Motivation. Hence, it is important to identify features that are best suited to
predict potential dropouts at an early stage. This would give MOOCs’ providers
actionable information, allowing them to adapt their courses accordingly. Addi-
tionally, comparing features that best distinguish completers and dropouts across
different systems will yield new insights into general behavioral patterns that dic-
tate individual outcomes of MOOC:s for online learners. Specifically, the identifi-
cation of such features, common to MOOCs across different systems, can reveal
useful information to devise new strategies to mitigate the high dropout rates
and keep users engaged and motivated when participating in MOOCs.

Approach. First, we conduct and evaluate prediction experiments to detect
at-risk users in early stages of MOOCs from two different systems. Second, we
train a model based on features present in all our datasets, to identify the best
predictors of dropouts across different systems. Third, we conduct all of our
experiments with a varying number of interactions, allowing us to measure if the
ranking and importance of the features change over time. Finally, we discuss the
implications of our findings in the context of the different experiments.

2 Related Work

Analyzing MOOCs and Features. Traditionally, analyses involving MOOCs
are carried out by first identifying groups of users based on the similarity of
their expectations and goals at the point of enrollment. A foundation for all of
these studies is the Funnel of Participation [5]. In this study, the process towards
completion of a course is composed of 4 phases: awareness, registration, activity

! https://www.edx.org/.
2 https://www.coursera.org/.
3 https://www.udacity.com/.
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and progress. Each of these phases is characterized by a certain attrition of the
number of active users. Further studies analyzed users’ surveys to understand
reasons for drop out, detailing the attrition as either healthy or unhealthy [8,11].
Server logs were also analyzed for users classification by means of clustering
approach [15,16] and linear regression model [6]. Features’ importance and their
mutual interactions, were studied in relation to machine learning algorithms,
such as Support Vector Machines (SVM) [3,4] and Decision Trees [10].

Detecting Dropouts. Many researchers dealt with dropout classification by
means of log analysis and machine learning. Jiang et al. [13] applied a logistic
regression model on a four weeks MOOC offered on Coursera. They tried to
predict if users would obtain a certificate and if it would be a normal or a dis-
tinction one. Their findings indicated that the first-week assignment scores were
a strong indicator of users’ performance at the end of the course. In Xing et al.
[20] the authors proposed a model to predict whether a user will drop out in
the following week. Their results indicated that weekly features were more effec-
tive than the cumulative ones. Boyer and Veeramachaneni [2] experimented with
dropout prediction in a real-time scenario. They used a rolling window, whose
size represented the number of past weeks which they considered to construct
features. Their results suggested that using a lower amount of past information
could yield results comparable to the ones from a full window size.

Balakrishnan and Coetzee [1] used Hidden Markov Models (HMM) to pre-
dict if users will drop out in the following week. The dataset consisted of a
MOOC from Berkeley University, offered on edX. Their results can be used to
suggest changes in the engagement style to those students who are more likely
to drop out in the close future. Vitiello et al. [19] attempted dropout predic-
tions over a set of 5 MOOCs. Their results indicated that certain combinations
of features could significantly improve prediction scores. In Sinharay [18], the
author presented a detailed review of different data mining techniques and com-
pared their performance with real-data examples. Particularly, the author pre-
dicted dropouts on a dataset including students from various high schools in
Florida. The obtained results indicated that methods such as Random Forests
and Boosting can improve performance in regard to linear and logistic regression
approaches.

The work presented in this paper further extends the state-of-the-art by
analyzing MOOCs from two different sources: Universidad Galileo and Curtin
University. We initially analyze and perform a dropout prediction experiment on
each of these individually. Then, we excerpt a multi-systems model for MOOC
evaluation and classification of users likely to drop out. In order to do so, we rank
our features according to their importance and compare the obtained results.

3 Materials and Methods

3.1 Dataset

Table 1 shows the characteristics of the MOOCs from Universidad Galileo and
Curtin University. Logs of Curtin University include interactions of each enrolled
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Fig. 1. Number of interactions for each class (dropout vs. completer). (a) refers to Uni-
versidad Galileo and (b) to Curtin University. The number of interactions are grouped
in bins and reported on the x-axis, while the y-axis represents the amount of users (in
log scale). Completers are plotted in green and Dropouts in red. For both systems,
Dropouts are present in higher number and are less active than the Completers. (Color
figure online)

person, while those of Universidad Galileo only report interactions of active users
(or learners). In our setting, interactions coincide with clicks of users in the
MOOCs’ environment. In particular, a total of 3,157 active users in our datasets
are from Universidad Galileo, and 35, 473 enrolled users are from Curtin Univer-
sity. We will use the more general term users to refer to these groups for each
system. The average number of interactions for MOOCs of Curtin University is
significantly lower than the ones of Universidad Galileo (see Fig.1). We can see
that Completers interact more often with the MOOCs in both systems, while
the percentage of Dropouts is higher for the datasets from Curtin University.

MOOC Systems. It is important to understand that the MOOCs are hosted
and implemented on two different systems, and, therefore, the structure and
organization radically differ. In particular, Universidad Galileo’s courses are
organized with a predetermined schedule and calendar, where each MOOC lasts
8 weeks, including assignments. In contrast, the courses from Curtin University
are organized in a self-paced mode; after a MOOC’s official start, all the mate-
rials would be available online to the enrolled users, who would then participate
and engage at their own pace. Moreover, there are no deadlines for the assign-
ments and the duration of the MOOC:s is generally flexible. Universidad Galileo’s
MOOCs are implemented for experts with a technical background in a partic-
ular field, who want to further develop their knowledge. The ones from Curtin
University, however, are intended for a more general audience, not necessarily
with experience on the topic of the course.

Feature Comparison. Additional differences include the tools that each system
deployed/implemented and the level of granularity of the logged interactions for



304 M. Vitiello et al.

Table 1. Characteristics of all MOOCs. The analyzed MOOCs belong to 2 different sys-
tems, Universidad Galileo and Curtin University. MOOCs of Universidad Galileo have
a fixed schedule and are characterized by lower number of active users and restrained
dropout rates. In contrast, MOOCs of Curtin University are self-paced and account for
a higher number of enrolled users and dropout rates. The average number of interac-
tions of Curtin University’s MOOCs is lower than the ones from Universidad Galileo’s
MOOCs.

System MOOC title Users |Completers|Dropouts|Dropout | Average interactions
rate
Global | Completers | Dropouts
Universidad | Android (AND) 583 7 506 87% 433 |1597 260
Galileo
Authoring tools for 255 | 101 154 60% 722 |1401 279
E-Learning (AEL)
Client Attention (CA) 89 60 29 33% 394 510 154
Cloud Based Learning 274 | 121 153 56% 2353 |4423 747
(CBL)
Community Manager 811 | 320 491 60% 850 1760 268
(CM)
Digital Interactive TV 117 63 54 46% 999 1582 319
(DITV)
Introduction to 239 81 158 66% 1623 | 3804 545
E-learning (EL)
Medical Emergencies 118 49 69 59% 1671 |3172 606
(ME)
User Experience (UE) 182 62 120 66% 499 1137 170
‘Web Tools and 176 99 7 44% 265 369 131
Educational
Applications (WTEA)
‘Web Tools in the 313 | 131 182 58% 1044 2078 299
Classroom (WTC)
Curtin MOOCC1 21948 | 1500 20448 93% 93 683 49
University
MOOCC2 10368 | 208 10160 98% 58 760 44

later analysis. Aside from common information, such as Timestamp and User
id, interactions in Universidad Galileo’s logs would fall into one of 20 categories:
Assessment, Assignment, Evaluation, File Storage, Forum, Learning Content,
Peer Evaluation, Calendar, Course Members among others. On the other hand,
the MOOCs offered on edX by Curtin University provide more detailed logs of
interactions®. In particular, requests are divided into 7 different macro-groups
(as shown in Table2). EAX logs from Curtin University also include Enrollment
interactions, which indicate enrollments for both users and course instructors.
We use these interactions to identify the total amount of enrolled users, but we
do not consider such interactions when constructing the features.

Multisystem Dataset. We create three additional datasets; the first one com-
bines users of all MOOCs of Universidad Galileo, the second one includes users of
all MOOCs of Curtin University and the third one combines users of all MOOCs
from both systems. We reference them as Galileo, Curtin and MIX respectively.

4 A complete description of edX logs can be found at http://edx.readthedocs.io.


http://edx.readthedocs.io

MOOC Dropouts: A Multi-system Classifier 305
Table 2. Feature Description. We consider 3 kind of features, one is common to both
systems and the other two are system dependent. Temporal features are derived from
users’ sessions and are used with both systems. Tool from Universidad Galileo includes
20 different features that map to the tools available for this system. Tool from Curtin
University accounts for 7 different groups (MOOCSs’ components), each of these com-
prising a wide range of interactions, for a total of around 100. For both systems, we
calculate these features counting the number of interactions that belong to each tool.

Type Feature Domain Description
Temporal | Sessions & | Both Total number of sessions and of requests
Requests
Active Time | Both Total amount of active time and of active
& Days days
Timespan Both Average timespan between two consecutive
Clicks clicks (within same session)
Session Both Average session lengthh and requests per
Length & session
Session
Requests
Active Days | Both Total number of requests for each active day
Requests
Tool Requests Universidad | Total requests per each tool (ex. Evaluation,
per Tool Galileo Assignment, Forum)
Course Curtin Interactions within the course content page
Navigation | University | (ex. Link Clicked, Tab Selected)
Video Curtin Interactions with video components (eg.
University | Play Video, Show/Hide Transcript)
Problem Curtin Interactions with the problem module (eg.
University | Problem Grade, Show Hint)
Poll & Curtin Interactions with the Poll and Survey block
Survey University | (eg. Submit, Show Results)
Bookmark Curtin Interactions with the Bookmark component
University | (eg. Add/Remove Bookmark)
Discussion Curtin Interactions happening within the Forum
Forum University | (eg. Search, Comment, Vote)
Main Page | Curtin Clicks on main page links (ex. Progress,
Links University | Instructor, Study at Curtin)

We use these datasets to predict dropouts on a system-to-system and multisys-
tem level. Moreover, we use these to analyze the importance of the features.

Feature Extraction. A feature is a characterization of users’ engagement in a
MOOC that we regard indicative and helpful to identify dropouts. We describe
each user in terms of a set of features, which is input to the classifier and sum-
marize these in Table 2. These features can be split into two groups. The features
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within the first group consist of time-related information, obtainable for both
systems. These features build up the concept of user’ sessions, which are defined
as a set of actions, where the timespan between each action is less or equal than
30 min. The second group of features is system dependent.

3.2 Prediction Model

We first outline the steps for the proposed experiments and then describe each
of these in detail.

Feature Extraction. The sooner we can predict if a user is likely to drop
out, the earlier we can develop strategies to intervene and engage with the user.
Hence, we focus on users’ initial interactions and construct the features described
in Sect. 3.1, following two different strategies. First, we focus on the initial per-
user absolute interactions. We set up our experiments ranging from 1 to 100 per-
user absolute initial interactions, on which we calculate the features. Secondly,
we consider the number of interactions taking place in the first week after users’
first interaction with the MOOC. In this case, we determine the timestamp of
a users’ first interaction and consider all interactions that take place within a
certain timespan (1 to 7days).

Class Balancing. For both systems, the number of Dropouts is significantly
higher than the number of Completers. We addressed this class imbalance prob-
lem by oversampling [9,12]. This means that new samples are randomly picked
and added to the class with fewer examples until its dimension equals to the one
of the larger class.

Training. Once classes are balanced, we split the examples into a training set,
used to train the classifier, and a test set, which we use for evaluation. We use a
ratio of 80:20 between training and test datasets, using a Stratified Shuffle Split
with 10 folds. With this approach, each fold will also be balanced in the number
of examples from each class. Furthermore, the shuffle assures that each fold will
consist of different examples.

Evaluation. Finally, we use accuracy to evaluate the prediction error of the
experiments. Accuracy is defined as the fraction of correctly predicted exam-
ples and is therefore bounded between 0 and 1. An accuracy of 0 means that
every example has been misclassified, while an accuracy of 1 indicates that every
example has been correctly classified. Furthermore, we run the experiments for
each fold until the mean prediction error converges.

3.3 Dropout Classification

We are interested in understanding the reasons that lead users to drop out at
a certain point and to assess the number of interactions that are necessary to
identify potential dropouts and if different features yield equivalent results. Fur-
thermore, we want to compare different MOOCs and systems to check for simi-
larities and differences. Initially we run prediction experiments on each MOOC
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independently (see Fig.2) before comparing the results between systems (see
Fig.2(c) and (d)). For the individual prediction experiments we use Support
Vector Machines (SVM), which try to find the optimal hyperplane (in higher
dimension spaces) to separate data points. For the system-to-system and multi-
system experiments, we predict dropouts using Boosted Decision Trees [7]. This
ensemble classifier combines the outputs from a set of single decision tree in a
sequential way. For each learned model, the examples are re-weighted; the mis-
classified ones receive a higher weight, while the correctly classified ones get a
lower weight. This way, the next decision tree will focus more on the misclas-
sified examples. Overall, we propose three experiments. First, we conduct two
system-to-system dropout prediction experiments. We use the Curtin dataset
for training and the Galileo dataset to test our classifier. Second, we switch the
datasets and train on Galileo to predict dropouts on Curtin. We denote these
experiments as Curtin on Galileo and Galileo on Curtin respectively. Third, we
use the MIX dataset, in which the training and test sets include examples from
both systems. Finally, we determine the importance scores for our features from
the Boosted Decision Trees to identify the predictive power of each feature for
the detection of dropouts.

4 Results

4.1 Dropout Classification

Figure 2 depicts the mean (over the 10 folds) accuracy for each MOOC. The
y-axes reports the accuracy and the x-axes indicates the number of absolute
interactions (Fig.2(a) and (c)) and the considered number of days from the
users’ first interaction (Fig.2(b) and (d)).

Universidad Galileo. As shown in Fig. 2(a) and (b), for MOOCsS of Universidad
Galileo, we see that not always increasing the number of considered interactions
and days guarantee higher accuracy. Firstly, there is a set of MOOCs plotted in
green, for which the accuracy increases over time or, after an initial growth, sta-
bilizes. The second group is plotted in red and consists of MOOCs for which the
accuracy trend is less steady. For the Absolute Experiment, except for the AND
MOOC, the first 100 users’ absolute interactions are too few for a correct classi-
fication of the users. For the First 7 Days Experiment, the increase in accuracy
is less significant in respect of the Absolute Experiments. In some cases, as for
the CA and AEL MOOCs, considering more days can lead to a worsening of the
accuracy. With the exception of AND, these two approaches do not guarantee a
precise detection of dropouts over the MOOCs in this system.

Curtin University. Figure2(c) and (d) report the results for Curtin Uni-
versity’s MOOCs. For the Absolute Experiment, we obtain for both MOOCs
an accuracy always higher than 0.8 already with only 5 absolute interactions.
We investigate further these situations and find out that the most used tools
with 5 interactions belong to Video and Main Page Links components. The
higher the amount of absolute considered interactions is, the more the users
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Fig. 2. Single SVM and multi-system boosted decision tree results. (a) and (b) report
the accuracy results for Universidad Galileo in relation to the absolute number of
interactions and the first 7 days from users’ first interaction metrics (for MOOCs label
explanation see Table1). The results for these metrics for Curtin University and the
multi-system experiments are depicted in (c) and (d) respectively. Accuracy of the
MOOC:s plotted in green is increasing or becoming stable after a certain point. MOOCs
plotted in red are not characterized by such trend. (Color figure online)

engage with Video, Course Navigation and Problem. Discussion Forum is only
rarely used, mostly for visualization purposes. Therefore, we conclude that there
is a particular set of components that strongly catalyze users’ attention. Results
for the First 7Days Experiment have a generally low accuracy. The accuracy
for MOOCC?2 has a slightly increase the more days are considered, while for
MOOCC1 the accuracy is steady at 0.5. These low accuracy values can be due
to the Course Enrollment interactions (see Sect.3.1) that introduce a certain
noise in this setting.

Multi-system. Figure 2(c) and (d) also report the accuracy for the three multi-
system experiments. For the Absolute Experiment, the accuracy of Curtin on
Galileo increases steadily when the interactions considered are more than 20.
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The accuracy for Galileo on Curtin and MIX instead, is always increasing. Par-
ticularly, the accuracy for MIX resembles the ones of MOOCCT and MOOCC2.
For the First 7 Days Experiment, we notice a slight increase in the accuracy the
more days are considered for all the experiments. The accuracy profile for MIX,
is the one with the broader increase the more days are taken into consideration,
while Galileo on Curtin is the setting that yields the higher accuracy. For Curtin
on Galileo the accuracy remains almost unaltered. Generally, we obtain better
results with the absolute number of interactions approach. The difference in the
accuracy is particularly marked for the MIX dataset.

Findings. For self-paced MOOCs, such as those from Curtin University, a small
number of initial interactions contains already valuable information for a correct
classification of the users. Particularly, given the high details of the logs, the
number of interactions with each tool is a strong indicator whether users will
drop out or not. Due to users’ enrollment actions, the first 7days from users
initial interaction reveals to be a less effective approach for self-paced MOOCs.
For fixed schedule MOOCs, such as those from Universidad Galileo, both metrics
are less accurate. This may be partly due to the structure of the courses.

4.2 Features Analyses

Considering the results for the absolute interactions experiment, we can split
the features into 2 groups; a group of high scoring features, consisting of Session
Length, Timespan Clicks, Requests and Active Time, and a group of low scoring
ones, including Days, Active Days Requests and Sessions. We note that, for
the high-scoring group, there is no feature that always outperforms the others.
Moreover, this group division is present across all 3 experiments despite the
considered number of interactions. We conclude that using the initial 100 users’
interactions as a metric, we can clearly identify the features that best split the
users between Completers and Dropouts. Also for the first 7 days from users’ first
interaction experiment, we can still split the features in high and low scoring
ones. For Curtin on Galileo and MIX experiments, the high scoring features
group consists of Timespan Clicks, Requests and Active Time. These remain
unmodified in respect to the considered days. For Galileo on Curtin the scoring
seems to be less definite, with only Session Length always belonging to the high
scoring ones. From this metric, we are able to identify a set of most valuable
features.

Findings. Among the different multi-system experiments and the considered
metrics, we identify two classes of features; high-scoring and low-scoring. Beside
small variations, features always belong to only one of these classes. This implies
that, despite the differences between the two systems, when they are analyzed
together, there are strong similarities regarding the importance of the features.
Moreover, Days, Sessions and Active Days Requests are always the features with
lowest weights. The remaining features represent a set with high weights for both
metrics and across the systems.
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5 Discussion

5.1 Dropout Classification

Curtin University’s MOOCs are characterized by a steady increase in accuracy
the more interactions or days are considered and by an accuracy higher than 0.8
for 5 absolute interactions. Such an increase in accuracy is not always present
for MOOCs from Universidad Galileo. Except for AND, which has an accuracy
profile similar to the MOOCs from Curtin University, MOOCs from Universi-
dad Galileo rarely have an accuracy of 0.8 or higher. Reasons of this discrepancy
in the accuracy could be due to differences in the didactic settings, including
the structure of the course and type of activities between the systems. First,
Universidad Galileo’s MOOCs, although having a defined 8 week duration, are
sometimes subjected to a later start. This happens, for example, when a MOOC
is accessible to the users but the material is not yet available on the platform.
In this situation, there is an initial phase characterized by few interactions (see
Fig.3(a)), followed by a burst of activity of Completers and Dropouts, once
either the material has become available or the MOOC officially started (see
Fig.3(b)). The lower accuracy values for some of the MOOCs from this system,
can be a consequence of these particular situations. On the other hand, Curtin
University’s MOOCs are organized in a self-paced manner, with the entire mate-
rial and resources available to users from the start. Furthermore, MOOCC1 and
MOOCC?2 have an average number of interactions of 93 and 58 respectively (see
Table 1). This means that the first 5 interactions of each user represent, on aver-
age, 5.38% and 8.62% of their total interactions for MOOCCI! and MOOCC2
respectively. These percentages are much higher than those from Universidad
Galileo’s MOOCs; the highest for this system comes from WTEA, for which 5
interactions represent on average only 1.89% of a users’ total interactions. There-
fore, the considered number of absolute interactions is too low for Universidad
Galileo.

Similarly, these situations can be also observed when considering the first
7 days after a users first interaction. As previously mentioned, the lack of inter-
actions in the initial phase of Universidad Galileo’s MOOCs, could be due to
delays with uploading of materials and the official start. In the first case, it is
possible that users do not interact with the MOOC in the successive days. It
is more likely that only when a MOOC’s material becomes available, users will
again engage with the MOOC. Thus, it is possible that considering only the
first 7 days from a users first interaction will only add a few extra interactions.
The results for the MOOCs from Curtin University are presented in Fig.2(d).
These are generally worse than those from the absolute experiment, particu-
larly for MOOCC1, where the accuracy is constant at 0.5. We believe that users
who only sign up for a MOOC, but never interact with it, or potentially interact
with it at very late stages of the course could potentially influence the prediction.
From Curtin University’s logs we can extract a total of 8,552 Dropouts with only
one interaction for the MOOC MOOCC1, and a total of 4,436 for MOOCC?2.
Furthermore, if we consider only the active users, by completely dropping the
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Fig. 3. MOOC AEL interaction per class. (a) reports distribution of all interactions
per class. Interactions antecedent 02/16 took place during a phase where probably
course’s material was not available or the MOOC did not start yet. The distribution for
Completers and Dropouts is similar during this time. (b) shows users’ first interaction
for each class. Most first interaction happened before 02/16, date in which there is an
increase for both classes. Some Dropouts firstly interacts with the MOOC more than
one week after the 02/16.

Course Enrollment actions together with these Dropouts and re-run the experi-
ments we obtain the results as shown in Fig. 4. These results are much more in
line with those obtained for the absolute number of interaction experiments. For
MOOCCI and MOOCC?2, users’ first day of interactions, is sufficient to achieve
an accuracy of 0.9, which steadily increases when more days are considered.
The multi-system experiments, using Boosted Decision Trees, also benefit of the
removal of Course Enrollment actions. Galileo on Curtin and Curtin on Galileo
have values for the accuracy higher than the ones in the absolute interaction
experiments. For Curtin on Galileo the accuracy increases when more days are
considered, while for Galileo on Curtin it lowers slightly for 6 and 7days. This
may be caused by an initial phase with a low number of interactions in Univer-
sidad Galileo’s MOOCs (see Fig. 3(a)), which introduces noise for the classifier.
However, the accuracy increases for the prediction experiment using the MIX
dataset. Already the first day of interactions is sufficient for an accuracy of 0.7.

5.2 Feature Analyses

For the Absolute Experiment the group of high scoring features includes Session
Length, Timespan Clicks, Requests and Active Time. From these, the weights
for Requests are the highest when 100 absolute interactions are considered. This
is reasonable for MOOCs with predefined schedule as those from Universidad
Galileo, in which users are forced to keep up with a certain pace according to
deadlines, exams and assignments. The high score of this feature for all multi-
system experiments, seems to imply that this is true also for self-paced MOOCs
from Curtin University. Although Sessions is one of the less valuable features,
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Fig. 4. Single SVM and multi-system boosted decision tree results without enrollments.
Discarding the enrollment actions, yields better results. This is due to Curtin Univer-
sity’s MOOCGCs schedule, for which an enrollment phase of up to a couple of months
precede the official start of the MOOC:s.

the (average) session characteristics, such as Session Length, Timespan Clicks
and Active Time, have higher scores. This suggests that users’ behavior during a
session relates stronger to whether users are Completers or Dropouts, than the
number of sessions they have. For the First 7 Days Experiment, the rankings of
Curtin on Galileo and MIX are similar to those obtained in the Absolute Experi-
ment, with Timespan Clicks, Requests and Active Time always being the features
with highest weights. For Galileo on Curtin, Session Length and Requests are
almost always the highest scoring features. This mixed ranking could be due to
the smaller dimension of Universidad Galileo’s dataset, in respect to Curtin Uni-
versity’s one. However, this aspect does not seem to be relevant for the Absolute
Experiment. We can conclude that, features constructed considering up to the
first 7 days after users’ first interaction, do not relate to users dropping out, as
much as those obtained from users’ initial absolute interaction. This claim is
supported by the results of Fig. 2, where for Universidad Galileo’s MOOCs the
increase in accuracy for the First 7Days Experiment, is more moderate than
the one from the Absolute Experiment. The features Active Days, Sessions and
(with one exception) Requests Active Days are always the lowest scoring for all
experiments in the multi-system scenario.

6 Conclusion

With this work, we faced the problem of early classification of at-risk users in
MOOCs. To address this shared problem, we analyzed MOOCs from two differ-
ent systems in a homogeneous way, using Support Vector Machine and Boosted
Decision Tree. We investigated two aspects, the initial absolute number of users
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interaction and the first 7 days after users’ first interaction with the system. We
obtained the best results when up to the first 100 absolute interactions were
considered. For Curtin University’s MOOCs we identified a set of components
mostly used by the users, that strongly indicates whether users will drop out
or not. Particularly, we verified that interactions with Video and Course Navi-
gation components are representative of user engagement even during the very
initial phase of the course. We also discovered that other components (Discus-
sion Forum primarily) are only marginally important and scarcely used. Fur-
thermore, we proposed a model for early dropouts detection in a multi-system
setting. Despite the differences in the systems’ structure (self-paced vs fixed
schedule), topic, intended audience and conceptualization, we constructed a set
of features shared by both systems.

In our future work, we will extend our model by enlarging the number of
common features between the various systems. Further, we will conduct analyses
with alternative approaches, which will also help to grasp and discover further
aspects of the systems that we did not consider in this work. Moreover, we aim
at further characterizing Completers and Dropouts by verifying if subgroups of
users exist and experiment with users classification in a multi-class scenario.
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Abstract. Intelligent Tutoring Systems (ITSs) help students learn but often are
not designed to support teachers and their practices. A dashboard with analytics
about students’ learning processes might help in this regard. However, little
research has investigated how dashboards influence teacher practices in the
classroom and whether they can help improve student learning. In this paper, we
explore how Luna, a dashboard prototype designed for an ITS and used with
real data, affects teachers and students. Results from a quasi-experimental
classroom study with 5 middle school teachers and 17 classes show that Luna
influences what teachers know about their students’ learning in the ITS and that
the teachers’ updated knowledge affects the lesson plan they prepare, which in
turn guides what they cover in a class session. Results did not confirm that Luna
increased student learning. In summary, even though teachers generally know
their classes well, a dashboard with analytics from an ITS can still enhance their
knowledge about their students and support their classroom practices. The
teachers tended to focus primarily on dashboard information about the chal-
lenges their students were experiencing. To the best of our knowledge, this is the
first study that demonstrates that a dashboard for an ITS can affect teacher
knowledge, decision-making and actions in the classroom.

Keywords: Intelligent Tutoring Systems -+ Dashboard - Data-driven
instruction - Teachers’ use of data - Learning analytics

1 Introduction

Intelligent Tutoring Systems (ITSs) are a type of advanced learning technology that
provides detailed guidance to students during complex problem-solving practice, while
also being adaptive to student differences [3, 21, 24]. ITSs have been shown to enhance
student learning [8, 11, 19]. However, ITSs are rarely designed to support teachers,
who might greatly influence student learning with an ITS. The addition of a teacher
dashboard might help them do so. For instance, when many students in a class are
learning a particular skill as they are working with the ITS, a dashboard could let the
teacher know about this situation, and the teacher could include, in their lesson plan
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and actual lesson, specific steps to address the challenge. More generally, a dashboard
could help make “the invisible visible” for teachers by displaying aggregated,
up-to-date information about their students. Based on this information, teachers could
provide help to their students beyond what the ITS can provide.

By now, researchers have developed many dashboards with analytics from edu-
cational technologies. Much research focuses on evaluating whether such dashboards
are useful to teachers and what visualizations or information is most used by them.
Some studies found that a dashboard can help teachers determine in real-time when to
intervene and help students work more collaboratively in a multi-tabletop learning
environment [13], or can help them single out problems concerning participation in
digital discussion environments and intervene as needed [20]. Other studies have
shown that a dashboard’s information can help teachers manage web-based distance
courses [15], support teachers in moderating discussions in digital learning environ-
ments [16] or support their awareness of the classroom state, student progress, and
students in need of immediate help in an exploratory learning environment [14].

In the current work, we focus on creating a teacher dashboard for an ITS, in
contrast to much other research on dashboards. Given the somewhat unique charac-
teristics of ITSs, it seems reasonable to assume that a dashboard for ITSs would be
different compared to dashboards for other learning technologies. ITSs generate and
collect data related to self-paced learning with step-level support for problem solving,
adaptive mastery learning based on a detailed skill model, characteristics not widely
shared with other educational technologies. In addition, ITSs typically generate and
maintain a student model, which might create some interesting opportunities for
dashboards. Exceptions are work by Lovett et al. (2008) who report on instructors
using reports from an ITS in an online course [10], by Arroyo et al. (2014) who
describe teacher reports generated by an ITS [4], and by Kelly et al. (2013) who study
how a teacher used a report from a web-based homework system to decide what parts
of the homework to review in class [7].

Further, while much work has focused on real-time dashboards (dashboards that
teachers use while students are working with a learning software in class), few have
looked at other scenarios in which a dashboard might be helpful. In the current work,
we look at a scenario in which a teacher uses a dashboard when preparing for a class
session; a dashboard might help in focusing the class discussion on the topics most in
need of discussion (e.g., problems or specific error types that are currently challenging
for the students). One study that comes close to this scenario is Kelly et al. (2013) who
found positive effects of in-class review of reports from a web-based homework system
[7]. In another study, Mavrikis et al. (2015) report that information from a dashboard
about difficulties students are facing in an exploratory learning environment may help
teachers decide what to focus on in the following lesson [14].

Finally, although many evaluation studies involving dashboards have been con-
ducted, few studies have looked at the influence a dashboard might have on student
learning, in spite of a growing realization in the field that effects on student learning
should be studied [18, 22]. In the current paper, we present results from a
quasi-experimental classroom study investigating effects of a dashboard prototype,
Luna, with analytics from an ITS, used for lesson planning. Our study looks at effects
on teacher knowledge, teacher decision-making, and student learning. It looks at
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realistic decision making, namely, planning and executing a classroom lesson fol-
lowing sessions during which the students used the ITS.

2 A Causal Chain that Captures Dashboard Influences

We defined a hypothesized causal chain that represents how information in a dashboard
may affect teachers and, through them, student learning (Fig. 1). It focuses on scenarios
in which a teacher uses a dashboard to prepare for a class session, in blended courses
that use some form of educational technology. The dashboard, it is assumed, displays
up-to-date information about students’ performance, progress, and learning, with some
technology. The causal chain may apply to any dashboard, learning analytic tool,
teacher awareness tool, or report on student learning in blended courses, where teachers
use it to create a lesson plan and prepare for a class session.

TS ti Dashboard The new Plan directs What teacher
S time informs knowledge what teacher does in class
teacher about affects what covers in affects
students’ teacher class student
performance Link 2 plans todo | learning
Link 1 inITS ink 2 inclass |  Link3 Link 4 Link 5
Wh Teacher's ,
at teacher ——————— updated Teacher’s Class Student
knew before | plan for cl | Session i
knowledge | pian for class learning
Experience T I

Fig. 1. A causal chain that represents a dashboard’s effects on teacher practices.

From their experience with a particular class, teachers have knowledge about what
their students generally can and cannot do well, at any given point in time (link 1,
Fig. 1). As they work with a dashboard, they may learn new information about the
performance and knowledge of their students (link 2 in Fig. 1). When teachers plan for
a class session, their updated knowledge may affect the lesson plan (link 3 in Fig. 1),
which then guides what they cover in class (link 4 in Fig. 1). Ultimately, what teachers
do in the class session is what students get exposed to and what affects their learning
(link 5 in Fig. 1). Thus, the dashboard information needs to “travel” through many
links; it must be embraced by teachers, incorporated in the lesson plan and used in the
class session, for it to reach students and impact their learning. In our analysis, we
investigate the dashboard’s influence along each of the links in the chain.

This causal chain differs from the LATUX [12] framework, which describes ways
to design, develop, evaluate and deploy learning analytics tools for teachers. By
contrast, the causal chain captures potential effects of a dashboard from proximal
influences on teacher classroom practices and to distal influences on student learning.

3 Methodology

In this work, we focus on the following research questions: (RQ1) How does a
dashboard with analytics from an ITS affect teachers’ lesson planning and (subsequent)
classroom sessions? and (RQ2) Does the teacher’s use of the dashboard help students
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learn better? This early, preliminary evaluation is a formative evaluation. A key goal is
to gather information that helps us in the redesign of the dashboard.

3.1 The Dashboard: Luna

Our study focused on Luna, a high-fidelity dashboard prototype (Fig. 2). We created
Luna employing a user-centered design approach [2, 6, 25]. We involved teachers in
the design process through a variety of design methods including Contextual Inquiry,
Speed Dating, Storyboarding and Prototyping [5]. Luna is powered with data from
Lynnette, an ITS for middle school mathematics (grades 6-8) created with CTAT [1]
and with an evidence-based record of helping students learn to solve linear equations
[9, 23]. We used Tableau, a data visualization tool (http://www.tableau.com/), to create
Luna’s interface. In our study, we populated Luna with student data logged by Lynnette
from the participating teachers’ own classes. Luna displays data about students’
learning, both at the class and individual level. At the class level, Luna shows (1) the
number of students who have mastered each skill in Lynnette (as a horizontal bar
chart), (2) the number of students who made certain errors (as a horizontal bar chart),
and (3) a comparison of the level of mastery versus the amount of practice per skill
averaged across students (as a scatter plot). At the individual level (Fig. 2), Luna shows
per student (1) if they mastered each skill in Lynnette and the percent mastery, (2) if
they had errors and the number of times they made each error, and (3) time versus
progress in the ITS (as a scatter plot). Luna is interactive, for example hovering over a
skill or error shows a definition and an example exercise of the skill being applied or
the error manifesting. The Cognitive Mastery algorithm in Lynnette generates skill
mastery information (essentially, the tutor’s student model), while an extended cog-
nitive model generates error types.

v o g .2 v 8 Bk &BE ok R g . Skill Mastery

- 0 S RS e Tttt (Skillx Student)
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Errors
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) Student)
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Fig. 2. Individual level dashboard prototype (Luna). Student names are obfuscated.
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3.2 Experimental Design

Five teachers from two suburban schools took part in the study (17 classes, 300
students total). All classes were 7™ grade (medium achieving or honors) except for a 6™
grade honors class and an 8" grade low-achieving class. Two out of the five teachers
had participated in previous iterations of Luna’s design. The experiment had two
conditions, an experimental condition, in which teachers used Luna while preparing a
lesson plan, and a control condition, in which there was no dashboard. Classes were
assigned to conditions such that each teacher had classes in both conditions. Conditions
were balanced per teacher and school in terms of the level of achievement (high or low
achieving class) and the order in which they happened during the school day. There
were 9 classes in the control condition and 8 in the experimental condition.

We first provided teachers with 10-20 min of instruction on the analytics and
visualizations that Luna displays (see Fig. 3). For this instruction session, Luna dis-
played student data collected in previous studies. Students then worked for 60 min with
Lynnette, completing problem sets dealing with basic equation solving. Next, they took
a 20-minute pre-test. In both conditions, teachers were asked to prepare for 20 min for
a class session and think out loud during the process; during these sessions, the
researcher occasionally asked teachers to explain what they were doing. The sessions
were video-recorded. For the experimental condition classes, teachers were asked to
prepare for the class session using Luna, which provides information about their stu-
dents’ performance during the session with Lynnette. For the control condition classes,
teachers were asked to prepare without a dashboard, based on their experience, their
knowledge of their students, and on what they noticed when students were working
with Lynnette in the lab. (The only difference between the two conditions therefore was
whether or not the dashboard was available during the preparatory sessions.) Teachers
then conducted the class sessions they prepared for. (The students did not use Lynnette
during these sessions.) During these sessions, each 40 min, 2—4 coders (undergraduate
students and staff from our institution) took observational notes using a tool with
predefined categories of observations that also allowed for free-form note taking. After
the class session, students took a 20-minute post-test. Both pre- and post-tests con-
tained 9 exercises based on 9 problem sets in Lynnette, covered the same equation
types, with different numbers, and were assigned in counterbalanced manner. The pre-
and post-tests allow us to assess student learning gains due to the class session teachers
conducted based on their preparation with or without the dashboard. (Learning gains
due to the ITS would have happened prior to the pre-test.)

Teacher
prepares for
class with
. dashboard
ITeachgr receives Students Students (20 min) Teacher Students
instruction on how .
work with take conducts take
the dashboard [— — —
works st(;‘to',' ng -test Teacher ;335.5 p; g ttest
(10-20 min) (60 min) (20 min) prepares for (40 min) (20 min)
class without
dashboard
(20 min)

Fig. 3. Experimental set up for an individual teacher and an individual class.
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3.3 RQ1: How Does the Dashboard Affect Teachers?

We study how the dashboard affects teachers in each of the links of the causal chain.

Table 1. Table of a teacher’s updated knowledge at the class and individual level.

Row Code = Statement
KC1- Expect students are good at because they have done this already:
Teacher’s " | Add/Subtract Constant From Both Sides
knowledge : KC2- Expect students are good at because they have done this already:
1 or Combine Like [Constant] Terms
expectations KC3- Expect students are good at because they have done this already:
for class " | Divide Both Sides By Variable Coefficient

-- KC4- The Distributive Property, I thought they would struggle with
(v)G | LC1- Add/Subtract Constant From Both Sides

(v)G | LC2- Combine Like [Constant] Terms

(v)G | LC3- Divide Both Sides By Variable Coefficient

LC4- Compute Quotient For Constant (8 did not get to Level 3, 16 who got
there mastered it), ok that’s good

(+)N LCS5- 8 students did not get to Level 3

s }::;ncd (+)N LC6- Combine Like [Variable] Terms (who got there mastered it, it’s just
dashboard that not everybody got there)
for class (+)N LC7- Add/Subtract Variables On Both Sides, the same kids who got to that
[Combine Variable Terms] got this
(v)B | LC8-Distribute Property, ok that is where they are starting to fall of
(+)N LC9- A couple of kids did not grab this [gesturing Level 1 Add/Subtract
Constant From Both Sides and Combine Constant Terms]
(+)N LC10- A couple of kids did not grab this [gesturing Level 2 Divide By
Variable Coefficient]
s KS1- Student 1 would be in one of the higher levels if she was here the
knowledge | firstday
or : -- KS2- Student 2 wasn'’t here at all
3 expectations - KS3- Student 3 was here only the second day
for -- KS4- Student 4 and Student 5 would goof around if they work together
individual -- | KS5- Student 6 would be ok working with Student 7
students -- | KS6- Student 4 is pretty strong
Learned (+)N | LS1-Thave a high [level 7], medium [level 5], and low group [level 3]
from ()N | LS2- Student 8 is kind of surprising
4 | Jashboard  (,)B | LS3-Student1is behind

individual (+)B | LS4-Student 2 is at (0:0) (wasn't here?)
students (+)B  LS5-Student 3 is at (0:0) (thought was here the second day?)

Teacher’s updated knowledge. Targeting the first link in the causal chain, we ana-
lyzed the video-recordings of the teachers’ preparation sessions to assess how Luna
affected their knowledge. From these video-recordings, the first author distilled and
paraphrased the main ideas teachers expressed (which we will call statements) as they
were thinking out loud during the preparation sessions. A second coder verified the
segmentation of the recording into statements by time-tagging each of them. As shown
in Table 1, we distinguished four categories of teacher knowledge, characterized by
whether they knew it before inspecting Luna or became aware of it while inspecting it,
and whether the focused-on information pertains to the class overall or to individual
students. We created such tables with teachers’ statements for each of the 8 experi-
mental condition classes.
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The statements that represent what teachers learned from the dashboard (rows 2 and
4 in Table 1) were coded based on two coding schemas. The first set of codes aims to
classify how Luna’s information relates to the teacher’s prior knowledge, using the
following codes: (1) “¥"” means that Luna’s information confirms what teachers knew
about their students (e.g.,Yeah, [student name] is not surprising...”), (2) “!” means
that teachers were surprised by Luna’s information, or it was inconsistent with what
teachers knew (e.g., “The only thing that stands out for me is this [pointing at combine
like terms make constant and make variable]...), and (3) “4” means that teachers
learned from Luna, but it did not confirm or reject what they already knew, (e.g., “...
looking at it, [the]distributive property they have all pretty much mastered...”). The
second set of codes aims to classify whether the teacher’s comment was about students
doing well or not in Lynnette, based on data from Luna. It has the following codes:
(1) “G” means that the teacher’s comment is about information from Luna that showed
students did well in Lynnette (e.g., “I am actually kind of surprised that [student name]
made it that far, that’s good!”), (2) “B” means that the teacher’s comment is about
students not doing well (e.g., “... I see that that’s what students have most trouble in,
combine unlike terms to make a variable...”), and (3) “N” means that the teacher’s
comment is ambiguous (e.g., if the teacher says, “Only one hasn’t mastered the dis-
tributive property,” it is not clear whether he/she views that as positive or negative).
The codes were assigned based only on what teachers explicitly said in the
video-recordings of the preparation sessions. The first author and a trained coder first

Table 2. Lesson plan, with information attributable to Luna coded in the first column.

Code Concepts teacher will cover/review in class Exercises teacher will do in
(WHAT?) class (HOW?)
-- (Revise concepts through equation solving + students
working in groups)
LC9 1 | Add/Subtract Constant From Both Sides x+8=-15
LC10 | 2 | Divide Both Sides By The Variable Coefficient 3x =24
-- 3 | Distributive Property/Combining Like Terms
LC8 o 5(x+4)=40
a | (Stus started to fall of at the Distributive Property) 3=7(4-2u)-6u
LC6 b | (This has that combine in it) 3(1+4n)-2(5n-3)=25
(From | 4 | Variables On Both Sides
other a | Variables On Both Sides 5x+6=2x+15
class) b | With Negative Numbers -7x-2=24-9x
¢ | Distributive Property + Variables On Both Sides 4(5n-7)=10n+2
d | Distributive Property + Variables On Both Sides 2(6d+3)=18-3(16-3d)
LSI, 5 | Students work in groups of 3 with | Level 7 Level § Level 3
LSZ’ worksheet with exercises on 1 Student 6 6 Student 15 | 3. Student8 Student 24
LS3, Distributive Property + Variables 2 Student 9 3 Student 16 | 1 Student 7
LS4, On Both Sides (same worksheet 3 Student 10 | 2 Student 17 | 2 Student 22
LSS as previous class) 4 Student 11 | 1 Student 18 | 5 Student 1

5 Student 12 | S5-Studentd9 | 6 Student 23
6 Student 13 | 7 Student 20 | 7 Student 5
7 Student 14 | 4 Student 21 | 8 x-Studeat3 x Student 2
8 Student 4 (with Student 4 who is pretty
strong and they were not here)
-- 6 | Give worksheet from previous
class
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coded all statements independently. They then met and resolved all disagreements in
coding through discussion and mutual consensus. The results reported here are based
on this consensus coding.

Lesson Plan. Moving to the next link in the causal chain (link 3 in Fig. 1), we
analyzed how the knowledge gained from the dashboard may have influenced teachers’
lesson plans. We focused on the lesson plans for the 8 classes in the experimental
condition, which teachers created with help from Luna. To represent the lesson plans,
we created tables (Table 2) based on the distilled and paraphrased main ideas teachers
mentioned or wrote down during the preparation sessions. These tables show the topics
along with the exercises (if any) that teachers planned to cover during the class session,
as well as their plans about individual students, when applicable. To study how the
information learned from Luna affected the teacher’s lesson plan, each of the items in
the lesson plan (rows in Table 2) was matched with what teachers learned from Luna
(rows 2, 4 in Table 1). For example, if the teacher stated, “... that is where they are
starting to fall off, at the distributive property” (LCS8 in Table 1) and then said “... we
are back into distributive property... so I can steal some examples from my other...
[the plan for my other class ] (writes down some exercises with the distributive property
used in the previous class they prepared for),” we would put the code LC8 under the
respective row in the lesson plan table. This coding procedure was applied only to
statements for which teachers explicitly stated that the reason they were going to cover
it in class because was information from Luna.

Table 3. Part of a lesson plan compared with what happened during the class session.

Concepts teacher will
Code cover/review in class ds:m;:g;;m Covered? Concept/Misconceptions Who?
L | ovnaTy) | e
- (Revise concepts through Yes -Focus on what they will do today
equation solving + students -Focus on what teacher saw in dashboard:
working in groups) weaknesses and strengths
-Focus on Distribute Property and Combine
Like Terms where most did not get to
-Most reached Level 5 but not all
-Focus on working with things they have
[ | | | | never done before (Part B)
LC9 |1 | Add/Subtract Constant From x+8=-15 No
[ Both Sides | |
LC10 | 2 | Divide Both Sides By The Ix=24 No
[ | Variable Cocfficient |
- 3 | Distributive Property/Combinc Yes
[ Like Terms | | | |
LC8 a | (Stus started to fall of at the | S(x+4)=40 Yes -Focus on Distribution Teacher
Distributive Property) -Focus on two step equations: do add/subtract | discusses with
-Focus on canceling and simplification students, Student
| | -Focus on checking answer 7.2,5,24
3=7(4-2u)-6u Yes -Focus on Distributive Property and Combine | Teacher
Like Terms discusses with
-Focus on distributing the 7 students, Student
[ | -Focus on divide and the other steps 14,11,4,16
Not -Focus on not distributing to the other side
[ | | planned | -Focus not distributing to the 6u term |
LC6 b | (This has that combinc in 3(1+4n)-2(5n-3)=25 | Yes -Focus on splitting stus in groups Teacher
it) -Focus on distribution of p thesi di with
-Focus on Combine Like Terms, add/subtract, | students, students
divide work in groups,
| | -Focus on checking solution | Student 11
Not -Focus on distributing the negative -2 with the

| planned | other negative -3 as it is tricky
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Class Session. Moving to the next link in the causal chain (link 4 in Fig. 1), we
counted how many of the statements in the lesson plan that were based on information
from Luna, actually made it into the class session. For each class session, we analyzed
the joint set of all notes taken during the sessions by all coders. We created tables to
compare the lesson plan with the class session (Table 3). Next to each statement of the
lesson plan, columns were added to show (1) whether teachers covered the planned
statement in class, (2) a summarized description of what they discussed, and (3) who
was involved in the discussion during the class session. The categories under the
column Covered indicate whether teachers covered that statement in class (Yes/No/Not
planned, with the latter code meaning the teacher did something they did not plan for or
did not say they were planning for).

3.4 RQ2: Does Teacher’s Use of the Dashboard Help Students Learn
Better?

We studied whether students in the experimental condition, where teachers used Luna
to prepare for the class session, had higher learning gains attributable to the class
session, compared to the control condition. We consider the learning gains from pre- to
post-test. (These gains can be attributed to the class session led by the teacher, since
there were no other learning activities in between the pre-test and post-test.) We had
analyzable data for 242 students (students who missed the pre-test, class session or
post-test were removed from the analysis). Seven independent graders and the first
author graded the tests. Fleiss’s Kappa was 0.98. The grading schema gave full credit
for correct statements and no credit for incorrect statements.

4 Results

4.1 RQI1: How Does the Dashboard Affect Teachers?

Teacher’s updated knowledge. Across 5 teachers in 8 experimental condition clas-
ses, we recorded on average 12.6 statements per class that were evidence of the
dashboard affecting what teachers knew about their students (Updated Knowledge in
Table 4). (We will refer to the statements learned from Luna as “learned statements.”)
There were slightly more such statements at the class level compared to the individual
level (7.1 statements per class at the class level versus 5.5 statements per class at the
individual level). Teachers seemed surprised more often by information at the indi-
vidual level (on average 1.4 statements per class) than at the class level (on average
0.38 statements per class). Further, out of the 12.6 statements on average that provide
evidence that teachers learn from Luna, 34.7% relate to things that students are not
doing well (19.8% at the class and 14.9% at the individual level), while 29.7% relate to
things they are doing well (19.8% at the class and 9.9% at the individual level). Thus,
Luna’s information affected the teacher’s knowledge about the class overall and
individual students. Furthermore, these learned statements are about students doing
well and not doing well with roughly equal frequency.
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Lesson plan. Moving to the next link in the causal chain (Lesson Plan in Table 4),
44.6% of the learned statements get incorporated in the lesson plans (5.6 out of 12.6
statements per class learned from Luna). At the class level, teachers include in the
lesson plans 33.3% of the learned statements, compared to 59% at the individual level.
This finding suggests that Luna prompted change in teachers’ lesson plans, both with
respect to the class as a whole and to individual students, though more so with respect
to the latter. In addition, teachers include an average of 3.1 statements per lesson plan
pertaining to students not doing well (24.7% of all learned statements), namely, 1.9
(14.9%) at the class level and 1.3 (9.9%) at the individual level. By contrast, they
include only 0.75 statements per class (5.9% of the learned statements) pertaining to
students doing well (Fig. 4)! As a different way of looking at this contrast, teachers
include in their lesson plans 20% of the learned statements regarding students doing
well, whereas they include 71.4% of the learned statements regarding students not
doing well. Thus, the knowledge that teachers gain from Luna is accounted for in
various ways in their lesson plans, in particular knowledge about where students are
struggling.

Table 4. Effect of the dashboard measured as average number of statements per class.
Class Overall Individual Students

Updated Lesson  Class Updated Lesson  Class
Knowledge  Plan Session = Knowledge  Plan Session

1 0.13 0.13 0.5 0.13 0.13

(+) 58 2 1.4 3.6 2.6 1
(1) 0.38 0.25 0.25 1.4 0.5 0.5
G 2.5 0.13 0 13 0.63 0.5
B 2.5 1.9 1.6 1.9 13 0.63
N 2.1 0.38 0.13 2.4 1.4 0.5
Total 7.1 2.4 1.8 55 33 1.6

We also made informal observations as to how the information teachers learned
from Luna made it into their lesson plans. At the class level, in 6/8 classes where
teachers prepared the control before the experimental classes, they used as a basis for
the experimental classes the plan they prepared for the control ones, but changed and
adapted it based on Luna’s information. For example, they planned to discuss specific
topics students were having trouble with, or added and removed exercises or topics
from the plan based on Luna’s information. One teacher, who prepared for the
experimental before the control class, based the lesson plan for the former entirely on
the dashboard, focusing on discussing errors the class was having with example
exercises Luna provided for each error. In addition, based on Luna’s information, in 1/8
classes the teacher decided not to cover a topic because the class had mastered it, while
another teacher planned what topics to cover for the rest of the week, after the class
session. At the individual level, in 3/8 classes teachers planned to work one-to-one,
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during or after class, with students who were not doing well as shown by Luna, while
in 2/8 classes one teacher decided they did not need to spend time with individual
students, who despite initially not doing well according to Luna, had fixed the problems
they had, also according to Luna. In 2/8 classes, teachers adapted a worksheet they
planned to give students based on the information in Luna. And lastly, somewhat to our
surprise, in 2/8 classes one teacher assigned students to work in groups during the class
session, with group composition based on students’ progress as shown by Luna. In
conclusion, there is a variety of ways in which teachers incorporate in their lesson plans
knowledge they gain from Luna both at the class and individual level.

Class session. Moving down the causal chain, teachers implement in the class session
60% of those planned statements (Fig. 4), which is 26.7% of the ones they learned
from Luna (13.9% at the class and 12.9% at the individual level). Furthermore, 17.8%
of the learned statements about students not doing well make it to the class session
(12.9% at the class and 5% at the student level), as opposed to 4% of the ones about
students doing well. Thus, the knowledge teachers gain from Luna that makes it to the
lesson plan also gets accounted for and reaches students in the class session.

26.7% of total
learned statements
G: 4%, B: 17.8%

on average 12.6 learned
statements per class
G:29.7%, B: 34.7% 44.6% of total
learned
statements

G:5.9%, B: 24.7%

60% of total
planned
statements

Link 1 T:;’;zezr,s Link 3 Link 4 Link 5
What teacher updated Teacher's Class Student
knew before knowledge plan for class Session learning

Fig. 4. How the information from the dashboard traveled down the causal chain. The
percentages on the arrows are percentages of the total number of statements teachers learned from
Luna. “G” and “B” refer to statements about students doing well and not so well, respectively.

4.2 RQ2: Does Teacher’s Use of the Dashboard Help Students Learn
Better?

To test for knowledge differences between the conditions right before the class session,
we ran a Welch Two Sample t-test on the pre-test data to compare the means of the
control condition (M = 5.48, SD = 2.89) and experimental conditions (M = 4.53,
SD = 3.23). We found that, in spite of our efforts to create balanced conditions, stu-
dents in the control condition had a significantly higher pre-test mean than those in the
experimental condition (t = 2.3908, df = 236.31, p = 0.0176). We used a hierarchical
linear model (HLM [17]) with three nested levels to compare the gains from pre- to
post-test (which can be attributed to the class session, with condition differences
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attributable to the dashboard). In the model, students (level 1) were nested within
classes (level 2) which were nested within teachers (level 3). We included the condition
as a fixed effect, and the difference between post- and pre-test as the dependent vari-
able. There was no significant difference between the conditions in learning gains
(t = —1.620, df = 240, p = 0.1065).

5 Discussion and Conclusions

We examine and trace the influence of a dashboard on teachers’ knowledge of their
students, their lesson plans and execution of these plans, and ultimately on student
learning; these influences are summarized in a “causal chain” that guides our analysis.
To the best of our knowledge, the use of this causal chain, to trace the effects of a
dashboard for an ITS on teacher practices and student learning, is a methodological
innovation in dashboard research. We note that this causal chain is not specific to ITSs
or to the particular dashboard used. Further, to the best of our knowledge, the current
study is one of the first that tries to measure student learning gains due to the teacher’s
use of a dashboard in a classroom setting [18, 22], with the exception of [7].

Our results show that the dashboard affects teachers at all the links in the causal
chain. First, teachers update their knowledge with an average 12.6 statements per class
(Fig. 4). In turn, the teachers’ updated knowledge helps them to adapt or change their
lesson plan. Teachers incorporate 44.6% of the statements they learned from the
dashboard in their lesson plans, which suggests that Luna provided useful information
to teachers on their students’ performance in the ITS. Furthermore, teachers implement
in the class session 60% of the planned statements, which is 26.7% of the statements
they learned from the dashboard (Fig. 4). This is a substantial portion, even if as we
move down the causal chain, the number of statements that can be attributed to the
dashboard decreases at every link. Perhaps that kind of “dilution” of influence, as we
look at causal effects further removed from what teachers gleaned directly from the
dashboard, is not surprising, although we believe our study is the first to document this
phenomenon regarding dashboards.

In addition, we found teachers attend mostly to information from Luna that shows
their students are not doing well in certain aspects of equation solving, as opposed to
information about doing well. This perhaps is not surprising in and of itself but it
suggests that the dashboard presents information that teachers do not have. Further-
more, although teachers learn almost the same number of statements for both the class
overall and individual students who are not doing well, more statements related to the
class, rather then individuals, get accounted for in the class session. Lastly, contrary to
our expectation, we did not find that Luna influenced student learning. Generally, we
can conclude that the dashboard’s information, about skill mastery, occurrence of errors
and student progress in an ITS, at the class and individual level, is helpful to teachers as
they prepare for a class session, even if more is needed to demonstrate an improvement
in student learning.

There are reasons to think that a fully designed dashboard, used over an extended
period of time, could be even more influential than we found in the current study. First,
as mentioned, at the time of the study, Luna was a high-fidelity dashboard prototype
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with some interactivity. A complete dashboard might provide more opportunities for
teachers to look at more detailed information about their students’ learning or might
provide an option to project the dashboard in front of the class (cf. [7]). Second, the
planning sessions were only 20 min total (for creating two or three lesson plans), which
in retrospect was not enough time for teachers to fully digest Luna’s information and
plan what to cover in class. The class session was only 40-minutes, which restricted
how much teachers planned for and covered. These time limitations could explain why
teachers only planned for part of the information they learned from Luna and why
fewer statements made it into the class session. Third, students took the post-test either
right after the class session or the day after. Thus, they had no time to practice what
teachers covered in the class session. Fourth, the dashboard was a new technology for
teachers; the study gave them only limited time to become familiar with it, not enough
to integrate it into their daily routines. In addition, only 2 out of the 5 teachers had
previously worked with an ITS. When Luna is fully developed, with more opportu-
nities for teachers to look at detailed information, and when used for longer periods of
time, it could potentially help teachers bring more information from the dashboard into
the class session, and ultimately help their students achieve higher learning gains.

In sum, the results of our study indicate that a dashboard with analytics from an
ITS, based primarily on its student modeling methods, can be helpful to teachers. We
found that the dashboard’s information affects the teacher’s knowledge, lesson plans,
and what they cover in the class session. In particular, the teachers paid much attention
to their students’ struggles. In our previous work [25] we found that teachers can have
surprisingly detailed knowledge about their students; it was therefore not obvious that
the dashboard would tell them much that they didn’t already know. However, our study
shows that even though teachers generally know their classes well, a dashboard with
analytics from an ITS can still help them know more about their students, and can
influence their lesson plans and lesson.
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Abstract. Mind-wandering or loss of focus is a frequently occurring
experience for many learners and negatively impacts learning outcomes.
While in a classroom setting, a skilled teacher may be able to react to stu-
dents’ loss of focus, in Massive Open Online Courses (MOOCs) no such
intervention is possible (yet). Previous studies suggest a strong relation-
ship between learners’ mind-wandering and their gaze, making it pos-
sible to detect mind-wandering in real-time using eye-tracking devices.
Existing research in this area though has made use of specialized (and
expensive) hardware, and thus cannot be employed in MOOC scenarios
due to the inability to scale beyond lab settings. In order to make a step
towards scalable mind-wandering detection among online learners, we
propose the use of ubiquitously available consumer grade webcams. In
a controlled study, we compare the accuracy of mind-wandering detec-
tion from gaze data recorded through a standard webcam and recorded
through a specialized and high-quality eye tracker. Our results suggest
that a large-scale application of webcam-based mind-wandering detec-
tion in MOOC:s is indeed possible.

Keywords: Learning analytics - MOOCs -+ Mind-wandering - Eye
tracking

1 Introduction

Mind-wandering is an essential part of human behavior consuming up to 50% of
everyday thoughts [8], and can be described as “thoughts and images that arise
when attention drifts away from external tasks and perceptual input toward a
more private, internal stream of consciousness” [12]. While mind-wandering can
also have positive effects (such as fostering creativity [23]), many educational
tasks including following a lecture or solving an assignment require active atten-
tion and focus to reach the desired learning outcomes. For these tasks, excessive
mind-wandering has disastrous effects on learning efficiency [19].

In the traditional classroom setting, mind-wandering and attention lapses
have been studied for a long time, e.g. [3,24]. Although researchers do not yet
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agree on the actual attention span of learners, several past works have found
attention among students during lecture time to vary in a cyclic manner.

For online courses and MOOCs, this problem is even more severe as they
are consumed using digital display devices. This mode of consumption is par-
ticularly prone to mind-wandering. Likely due to the ubiquity of smartphones
and digital content, a significant subgroup of online users adopt a “heavy media
multitasking” behavior [10], making it challenging for them to focus on a sin-
gle multimedia content unit. This finding is also supported by our work, where
learners frequently lose focus even in short video clips of around seven minutes.

In order to detect mind-wandering among online learners during their con-
sumption of digital materials, we require an approach that is scalable (it can be
deployed to thousands of learners), near real-time (mind-wandering is detected
as soon as it occurs), unobtrusive (learners are not distracted by the detec-
tion procedure) and autonomous. In addition to providing insights into learners’
behaviors, such a method would also enable real-time interventions that lower
the amount of mind-wandering taking place. As a concrete example we envision
an intelligent MOOC video player: the player (via the webcam feed) monitors a
learner’s attention state and when a loss of focus is detected, the player pauses
the video automatically in order to avoid skipping over relevant content. In order
to ensure learners’ privacy, all necessary processing will be client-side (i.e. exe-
cuted within the browser).

To this end, previous research showed that by analyzing people’s gaze data,
mind-wandering can be detected, e.g. whilst reading texts on screen [1], or watch-
ing (non-educational) films [2]. These results can be attributed to the eye-mind
link effect [15], which states that “there is no appreciable lag between what is
fixated and what is processed.” Existing works usually rely on expensive and
specialized eye-tracking hardware (e.g. a Tobii eye tracker) to obtain gaze data,
which is not available to the average MOOC learner. It is therefore still an open
question whether eye-tracking based mind-wandering detection can be performed
in a scalable manner.

Our goal in this paper is to develop a fully automatic method for detecting
mind-wandering and loss of focus in near real-time using only low-end webcams
ubiquitously found on laptop computers. To this end, we conducted a labora-
tory study with 13 participants, collecting a dataset of gaze features (i.e. features
extracted from gaze data) and self-reported mind-wandering. To motivate this
approach, refer to Fig.1 which visualizes the gaze of two of our study partic-
ipants through heatmaps. The MOOC video shown has several relevant visual
areas, including the lecture slides, the subtitles, and the speaker’s face. In the
depicted scene, a changing set of examples is shown on the slides which are
important to grasp the lecture content. The participant who reported mind-
wandering in the 30s interval intently gazed on a spot on the speaker’s face,
ignoring the slides and the shown examples, while the second participant who
reported no mind-wandering focused on all relevant areas of the video. Our pro-
posed approach employs supervised machine learning to automatically learn such
mind-wandering patterns based on gaze features.
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Fig. 1. Gaze heatmaps of two study participants over a 30s interval

Our contributions in this work are as follows:

1. We create an elaborate gold dataset to foster eye-tracking based mind-
wandering research, featuring 13 participants watching two MOOC videos
each in a controlled laboratory setting, reporting feedback on mind-wandering
in brief intervals. In addition to these mind-wandering reports, we provide
video and gaze data as recorded and analyzed by a professional eye tracker
as well as gaze data recorded by a webcam and processed by an open-source
gaze library. We make this data available on our companion Web page [25].

2. We implement and evaluate an approach to automatically detect mind-
wandering based on gaze data (i) collected with a specialized eye-tracking
device (Tobii X2-30), relying on the results and best practices published in
[2], and (ii) collected with a standard webcam.

3. We extensively discuss and evaluate both approaches, and argue that our
webcam-based method is indeed suitable for large-scale deployment outside
a controlled laboratory setting.

2 Background: Mind-Wandering

Different data collection methods have been used to study mind-wandering of
students in traditional classrooms since the 1960s, such as the observation of
inattention behaviors [7], the retention of course content [11], using direct probes
in class [9,21] and relying on self-reports from students [3]. A common belief was
that learners’ attention may decrease considerably after 10-15 min of the lecture,
which was supported by [21]. However, Wilson and Korn [24] later challenged
this claim and argued that more research is needed. In a recent study, Bunce
et al. [3] asked learners to report their mind-wandering voluntarily during 9-
12min course segments. Three buttons were placed in front of each learner,
representing attention lapses of 1 min or less, of 2-3 min and of 5min or more.
During the lectures, the learners were asked to report their mind-wandering by
pressing one of three buttons once they noticed their mind-wandering. This setup
led Bunce et al. [3] to conclude that learners start losing their attention early on
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in the lecture and may cycle through several attention states within the 9-12 min
course segments.

In online learning environments, mind-wandering may be even more frequent.
Risko et al. [16] used three one hour video-recorded lectures with different topics
(psychology, economics, and classics) in their experiments. While watching the
videos, participants were probed four times throughout each video. The mind-
wandering frequency among the participants was found to be 43%. Additionally,
Risko et al. [16] found a significant negative correlation between test performance
and mind-wandering. Szpunar et al. [22] investigated the impact of interpolated
tests on learners’ mind-wandering within online lectures. The study participants
were asked to watch a 21-minute video lecture (4 segments with 5.5min per
segment) and report their mind-wandering in response to random probes (one
probe per segment). In their experiments, the mind-wandering frequency was
about 40%. Loh et al. [10] also employed mind-wandering probes to measure
learners’ mind-wandering and found a positive correlation between media multi-
tasking activity and learners’ mind-wandering (average frequency of 32%) whilst
watching video lectures. Based on these considerably high mind-wandering fre-
quencies we conclude that reducing mind-wandering in online learning is an
important approach to improve learning outcomes.

Inspired by the eye-mind link effect [15], a number of previous studies [1,2,13]
focused on the automatic detection of learners’ mind-wandering by means of
gaze data. In [1,2], Bixler and D’Mello investigated the detection of learners’
mind-wandering during computerized reading. To generate the ground truth, the
study participants were asked to manually report their mind-wandering when an
auditory probe (i.e. a beep) was triggered. Based on those reports, the mind-
wandering frequency ranged from 24.3% to 30.1%. During the experiment, gaze
data was collected using a dedicated eye tracker. In [13], Mills et al. asked the
study participants to watch a 32 min, non-educational movie and self-report their
mind-wandering throughout. In order to detect mind-wandering automatically,
statistical features and the relationship between gaze and video content were
considered. In contrast to [1,2], the authors mainly focused on the relationship
between a participant’s gaze and areas of interest (AOIs), specific areas in the
video a participant should be interested (like the speaker or slides).

3 Methodology

In our study, we focus on the automatic detection of learners’ mind-wandering
through webcam-based eye tracking. The scenario we consider is video lecture
watching, which is the most common manner of conveying lecture content in
MOOCs [16]. We collect data through a lab study with 13 participants who were
asked to watch two lecture videos and regularly report their mind-wandering
during this time. We recorded their gaze data with a dedicated high-quality eye
tracker and a standard webcam. In our paper, gaze data refers to both gaze points
(the points on the screen a participant is actively looking at) and gaze events
(i.e. fixations and saccades). Fixation refers to the action that concentrates the
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gaze points on a single area, and saccade refers to the quick and simultaneous
movement of both eyes between two or more phases of fixations.

Compared to previous works [10,13,16,22], the two MOOC lecture videos in
our study are considerably shorter - they are between six and eight minutes in
length, in line with standard MOOC practices today. To collect the ground-truth
(did mind-wandering occur in the last n seconds?) we rely on mind-wandering
probes which have proven to be effective in the traditional classroom setting [4,
9,21] and online learning [1,2]. Probes (regularly and actively seeking input from
the study participants) are more reliable than self-caught reports which require
study participants to think about their loss of focus and about reporting it [20].
In response to our probes (in the form of an auditory signal—a bell) during
video lecture playback, participants were asked to press a key to indicate that
they experienced mind-wandering in the past 30s. Participants who did not
experience mind-wandering were asked to ignore the bell and continue watching.

Having collected the ground truth data, we next turned to the extraction of
features from gaze data, following [13]. In line with previous works, we extracted
features from gaze events. These gaze events are generated by gaze points. Note
that gaze points are not measured directly - they are estimated from the recorded
eye and iris movements; we used the existing software libraries of our dedicated
high-quality eye tracker and our open-source webcam-based framework to turn
eye and iris movements into gaze points.

Finally we used employed the ground truth data and extracted features in
a supervised machine learning task to explore to what extent the automatic
detection of mind-wandering in this setting is possible.

The overview of the processing pipeline is shown in Fig. 2. In the following
sections, we first describe in more detail the experimental design of our study,
and then elaborate on the features we extracted.

Tobii Studio Gaze Events: Feature
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Saccades
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Fig. 2. Overview of the processing pipeline
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3.1 Study Setup

Our study is built around two introductory videos taken from two different
x-MOOCs [17] professionally produced and offered by the Delft University of
Technology on the edX! platform. One video, (taken from the Understanding
Nuclear Energy MOOC), covers the basics of the atomic model with a length of
6:41 min; the second one (part of the Solar Energy MOOC and 7:49 min long)
introduces the concept of energy conversion. We selected those videos specifi-
cally as they contain rich visual lectures slides overlayed with the speaker (see
Fig. 1). They cover topics we consider interesting to a wider audience and do not
require extensive prior knowledge due to their introductory nature. All study
participants watched both videos; their order was randomized to avoid order
effects.

We used two eye-tracking devices in the study, a high-quality one as a ref-
erence and a low-quality webcam. Concretely, we made use of the professional
Tobii X2-30 eye tracker and its corresponding software Tobii Studio to esti-
mate participants’ gaze points. Our webcam is the built-in camera of our exper-
imental laptop, a Dell Inspiron 5759 with a 17-inch screen and a 1920 x 1080
resolution. To estimate the gaze points based on a live webcam feed, we relied
on WebGazer. js [14], an open source eye-tracking library written in JavaScript.
We built a Web application closely resembling existing MOOC lecture video
players with additional logging capabilities. In order to alert our participants to
each mind-wandering probe, we included a medium-volume acoustic bell signal
played by the Web application. After the bell, participants reported their mind-
wandering in the past 30 seconds by pressing a feedback button. The next bell
signal occurred after another 30-60s. The actual time was randomized within
those boundaries, as previous research [1,10] suggests that participants perceive
interruptions which are not perfectly periodic as less interrupting. In order to
further limit the mental annoyance of this process, participants were only asked
to actively report in case they had indeed experienced mind-wandering. This
process resulted in mind-wandering reports for each participant, including the
bell signals and participant responses with respect to mind-wandering as shown
in Fig. 3.

Report Report Report

Mw non-MW| |non-MW Mw non-MW Mw l

T

Bell Bell Bell Bell Bell Bell

Fig. 3. An example of mind-wandering reports

We recruited our study participants (six females, seven males, all with a
computer science background) through an internal mailing list and did not pay

! http://edx.org/.
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them. After a pre-study briefing, we asked our participants, six of whom wore
glasses or contact lenses, to sit stable and comfortably in front of the laptop
(with a distance of 52-68 cm between eyes and screen). The study consisted of
pre- and post-study questionnaires, an instruction phase by the experimenter,
a calibration phase (to calibrate the eye trackers) and the watching of the two
lecture videos; overall, participants spent about 35min in the experiment. We
conducted all experiments during daylight hours with both office lights and nat-
ural daylight contributing to our lighting.

The data generated by Tobii Studio during the study includes (among oth-
ers) the estimated 2D coordinates of gaze points for each eye, the duration and
coordinates of gaze events (i.e. fixations and saccades), the eye and pupil posi-
tions of the participant as well as the distance between the participant and the
camera with a sample rate of 30 samples/second. In contrast, the data extracted
from our webcam-based eye-tracking solution only includes the estimated 2D
coordinates of gaze points of both eyes sampled at a rate of 5 samples/second.

3.2 Mind-Wandering Detection Using Gaze Features

To realize eye-tracking based mind-wandering detection using the professional
eye tracker and our webcam-based solution, we turn the task into a standard
supervised machine learning task. Our classifiers are trained using the aforemen-
tioned mind-wandering reports as reference labels, and extracted gaze features
for each time span between two bell signals as collected by either technique as
input.

Given Tobii Studio’s gaze data and inspired by [1,2] we extracted 58 features
in total. These features can be classified into two groups, global features and
local features. The global features refer to features which are independent of
the current content of the MOOC video, and are as shown in Table1 based
on fixations and saccades. The feature vector of a given bell time span covers
statistical aggregates of fixation and saccade data such as maximum, minimum,
mean, median, standard deviation, range, kurtosis and skew of fixation durations,
saccade durations, saccade distance and saccade angles.

Local features are mainly based on the relationship between fixa-
tions/saccades and the areas of interest (AOIs) in the MOOC video, i.e. local
features correlate gaze data with the current video content. There are certain
areas of a video where a focused learner should focus her attention (e.g. the
slides) in order to follow the content, while others are less interesting. While this
opens a complex design space for engineering features, we opted for a simple
implementation in which we manually defined three fixed areas of interest: the
instructor’s face, subtitles, and the lecture slides. The resulting local features
include then the number and length of saccades and fixations which focus on
different areas of interest for a given time span. Recall once more that all sac-
cade and fixation data are computed by Tobii Studio with high precision for
each bell time span based on a raw sample rate of 30 Hz.
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Table 1. Features leveraged in the detection of participants’ mind-wandering

Feature name Explanation

Global features

Fixation duration The durations (ms) of fixations

Saccade duration The durations (ms) of saccades

Saccade distance The distances (pixel) of saccades

Saccade angle The angles (degree) between saccades and the horizon
Number of saccade Total number of saccades

Horizontal saccade ratio | The proportion of the number of saccades which have
saccade angles less than 30°

Fixation saccade ration | The ratio of the durations of fixations to the duration of
saccades

Local features

Saccade landing The proportion of the number of saccades landing in
different areas

Fixation duration AOI | The durations (ms) of fixations located in different areas

Due to limitations of the WebGazer. js framework?, we only achieve a sam-
ple rate of 5 Hz for our webcam-based experiments. As changes of fixations and
saccades usually happen within the range of 200 ms to 400 ms [18], reliable gaze
data comparable to the one provided by the high-speed Tobii tracker is impos-
sible to obtain using such a low sample rate and thus needs to be estimated
algorithmically. For this purpose we implement micro-saccade detection as dis-
cussed in [6]: we first determine whether the movement between two consecutive
gaze points is a saccade based on the movements’ velocity. Then we treat gaze
points between two saccades as a fixation. If there is only a single gaze point
between two saccades, we assume this gaze point is a fixation with a duration
between this gaze point and the previous gaze point. After the detection of sac-
cades and fixations, we can generate the same 58 features as already shown in
Table 1. Intuitively, the feature vectors from the webcam-based solution are less
precise (as the sampling rate is much lower), however, we will show later that
they still show comparable classification performance as we aggregate features
over the time spans between consecutive bells, thus this imprecision carries little
weight.

To train our classifiers, we adopt leave-one-participant-out cross-
validation [13]. In each run, the data of one participant is selected as test
data and the data of all other participants is used for training. Based on the
results reported in previous works [1,2,13], the collected data on learners’ mind-
wandering is usually unbalanced with considerably less than 50% of probes
resulting in reported mind-wandering. We counter the effects of this imbalance

2 1t is based on an iterative algorithm that each detection runs after the previous
detection is finished.
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by applying the oversampling method Synthetic Minority Over-sampling Tech-
nique (SMOTE) [5].
We have two requirements for our choice of classifiers as follows:

1. The selected models trained with our data can be used effectively to infer
mind-wandering in data of unseen participants.

2. The selected models trained with our data can be used in real-ttme mind-
wandering detection.

For the first requirement, we consider the bias-variance trade-off of machine
learning models and the data size in our experiments. We select Logistic Regres-
sion, Linear SVM and Naive Bayes classifiers in our experiments as they have a
low variance on small datasets like ours. These classifiers are also suitable for our
second requirement. Since the trained models are small and require few infer-
ence steps, they can easily be integrated into Web applications within MOOC
platforms.

In order to determine the effect of different feature types, we evaluate dif-
ferent subsets of features in our experiments: (i) global features only (G), (ii)
local features only (L) and (iii) the combination of global and local features
(G+L). Since we also include SMOTE as a pre-processing step to deal with the
unbalanced nature of our data, overall we report results on six different setups.

4 Results

In this section, we focus on the experimental results of our study and described
mind-wandering detection methods. We address two main research questions:

RQ1: How many mind-wandering reports are collected from participants across
each video, and what can be learned from them?

RQ2: How well does our webcam-based mind-wandering detection method per-
form, and how does it compare to detection based on data collected from a
professional eye tracker?

For RQ2, we first compare the overall effectiveness of our three selected
classifiers with different sets of gaze features. Then, we delve deeper into the
mind-wandering detection results. Considering that the mind-wandering reports
are not evenly distributed among participants nor across the entire length of
the lecture videos, we address two sub-questions RQ2.1 and RQ2.2. A final
sub-question is dedicated to the generalizability of our trained models.

RQ2.1: Does mind-wandering detection perform equally well across all partic-
ipants?

RQ2.2: Does mind-wandering detection perform equally well across the entire
length of a lecture video?

RQ2.3: Does a mind-wandering detection model trained on one video perform
well to detect mind-wandering on a different video?
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4.1 Exploratory Analysis of Mind-Wandering Reports

In order to answer RQ1, we now analyze our participants’ mind-wandering
behaviour while watching the two MOOC lecture videos.
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Fig. 4. Overview of the reported mind-wandering (MW) reports across the MOOC
videos. Due to the randomized video order in the experiment, we partitioned the results
according to whether the video was shown first (“order 1”) or last (“order 2”). The
video time displays the number of seconds since the start of the video.

In Fig. 4, the distributions of participants’ reported mind-wandering events
over the course of each of the two videos are shown. As discussed in the last
section, participants were shown both videos in a random order, which is also
reflected in the diagram. As the number of participants in each of the experi-
mental groups is very small, no statistically significant conclusions can be drawn.
However, it is visible that mind-wandering is indeed a rather frequent occurrence
even for very short video lectures of roughly 7 min: our measured mind-wandering
rate is 29%; i.e. in 71% of all bell time spans, our subjects actually stayed
focused. In addition, it appears that our participants tire considerably during
the second video when the experiment draws to its conclusion. This feedback
was pro-actively provided by several of our participants in a post-experiment
questionnaire, and seems to be at least anecdotally confirmed by the presented
mind-wandering reports.

4.2 Mind-Wandering Detection

In order to answer RQ2, we investigate how accurately we can detect partici-
pants’ mind-wandering based on gaze data extracted by WebGazer . js compared
to Tobii’s X2-30. The results are shown in Table 2. The results are based on the
nested leave-one-participant-out cross-validation, which means that a leave-one-
participant-out cross-validation is used as the inner cross-validation for model
selection and a leave-one-participant-out cross-validation is used as the outer
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Table 2. Mind-wandering detection results based on gaze data (G means global fea-
tures and L means local features)

Data Feature | SMOTE | Precision | Recall | F1 Classifier
Baseline - - 0.290 0.291 [0.290 | —
Tobii data G — 0.316 0.515 |0.350 | Logistic Regression
G v 0.358 0.487 1 0.336 | Logistic Regression
L - 0.263 0.625 | 0.309 | Logistic Regression
L v 0.294 0.682 | 0.364 | Naive Bayes
G+L — 0.342 0.486 |0.335 | Naive Bayes
G+L v 0.346 0.502 |0.330 | Linear SVM
WebGazer data | G - 0.309 0.671 |0.395 | Naive Bayes
G v 0.306 0.744 | 0.405 | Naive Bayes
L — 0.313 0.650 | 0.394 | Naive Bayes
L v 0.320 0.691 |0.403 | Naive Bayes
G+L - 0.289 0.696 | 0.378 | Naive Bayes
G+L v 0.286 0.674 |0.378 | Naive Bayes

cross-validation for measuring performance of the selected model. For the sake
of brevity®, we only list the best performing classifier for each feature set. As a
baseline method, we used a random classifier which includes the knowledge that
the mind-wandering rate is 0.29 and thus each feature vector is labeled as mind-
wandering with a probability of 0.29. Since accuracy is not a suitable metric for
unbalanced data, precision, recall, and F1l-measure are reported.

Based on our results in Table 2, all our methods are significantly better than
the random baseline according to all three metrics. We do not observe a large
impact of SMOTE: applying the SMOTE pre-processing method on Tobii data
slightly increases Precision, however it has no effect on the detection results on
Webgazer. js data. The combination of local and global features does not benefit
the detection on Tobii data nor the detection on Webgazer. js data.

All our reported F1 scores are slightly lower than reported by previous
research [2] which relied on similar features and classifiers. We believe the dif-
ference (0.1 in F1 score) to be due to the slightly different data collection setup:
Bixler et al. [2] utilized a short movie instead of MOOC lectures and free self-
reporting instead of periodic self-reporting to obtain mind-wandering reports.
With respect to the evaluated classification methods, we find that the Gaussian
Naive Bayes models outperform the other approaches on WebGazer. js data in
every feature set combination.

The most surprising finding in this experiment is that compared to the Tobii
data we achieve higher Recall and F1 scores based on the gaze features extracted

3 The full results, as well as all hyperparameter settings of the classifiers can be found
online [25].
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from WebGazer.js data. Based on our intuition, features extracted from the
data which is generated from the high-quality eye tracker X2-30 should lead
to a more accurate detection of mind-wandering, than features extracted from
the data which is generated by a standard webcam. A possible reason for this
experimental artifact is the small number of participants in our study; in future
work we plan increase our participant pool to at least 100 participants.

Based on Table2, we now delve deeper into our mind-wandering detection
results. In order to answer RQ2.1, we investigate the detection results on each
participant separately. For this step, we select the best-performing models for
each data source (Table2). For the detection on Tobii data, we use Gaussian
Naive Bayes with local features and the SMOTE method. For the detection on
Webgazer. js data, we use Gaussian Naive Bayes with global features and the
SMOTE method. The results are shown in Table 3. We observe that across all
metrics, the minimum observed accuracy is zero (for both Tobii and Webgazer
data), which implies that there are participants for whom our prediction is not
working at all. At the same time, we observe that at best a participant’s mind-
wandering can be detected with high accuracy with an F1 of 0.7 (Tobii data)
and 0.8 (Webgazer data) respectively. The large standard deviations across the
three metrics - 0.2 to 0.35 - further show that the accuracy of our detector varies
widely between participants. Therefore, we conclude that the detection does not
work equally well for all participants in our experiments.

Table 3. Statistics of detection results on individual participants (Prighest shows the
detection results of the participant with highest F1-measure, Powest With lowest)

Data Metrics | Max |Min | Mean | Std | Prighest | Prowest
Tobii data Precision | 0.714 | 0 0.294 | 0.198 | 0.600 0
Recall 1.000 | 0 0.682 | 0.357 | 0.857 0
F1 0.706 | 0 0.364 | 0.200 | 0.706 0
WebGazer data | Precision | 0.700 | 0 0.306 | 0.209 | 0.700 0
Recall 1.000 | O 0.744 | 0.354 | 1.000 0
F1 0.824 |0 0.405 | 0.244 1 0.824 0

Based on the analysis in Sect. 4.1, we find that mind-wandering is not evenly
distributed throughout a video. This leads to our RQ2.2. We split each video
into two parts with the same length. Then, for each part of the video, we use
the data of the other part and the data of the other video to train the model
and to detect the mind-wandering in this specific left-out part of the video. The
models, feature sets and the SMOTE method used in this experiments are same
as in RQ2.1. The results are shown in Table4. We conclude that the detection
of mind-wandering cannot be made equally well across the entire length of the
lecture videos in our experiments. For X2-30 data, we find the results of the
mind-wandering detection in the second part of the same video to be much better
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Table 4. Detection across the entire length of the video (Part I means the first half
part of the video, and Part 2 means the second half part of the video)

Data Metrics | Solar Energy | Nuclear Energy
Part 1| Part 2| Part 1 | Part 2
Tobii data Precision | 0.147 |0.410 |0.276 |0.321
Recall 0.308 |0.763 |0.397 |0.462
F1 0.195 |0.474 | 0.285 |0.369

WebGazer data | Precision | 0.365 |0.240 |0.295 |0.327
Recall 0.615 |0.500 |0.462 |0.615
F1 0.438 |0.285 |0.344 |0.416

than the first part. For WebGazer. js data, we observe no trend, the results vary
depending on the lecture video. We hypothesize this result to be connected to
the fact that different participants were shown the videos in different orders.

Our last experiment answers RQ2.3. So far we have shown that our method
can detect a participant’s mind-wandering based on a model trained on the gaze
data and mind-wandering reports of other participants. To scale out, we need
to determine to what extent we can detect learners’ mind-wandering in video
lectures of one course with a model trained in lecture videos of other courses. If we
were to obtain good detection results for such scenarios, there may be a general
model which can be used in different lecture videos at scale (i.e., “train once,
deploy everywhere”). In this experiment, the experimental settings for classifiers,
feature sets and the SMOTE method on different kinds of data are same as in
our previous experiments (RQ2.1 and RQ2.2). We evaluate the cross-video
performance by training our model on one video, and test the performance of
the model using the other video. The results of all video combinations are shown
in Table 5. For reference, this table also includes training and testing using the
same video, using leave-one-participant-out cross-validation.

Table 5. Detection with model translation (i.e. using a model on a different video than
it was trained on)

Data Metrics | Trained on solar Trained on nuclear
Used in solar | Used in nuclear | Used in nuclear | Used in solar

Tobii data Precision | 0.267 0.171 0.294 0.149

Recall 0.705 0.372 0.410 0.205

F1 0.355 0.229 0.296 0.150
WebGazer data | Precision | 0.240 0.298 0.346 0.344

Recall 0.679 0.692 0.596 0.667

F1 0.317 0.401 0.392 0.423
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Based on the results in Table 5, we find the model trained on WebGazer. js
data to be more robust to a change of video context than the model trained on
X2-30 data. We also observe that it does matter whether we train on video A
and test on B or vice versa as results are comparable. Overall, we believe that a
model trained on the WebGazer. js data collected on one video can lead to good
predictions in other videos, at least if the videos share similarities with respect
to style and type as in our scenario.

5 Conclusions

In this paper, we presented a study on the automatic and scalable detection of
mind-wandering during lecture video watching collected by a standard consumer-
grade webcam. In a lab study we compared the effectiveness of a webcam plus
the open-source library WebGazer. js to the effectiveness of the specialized (and
expensive) Tobii X2-30 for the task of mind-wandering detection. In our exper-
iments, we could show that the accuracy of our webcam-based approach is on par
with the specialized eye-tracking device. This opens the way for large-scale exper-
iments in real-world MOOCs, allowing for both investigating learners’ mind-
wandering behavior and investigating the effectiveness of interventions based on
mind-wandering detection in future research under realistic conditions.

Our work is in a preliminary stage and has a number of limitations including
the small pool of participants all sharing similar educational backgrounds. Sim-
ilarly, the number of evaluated MOOC videos is very limited and both videos
have a comparable (but very common) style. Thus, it is unclear how well our
approach can be applied to completely different types of videos or user groups. In
addition, we relied on a number of established and straightforward-to-implement
features; we expect a further boost in detection accuracy when more sophisti-
cated features are introduced.

A core contribution provided by our work is the published repository of data
collected during our controlled lab study. In addition to including the mind-
wandering reports of our experiment’s participants, we also provide the full set
of gaze data obtained by the X2-30 and our webcam as well as the complete
results of our data analysis.

References

1. Bixler, R., D’Mello, S.: Toward fully automated person-independent detection of
mind wandering. In: Dimitrova, V., Kuflik, T., Chin, D., Ricci, F., Dolog, P.,
Houben, G.-J. (eds.) UMAP 2014. LNCS, vol. 8538, pp. 37-48. Springer, Cham
(2014). doi:10.1007/978-3-319-08786-3_4

2. Bixler, R., D’Mello, S.: Automatic gaze-based user-independent detection of mind
wandering during computerized reading. User Model. User Adapt. Interact. 26(1),
33-68 (2016)

3. Bunce, D.M., Flens, E.A., Neiles, K.Y.: How long can students pay attention in
class? A study of student attention decline using clickers. J. Chem. Educ. 87(12),
1438-1443 (2010)


http://dx.doi.org/10.1007/978-3-319-08786-3_4

344

10.

11.

12.

13.

14.

15.

16.

17.

18.

19.

20.

21.

22.

23.

24.

25.

Y. Zhao et al.

Cameron, P., Giuntoli, D.: Consciousness sampling in the college classroom or is
anybody listening? Intellect 101(2343), 63-64 (1972)

Chawla, N.V., Bowyer, K.W., Hall, L..O., Kegelmeyer, W.P.: SMOTE: synthetic
minority over-sampling technique. J. Artif. Intell. Res. 16, 321-357 (2002)
Engbert, R., Kliegl, R.: Microsaccades uncover the orientation of covert attention.
Vision. Res. 43(9), 1035-1045 (2003)

Johnstone, A.H., Percival, F.: Attention breaks in lectures. Educ. Chem. 13(2),
49-50 (1976)

Killingsworth, M.A., Gilbert, D.T.: A wandering mind is an unhappy mind. Science
330(6006), 932 (2010)

Lindquist, S.I., McLean, J.P.: Daydreaming and its correlates in an educational
environment. Learn. Individ. Differ. 21(2), 158-167 (2011)

Loh, K.K., Tan, B.Z.H., Lim, S.W.H.: Media multitasking predicts video-recorded
lecture learning performance through mind wandering tendencies. Comput. Hum.
Behav. 63, 943-947 (2016)

McLeish, J.: The Lecture Method. Cambridge Institute of Education, Cambridge
(1968)

McMillan, R., Kaufman, S.B., Singer, J.L.: Ode to positive constructive daydream-
ing. Front. Psychol. 4, 626 (2013)

Mills, C., Bixler, R., Wang, X., D’Mello, S.K.: Automatic gaze-based detection of
mind wandering during narrative film comprehension. In: EDM 2016, pp. 30-37
(2016)

Papoutsaki, A., Daskalova, N., Sangkloy, P., Huang, J., Laskey, J., Hays, J.:
Webgazer: scalable webcam eye tracking using user interactions. In: IJCAI 2016,
pp- 3839-3845 (2016)

Rayner, K.: Eye movements in reading and information processing: 20 years of
research. Psychol. Bull. 124(3), 372-422 (1998)

Risko, E.F., Anderson, N., Sarwal, A., Engelhardt, M., Kingstone, A.: Everyday
attention: variation in mind wandering and memory in a lecture. Appl. Cogn.
Psychol. 26(2), 234-242 (2012)

Rodriguez, O.: The concept of openness behind ¢ and x-MOOCs (Massive Open
Online Courses). Open Praxis 5(1), 67-73 (2013)

Salvucci, D.D., Goldberg, J.H.: Identifying fixations and saccades in eye-tracking
protocols. In: Proceedings of the 2000 Symposium on Eye Tracking Research &
Applications, pp. 71-78. ACM (2000)

Smallwood, J., Fishman, D.J., Schooler, J.W.: Counting the cost of an absent mind:
mind wandering as an underrecognized influence on educational performance. Psy-
chon. Bull. Rev. 14(2), 230236 (2007)

Smallwood, J., Schooler, J.W.: The restless mind. Psychol. Bull. 132(6), 946-958
(2006)

Stuart, J., Rutherford, R.: Medical student concentration during lectures. Lancet
312(8088), 514-516 (1978)

Szpunar, K.K., Khan, N.Y., Schacter, D.L.: Interpolated memory tests reduce mind
wandering and improve learning of online lectures. Proc. Natl. Acad. Sci. 110(16),
6313-6317 (2013)

Tan, T., Zou, H., Chen, C., Luo, J.: Mind wandering and the incubation effect in
insight problem solving. Creat. Res. J. 27(4), 375-382 (2015)

Wilson, K., Korn, J.H.: Attention during lectures: beyond ten minutes. Teach.
Psychol. 34(2), 85-89 (2007)

Zhao, Y., Lofi, C., Hauff, C.: EC-TEL 2017 companion webpage (2017). https://
yue-zhao.github.io/MWDET Project/


https://yue-zhao.github.io/MWDET_Project/
https://yue-zhao.github.io/MWDET_Project/

Short Papers



From MOOCs to SPOCs... and from SPOCs to Flipped
Classroom

Carlos Alario—Hoyos@), Iria Estévez-Ayres, Carlos Delgado Kloos,
and Julio Villena-Roméan

Department of Telematic Engineering, Universidad Carlos III de Madrid, Av. Universidad, 30,
28911 Leganés (Madrid), Spain
{calario,ayres,cdk,jvillenal}@it.uc3m.es

Abstract. The concept of SPOCs (Small Private Online Courses) emerged as a
way of describing the reuse of MOOCs (Massive Open Online Courses) for
complementing traditional on-campus teaching. But SPOCs can also drive an
entire methodological change to make a better use of face-to-face time between
students and teachers in the classroom. This paper presents the redesign and eval-
uation of a first-year programming course in several engineering degrees, with
over 400 students overall, through the reuse of MOOCs as SPOCs on campus,
combined with a flipped classroom strategy aimed at promoting active learning.
Results from a students’ self-reported questionnaire show a very positive accept-
ance of the SPOC, which includes both videos and complementary formative
activities, and an increase of motivation through the combination of the SPOC
and activities implemented in lectures to flip the classroom.

Keywords: MOOCs - SPOCs - Flipped classroom - Programming course

1 Introduction

MOOCs (Massive Open Online Courses) have brought major changes to traditional
education. On one side, they provide access to quality courses from top Universities to
any learner worldwide [1]. On the other side, they can be reused [2] to complement
residential courses [3] under the name SPOC (Small Private Online Course) [4].

In addition to serving as a complement to face-to-face classes, it is possible to reuse
MOOCs in a more integrated way to support flipped classroom strategies [5], where
students work in the theoretical concepts (mainly watching videos and doing basic exer-
cises) before going to the classroom, and then class time is used to work in practical and
applied activities with the objective to promote a more active learning.

This paper presents a successful case of reusing MOOCs as SPOC:s, this being the
core for a flipped classroom strategy in which lecture time is reallocated to do hands-on
activities that promote active learning. The case refers to a first-year programming
course taught in several engineering degrees, with more than 400 students enrolled per
year average. Both SPOC and flipped classroom strategy are evaluated through a ques-
tionnaire filled out by students in the middle of the semester to know their opinions on
the usefulness of these innovations and their effect on students’ motivation.
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2 Case Study: Systems Programming

Systems Programming is a first-year second-semester programming course of four
bachelor’s engineering degrees at Universidad Carlos III de Madrid (UC3M) (Spain);
it is taught in both English and Spanish. Typically, more than 400 students enrol this
15-week course, which has two sessions per week: a 100-minute lecture in large groups
(up to 120 students) and a 100-minute laboratory session in small groups (up to 40
students). This is the second programming course students take after a basic program-
ming course in the first semester. Java is the programming language used, as it is also
the language used in the first semester programming course, so students are supposed
to already have the background on the syntax and basic control flow instructions. One
of the main problems encountered by Systems Programming teachers is that, even
though the theoretical explanations are important, this is an eminently practical subject,
and there is little time for practical activities (100 min per week). Furthermore, it is
difficult to get more time for practicing as theoretical sessions follow a strict schedule,
and take place in large classrooms of up to 120 students. Before starting the course
2016/2017 teachers decided to redesign the structure of large group classes reusing
MOOCs as a SPOC, this being the core of a flipped classroom strategy focused on hands-
on activities and the promotion of active learning.

2.1 First Phase: MOOCs

In 2015, teachers from the Departments of Telematics Engineering and Computer
Sciences at UC3M began the development of three five-week MOOCs on “Introduction
to Programming with Java.” These three MOOCs cover the syllabus of the first basic
programming course (first semester), and of Systems Programming (second semester).
The three MOOC:s are deployed in edX and form an XSeries (sequence of interrelated
courses) (https://www.edx.org/xseries/introduction-programming-java).

e “Part 1, Starting to Code with Java,” focuses on the programming basics and goes
from imperative programming to object orientation; Part 1 was developed in 2015
and has run thrice so far.

o “Part 2, Writing Good Code,” focuses on error detection and correction, going from
low-level development to high-level design, including, among other topics, debug-
ging, testing, complexity, software engineering and ethical issues; Part 2 was devel-
oped in 2016 and has run twice so far.

e “Part 3, Fundamental Data Structures and Algorithms,” focuses on linear and non-
linear data structures, as well as on basic and advanced algorithms applied on them;
Part 3 was developed in 2017 and has run once so far.

These three MOOC:s are offered in English (videos also include subtitles in both
English and Spanish) and together add up more than 300,000 enrollees in the several
runs, with Part 1 the most successful MOOC. Although videos are an important part, a
special emphasis was put on having many interactive activities supported by edX built-
in tools, external tools integrated in edX (e.g. Blockly or Codeboard), animations and
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simulations [6]. The quality of the educational materials in these MOOCs has been
improved through learners’ contributions, who act as critical reviewers.

2.2 Second Phase: SPOCs

The three MOOCs were used to create dedicated SPOCs for Systems Programming, one
in English and another one in Spanish. The SPOC in English has entirely reused contents
from the MOOCs. The SPOC in Spanish has partially reused contents from the MOOCs,
but some videos were re-recorded in Spanish, and some assignments were translated to
Spanish. Both SPOCs are equivalent and share the same structure. With the contents of
the three MOOC:s it was possible to create SPOCs that cover 100% of the Systems
Programming syllabus. The SPOCs are deployed in an Open edX instance, hosted at
UC3M servers. Only students enrolled in Systems Programming can access this SPOC
and there is no relationship between the students who use the SPOCs and the learners
enrolled in the MOOC:s.

2.3 Third Phase: Flipped Classroom

The SPOCs made it possible the restructuring of large groups classes to put into practice
a flipped classroom strategy. Students were told to watch videos and do some assign-
ments before coming to class. This way, they got sufficient knowledge to quickly review
the main concepts at the beginning of the class, and then, have time to do practical
activities. Large group classes were redesigned as follows:

o First, there is a brief presentation of the highlights of the session with time for ques-
tions (about 20-25 min). This part has a twofold purpose: students who watched the
videos and did the assignments at home some days ago refresh them, while student
who did not watch the videos nor did the activities at home have at least a basic
background to continue with the following parts.

e Next, students are presented a set of exercises in which they must code small
programs (about 40-45 min). They can do this activity alone or in small groups.
Solutions to the exercises are later provided and briefly explained.

e Finally, a questionnaire is presented to learners using the quiz-based platform
Kahoot! (https://kahoot.it/) (about 30—40 min). The questionnaire has 10-20 ques-
tions, and has a twofold purpose: it serves as a formative evaluation for students; and
teachers can detect the main conceptual gaps students have. Questions and answers
are projected in a big screen and students can answer from their mobile devices or
laptops, through the browser, and without installing anything. Each question is timed
(e.g. 30/60 s) and the whole class moves forward to the following question together.
Students pick a nickname and receive points to answer correctly and quickly; a lead-
erboard is shown between questions to encourage students’ motivation through
competition.

This design is usually replicated in each large group class with minor variations,
such as including a basic, short Kahoot! at the beginning of the class (5—10 min) so that
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the teacher can know if students watched the videos and did the activities at home, and
otherwise dedicate a little more time to the highlights explanation.

Finally, those students who come to Systems Programming without having passed
the first semester basic programming course are actively encouraged by teachers to enroll
the XSeries on edX and start with the first MOOC (“Part 1: Starting to Code with Java,”)
to catch up.

3 Results

An anonymous voluntary questionnaire filled out by students in the middle of the course
was used to evaluate the SPOC and the redesign of the course through a flipped classroom
strategy. The questionnaire included closed-ended questions (to be assessed using a
Likert scale), and open-ended questions (in which students could provide more elabo-
rated answers). The data analysis followed a mixed methodology in which closed-ended
questions served to gain insights and detect tendencies, which were afterwards
confirmed or discarded through the open-ended questions. 104 students of the four
bachelor’s degrees answered this questionnaire. (25.6% of enrolees).

3.1 Results About the SPOC

63 students (60.6%) said that they used the SPOC weekly to prepare the following large
group classes, 37 students (35.6%) said that they used the SPOC occasionally to review
some concepts, and 4 students (3.8%) said that they did not use the SPOC. Students who
used the SPOC could assess statements about the usefulness and effect of its materials
(mainly videos and interactive activities) (see Table 1). 91 students (90.1%) agreed or
strongly agreed that the videos were useful for better understanding the main concepts,
63 students (62.4%) agreed or strongly agreed that the videos increased their motivation
to keep working at home, 84 students (84%) agreed or strongly agreed that the activities
were useful for practicing the main concepts, and 68 students (67.3%) agreed or strongly
agreed that the activities increased their motivation to keep working at home. Overall,
91 students (90.1%) agreed or strongly agreed that including a SPOC in future editions
of the course would be useful. These results are reinforced by positive comments from
students, such as “I am doing the course for a second time and with this kind of teaching
I have the motivation I did not find last year,” ““it [the SPOC] is well organized to have
a previous background of what we will see in the class,” “I am very satisfied and moti-
vated thanks to this format. (...) Iwould like all courses to be taught in this way.” Critical
comments mainly refer to the use of the SPOC for passing the course: “I believe that for
passing the course we need to do more exercises and coding instead of watching
videos,” “Great videos, maybe doing all the exercises should be considered towards the
grade.”
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Table 1. Statements to be assessed by students about the SPOC.

Assertion Strongly Agree Neither Disagree Strongly Total
agree agree nor disagree answers
disagree
Videos in the SPOC are useful | 38 53 4 5 1 101

for my learning to better
understand the main concepts
of the course

Exercises in the SPOC are 25 59 13 2 1 100
useful for my learning to
practice the main concepts of
the course

Videos in the SPOC increase | 22 41 33 2 3 101
my motivation to keep
working in the course at home
Exercises in the SPOC 18 50 29 2 2 101
increase my motivation to
keep working in the course at
home

I believe that including a 54 37 6 2 2 101
SPOC like this in future
editions of this course would
be useful

3.2 Results About the Redesign of Large Group Classes Using Flipped Classroom

The novelties with respect to traditional lectures are problem solving in small groups,
and Kahoots, and these two elements were the ones assessed (see Table 2). 93 students
(89.4%) agreed or strongly agreed that practical exercises helped them to understand
better the concepts, 65 students (62.5%) agreed or strongly agreed that these exercises
motivated them to keep working at home, 76 students (73.1%) agreed or strongly agreed
that the exercises had an appropriate level of difficulty, and 97 students (93.3%) agreed
or strongly agreed that including practical exercises in future editions of the course
would be useful. These results are reinforced by positive comments from students such
as: “They [The videos] help me to connect concepts, remember them, and sometimes
learn from errors,” “since we have been working with the same [Java] Class as we
advanced with new contents, and these contents are applied to the same Class, every-
thing is more structured.” However, there are students who pointed out some of the
external constraints to carry out practical activities in large group classes, such as time
and facilities: “There is not enough time, and in the end, everything is done very fast,”
“there are not enough power sockets in the classroom, and it is difficult that everyone
can use his own laptop.”

90 students (86.5%) agreed or strongly agreed that Kahoots help them to better
understand the concepts, 84 students (80.8%) agreed or strongly agreed that Kahoots
motivated them to keep working at home, 87 students (83.7%) agreed or strongly agreed
that Kahoots had an appropriate level of difficulty, 82 students (78.8%) agreed or strongly
agreed that the competition with the classmates in the Kahoots increased their motiva-
tion, and 90 students (86.5%) agreed or strongly agreed that including Kahoots in future
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editions of the course would be useful. These results are reinforced by positive comments
from students, such as: “If Java is my religion, Kahoots are its prophets. Keep them,”
“they motivate me a lot and I am having fun. I wish there were more of this in other
courses.” There were also a few students which criticized the use of this tool in class,
and demanded more time to better prepare them for exams: “I do not think this is useful,
it would be better to include more exercises from exams.”

Table 2. Statements to be assessed by students about practical exercises and Kahoots.

Assertion

Strongly
agree

Agree

Neither
agree nor
disagree

Disagree

Strongly
disagree

Total
answers

The practical exercises done
during large group classes help
me understand better the
theoretical concepts explained

54

39

7

104

The practical exercises done
during large group classes
motivate me to keep working
in the course at home

32

32

104

The practical exercises done
during large group classes
have an appropriate level of
difficulty according to the
concepts explained

35

104

I believe that including
practical exercises like these in
future editions of this course
would be useful

42

104

Kahoots done during large
group classes help me
understand better the
theoretical concepts explained

46

104

Kahoots done during large
group classes motivate me to
keep working in the course at
home

32

104

Kahoots done during large
group classes have an
appropriate level of difficulty
according to the concepts
explained

41

104

The fact that there is a
competition with my
classmates in the Kahoots
increases my motivation

63

19

104

I believe that including
Kahoots like these in future
editions of this course would
be useful

29

104
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4 Conclusions and Future Work

This paper has presented a successful case of reusing MOOCs as a SPOC, this SPOC
being the core for redesigning large group classes in an engineering course using flipped
classroom. This experience is intended as example of how to reuse MOOC:s, once tested
in the open world, to improve the quality of on-campus courses by rethinking traditional
lectures. Results are very positive in terms of the usefulness of the SPOC, practical
activities and Kahoots, and moderately positive in terms of the effect they all have on
increasing students’ motivation to work beyond class time.

These results were obtained with a sample that represents approximately a quarter
of the students enrolled in the course, and approximately half of those who attend regu-
larly to class. Despite possible bias it is noteworthy that voluntary questionnaires tend
to be answered more frequently by those students who had very positive or very negative
experiences. Answers to open-ended questions allow deepening in students’ opinions,
and iterate in the redesign of the course for its improvement in future editions. Most of
the few negative comments point out the use of class time for better preparing students
for exams; some of these comments may come from repeaters.

The implementation of a flipped classroom strategy supported by a SPOC is not
without risks. First, the number of students attending to class may decrease, as theoretical
concepts are explained in the videos. Here, teachers detected a slight decreas