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Abstract. The importance and necessity of the data envelopment analysis as a
relevant and effective instrument in investigation of the performance of units
studied such as banks and so forth is an evident issue. One of the main issues we
encounter is envelope analysis of data with random variable values. In this
research, by explaining the general model of the data envelopment analysis
models and inspired by how to work on interval input/output, there would a
solution for random state provided. In fact, the interval the random variable
varies in is considered and using envelope analysis on interval data, we will
determine the effective unit.
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1 Introduction

Data envelopment analysis is a decision making instrument and approach about the
organizations performance. In this structure, the efficiency and effectiveness of entities
would be studied. Throughout the world either in developed or developing countries, in
a long-term planning for the future, there have always been 3 substantial principles of
the efficiency increasing and enhancement so that they can at least reach their minimum
economic growth. As theories developed, getting together by economies and elimi-
nation of their distance caused a competition in production and world trading. In this
structure, undoubtedly, making use of different data in line with best selecting the
entities for investment is a necessary issue. In this regard, lack of how to select the best
companies would be eliminated by data envelopment analysis. Hence, the data
envelopment analysis is called a mathematical model or planning provides the decision
maker with the best selection based on available data. The importance of study in this
area can be seen in different situations. For example, in a portfolio containing the risk
assets such as stocks, the chance in structure of each model planning is subjected to
issues such as calculations. In this article, we use available approaches in planning the
data envelopment analysis issues for envelope analysis modeling using random data. In
fact in this paper, we study the random data in data envelopment analysis modeling
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structure. Studies conducted on data envelopment analysis has begun since 1950 and
early 1960s. In fact, the first model of planning was announced by Farrell in 1975
whose structure was non-parametric and had one input and output. After Farrell, one
can mention the Cupper, Charles and Rhodes (1978). This research fixated the studies
in the area of data envelopment analysis. Their model was the expansion of Farrell’s
model with input/output variables. Their model is called CCR [1]. Using the definition
of efficiency (P) as:

P ¼ U � Y
V � X : ð1Þ

Where U, Y, V and X are output weight, output value, input weight and input
value, respectively, they planned the chance constraint programming in case of a
certain event occurrence [2]. This programming holds each chance in an event like k.
Land et al. extended this model to obtain the systems’ performance with the only
random output [3]. Olsen and Petersen used the Land et al.’s idea in CCR model [4].
Kwakernaak was the first to use the random concept with mixed fuzzy in data
envelopment analysis [5]. Other articles in this regard are Jing Liang et al.’s research
worked on a random environment model DEA which can measure the environmental
performance under random conditions [6]. In next chapter, the CCR model, the interval
solutions, random problem and necessary tools are investigated. Then the proposed
state is provided and the interval solution and averaging procedures are proposed.
Finally, the numerical results are analyzed.

2 The Basic Methods

In this chapter, 2 mathematical expectation and interval envelope analysis are inves-
tigated which are instruments to solve the random problems used.

2.1 Data Envelopment Analysis

The first data overage analysis model as a comprehensive one was proposed by Edward
Roders in his PhD dissertation. In this thesis, the achievement of the students of
Carnegie in USA was investigated and the CCR model was provided for the teacher’s
performance [7]:

Min h

s:t:
Xn
t¼1

ktXt � hXk t ¼ 1; . . .; n t 6¼ k;

Xn
t¼1

ktYt � Yk t ¼ 1; . . .; n t 6¼ k;

kt � 0 t ¼ 1; . . .; n:

ð2Þ
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In this structure, the efficiency value of unit k (DMUk) is obtained. After CCR

programming, the BCC model was build adding
Pn
t¼1

kt ¼ 1 to above model which is

used by Charles used in order to make the efficiency fixed relative to the scale [8].
Above problem is as follow:

MAX UTYk
s:t:

VTXk ¼ 1;

UTYt � VTXt � 0 t ¼ 1; . . .; n; t 6¼ k;

U;V � 0:

ð3Þ

2.1.1 Interval Data Envelopment Analysis
In interval data envelopment analysis method, the value of each data is in an interval
and can be variable in this interval. If each of n units available uses m input to produce
s output, then Kth unit performance is DMUK which is from fXj kjj ¼ 1; . . .; ng in order
to generate Yikji ¼ 1; . . .; sf g. Now, if input and output are interval ones and have

lower and upper bounds, then for unit k, the input j is as XL
j k; X

U
j k

h i
and output i is as

YL
i k; Y

U
i k

� �
denoted where L is lower bound and U is upper bound of interval and

XL
j k; Y

L
i k � 0 cannot be neglected. The model considered for interval state is written in 2

forms [9]. For upper bound calculation it is given as:

MAX
Xs

i¼1

UT
i Y

U
ik

s:t:
Xm
j¼1

VT
j X

L
jk ¼ 1;

Xs

i¼1

UT
i Y

U
it �

Xm
j¼1

VT
j X

L
jt ¼ 1 t ¼ 1; . . .; n; t 6¼ k;

Ui;Vj � 0 i ¼ 1; . . .;m j ¼ 1; . . .; s:

ð4Þ

And, for lower bound calculation it is given as:

MAX
Xs

i¼1

UT
i Y

L
ik

s:t:
Xm
j¼1

VT
j X

L
jk ¼ 1;

Xs

i¼1

UT
i Y

U
it �

Xm
j¼1

VT
j X

L
jt ¼ 1 t ¼ 1; . . .; n t 6¼ k;

Ui;Vj � 0 i ¼ 1; . . .;m j ¼ 1; . . .; s:

ð5Þ
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2.2 Mathematical Expectation

The set S including all possible events of an experiment is called the sample space. This
set can be finite or infinite, countable or uncountable. Suppose F is a member of subsets
of S with following features:

1. If A 2 F, then F includes the complement A Acð Þ too.
2. S 2 F,
3. [ i2IAi 2 F in which I is the index set and for i 2 I, we have Ai 2 F.

The mapping P : F ! 01½ � is called a probable value if:

1. P Sð Þ ¼ 1,

2. PðS1
i¼1

AiÞ ¼
P1
i¼1

PðAiÞ in which for each i, Ai 2 F for i 6¼ j and Ai 6¼ Aj.

The pair S; Fð Þ is called measure space and (S,F,P) is probable space.
In probable space, the mapping X : S;Fð Þ ! ðR; bÞ in which b is the set of all

open sets in real digits set and is called random variable when X�1 Bð Þ 2 F in which
B 2 b. Considering the probable space S;F;Pð Þ and random variable X, the mathe-
matical expectation, average and expected values or considered value expected from a
random variable equals sum of multiplication results in their probability which is

denoted as E X½ �. In finite discrete state, the expectancy is denoted as E½X� ¼ Pn
i¼1

vipðviÞ.
In continuous state we will have E½X� ¼ R

vdPðvÞ if f xð Þ is the distribution function of
this random variable, f xð Þ � dx ¼ dP xð Þ. Therefore, we will have E½X� ¼ R

vf ðvÞdv
[10].

In this chapter, at first the data envelopment analysis and programming like
envelope and multiple ones are investigated and then the interval model is introduced
and using the classical approach, solving methodology would be provided and finally,
the mathematical expectation is defined. All mentioned issues are solutions for pro-
graming problem solving with random data in data envelopment analysis which are
explained in next chapter.

3 Solving Data Envelopment Analysis with Stochastic Data

In previous sections, the approaches used for random programming in data envelop-
ment analysis were investigated. At first, we state the problem. Suppose in a structure
with n unit, each unit needs for producing s output ad m input. In fact the data of this
programming is as follow (Table 1):

An Approach in Solving Data Envelopment Analysis 157



In above table, information of n unit of firms is available. Now, the random state is
explained. At first, the input variable Xij is considered. This variable is random and has
distribution function of fij xð Þ or in discrete state, suppose there is a natural digit w for
each Xij such that (Table 2):

Table 1. Input and output of system
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Also, there is a natural digit z for each Yij such that (Table 3):

After statement of the problem, these are solved. Now, we will explain 2 solutions
for these problems based on input/output variables. The first one is to use mathematical
expectation. In fact, we calculate the average value of these input/output random
variables and them we will solve the problem and obtain the best DMU. The discrete
state for each of Xij is given as:

Table 2. Probability of system’s input

Table 3. Probability of system’s Output
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Xij ¼
Xw
t¼1

PðXt
ijÞXt

ij ¼
Xw
t¼1

atijX
t
ij: ð6Þ

And for each Yij is given as:

Yij ¼
Xz

t¼1

P Yt
ij

� �
Yt
ij ¼

Xz

t¼1

cijt � Yt
ij: ð7Þ

In continuous state with distribution function fij xð Þ for each Xij, the random state
would be certain as follow:

Xij ¼
Z

xfij xð Þdx: ð8Þ

Also for outputs, each would be as follow with its distribution function:

Yij ¼
Z

yfijðyÞdy: ð9Þ

By this, the problem would be solves as reference model (abovementioned). In
mathematical expectation model, we consider other solutions due to large volume of
the calculations particularly in continuous form. The other approach considered for this
problem is interval approach. In this structure, we consider the minimum and maximum
possible for each input/output random variable. Then, using these value whose lower
and upper bounds are minimum and maximum random variables, respectively, we will
solve the problem by converting using the interval approach. In discrete finite state, for
each Xij the intervals are given as:

aij ¼ Min X1
ij ;X

2
ij ; X

3
ij ; . . .; X

ðw�2Þ
ij ; Xðw�1Þ

ij ; Xw
ij

n o
; ð10Þ

bij ¼ Max X1
ij ; X

2
ij ; X

3
ij ; . . .; X

ðw�2Þ
ij ; Xðw�1Þ

ij ; Xw
ij

n o
: ð11Þ

Now, we substitute Xij with aij; bij
� �

. For Yij, we will have:

a0ij ¼ Min Y1
ij ; Y

2
ij ; Y

3
ij ; . . .; Y

ðz�2Þ
ij ; Y ðz�1Þ

ij ; Yz
ij

n o
; ð12Þ

b0ij ¼ Max Y1
ij ; Y

2
ij ; Y

3
ij ; . . . ; Y

ðz�2Þ
ij ; Y ðz�1Þ

ij ; Yz
ij

n o
: ð13Þ

Here as above, Yij is substituted with a0ij; b
0
ij

h i
.

These intervals include all possible states and based on classical interval approach
of data envelopment analysis, the efficiency obtained will be for all points. Theo other
significant case is the random processes; i.e. each input/output follows a random
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variable. In this case, using the approaches related to each, the maximum and minimum
would be obtained and the interval considered is determined. An approach for esti-
mation of maximum and minimum proposed I that using historical data related to those
processes (such as past prices of stocks which follows a particular process) and dis-
cretization of time, at first the interval considered is determined until the end and
finding the maximum and minimum in each section of time and averaging them and the
problem is solved. It is necessary to note that this is a proposed approach and one can
use other approached to make intervals based on the nature and structure of process.
Now, the tables (reference) include the intervals instead of random variables and using
the model (reference) DMUs considered are obtained and the units are analyzed. In
following, the numerical results are presented.

3.1 Numerical Result

Here, we defied several random paths (Brownian motion multiple-process absolute
value) as input and output of each unit and then, based on above approach, we
investigate the efficiency of each unit (Table 4).

After solving the obtained models, the efficiency interval ½EL
k ;E

U
k � is obtained.

Based on this, there is no unit being efficient for all values available in interval. As
well, units 1 and 3 would not be efficient for none of the values in these intervals.

4 Conclusion

Based on studies on random data envelopment analysis and considering the classical
approaches, we solved the data envelopment analysis problem. In this model, we had
random input and output. Then by defining the probable space and mathematical
expectation, we proposed an approach for solving the random problem by changing it
to certain one. Also, for solving these problems the interval approach was used in
which the beginning and end of the maximum and minimum intervals was considered
for variables and solved with classical interval approach. In further studies, one can
analyze the sensitivity by investigating the intervals and their effect on solution.

Table 4. Estimate of input and output with end method of last part
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