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Abstract. The paper considers an approach to autolanding system for multi
rotor unmanned aerial vehicle based on computer vision and visual markers
usage instead of global positioning and radio navigation systems. Different
architectures of autolanding infrastructure are considered and requirements for
key components of autolanding systems are formulated.
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1 Introduction

The rapid development of technology of autonomous robotic systems and the need of
unmanned aircraft in various fields, including military purposes, had led to the accel-
erated pace of development and deployment of small unmanned (UAVs) and remotely
piloted aircraft. The most actively developing aircraft are the multi motor flying plat-
forms (multicopters) [1, 2]. The common features for all objects of given class are the
design and the principle of flight. The central part of multicopter consists of the control
unit, battery and cargo holder. The micro engines with rotors are mounted radially from
the centre on beams forming star-shaped layout of copter. To compensate the twist due
to momentum the rotors rotate in different directions. Nevertheless such a symmetrical
layout assumes presence of front and rear parts considering the direction of flight.
During the flight the multicopter maintains relative to ground horizontal position, move
sideways, change altitude and is able to hover. In presence of additional equipment the
automatic and half-automatic flights are possible. To perform a movement the multi-
copter is needed to be taken out of balance by throttling combinations of rotors. As a
result multicopter tilts and starts to fly in needed direction. To rotate multicopter
clockwise the front and rear rotors are spining-up and left and right rotors are slowing
down. The counterclockwise twist is done by analogy [3].

Multi motor UAVs have several advantages compared to other unmanned and
manned aircraft. Unlike the helicopter the multi motor UAVs are less expensive to
maintain, more stable in air, and are easier to control which result in higher ability to
survey small ground objects with high spatial resolution [4].

In general multi motor UAV is a universal, efficient and simple type of unmanned
vehicle which can take advantage over traditional helicopter design on the market and
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become useful instrument for mass media, photo and video industry etc. The greatest
interest in UAVs show government agencies and services which functions are related to
the protection, control and monitoring of the facilities [5].

2 Computer Vision Aided Autolanding System

The key element of autolanding system is an accurate spatial positioning of aircraft. For
this task a number of subsystems could be used: internal inertial navigation systems,
global positioning systems, external guidance (including computer vision (CV) sys-
tems) [6, 7].

To succeed in autolanding task the following requirements are to be met:

• unambiguous spatial positioning of aircraft including orientation, heading angle and
altitude above landing site;

• functioning in wide range of weather and environment conditions;
• robustness of markers localization methods during spatial maneuvers of UAV;
• minimal time of aircraft position parameters obtaining.

This paper proposes an approach to autolanding system for multi rotor or helicopter
UAVs based on computer vision without usage of global positioning systems and radio
navigation.

Global positioning systems such as GPS/GLONASS and inertial navigation systems
are efficient during flight phase but doesn’t provide sufficient accuracy needed in landing
phase leading to inability to solve the problem for small heights and areas [8, 9].

The typical accuracy of modern GPS receivers in horizontal plane reaches 6–8 m
provided a good satellite visibility and correction algorithms. Over the territory of
USA, Canada and limited number of other countries it is possible to increase accuracy
to 1–2 m using the differential mode. Thus the use of GPS system over other territories
appears to be inefficient.

The CV based system of automated landing [1, 10, 11] consists of the following
components (Fig. 1):

• camera or camera array for locating of the guidance markers;
• system of markers suitable for efficient capturing by digital camera;
• image processing unit (CV-core) capable of real time obtaining of UAV’s coordi-

nates relative to landing site by processing digital camera image sequences;
• command unit computing landing command sequence for UAV’s control core

according to information from CV-core;
• data transmission channel.

The following options for system components deployment are available:

• the cameras are located above landing site which gives the ability to control both of
landing zone and the UAV. The components of CV-core and command unit are
located stationary on the ground (Fig. 2). As a variant of application that utilizes both
markers and computer vision it is worth to mention a multicopter collective control
project developed by Institute for Dynamic Systems and Control (IDSC) at ETH
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Zurich [12]. The computer vision system with two or four cameras is used to auto-
matically maintain the given direction of flight. This system achieves high accuracy
but needs preliminary prepared workspace because the markers are located on
UAV and the computer vision system is located stationary outside the UAV
[12, 13];

• cameras are located on UAV and observe the markers on landing zone (Fig. 3);
• cameras are located on landing site in upward direction observing the markers on

UAV (Fig. 4);

Fig. 1. CV based automated landing system

Fig. 2. External cameras above landing site
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The placement of cameras on UAV requires either onboard CV processing module
either a low latency broadband communication channel to transmit images to ground
CV processing unit. Besides it requires additional measures to decouple camera from
UAV’s rotors vibration.

Thus for further experiments on CV marker detection and UAV altitude and
position assessment the case of landing site camera and UAV side markers was chosen.

From geometric optics it is known that:

1þ h
H

¼ d
f
;

where h – linear object size, H – size of object projection on focus plane, f – focal
length, d – distance from object to lens.

In case of digital camera the size of object projection on camera sensor determines
as follows:

H ¼ p
L
S
;

Fig. 3. The onboard UAV camera and landing zone markers

Fig. 4. Cameras are located on landing ground
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where p – object projection size in pixels, L – linear size of camera sensor, S – photo
sensor size in pixels.

Thus provided camera focal length and linear object size the distance from object to
camera sensor can be formulated by following expression:

d ¼ f 1þ hS
pL

� �
¼ f 1þ hR

p

� �
;

where R ¼ S=L (pixels/mm) – pixel density of camera sensor.
Experimental evaluation of CV altitude measurement for the case of single camera

on landing site and 4 LED-markers on UAV is shown on Fig. 5.

The minimal operational altitude is determined by UAVs projection size does not
exceed the size of sensor, which results in:

dmin ¼ f 1þ hR
min SH ; SWð Þ

� �
;

where SH ; SW – camera sensor horizontal and vertical definition in pixel respectfully.
The maximal operational altitude is determined by minimal discernible distance

between UAV markers pmin:

dmax ¼ f 1þ hR
pmin

� �
:

In practice it is difficult to obtain steady results with pmin \ 5 pixels.

Fig. 5. Evaluation of UAV altitude measurement by CV autolanding system
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For example, given the camera with 7 mm focal length, 640 � 480 pixel resolu-
tion, 100 pixel/mm sensor density and UAV size of 55 mm the following operational
parameters are obtained: dmin ¼ 87 mm, dmax � 7; 7 m.

3 Marker Usage

All of camera positioning options are demanding the usage of special markers to
increase efficiency of CV-core algorithms [1, 14].

Landing site markers can be implemented as follows:

• directional pattern of high contrast images suitable for recognition by CV-core;
• remotely controlled pattern of color or IR dynamic lights;
• UAV’s markers can be implemented as follows:
• pattern of color or IR dynamic lights controlled by UAV;
• remotely controlled pattern of color or IR dynamic lights;
• pattern of corner reflectors;
• high contrast image (pattern) including fuselage contour itself.

The experiments with color LEDs localization (Fig. 6) revealed applicability issues
of this marker type due to following reasons: limited dynamic range of camera sensor
introduces the problem of optimal pair of exposition and LED brightness choice to
obtain correct color representation of the marker on digital image. The other reason is
the uncontrolled environmental lightning which changes the color of markers inter-
fering correct spatial localization and introducing false marker detection. This leads to
more complex software approach [15] which adapts to environmental conditions by
tuning CV algorithms, controlling marker colors and camera settings.

In the course of the experiments, the following features were revealed:
The usage of IR markers and cameras is a one of traditional method of spatial

objects location [16, 17]. It’s advantage is resistance to various lighting conditions and
background changes, but there are some problems with the direction toward the sun
giving a strong IR illumination. Besides it requires additional means to identify indi-
vidual markers for UAV heading detection.

Fig. 6. Color LED markers location problem (a – original image, b – Blue LEDs localization,
c – Red LEDs localization) (Color figure online)
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The color markers (including RGB LEDs) are mainly applicable in controlled
lightning (ideal) conditions, but uncontrolled environmental effects (fog, dust, colored
lightning) introduces unreliable marker recognition making automatic impossible.
Usage of controlled RGB lights neglect environmental effects to some extent but
requires wireless communication channel with UAV.

High contrast geometry marker patterns demand good visibility and/or lightning
conditions.

The conducted studies showed that the most universal and efficient are the dynamic
light markers controlled by landing system computer via wireless communication
channel. In this case computer turns on the UAV’s markers independently and waits its
appearance on images obtained from cameras. It simplifies the procedure of marker
detection and localization which in turn makes possible to use timing factor in con-
junction with prior knowledge of marker’s state resulting in simple CV methods of
detection implementation such as difference image. Besides, it doesn’t require usage of
markers with different properties to identify its position on UAV because it is sufficient
to light only one specific at a time to identify it.

Nevertheless the mode of controlled lights markers requires more images to obtain
spatial UAV’s location due to sequential switching of all markers for detection. Each
marker demands minimum of one image to detect it ON/OFF state. To overcome this
problem the usage high frame rate cameras are required.

The controlled lights markers are preferable when it is possible to organize com-
munication channel between UAV and automatic landing system.

4 Conclusion

The paper proposes an approach to development of automatic landing system for multi
rotor UAVs based on computer vision instead of global positioning systems, functional
diagram of the system is developed.

It is shown that despite of camera position the usage of markers simplifies the
location of key points of UAVs for CV system and thus enhances obtaining the spatial
position of aircraft.

The calculation of operational altitude limits is given for effective UAV markers
capturing by CV system resulting in successful autolanding procedure.

The various options for markers placement and types were analyzed and following
recommendations were developed:

The remote-controlled lights markers are always preferable when it is possible to
organize communication channel between UAV and automatic landing system.

The color markers (including RGB LEDs) are mainly applicable in controlled
lightning (ideal) conditions.

High contrast geometry marker patterns demand good visibility and/or lightning
conditions.

The most universal and efficient are the dynamic light markers controlled by
landing system computer via wireless communication channel. In this case computer
turns on the UAV’s markers independently and waits its appearance on images
obtained from cameras. It simplifies the procedure of marker detection and localization
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which in turn makes possible to use timing factor in conjunction with prior knowledge
of marker’s state resulting in simple CV methods of detection implementation such as
difference image. Besides, it doesn’t require usage of markers with different properties
to identify its position on UAV because it is sufficient to light only one specific at a
time to identify it.
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