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Abstract. Service oriented architecture is emerging as a powerful paradigm for
organizations that need to integrate their applications within and across orga-
nizational boundaries. Organizations need to take decisions more quickly and
need to change those decisions dynamicaly. Delivering an adequate level of
performance is a critical and significant challenge that requires monitoring along
the different layers of service oriented architecture. Current monitoring systems
are designed to support specific layers but do not fulfil the requirements of all
the layers of service oriented architecture. Ontologies on the semantic web
standardize and formalize the concepts and store domain knowledge for effec-
tive decision making. In this paper, we propose performance monitoring
framework for various layers of service oriented architecture. It integrates var-
ious ontologies to monitor the performance at the service oriented layers in order
to ensure their sustainability. We design a Service Performance Ontology that
captures all the information about the service domain. Along with that we design
ontologies for ensuring performance at service level, binding level, composition
level and server level. We conduct a performance evaluation over real web
services using suitable estimators for response time, delay, loss and more.

Keywords: Web services � Service Oriented Architecture (SOA) �
Performance � Decision making � Ontology

1 Introduction

Web Services is a software system designed to support interoperable machine to
machine interaction over a network [1]. It uses open standards like XML [2], SOAP
[3], WSDL [4]. Web-service based applications are applications built by using web
services provided by third-parties. The SOA Reference Architecture (SOA RA) has
nine layers that emerge in the process of designing an SOA solution or defining an
enterprise architecture standard [5]. SOA RA is shown in Fig. 1.

The component services access the Data abstraction layer to fetch and retrieve data.
Messaging through SOAP provides the ability to perform the necessary message
transformation to connect the service requestor to the service provider and to publish
and subscribe messages and events asynchronously [6]. In this way services are pub-
lished in the service layer. On the top level layer, BP applications provide process
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orchestration mechanism to execute enterprise business processes. BP application use
Business Process Modeling Notation (BPMN) [7] to design their business processes.
Governance rules are the set of policies like service will be available for one year etc.
Security is used to provide some integrity to the system like authentication with the
help of user name and password. Quality of service layer is used to provide the agreed
quality as defined in service level agreements.

Ontologies play an important role in both semantic web applications and knowl-
edge engineering systems [8]. Numerous tasks such as information storage, processing,
retrieval, decision making etc. are done on the basis of ontologies.

Web service performance metrics are classified as client-side and server-side. Load
generators are used together with profiling tools to measure and optimize the perfor-
mance of web service based applications. Examples are JMeter [9], soapUI [10],
Eclipse TPTP [11] and JProbe [12].

Software performance engineering is a systematic approach to construct software
systems that meet performance objectives (PO’s). As part of software performance
engineering, we focus on establishing PO’s. PO’s can be monitored at service or
process execution time. PO’s that we have specified are related to availability, relia-
bility, response time, throughput, resource utilization and bandwidth of SOA layers. It
helps to determine that how the SOA layers performs under a particular workload. It
demonstrates that the system meets performance criteria.

Companies need to know the performance of web services for a number of reasons.
Some of the reasons are: Clients need to know and demand efficient PO’s. Multiple
service providers offering same or similar service take advantage. Also, It is required to
know the resource demands of the system at different workloads.

Fig. 1. SOA ref Layers [5].
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The analysis of requirement phase shows the diversity of measurements that are
applied in different service networks together with the demand for a common frame-
work. It derives a list of performance objectives being of common interest. These
performance objectives can be retrieved by using different business activity monitoring
tools like Oracle Business Activity Monitoring [13], WSO2 server [14]. Performance
objectives of primary interest for the users are related to the performance degradations
that include availability, response time, delay, failure and loss of service.

Our objective in this research is to propose a decision-making model combining
service/process performance objectives in order to generate validation arguments for
the expansion of the service environment. Therefore in this paper, we propose a Per-
formance Monitoring Framework based on the Service SOA. The decision support
covers the unavailability of services, recommendation of services based on key per-
formance indicators and the composition of existing ones.

In this paper, we introduce a performance monitoring framework for SOA layers.
The framework consists of two major steps (i) Service monitoring ontology
(ii) Ontologies for performance measurement of service oriented activities.

The remaining of the paper is organized as follows: Sect. 2 includes related work.
Section 3 discusses our proposed performance monitoring framework. We conclude
our work in the last section.

2 Requirements

Performance monitoring framework that is addressed in this paper should be able to
fulfill the requirements of different user perspectives.

2.1 Service Network or Business Activity Users

In this case the framework shall provide a view of the service network which allows to
easily track the failing service by analyzing the network of services. Service network
involves service tasks and business processes. Service task issues a single business
action for the most part. Its interactions involve the execution of a single business
function or an inquiry against a single core business entity. Business Process is a
sequence of tasks triggered by business events. It issues a series of business actions that
could involve the invocation of one or more granular business services. This per-
spective is related to those users who are managing the network of services or business
activities to identify and replace the faulty service. This perspective is important to
address business activities are the core part of a value chain in the enterprise.

2.2 Performance Emergency Response Team (PERT)

It is important to gather the information from various sources to get clear view of
performance degradations. It can be done by setting up performance objectives for
monitoring along SOA layers. Performance objectives to analyze performance degra-
dations are availability, response time, delay, loss and many others. There are different
tools available to monitor these performance objectives. It is extremely important to
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manage the performance problems by providing some alternate solutions. Framework
shall provide a mechanism to recommend alternate solutions under these circumstances.

3 Related Work

This section is divided into four parts. The first part is related to the end user
requirement in performance monitoring. The second part deals with Performance based
monitoring projects related to SOA paradigm are evaluated. The third part deals with
the decision making models to support SOA. The fourth part evaluates the Ontology
based QoS Analysis Techniques.

3.1 Performance Based Monitoring Projects

INTERMON [15] project is inter-domain QoS monitoring. This project is based on
abstractions for traffic, topology. It centralizes the collection of pre-defined measure-
ments. It cannot be guaranteed that an entity has a complete control of other networks.

JRA1 [16] project is inter-domain QoS monitoring. This architecture uses
authentication and authorization rules, schedule new types of measurements. It pro-
vides metrics concatenation and aggregation. The constraint is requesting data for
day-to-day operation of the networks. Other constraints are to allow distributed policies
among the different networks, for exchange of monitoring data and access to
on-demand test tools.

The MonALISA project [17] also provide a framework for distributed monitoring.
It consists of distributed servers which handle the metric monitoring for each config-
ured host at their site and for WAN links to other MonALISA sites. This system relies
on JINI for its discovery service.

The PlanetLab [18] is a huge distributed platform over 568 nodes, located in 271
different sites. It enables people being members of the group to access the platform to
run networking experiments. PlanetLab infrastructure service is centralized and relies
on a single database. Similar to INTERMON it can therefore not be applied as is to a
multi-domain environment.

The perfSONAR framework [19] is a service-oriented monitoring architecture to
monitor the performance in multi-domain networks. It is mainly used in large-scale
environments and less suited for service monitoring where fine quality is important
(such as for video quality monitoring). The focus of perfSonar is on troubleshooting
across network boundaries.

Top-Hat [20] federate different measurement infrastructures to provide researchers
with valuable information during the discovery and selection of resources for their
experiments. It interconnects measurement systems to monitor performance in
multi-domain networks. It provides experiment support. This tool is used to ping a
large amount of hosts with the least possible resources.
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3.2 Decision in SOA

Decision as a Service [21] separates the decisions logic from the application logic. The
decision process is completely put into one service. It is a method used to describe
decision logic in scenarios with many input parameters. It allows to use separate
services for every step of the process locally.

SOA+d [22] creates an approach bridge for the gap between SOA and decision
automation. They focus on intelligent design choice model of Simon to suggest this
meta-model. They integrate elements into two dimensions: conceptual and method-
ological. New concepts like concept of decision, intelligence, design and the choice
service. Meta model purpose is to define, organize and reuse knowledge about concepts
involved in the business processes and their decisional aspect as well as their design
and implementation based on services and the relationship between them.

3.3 Ontology Based QoS Analysis Techniques

MonONTO [23] provides ontology to propose recommendation for the advanced
internet applications users. They have considered information concerning the appli-
cation type, traffic generated and user profile along with network performance metrics.
Their expert system monitors the performance of advanced internet applications. Their
ontology serves as a support to a decision reference tool by providing high-level
information to the user about the agreement of the network facing the service level
demands. They have used a fixed list of network parameters. Therefore, it does not deal
with the heterogeneity and extensibility issues. Implementations of web services have
not been done by them. Additionally, it does not deal with QoS mapping.

Another technique named as Semantic Web Service Discovery Based on Agents
and Ontologies [24] considers the fuzzy constraints. Their framework is modelled by
adding semantics of QoS attributes with web service profiles. It describes the design
and implementation of a web service matchmaking agent. Agent uses an OWL-S based
ontology and an OWL reasoner to compare ontology based service descriptions. They
have used fuzzy constraints increases the efficiency of the web service discovery
approach by providing the customers the web services which are not actually satisfying
the input QoS constraints, but are close to the QoS constraints specification.

4 Performance Monitoring Framework

This section presents our Performance Monitoring Framework as shown in Fig. 2. The
first step of our framework is the requirement to use service or business process. This
analysis is typically performed on user requirement or business goals in a certain time
period to create a specification of requirements.

Next step is the identification, defining and collection of performance objectives.
Performance requirements of SOA layers are monitored in terms of PO’s. These PO’s
have target values that are required to achieve in a certain time period. We identify
PO’s at the service layer, orchestration layer, resource layer and binding level. We
design performance based ontologies for service oriented architecture layers.

220 T. Masood et al.



We classify these performance objectives and define decision rules based on these
ontological concepts to make recommendations like yes and no to reuse existing
service.

Major steps for the creation of performance profile are:

• Specifying ontological concepts
• Management of common concepts
• Quality assurance on the performance profile

In the following sub sections we explain service performance ontology and
ontologies at the service layer, orchestration layer, resource layer and binding level.

4.1 Service Performance Ontology

In this step we design Service Performance ontology (SPOnt) as a base infrastructure. It
aggregates the main concepts and relationships between them. QoS requirements,
service domain concepts, key performance indicators and performance levels are the
major concepts. SPOnt is shown in Fig. 3.

Service
This concept has various data type properties to capture different attributes in SPOnt. It
also has various object properties that links Service concept to other concepts. The
details are as follows:

Performance Level
This concept conceptualizes the level where a service network can be monitored. It has
various sub concepts, each for capturing the performance levels such as Domain Level,
Node level, Server Level, Service Level, Operation Level, and Messaging Level.

QoS Level
Quality of service model is classified as metrics into time based, size based and
combined (both time based and size based) metrics. Key performance indicator (KPI)

Fig. 2. Performance Monitoring Framework.

Identifying Performance Objectives 221



assessment model has classified the indicators as response time, delay, error, loss, SLA,
number of operations per second and average data blocks per time unit.

Time based
Time based classification includes all those indicators that can be measured in time
units like availability, delay, response time. Availability is defined as the total down
time per service. Delay is defined as downtime divided by uptime. Response time is
also called latency. It is the time perceived by a client to obtain a reply for a request for
a web service. It includes the transmission delays on the communication link. It is
measured in time units.

Fig. 3. Service Performance Ontology (SPOnt).
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Size based
Size based classification includes all those indicators that can be measured in size units.
For example reliability. Reliability can be analyzed as loss or error of service. It is
measured as number of successful invocations divided by total number of invocations.

Combined
Combined based classification includes all those indicators that can be measured by
both time and size units like bandwidth and throughput. Bandwidth is defined as the
tasks per time unit and average data blocks per time unit. Throughput is defined as the
number of operations per second.

4.2 Performance Objectives for SOA Layers

In this step, we explain the ontological concepts of the performance at service layer,
orchestration layer, resource layer and binding level. Ontologies for all these layers are
shown below step by step. Figure 4 shows the ontology of performance at service
layer. PO’s at service layer are explained below.

Response Time: captures the response time of a service/operation. It has three sub
concepts to record Maximum, Minimum and Average response time.

Request Count: shows the number of invocation of a service.
Response Count: shows the number of replies for an invocation of a service.
Fault Count: shows the number of invocations the service has not replied.
Deploy Time: shows when the service is deployed at the server
Up Time: shows the time period the service is available since its deployment

Fig. 4. Ontology of Performance at Service Layer.
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Down Time: shows the time period of un-availability of a service since its deployment
Delay: shows the average response time of a service.
Loss: shows that the service is un-available (i.e., it cannot be invoked).

Figure 5 shows the ontology of performance at orchestration layer. PO’s at
orchestration layer are explained below.

Process-Response-Time: captures the response time of a business process. It has three
sub concepts to record Maximum, Minimum and Average response time.

Process-Up-Time: shows the time period the business process is available since its
deployment

Process-Down-Time: shows the time period of un-availability of a business process.
Process-Delay: shows the average response time of a business process.
Process-Loss: shows that the business process is un-available (i.e., it cannot be

invoked).
Process-Duration: shows the time duration of business process since it is deployed,

executed and remained in process.

Some other PO’s at service layer are also used in order to estimate their value at
composition level like availability and service response time.

Figure 6 shows the ontology of performance at binding level. Binding level means
at the messaging level. PO’s at transport messaging level are binding-throughput,

binding-reliable-messaging, binding-security (authentication, authorization, and
encryption) and binding-bandwidth.

Fig. 5. Ontology of Performance at Orchestration Layer.
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5 Conclusion

In this paper, we propose a framework to identify the performance objectives along the
service oriented architecture layers. The proposed research work accelerates the anal-
ysis of existing service networks in order to validate service reuse capabilities. First of
all we design our service performance ontology SPOnt to show the relationships of all
the concepts. Then we identify the performance objectives at the service layer,
orchestration layer, resource layer and binding level. Then we use performance
objectives of these aforementioned layers to provide decision making capabilities. We
will enhance our work to cover the recommendation based on the decision rules for
service reuse and service composition problem. We will implement our work by using
real time case study.
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