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Preface

Our foremost objective in writing this book was to present a reasonably self-
contained treatment of the classical theory of nilpotent groups so that the reader
may later be able to study further topics and perhaps undertake research on his or
her own. We have also included some recent work by two of the authors.

The theorems and proofs that appear in this work can be found elsewhere in some
shape or form, but they are scattered in the literature. We have tried to include some
of the omitted details in the original sources and to offer additional computations
and explanations whenever we found it appropriate and useful. It is our hope that
the examples, constructions, and computations included herein will contribute to
a general understanding of both the theory of nilpotent groups and some of the
techniques commonly used to study them. With this in mind, we have attempted to
produce a single volume that can either be read from cover to cover or used as a
reference. This was our main motivation several years ago, when the idea of writing
such a book began to materialize.

We expect both working mathematicians and graduate students to benefit from
reading this book. We demand from the reader only a solid advanced undergraduate
or beginning graduate background in algebra. In particular, we assume that the
reader is familiar with groups, rings, fields, modules, and tensor products. We
expect the reader to know about direct and semi-direct products. We also assume
knowledge about free groups and presentations of groups. Some topology is
certainly useful for Chapter 6.

We declare that the choice of topics is based on what we consider to be a coherent
discussion of nilpotent groups and mostly responds to our own mathematical
interests. We emphasize that some of the more recent developments in nilpotent
group theory (especially from the algorithmic, geometric, and model-theoretic
perspectives) have been completely excluded and are well-suited topics for future
volumes. Furthermore, major results such as the solution of the isomorphism
problem for finitely generated nilpotent groups and the Mal’cev correspondence
are only mentioned or discussed briefly.

We adopt certain conventions and notations. We sometimes write “1” for the
trivial group, the group identity, and the unity of a ring. All functions and morphisms
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viii Preface

are written on the left unless otherwise told. For example, we write ¢(x), rather than
x@ or x¥. The n x n identity matrix is always denoted by I,. Whenever we have a
field of characteristic zero, we identity its prime subfield with the rationals. All rings
mentioned in this book are associative.

The book is organized in the following manner. In Chapter 1, we discuss the
commutator calculus. Chapter 2 is meant to serve as an introduction to nilpotent
groups and includes some interesting examples. Chapter 3 deals with the collection
process and basic commutators, leading to normal forms in finitely generated free
groups and free nilpotent groups. In Chapter 4, we show that finitely generated
nilpotent groups are polycyclic, allowing us to obtain another type of normal
form in such groups. Chapter 5 is about the theory of isolators, root extraction,
and localization. Chapter 6 is a discussion of a classical paper by S. A. Jennings
regarding the group ring of finitely generated torsion-free nilpotent groups over
a field of characteristic zero. Finally, Chapter 7 contains a selection of additional
topics.

We take full responsibility for any errors, mathematical or otherwise, appearing
in this work. We have made every effort to accurately cite all pertinent works and
do apologize for any omissions.

Brooklyn, NY, USA Anthony E. Clement
Brooklyn, NY, USA Stephen Majewicz
New York, NY, USA Marcos Zyman

October 2017
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Chapter 1
Commutator Calculus

In this chapter, we introduce the commutator calculus. This is one of the most
important tools for studying nilpotent groups. In Section 1.1, the center of a group
and other notions surrounding the concept of commutativity are defined. Several
results and examples involving central subgroups and central elements are given.
Section 1.2 contains the fundamental identities related to commutators of group
elements. By definition, the commutator of two elements g and / in a group G is the
element [g, h] = g~ 'h~!gh. Clearly, [g, h] = 1 whenever g and 4 commute. This
leads to a natural connection between central elements and trivial commutators. The
commutator identities allow us to develop properties of commutator subgroups. This
is the main focus of Section 1.3.

1.1 The Center of a Group

The commutator calculus is an essential tool which is used for working with
nilpotent groups. In this section, we collect various results on commutators which
will be used throughout the book. This material can be found in various places in
the literature (see [1-6]).

1.1.1 Conjugates and Central Elements

We begin by defining the conjugate of a group element.

Definition 1.1 Let g and & be elements of a group G. The conjugate of g by h,
denoted by g", is the element 2~ ! gh of G.

© Springer International Publishing AG 2017 1
A.E. Clement et al., The Theory of Nilpotent Groups,
DOI 10.1007/978-3-319-66213-8_1



2 1 Commutator Calculus

The conjugate of g~! by /4 is written as g~". Notice that
g = () =h s = () = ()
Furthermore, if k € G, then
(gh)* = k™ "ghk = (k™' gk) (k™" hk) = g"n*
and
(&) = (7' gh)" = k™'~ ghk = ()™ g (k) = ¢

We summarize these in the next lemma.

Lemma 1.1 Suppose that g, h, and k are elements of any group. Then (gh)* =
—1\h -1 k
S ik, (g 1) _ (gh) . and (gh) = g,
The notion of conjugacy extends to subgroups in a natural way.

Definition 1.2 Two subgroups H and K of a group G are called conjugate if
g 'Hg = K for some g € G.

In particular, every normal subgroup of G is conjugate to itself.

Definition 1.3 Let G be a group. An element g € G is called central if it commutes
with every element of G. The set of all central elements of G is called the center of
G and is denoted by Z(G). Thus,

Z(G) ={ge G| gh= hgforall h e G}
={geG|g" =gforallh e G}.

It is easy to verify that Z(G) is a normal abelian subgroup of G, and the conjugate
of a central element g € G by any element of G is just g itself.

If G and H are groups, then the (internal and external) direct product of G and H
will be written as G x H.

Lemma 1.2 If G| and G, are groups, then Z(G1 X G,) = Z(Gy) x Z(G»).

Proof Suppose that (g1, 82) € Z(G1xG,). Then (g1, g2)(x, y) = (x, y)(g1, g2) for
all (x, y) € G; x G,. This implies that (g1x, g,y) = (xg1, ¥g2), and thus g;x = xg;
and goy = yg». Hence, g1 € Z(G,) and g, € Z(G,). Therefore, (g, g») is contained
in Z(G1) x Z(G3). And so, Z(Gy X G3) € Z(G1) x Z(G3). In a similar way, one can
show that Z(G) x Z(G,) C Z(G; x Gy). O

Lemma 1.3 If G| and G, are any two groups, then

Gl X Gz ~ G1 % G2
Z(Gl X Gz) - Z(G[) Z(Gz).




1.1 The Center of a Group 3
Proof The map from G| X G; to (G{/Z(G1)) X (G2/Z(G>)) defined by

(81. 82) = (812(G). £:2(G))
is a surjective homomorphism whose kernel is Z(G; x G,). The result follows from
the First Isomorphism Theorem. O

Let G and H be any two groups. The set of homomorphisms from G to H will
be denoted by Hom(G, H), and the group of automorphisms of G by Aut(G). The
kernel and image of ¢ € Hom(G, H) are abbreviated as ker ¢ and im ¢ = ¢(G)
respectively. If G and H are isomorphic groups, then we write G = H.

Let G be a group and & € G. Using Lemma 1.1, it is easy to show that the map
¢ : G — G defined by ¢,(g) = g"

is contained in Aut(G).

Definition 1.4 The map ¢, is called the conjugation map or inner automorphism
induced by A.

It is easy to see that the set of all inner automorphisms of G forms a group
under composition. This group is denoted by /nn(G). There is a natural connection
between the center of a group and the inner automorphisms of the group.

Theorem 1.1 Let G be a group and h € G. The map
0: G — Aut(G) defined by o(h) = @, where @,(g) = g",

is a homomorphism with ker 0 = Z(G) and im o0 = Inn(G).
Proof The result follows from Lemma 1.1. O
By Theorem 1.1 and the First Isomorphism Theorem, we have:

Corollary 1.1 If G is any group, then G/Z(G) = Inn(G).

1.1.2 Examples Involving the Center

In the next few examples, we give the center of various groups.
Example 1.1 A group G is abelian if and only if Z(G) = G.

Example 1.2 Let S, be the symmetric group on the set S = {1, 2, ..., n}, and let
“e” denote the identity element of S,,. Clearly, S| has trivial center because S; = {e}.
Furthermore, Z(S;) = S, since S is abelian.

We show that Z(S,) = {e} for n > 2. Suppose, on the contrary, that Z(S,)
is nontrivial. Let o € Z(S,) be a nonidentity element. There exist distinct elements
a, b € Ssuchthat o (a) = b. Choose an element ¢ € S different from ¢ and b, and let
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7 be the transposition (b c¢). A direct calculation shows that (g ot)(a) # (to0)(a),
contradicting the assumption that o is in the center of Z(S,).

Example 1.3 Let A, be the alternating group on the set S = {1, 2, ..., n}. This is
the subgroup of S, consisting of all even permutations. Note that A} = A, = {e},
and Aj; is cyclic since it has order 3. Thus, Z(A,) = A, forn = 1,2, and 3 according
to Example 1.1.

The center of A4 is trivial. The proof is similar to the one used in Example 1.2.
Assume that Z(A,) is nontrivial, and let o be a nonidentity element of Z(A,,). There
exist distinct elements a, b € S such that o(a) = b. Choose two elements ¢ and d
in S different from a and b, and let T = (b ¢ d). It is easy to see that (¢ o 7)(a) #
(t 0 0)(a), contradicting the assumption that the center is nontrivial.

Using the same argument as above, one can show that A, has trivial center
whenever n > 5. We provide an alternative proof which uses the fact that A,
is a simple group whenever n > 5. Since this is the case, either Z(A,) = {e}
or Z(A,) = A,. If it were true that Z(A,) = A,, then A, would be abelian by
Example 1.1. However, a quick calculation shows that

(1 23)3 45 #£@ 4 51 2 3).

Thus, A, is non-abelian and Z(4,) # A,. We conclude that Z(A,) = {e} forn > 5.

Example 1.4 Let D, be the dihedral group of order 2n, the group of isometries of
the plane which preserve a regular n-gon. If y is a reflection across a line through a
vertex and x is the counterclockwise rotation by 27 /n radians, then the elements of
D, are

—1 2 n—1
Lox, x5 oo, X7y, xy, X7y, o, Xy,

and the equalities
X'=1y"=1, andxy = yx !

hold in D,,.
Both D; and D, are abelian, so Z(Dy) = D; and Z(D,) = D,. We determine
Z(D,)) when n > 3. Since xy = yx~!, we have

Xy=yx™" (reZ. (1.1)

We claim that no element of the form x'y for any + € {0, 1, ..., n — 1}
is central. Assume, on the contrary, that x'y € Z(D,) for some such ¢. Then x'y
commutes with x. Hence, x~! (x'y) x = x'y, and thus x'~'yx = x'y. Applying (1.1)
to both sides of this equality yields yx'~'x = yx™'. After canceling the y’s, we get

x>~" = x™'. This means that x> = 1, a contradiction. Therefore, x'y ¢ Z(D,) for any
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t€{0, 1, ..., n— 1}. Consequently, an element of Z(D,) must take the form x' for
somet € {0, 1, ..., n—1}. Clearly, x° = 1 € Z(D,).
Suppose x' € Z(D,) for some ¢t € {1, ..., n— 1}. By (1.1), we have
yx' =xy = yx7".

Hence, x = x*; that is, x> = 1. Since x has order n, it must be that n divides 2.
Hence, there exists k € N such that 2t = nk. If k > 2, then 2¢ > 2n. This cannot
happen since 1 < ¢ < n — 1. This means that k = 1, and thus 2r = n. Now, if n
is odd, then no such ¢ exists. We conclude that Z(D,,) is trivial when n is odd. If n
is even, then t = % and consequently, X2 ez (D). Therefore, Z(D,,) is the cyclic
group of order 2 generated by x*/? when n is even.

Example 1.5 Let 77 be the group of 3 x 3 upper unitriangular matrices over Z with
the group operation being matrix multiplication. Thus,

L az a3
H = 01 ans
00 1

aiJ»eZ

This group is called the Heisenberg group. The identity element in J is clearly the
3 x 3 identity matrix and will be denoted by 1. It is easy to show that

10c¢
Z() = 010
001

cEZ

1.1.3 Central Subgroups and the Centralizer

Definition 1.5 A subgroup H of a group G is called central if H < Z(G).
Related to the center of a group is the centralizer of a subset of a group.

Definition 1.6 The centralizer of a nonempty subset X of a group G is
Co(X)={geG|g 'xg=xforallx € X}.

It is easy to verify that Cg(X) is a subgroup of G. If X = {x}, then we write
Cg(x) for the centralizer of x. Clearly,

Ce(G) = [ Colx) = Z(G).

x€G
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Notice that Cg(x) is just the stabilizer of x under the action of G on itself by
conjugation. The orbit of x under this action, called the conjugacy class of x, is the
set {g7'xg | g € G}. When G is finite, we get the class equation of G :

Gl = Z(G)| + ) _[G : Co(x], (1.2)
k

where one x; is chosen from each conjugacy class containing at least two elements.
Here, |G| stands for the order of G and [G : H] is the index of a subgroup H in G.
These notations are standard and will be used throughout the book. We will also
write |g| for the order of an element g € G.

1.1.4 The Center of a p-Group

Definition 1.7 Let p be any prime. A group G is called a p-group if every element
of G has order a power of p.

Finite p-groups are the building blocks of finite groups. The next fact regarding
their central structure is important in the study of finite groups.

Theorem 1.2 If G is a nontrivial finite p-group for some prime p, then Z(G) # 1.

Proof Suppose that |G| = n. Consider the class equation (1.2) of G. If x; € G is
not central for some 1 < k < n, then Cg(x) is a proper subgroup of G. Hence,
[G : Cs(x1)] is a positive power of p. Consequently, each summand in the sum

Z[G : Co ()]

k

is divisible by p. Since p divides |G| by hypothesis, p also divides |Z(G)|. Therefore,
Z(G) contains nontrivial elements. O

Remark 1.1 Tt is important to emphasize that G must be finite in Theorem 1.2. An
infinite p-group does not necessarily have nontrivial center. This notion is discussed
in Remark 2.8.

1.2 The Commutator of Group Elements

One can determine whether or not two group elements commute by calculating their
commutator.

Definition 1.8 Let g and & be elements of a group G. The commutator of g and h,
written as [g, 4], is

[g. =g 'h~'gh=g"'g".
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Clearly, g and h commute if and only if [g, ] = 1. Thus, the center of G can
also be characterized as

Z(G)={g€G|[g h = 1forall h € G}.

Definition 1.9 Let S = {gi, g2. ..., gn} be a set of elements of a group G.
A simple commutator, or left-normed commutator, of weight n > 1 is defined
recursively as follows:

1. The simple commutators of weight 1 are the elements of S, written as g; = [g;].
2. The simple commutators of weightn > 1 are [g1, ..., &) = [lg1, ---» &—1]> &l

We collect some commutator identities which are of utmost importance.

Lemma 1.4 Let x, y, and z be elements of a group G.

(i) xy = yx[x, y].

(ii) ¥ = x[x, y].
(i) [x. y] = [y, 27"

(iv) [x, yJF =[x, ¥].

) [xy, 2] = [x, 2Py, 2] = [x, Zlx, 2z, ylby, 2]
i) [x, yzl = [x, 2lx, yIF = [x, 2lx, y][x, ¥, 2]

i) [ ] = (e ™)

(viii) [xil, y] = ([x, y]x_l)_l.

Proof

() xy = yX(xfly”xy) = yxfx, y].

(i) ¥ =y 'xy = X(x_ly_lxy) = x[x, y].

(iii) [x, y] =x7'yay = ( _1x—1yx)‘1 = [y, "

(iv) We have

[x, y = z_'(x_'y_'xy>z

e
e ) ()

= ¥, ¥,
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(v) Observe that

[ry, 2] = () "'z vz

1

=y x—lz—lxyz

-t
=y '[x, 2Dy, 2]

=[x, 2Dy, 2]

=[x, Z][x, z, ¥][y, 2] by (i).

A similar computation gives (vi). By (vi), we have

1= [x, yy_l] = [x, y_l] [x, y]yi1 . (1.3)

This establishes (vii), and (viii) follows from (v) in a similar way. O

Lemma 1.5 (The Hall-Witt Identities) Ifx, y, and z are elements of a group, then

-1V -1 -1 I
o ] =

and

S O R

Proof By Lemma 1.4 (iii), we have

y
[x, y i z] =y

T N
= (xzx yx) yXy  Zy.

Similarly,

-1 T R
[y, Z ,x] = (yxy zy) 7z
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and

[ o] = () e
z,x ,y| =\zvz xz) xzx yx.

y

It follows that [x, y i, z]
identity in a similar way. O

z P
[y, [ x] [z, x L y] = 1. One can prove the other

1.3 Commutator Subgroups

The notion of the commutator of elements of a group can be generalized to the
commutator of subsets of a group.

Definition 1.10 Let G be a group with subset S = {sy, 52, ...}. The subgroup of
G generated by S, denoted by

gpr(S) = gp(s1, 52, ...),

is the smallest subgroup of G containing S. We call S a set of generators for gp(S).

The subgroup gp(S) of G can be obtained by taking the intersection of all
subgroups of G that contain S. A typical element of gp(S) is of the form

&1 & en
SiySiy " Sy

where 5;; € Sand ¢; € {—1, 1} for 1 <j<n.If g € G, then gp(g) is just the cyclic
subgroup of G generated by g. If S, ..., S, are subsets of G, then the subgroup
gp(S1U---\US,) is written as gp(Sy, ..., Sy).

Definition 1.11 Let X; and X, be nonempty subsets of a group G. The commutator
subgroup of X, and X; is defined as

(X1, Xo] = gp ([x1, x2] [x1 € X1, 2 € X2) .
Thus, [X;, X;] is the subgroup of G generated by all commutators [x;, x,], where x;

varies over X and x, varies over X;. In particular, [G, G] = G’ is the commutator
subgroup or derived subgroup of G.

Remark 1.2 The set of all commutators
NS {[X], )Cz] I)C] EX], X2 €X2}

does not necessarily form a subgroup of G. For instance, [x;, x,]~! may not be in §
for some [x1, x;] € S.
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If X; = X, = G, then the inverse of every element of S is contained in S by
Lemma 1.4 (iii). However, it may be that S is not a subgroup of G because the
product of two or more commutators in S is not necessarily a commutator in S.
Consider, for example, the special linear group SL,(R) whose elements are the
2 x 2 matrices with real entries and determinant 1 (the group operation is matrix
multiplication). Let I; denote the 2 x 2 identity matrix, and set

10 11
A_(—ll) andB—(Ol).

A routine check shows that —I, = (ABA)?,

=60 69 =60 6]

Thus, —1I, is a product of commutators. However, —I, is not the commutator of two
elements of SL(R). To see this, assume, on the contrary, that —I, = [C, D] for
some C, D € SL,(R). Rewriting this gives C'DC = —D, and thus D and —D are
similar matrices. Since the trace of a square matrix equals the trace of any matrix
similar to it, D and —D have equal trace. Consequently, the trace of D equals 0. Since
the determinant of D equals 1, the characteristic polynomial of D is f(1) = A% + 1.

And so, D has eigenvalues +i. This means that D is similar to the matrix ( 01 (1)) .
. . 01
Without loss of generality, we may as well assume that D = 10) Suppose that

C = (a fl) . Since CD = —DC by assumption, a computation shows that d = —a
c

and ¢ = b. Using the fact that C has determinant 1, it follows that —a> — b = 1.
This contradicts the fact that a, b € R.

Definition 1.11 can be generalized. If {X;, X5, ...} is a collection of nonempty
subsets of G, then

X1, ..., Xl = [[X1, vy Xui], Xl

where n > 2. Note that [X], ..., X,] contains all simple commutators of the form
[x1, ..., x,], where x; € X1, ..., x, € X,,. Thus,

X1, ..., Xu] = gp(x1, ..., x:] | x1 €X1, ..., X, € X).

However, [Xi, ..., X,] may not equal gp([x1, ..., x,] | x1 € X1, ..., x, € X, if
n > 3. For example (see [6]), consider the cyclic subgroups

Hy =gp((1 2)), Hy=¢gp((2 3)), and H3; = gp((3 4))
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of the symmetric group S,. A routine check confirms that [H;, H,, H3] equals Ay,
while gp([hl, hy, hz] | hy € Hy, hp € Hy, h3 € H3) equals gp( (1 3 4) ) Thus,

[Hi, H>, H3] # gp([h1, ho, h3]| by € Hy, hy € Hy, h3 € H3).

Lemma 1.6 Let G be any group.

(i) IfH < Gand [G, G] < H, then H < G and G/H is abelian. Thus, |G, G] < G
and G/|G, G] is abelian.
(it) If N < G and G/N is abelian, then |G, G] < N.

Thus, the commutator subgroup of a group is the smallest normal subgroup
inducing an abelian quotient. The factor group Ab(G) = G/[G, G] is called the
abelianization of G.

Proof
(i) Letg € Gand h € H. By Lemma 1.4 (ii),

h =g 'hg =hlh, gle H

because H contains [G, G]. Therefore, g~'Hg = H, and thus H is normal in G.
If g1 H and g H are elements of G/H, then

(g1H)(g2H) = g182H = 228181, &1H = g281H = (g2H)(g1H)

by Lemma 1.4 (i). Therefore, G/H is abelian.
(i) If gN, hN € G/N, then (gN)(hN) = (hN)(gN). Hence,

(N)~'(hN)~'(gN)(hN) = N.

We thus have g='h~'gh = [g, h] € N. It follows that [G, G] < N. O

Lemma 1.6 allows one to conveniently calculate the derived subgroup. This is
illustrated in the next few examples.

Example 1.6 Any two elements of an abelian group G commute. Thus, [G, G] = 1.

Example 1.7 We compute the commutator subgroup of the alternating group A, on
theset S = {1, 2, ..., n}. Clearly, [A,, A,] = {e} forn =1, 2, 3 by Example 1.6.

We find the commutator subgroup of A4. It is well known that A4 contains a
unique nontrivial normal subgroup

K={e. (1 223 4. (1 3)2 4. 1A 492 3},

which is an isomorphic copy of the Klein 4-group (see [1]). Since [A4 : K] = 3, the
quotient A4/K is abelian. Therefore, [A4, A4] < K, and thus [A4, A4] = K.
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Lastly, we consider the case when n > 5. In this case, A, is simple. Thus, the
only normal subgroups of A, are {e} and A,,. Since A,, is not abelian, [4,, A,] = A,.

Example 1.8 We find the commutator subgroup of the symmetric group S, on the
set S = {1, 2, ..., n}. By Example 1.6, [S,, S,] = {e} forn =1, 2.

In order to find [S,, S,] for n > 3, we use the fact that A, is a normal subgroup
of index 2 in §,, and thus S, /A, is an abelian group. First, we find [S3, S3]. Since
S3/A3 is abelian, we know that [S3, S3] <0 Aj;. Furthermore, each element of Aj
can be written as a commutator of elements in S3 (this is obvious for the identity
permutation):

(123)=[2 3,03 2]add 3 2)=[2 3), 1 2 3).

Therefore, A3 is contained in [S3, S3], and consequently, [S3, S3] = As.

Next, we show that [S4, S4] = As. Let (a b c¢) be any 3-cycle for some distinct
elements a, b, ¢ € S. This 3-cycle can be written as a commutator of elements in
S4 as

(a b ¢)y=1[(a b), (@ c D).

It follows that Ay < [S4, S4] because Ay is generated by 3-cycles. Since S4/Ay4 is
abelian, [Sy, S4] <X A4. We conclude that [Sy, S4] = Ay.

Finally, consider the case when n > 5. Once again, [S,, S,] < A, because S,/A,
is abelian. Since the only nontrivial normal subgroup of S, is A, it must be that
[Sns Su] = An.

Example 1.9 We find the derived subgroup of the dihedral group D,. Recall from
Example 1.6 that

n—1

D, ={1, x, x*, ..., X"y, xy, ¥y, ..., Xy,
where
¥=1y" =1, andxy = yx .. (1.4)

It follows from the last equality in (1.4) that

r

Xy=y " andxXy = y)" (reZ). (1.5)

Now, it is clear that [D, D;] = [D,, D,] = 1 by Example 1.6 because D; and D,
are abelian. We claim that [D,,, D,] = gp (x*) forn > 3.

From this point on, suppose n > 3 and let r and s denote integers. Choose x* €
gp (x*) . and observe that this element can be written as a commutator as follows:

2

X2 = xr'y—lyxr — xry—l r

Ty =@l



1.3 Commutator Subgroups 13

where the second equality is a consequence of (1.5). Thus, gp (xz) < [Dy,, D).
To prove that [D,, D,] < gp (xz) , we use (1.4) and (1.5). Suppose that [a, b] €
[D,, D,]. There are four possible cases for a and b.

e Ifa=x"andb=x",then[x", x*] =1€gp (xz) .
e Ifa =x"and b = x*y, then

) 1

——
=x"egp (xz) .

Ly = x 7 (Fy)  ax x XX
[ y y y

1

— x—ry— xry — x—ry—lyx—r

e Suppose a = x"y and b = x°. Then
Wy, #]= [, ¥y € gp ()

by the previous case and Lemma 1.4 (iii).
* Suppose a = x"y and b = x*y. Then

[y, Xy = ()7 (Fy) T X'y = Xy yx'y

— xrx—syyxrx—syy — x2r—2s cgp (XZ) .

It follows that [D,. D,] < gp(x*). And so, [D,, D,] = gp(x?) forn > 3 as
claimed. In fact, [D,, D,] = gp (x*) = gp (x) whenever n > 3 is odd.

Example 1.10 We show that the derived subgroup of the Heisenberg group 7
equals its center. By Example 1.5, the center of 7 is

10c 101
Z() = 010 cely=gp 010 . (1.6)
001 001
Let
1(11612 1b1b2
a=|01a3| and b=|01 b3
001 001

be elements of 7Z°. A simple calculation shows that

10611b3 —b1a3
[a, b =01 0
00 1
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Hence, each commutator of elements of J# is central, and thus [, ] < Z(JF).
In addition, the generator of Z(7) in (1.6) is a commutator of elements of 77 :

101 110 100
010] = 010],1011
001 001 001

It follows that [J7°, ) = Z(57).

1.3.1 Properties of Commutator Subgroups

We collect several properties of commutator subgroups.
Definition 1.12 Let G be any group, and let S be a nonempty subset of G. The
normalizer of S in G, denoted by N;(S), is

N6(S) = {g € G| gS = Sg}.

If H is a subgroup of G, then Ng(H) is the largest subgroup of G in which H is
normal. If K is another subgroup of G, then K normalizes H if K < Ng(H). Clearly,
Ng(H) = Gifandonly if H < G.

Theorem 1.3 Let G be a group and H < G. Then Cg(H) < Ng(H) and the factor
group Ng(H)/Cg(H) is isomorphic to a subgroup of Aut(H).

In particular, we obtain Corollary 1.1 when H = G.

Proof By Theorem 1.1, the map
0:G — Aut(H) defined by o(h) = ¢,, where ¢;(g) = g",

is a homomorphism. Thus, o|ns), the restriction of ¢ to Ng(H), is a homomor-
phism. It is easy to verify that o|y, @) has kernel Cg(H). The result follows from
the First Isomorphism Theorem. O

Proposition 1.1 Let G be any group with subgroups H and K.
(i) [H, K] = [K, H].
(ii) [H, K] < H if and only if K normalizes H. In particular, [H, G| < H if and
onlyifH < G.
(iii) If Hy < G and Ky < G such that Hi < H and K| < K, then [H, K] <
[H, K].

We point out that (i) is valid for any two subsets H and K of G.
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Proof
(i) By Lemma 1.4 (iii),

[H, K] = gp([h, k] |h € H, k € K)
=gp(k, "' |he H, keK)
= [K, H)].
(i) If [H, K] < H, then [h, k] € H for any h € H and k € K. This means that
k~'hk € H, and consequently, Kk 'Hk < H. Similarly, we have kHk™! < H.
Therefore, kK 'Hk = H; that is, k € Ng(H). Conversely, if k € Ng(H), then

[h, k] € H for all h € H. A routine check confirms that [H, K] < H.
(iii) The proof is straightforward. O

Definition 1.13 Let G be a group with H < G, and let A C Aut(G).

(1) If ¢(h) € H forevery ¢ € A and h € H, then H is called A-invariant.
(ii) If H is Aut(G)-invariant, then H is called characteristic in G.
(iii) If every endomorphism of G restricts to an endomorphism of H, then H is fully
invariant.

Clearly, every fully invariant subgroup must be characteristic. Furthermore, every
characteristic subgroup is normal. We record this as a lemma.

Lemma 1.7 Let G be any group. If H is a characteristic subgroup of G, then
H <4G.

Proof If H is a characteristic subgroup of G, then ¢(H) = H for every ¢ € Aut(G).
In particular, ¢,(H) = H, where g € G and ¢, is the inner automorphism induced
by g. Thus, g7 'Hg = H for every g € G; thatis, H < G. O

The next property of characteristic subgroups will be useful later.

Lemma 1.8 Let G be a group with subgroups H and K. If H is characteristic in K
and K <1 G, then H < G.

Proof Choose any element g € G. Since K <1 G, there is an endomorphism

¢, : K = K defined by ¢,(x) = x°.
It is easy to verify that ¢, € Aut(K). Since H is characteristic in K, ¢,(H) = H.
And so, g7'Hg = H. This is true for all g € G since g was arbitrarily chosen. O

Proposition 1.2 Let G and H be groups, and let G| and G, be subgroups of G.

(i) If 6 € Hom(G, H), then 6([Gy, G;]) = [0(Gy), 0(G,)].
(ii) LetA C Aut(G). If G| and G, are A-invariant, then |G, G;] is also A-invariant.
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Proof
() If g1, € G1, g3 € Gy, and g € {—1, 1} for 1 <j <k, then

()

(o)

(o) o(e2) (e )o(e)]
(e )]

(i) We show that ¢ ([Gy, G;]) < [G], G,] for any ¢ € A. Let

1=

ﬁ [glj, gzj] =

j=1 j=1

|
:I»

1

.

I
:|»

~.
I
-

Il
:l»

~.
Il
-

k .
l_[ [81,-, 82,»] " e[G. G
=1

as above. Since G; and G, are A-invariant subgroups, a computation similar to

(1) gives
k k 5
‘P(l—[[gl,-’ 82] ) H[ (81,), (gzj)] € [G1. G2l
j=1 j=1
This completes the proof. O

It follows from Proposition 1.2 (i) that the derived subgroup of any group is
always fully invariant.

Corollary 1.2 Let G be a group and N < G. If H < Gand K < G, then
[HN/N, KN/N] = [H, K|N/N.

Proof If ¥ : G — G/N is the natural homomorphism, then Y(H) = HN/N and
W(K) = KN/N. Apply Proposition 1.2 (i). |

Lemma 1.9 Let G be a group, and suppose that N I G and H < G. Then
[H, G] < N ifand only if HN/N < Z(G/N).
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Proof Suppose that HN/N < Z(G/N).If h € H, then (hN)(gN) = (gN)(hN) for
any g € G. This means that [hN, gN] = N. Since [AN, gN]| = [h, g]N, it follows
that [, g] € N. Consequently, every commutator of an element of H and an element
of G is contained in N. It follows that [H, G] is a subgroup of N.

Conversely, suppose that [H, G] < N and let h.N € HN/N and gN € G/N. Since
[AN, gN] = [h, g]N and [h, g] € N by hypothesis, we have [hN, gN] = N. Thus,
hN € Z(G/N). 0

Theorem 1.4 Let G be a group. If H and K are normal subgroups of G, then
[H, K] < G and [H, K| < H N K. In particular, every element of H commutes
with every element of K whenever H N K = 1.

Proof Suppose that g € G and [['_,[h;, k] € [H, K], where h; € H, k; € K, and
g € {—1, 1}. By Lemmas 1.1 and 1.4 (iv),

N S e e R (I (S S R (A S

(b )0 7))

is contained in [H, K] since H and K are normal in G. Thus, [H,K] J G.
Furthermore,

n

- L RE — =1 ,—14.8"
i]}[h,, ki* =TT (" (k7 'mik) ) " e 1

i=1

and
n n &

[Tim. & =] ((hi_lki_lh,-)ki) e k.

i=1 i=1
Thus, [T—,[A:. k]% € HN K, and therefore, [H, K] < HN K. O

An easy induction argument gives:

Corollary 1.3 If Gy, ..., G, are normal subgroups of a group G, then the
subgroup [Gy, ..., G,] is normal in G.

Lemma 1.10 IfH, K, and L are normal subgroups of a group G, then

[HK, L] = [H, L|[K, L] and [H, KL] = [H, K][H, L].
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Proof The result follows from Lemma 1.4 (v) and (vi), together with
Theorem 1.4. |

More generally, we have:

Lemma 1.11 If{G,, ..., G,, H|, H,} is a set of normal subgroups of a group G,
then
2
(i) [Gr. ... Gu. HiHo] = [ [[G1. ..., Go. Hil;
i=1
2
(ii) [HiHy. Gy, .... G\ =[]H:. Gi. .... G:
i=1
(iii) [G1, ..., Gu—1, HiHs, Gpy1, ..., Gy =
2
[1Gi. ... Guor. Hi Gyt Gl for1 <m <n.
i=1
Proof
(i) Note that [Gy, ..., G,] < G by Corollary 1.3. The result follows from

Lemma 1.10.
(i) Setn = 2. By Lemma 1.10,

[HiH>, Gi, Go] = [[HiH>, G1], G]
= [[H, G{][H2, Gi], G2].

Now, [H,, Gi] and [H,, Gi] are normal in G by Theorem 1.4. Another
application of Lemma 1.10 gives

We iterate this procedure for any n to obtain the desired result.

(iii) Let C =[Gy, ..., Gu—1]. By Corollary 1.3, Lemma 1.10, and (ii) above, we
have
[C, HiHy, Gut1, --., Go] = [[C, HiH2], Gt .., Gyl
= [[C, H|][C, H3], Gyt 1, .., Gyl
=[[C, Hi], Gu+1, ---» GJ[C, Ha], Gu1,
. Gyl
= [C, Hy, Gusi1s .., Gi[C, Ha, Gs1s - ..,
G,].

This completes the proof. O
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The next two lemmas pertain to central commutator subgroups.

Lemma 1.12 (P. Hall) Let G be a group with subgroups H and K, and suppose
that [H, K] < Z(G). For any a € H and b € K, the maps

s : K — Z(G) defined by ¢,(k) = [a, k]
and
oy - H— Z(G) defined by ¢,(h) = [h, b]

are homomorphisms.

Proof Suppose that k|, k, € K. By Lemma 1.4 (vi),
[a, kiks] = [a, ko][a, k1] = [a, ka][a, ki].

Therefore, ¢, is a homomorphism. In a similar way, one can show that ¢, is a
homomorphism. O

Lemma 1.13 Let G be any group. If [g, h] € Z(G) for some g, h € Gandn € Z,
then

[¢", Al = [g. H" = [g. K"].

Proof The result is obvious for n = 0 and n = 1, and Lemma 1.12 gives the result
when n > 2. Suppose that n < 0. Since [g, 4] is central, sois [g, #]™". This, together
with Lemma 1.4 (viii), implies

" A= [ 1] = (I )

= (e ) = lg W)
=g A"

In a similar way, one can show that [g, /"] = [g, h]". O

1.3.2 The Normal Closure

Let S and T be nonempty subsets of a group G. Denote by S7, the subgroup of G
generated by all conjugates of elements of S by elements of T :

st = gp(t_lst ‘ ses, te T).
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It is easy to see that if H < G, then S is the smallest normal subgroup of gp(S, H)
containing S. We call S* the normal closure of S in gp(S, H).

We record some fundamental properties on normal closures and commutator
subgroups.

Proposition 1.3 Let G be a group with H < Gand @ # S C G.
(i) S" =gp (S, [S. H]).
(ii) [S, HI =[S, H].
(iii) If H = gp(T) for some @ # T C G, then [S, H] = [S, T|" and [H, S] =
[T, S)7.
Proof
(i) Note first that S € S¥ because H < G. Moreover, any generator of [S, H] can
be written as [s, h] = s~'s" with s € Sand h € H. Thus, gp (S, [S, H]) < S¥.
It follows from Lemma 1.4 (ii) that ¥ < gp (S, [S, H]).

(i) Since H < G, [S, H] < [S, H]®. We establish the reverse inclusion. By
definition and Lemma 1.1,

S, H]H:gp(xh'xe[S, H],heH)

=gp ([s, ]

seS, h €eH, hzeH).
By Lemma 1.4 (vi),
[S, /’ll]hz = [S, hz]_l[s, hlhz].

Consequently, [s, #;]" € [S, H], and thus [S, H]" =[S, H].

(iii) Itis enough to prove that [S, H] = [S, T]". First, observe that [S, T] < [S, H]
because T C H. This implies that [S, T]7 < [S, H]". By (i), [S, T]" < [S, H].
It suffices to show that [s, h] € [S,T]" for any s € S and h € H. Since
H = gp(T), we can write

— 8182 Em
h=1t't?---t

fort; € T and ¢; € {—1, 1}. The proof is done by induction on m. If m = 1

and gy = 1, then[s, 1] € [S, T]". If m = 1 and &; = —1, then [s, tl_l] =
iyl

([s, 1]’ 1 ) is also contained in [S, 777.

Assume that the result is true for m — 1. If m > 1, then Lemma 1.4 (vi),
together with induction, implies that

Em

_ £1 .82 Em—1 4&m | _ Em £1 .82 em—1 |
[s, h] = [s, A SR tm] = [s, tm][s, 0y ~--tm_1]

is contained in [S, 777 . O
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Corollary 1.4 If G is a group with H < Gand K < G, then [H, K] < gp(H, K).

Proof By Proposition 1.3 (ii), [H, K]X = [H, K] and [K, H] = [K, H]. Hence,
[H, K]* = [H, K] = [H, K]"

by Proposition 1.1 (i). Consequently, both H and K normalize [H, K]. O

The next two corollaries follow from Proposition 1.3 (iii).

Corollary 1.5 Let H and K be subgroups of a group G, and let S and T be nonempty
subsets of G. If H = gp(S) and K = gp(T), then [H, K| = ([S T]H)K.

Corollary 1.6 If G is a group and Hy, ..., H, are normal subgroups of G, then
Hy, ..., H]l=gp(h, ..., i) |hi €H; for i=1, ..., n).
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Chapter 2
Introduction to Nilpotent Groups

The aim of this chapter is to introduce the reader to the study of nilpotent groups.
In Section 2.1, we define a nilpotent group, as well as the lower and upper central
series of a group. Section 2.2 contains some classical examples of nilpotent groups.
In particular, we prove that every finite p-group is nilpotent for a prime p. In
Section 2.3, numerous properties of nilpotent groups are derived. For example,
we prove that every subgroup of a nilpotent group is subnormal, and thus satisfies
the so-called normalizer condition. Section 2.4 is devoted to the characterization of
finite nilpotent groups. In Section 2.5, we use tensor products to show that certain
properties of a nilpotent group are inherited from its abelianization. We focus on
torsion nilpotent groups in Section 2.6. We prove that every finitely generated
torsion nilpotent group must be finite, and that the set of torsion elements of a
nilpotent group form a subgroup. Section 2.7 deals with the upper central series and
its factors. Among other things, we illustrate how the center of a group influences
the structure of the group.

2.1 The Lower and Upper Central Series

In this section, we define a nilpotent group and discuss the lower and upper central
series of a group. First, we provide some standard terminology.

2.1.1 Series of Subgroups

Definition 2.1 Let G be a group. A series for G is a finite chain of subgroups

1=Gy=G =---=<G,=6G.

© Springer International Publishing AG 2017 23
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If the subgroups Gy, ..., G, are distinct, then n is called the length of the series.
The series is called normal if G; < G for 0 < i < n, and subnormal if G; < G4
for 0 < i < n— 1. The factors of a subnormal series are the quotients G, 1/G; for
0<i<n-1.

Clearly, every normal series of a group is subnormal. On the other hand, not
every subnormal series is normal. Consider, for example, the symmetric group Sy.
LetGy ={e, (1 2)(3 4)}and G, ={e, (1 2)(3 4), (1 3)(2 4), (1 H(2 3)}.
It can be shown that the series

{e} <G LG, DA, 48,

is subnormal. It is not normal, however, because G is not a normal subgroup of Sy.
Notice, for instance, that

(1 23 471 23 91 2 3 4)¢G,.

Definition 2.2 Let G|, G, Gs, ... be a sequence of subgroups of a group G.
(i) If G; < Gjfor1 <i <}, then

G =G, =G3; =+ 2.1

is an ascending series (or an ascending chain of subgroups).
(ii) If G; > G;jfor 1 <i <}j, then

G >2G>2Gy = 2.2)

is a descending series (or a descending chain of subgroups).

An ascending series may not reach G. If it does, then we say that the series
terminates in G. Similarly, a descending series which reaches the identity is said to
terminate in the identity. If there exists an integer m > 1 such that G,,—; # G,, and
G, = Gu+1 = Gpyo = --- ineither (2.1) or (2.2), then the series is said to stabilize
in G,,.

2.1.2 Definition of a Nilpotent Group

Definition 2.3 A group G is called nilpotent if it has a normal series
such that

Gi+1/Gi < Z(G/G;)
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fori =0, 1, ..., n— 1. Such a series (2.3) is called a central series for G. The
shortest length of all central series for G is called the nilpotency class, or simply the
class, of G.

An equivalent definition of a central series which involves commutators is given
in the next lemma.

Lemma 2.1 Let G be a group with a series
1=Gy<G <---<G,=0G. 2.4)

The series (2.4) is central if and only if [Giy1, G] < G for0 <i<n-—1.

Proof If the series (2.4) is central, then setting H = G;+; and N = G; in Lemma 1.9
yields the desired result.

Conversely, suppose that [Gi+1, G] < G; for 1 <i <n— 1. We claim that (2.4)
is a normal series. Let g € Gand g; € G; forsomei =1, 2, ..., n. By Lemma 1.4
(i), we have

g = gilgi. 8l € GiGi-1 = Gi.

Thus G; < G. The rest follows from Lemma 1.9. O

The trivial group is regarded as a nilpotent group of class 0, and nontrivial abelian
groups are nilpotent of class 1. To see why this is the case, suppose that G is a
nontrivial abelian group. Since Z(G) = G, the series 1 < G is a central series for
G of shortest length (simply take G; = G in Definition 2.3). More examples of
nilpotent groups are given in the next section.

The following lemma shows that the only nilpotent group with trivial center is
the trivial group.

Lemma 2.2 If G is a nontrivial nilpotent group, then Z(G) # 1.

Proof Suppose that 1| = Gy < G| < --+ < G, = G is a central series for G. There
exists an integer i > 0 such that G; = 1 and G;4 # 1. Thus, G;1+1/G; < Z(G/G;)
becomes G;+; < Z(G). And so, Z(G) # 1. |

Remark 2.1 An important collection of groups which arises in many areas of
research (Galois theory, for example) are solvable groups. A group G is solvable
if it has a subnormal series

IZGoﬂGlﬂﬂanc

such that G;4/G; is abelian for 0 < i < n — 1. Every nilpotent group is solvable
since the series (2.3) is subnormal and each factor is abelian. On the other hand,
not every solvable group is nilpotent. For example, S3 is a solvable group because it
has a series 1 <1 A3 <1 S3 which is subnormal and has abelian factors. However,
Lemma 2.2 shows that S3 is not nilpotent because it has trivial center (refer to
Example 1.2).
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2.1.3 The Lower Central Series

One series which is fundamental in the study of nilpotent groups is the lower central
series.

Definition 2.4 Let G be a group. The descending series
G=nG=nG=--- (2.5)

recursively defined by y;+1G = [y;G, G] for i € Nis called the lower central series
of G. Its terms are called the lower central subgroups of G.

In particular, y,G = [G, G] = G’ is the commutator (or derived) subgroup of G.
By definition,

in: [G, cer G]
————

for i > 2. Thus, y;G < G for i > 1 by Corollary 1.3.

Remark 2.2 Let G be any group.

(1) If ;G = 1 for some i > 1, then y;41G = [y;G, G] = [1, G] = 1. It follows
by induction on j that y;G = 1 forallj = i, i + 1, .... In this case, the
lower central series of G is a central series in the sense of Definition 2.3 (see
Lemma 2.1).

@ii) If oG = G, then y3G = [y»G, G] = [G, G] = y,G = G. Continuing this
argument shows that y;,G = G forallj > 1.

In the next examples, we give the lower central subgroups of some groups.

Example 2.1 1f G is an abelian group, then [G, G] = 1 (see Example 1.6). Thus,
y;G = 1 for all i > 2 by Remark 2.2 (i).

Example 2.2 'We find the lower central subgroups of A,, the alternating group on
S={1, 2, ..., n}. By Example 2.1, y;A, = {e} forn = 1, 2, 3 and i > 2 since
Ay, A,, and Aj are abelian.

It was shown in Example 1.7 that [A4, A4] = K. We claim that y;A, = K for
i > 3. It suffices to consider the case i = 3. We begin by noting that any nonidentity
element of K can be written as

(@ d)b o) =[(a c b). (a b)(c d)].

where a, b, ¢, d are distinct elements of § = {1, 2, 3, 4}. Since A4 is generated
by 3-cycles, K < [K, A4]. Consequently, K = [K, A4] = y3A4 as claimed. We
conclude that ;A4 = K fori > 2.

If n > 5, then each lower central subgroup of A, equals A,,. This is a consequence
of Example 1.7 and Remark 2.2 (ii).
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This example illustrates that the lower central series (2.5) may not descend to the

identity, and consequently, may not be a central series in the sense of Definition 2.3.

Example 2.3 As before, let S, be the symmetric group on S = {1, 2, ..., n}.
Clearly, y;S1 = y;S, = {e} for i > 2. We claim that y;S, = A, fori > 2 and n > 3.
Consider the case n = 3. By Example 1.8, [S3, S3] = A3. It is easy to verify that

[(@ ¢ b), (@ b)] =(a ¢ b)fordistincta, b, c €S.
It follows that y383 = [y2S3, S3] = [A3, S3] = As. And so, y;S3 = Az fori > 2 as
claimed.

Next, consider the case n = 4. We found that [Sy, S4] = A4 in Example 1.8. The
computation given in the same example also shows that A4 < [S4, A4]. Thus,

[S4, Ag] < [Ss, Sa] = Ay < [S4, A4].
We conclude that Ay = [S4, A4]. Hence, Y384 = A4, and thus ;5S4 = A4 fori > 2.

Finally, suppose that n > 5. We know that [S,, S,] = A, whenever n > 5 from
Example 1.8. Furthermore, A, = [A,, A,] whenever n > 5 from Example 2.2. Thus,

A, = [A,,, An] = [Snv An] = [S,,, Sn] =A,.

This implies that 38, = [S,, A,] = A,, and in general, y;S, = A,, fori > 2.

Example 2.4 We give the lower central subgroups of the dihedral group D,. See
Examples 1.4 and 1.9 for notations and [4] for details.

* Ifn > 3isodd, then y,D, = gp(xz) = gp(x) and
V3D = [y2Dy. Dy] = [gp(x). Da] = gp(x).

Thus, y;D,, = gp(x) fori > 2.
o Ifn = 2%m, where m > 3 is odd and k > 1, then

i—1
)/2D2km = gp<x2)’ y3D2"m = gp(x4)» ERRE) yt'Dka = gp(x2 )

for2 <i <k+1. Since +2" has odd order m, YDy, = gp (xzk) wheni > k+ 1.

o Ifn = 2% for some k > 1, then
i—1
y2Dyi = gp(xz), y3Dy = gp(x4), cees yiDy = gp(x2 )

for 2 < i < k + 1. In particular, Yy Dy = gp(xzk) = 1, and thus y;Dx =1
for i > k + 1 by Remark 2.2. This shows that the lower central series of Dy« is
central in the sense of Definition 2.3. Therefore, Dy is nilpotent.
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Example 2.5 Consider the Heisenberg group. It was shown in Example 1.10 that
[, H) = Z(F7) or, equivalently, y, 5 = Z(F). Clearly,

Va3 = [Z2(H), H) = 1I.
By Remark 2.2 (i), y;5¢ = I for i > 3. Hence, the lower central series of J# is
central in the sense of Definition 2.3. Therefore, ¢ is nilpotent.

We give some useful properties enjoyed by the lower central subgroups.

Lemma 2.3 The lower central subgroups of a group are fully invariant (hence,
characteristic).

Proof Apply Proposition 1.2 (i) repeatedly. O
Lemma 2.4 If G is any group and H < G, then y;H < y;G for eachi € N.

Proof The proof is done by induction on i. If i = 1, then the result is obvious.
Assume that y;H < y;G holds for i > 1. Then y;41H = [y;H, H] < [y;G, G] =
Yi+1G. a

Lemma 2.5 Let G and K be groups. If ¢ : G — K is a homomorphism, then
o(viG) = yi(p(G)) for each i € N. Thus, ¢(y;G) < y;K with equality when ¢ is
surjective.

Proof The proof is done by induction on i. If i = 1, then

P(11G) = ¢(G) = y1(p(G)).

Assume that ¢(y;G) = y;(¢(G)) holds for i > 1. By Proposition 1.2 (i), we obtain

©(Yit1G) = ¢ ([yiG, G]) = [p(¥:G), ¢(G)]
= [yi(¢(G)), ¢(G)] = yi+1(p(G)).

This completes the proof. O
Corollary 2.1 If G is a group and N < G, then y;(G/N) = (yiG)N/N for each
ieN.

Proof If ¥ : G — G/N is the natural homomorphism, then

(YiG)N/N = ¥(yiG) = yi(¥(G)) = yi(G/N)

by Lemma 2.5. O

The lower central subgroups of a group can always be generated by a certain
collection of simple commutators.

Lemma 2.6 Let G be any group. For any n € N, we have

G =gp (g1, .... 8] 1 & €G). (2.6)
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Furthermore, if X is a generating set of G, then y,G is generated by all simple
commutators of weight n or more in the elements of X and their inverses.

Proof Corollary 1.6 immediately gives (2.6). Suppose that G = gp(X). Each
element of G can be written as a product of the elements of X and their inverses.

In particular, we may replace each g; in a simple commutator [g;, ..., g,] € G of
weight n by such a product. Since y,,G is generated by such simple commutators,
the result follows from repeatedly applying Lemma 1.4. O

Example 2.6 Let G be a group generated by x,y, and z, and consider the simple
commutator [x_lyz, z| of weight 2. By Lemma 2.6, this commutator can be

expressed as a product of simple commutators of weight 2 or more in the elements
of the set {x, x™', y, y', z, z7'} . To see how this is done, we use Lemma 1.4 (v)
to (vi) and get

v = e e = ]l
el ol el =T o

2.1.4 The Upper Central Series

The upper central series plays a key role in the study of nilpotent groups. This series
is constructed as follows:

Let G be any group. Set {;G = Z(G), and let ¥, : G — G/{;G be the natural
homomorphism of G onto G/¢;G. Define

&G = Y7 (Z(G/66)),

so that {,G/1G = Z(G/{1G). Observe that {,G < G by the Correspondence
Theorem.

Next, take ¥, : G — G/, G to be the natural homomorphism of G onto G/{,G,
and define

6:G = v, ' (Z(G/5:0)).

Thus, (3G/,G = Z(G/E,G). As before, (3G < G. Continuing in this way, we
obtain the subgroups of the upper central series of G.

Definition 2.5 Let G be any group. The ascending series
1=0G=<0G<--- 2.7

recursively defined by ¢;+1G/{:G = Z(G/{;G) for i > 0 is called the upper central
series of G, and its terms are called the upper central subgroups of G.
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If ¥; : G — G/;G is the natural homomorphism of G onto G/;G, then

ti1G = ¥; (Z(G/¢G))
= {g € G| g{;G is central in G/{;G}
= {8 € G| (85iG)(h§;G) = (h§;G)(g¢iG) for all h € G}
={geG|lg hl €Gforalh e G}.
In particular, {;G is the center of G. By taking N = {;G and H = {;+,G in
Lemma 1.9, we find that [{;+1G, G] < ¢G.
Remark 2.3 Let G be any group.
(1) If {;G = G for some i > 0, then

{i-HG = {g [S G| [g, ]’l] S {',-Gforallh S G}
={geG|g, h € Gforall h € G}
=G.
It follows by induction on j that {;G = G for j > i. In this situation, the upper
central series of G is a central series in the sense of Definition 2.3.
(ii) If Z(G) = 1, then
LG ={geG|lg hl € Z(G) forall h € G}
={geG|[g, hl =1forallh € G}
= Z(G).

Thus, {,G = 1. Continuing in this way, we find that {;G = 1 for j > 0.
We provide the upper central subgroups of some groups.

Example 2.7 If G is an abelian group, then {;G = G. Thus, {;G = G forall i > 1
by Remark 2.3 (i).

Example 2.8 If n > 3, then the upper central subgroups of S, are trivial from
Example 1.2 and Remark 2.3 (ii). The same is true for the upper central subgroups
of A, when n > 3 (see Example 1.3). This illustrates that the upper central series of
a group does not necessarily ascend to the group.

Example 2.9 We find the upper central subgroups of D,,. The last two cases rely on
the fact that D5, /Z(D5,) is isomorphic to D,,. See [4] for details.

e Foralli > 1, {;D; = D; and {;D, = D, since D; and D, are abelian. This
follows from Remark 2.3 (i).

e Ifn > 3is odd, then D, has trivial center (see Example 1.4). By Remark 2.3 (ii),
{iD, = 1foralli> 0.
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« Ifn = 2%m, where m > 3 is odd and k > 1, then &;Dy, = gp (x"/2") for
1 <i < k. In particular,

GDoiy, = gPp (X”/ 2k) =gp (¥").

It follows that {; Dy, = gp (xX™) for i > k.
o Ifn = 2"forsomek > 1, then {;Dy = gp (x”/2') for 1 <i < k—1.1In particular,

Gi—1Do = gp <X"/ ZH) = gp<x2)-

For i = k, we get {yDy = Dy, and consequently, {;Dy = Dy for i > k. Thus,
the upper central series of Dy« is central in the sense of Definition 2.3.

Example 2.10 We find the upper central subgroups of the Heisenberg group. By
Example 1.10, we know that Z(J¢) = [#, #]. Consequently,
0 ={ge | |g hl € Z(o) forall h € 5} = .

By Remark 2.3, {77 = J¢ for i > 2. We conclude that y,5¢ = 5 =
0, € = 0, and y3 = Iy = {77 . Thus, the upper and lower central
series of .7 coincide.

The next lemma deals with epimorphic images of the upper central subgroups of
a group.

Lemma 2.7 If G and H are any groups and ¢ : G — H is an epimorphism, then
0(;G) < H fori > 0.

Proof The proof is done by induction on i. The result is obviously true when i = 0.
Suppose that ¢({;—1G) < ¢ 1H fori > 0, and let g € ¢(¢;G). We claim that
g € (;H. Since g € ¢(¢;G), there exists x € ;G such that g = ¢(x). Suppose that
h is any element of H. Since ¢ is an epimorphism, there exists y € G such that
h = ¢(y). Now,

[g. Al = [p(). eM] = ¢([x, y])
and
[x. y] € [iG. G] = {inG.
By induction,
¢([x, y]) € ¢(£i-1G) = §iiH.

Thus, [g, h] € {;—1H and g € {;H. O
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If we put G = H in Lemma 2.7, then we obtain:
Corollary 2.2 The upper central subgroups of a group are characteristic.

Remark 2.4 In contrast to the lower central subgroups, the upper central subgroups
of a group are not necessarily fully invariant. For instance, let G be a nontrivial
abelian group, and let H be a nontrivial group with trivial center. Suppose, in
addition, that H contains a subgroup K which is isomorphic to G. We claim that
the center of G x H is not fully invariant. Let ¢ : G x H — G be the standard
projection map, and suppose that o is an isomorphism from G to K. By Lemma 1.2,
Z(G x H) = G. However, the endomorphism « o { of G x H clearly does not map G
to itself. As a particular example, take G = Z,, H = S3,and K = {e, (1 2)} = G.

2.1.5 Comparing Central Series

The upper central series of a nilpotent group ascends to the group faster than any
other central series, whereas its lower central series descends to the identity faster
than any other central series. This is highlighted in the next theorem.

Theorem 2.1 If G is a nilpotent group with a (descending) central series
G=Gl ZGZE..'EGHEGHJFI :17

then ;G < Gy and Gy—j+1 < {iGfor1 <i<n+1and0 <j<n.

Proof First, we prove that y;G < G;. If i = 1, then yyG = G = G;. Leti > 1 and
assume that y;,_;G < G;—;. By Proposition 1.1 (iii) and Lemma 2.1,

viG = [yi-1G, G] < [Gi—1, G] £ G,.

Next, we show that G,—j41 < {;G. If j = 0, then G,41 = 1 = {,G. Letj > 0
and assume the result holds for j — 1. Lemma 2.1 now gives

[Gn—j+ls G] =< Gn—j+2 = é‘j_lG'
By setting H = G,—j+1 and N = {; |G in Lemma 1.9, we obtain
(Gujr181G) /141G < Z(G/§-1G) = G /41 G.

ThllS, Gn—j—H < ng O
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Remark 2.5 By Theorem 2.1, we have
Yir1G <G for 0 <i<n. (2.8)

If G has nilpotency class c and we seti = ¢c—1 and n = ¢ in (2.8), then y.G < Z(G).
Remark 2.6 The proof of Theorem 2.1 shows that if

GZGIEGZE"'Zan"'

is any descending series such that [G;, G] < G4 fori =1, 2, ..., then ;G < G;.
Corollary 2.3 Let G be a group. The following are equivalent:

(i) G is nilpotent of class at most c;
(ii) Yer1G =1;

(iii) £.G = G;
(iv) [g1, ..., ge+1] = 1 forall g; € G.
Proof The result follows from Theorem 2.1 and Lemma 2.6. O

The next theorem is another consequence of Theorem 2.1. It shows that the
lengths of the upper and lower central series (when finite) coincide with the
nilpotency class of the group, and no other central series has smaller length.

Theorem 2.2 Let G be a group. The following are equivalent:

(i) G is nilpotent of class ¢ > 1;
(ii) Ye+1G = 1 and y.G # 1;
(iii) ¢.G=Gand (.G # G.

Example 2.11 The dihedral group D, (k > 1) has nilpotency class k (see
Examples 2.4 and 2.9).
Example 2.12 The Heisenberg group has nilpotency class 2 (see Example 2.10).

We have seen that some groups coincide with their derived subgroup (refer to
Example 1.7). This never happens for nontrivial nilpotent groups.

Corollary 2.4 If G is a nontrivial nilpotent group, then y,G is a proper subgroup
of G.

Proof The proof is done by contradiction. If y,G = G, then y;G = G foralli > 2
by Remark 2.2 (ii). However, Theorem 2.2 implies that y;,G = 1 for some i since G
is nilpotent. Consequently, G must be trivial. O

Remark 2.7 1In fact, if G is a nontrivial nilpotent group and N # 1 is a normal
subgroup of G, then [N, G] is a proper subgroup of G.
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2.2 Examples of Nilpotent Groups

In this section, we give more examples of nilpotent groups.

2.2.1 Finite p-Groups

A classical result in finite group theory is that finite p-groups are nilpotent.
Theorem 2.3 Every finite p-group is nilpotent, where p is any prime.

Proof We use the fact that the center of a finite p-group is itself a finite p-group.
Let G be a finite p-group of order p” for some n € N. By Theorem 1.2, Z(G) is
nontrivial, and thus G/Z(G) is a finite p-group of order p” for some r € N with
r < n. Invoking Theorem 1.2 again, we have that G/Z(G) has nontrivial center.
Hence, Z(G/Z(G)) = {,G/Z(G) is a p-group of order p* for some s € N with
s < r. This means that |Z(G)| < |G|, so Z(G) < {,G. By iterating this procedure,
we see that |{;G| < |{;+1G]| fori > 0, and thus ;G is a proper subgroup of ;G for
i > 0. And so, the upper central series for G is strictly increasing. Since G is finite,
the series must terminate at {;G = G for some k € N. Therefore, G is nilpotent. O

Example 2.13 The dihedral groups D,: for n > 1 are finite 2-groups, and thus
nilpotent.

Example 2.14 The quaternion group Q is the group with presentation

0= (x, y )X“ =1, =y% y lxy =x_‘>.

2

The elements of Q are 1, x, x°, X, y, Xy, xzy, and x3y. Since Q has order 8§ = 23

it is nilpotent.

Example 2.15 If G and H are finite groups of orders m and n respectively, then both
the direct product G X H and semi-direct product G X, H by ¢ have order mn. In
particular, the direct and semi-direct product of any two finite p-groups is itself a
finite p-group.

An important construction of groups is the wreath product. Let A and T be any
two groups. For each s € T, let A; be an isomorphic copy of A, and let a, denote
the isomorphic image of a € A in A,. Consider the direct product B = HseTA-Y’ and
define the standard (or restricted) wreath product of A by T as

W=AT=Bx,T,

where ¢ : T — Aut(B) is the homomorphism that maps each t € T to ¢(¢), where
©(t) is the automorphism of B induced by the mapping

ag+—> ay forall a€ A and s, teT.
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Thus, T acts on B by permuting its factors. This action can be realized as
conjugation, so that r~'a;t = ay in W foralla € A and s, t € T. A presentation for
W is

W:AZT:(B, T|t_la5t=a5, (aeA, s, teT)).

We call W the unrestricted wreath product of A by T in case B is an unrestricted
direct product of the A;. In both situations, B is called the base group, A is the
bottom group, and T is the top group.

Example 2.16 Suppose that A and T are finite groups of orders m and n, respec-
tively. Using the notation above, we have that B = [ [ o A, is a finite group of order
m", and thus A ? T has order nm". In particular, if |A| = p™ and |T| = p" for some
prime p, then

AT = "y = pr

Thus, the wreath product of any two finite p-groups is a finite p-group.

Remark 2.8 In contrast to Theorem 2.3, an infinite p-group does not have to be
nilpotent. In [2], G. Baumslag showed how to construct infinite p-groups which are
not nilpotent using wreath products. Take a nontrivial p-group A and an infinite p-
group B, and form the wreath product W = A ¢ B. Clearly, W is an infinite group.
By Corollary 3.2 of [2], W must have trivial center, and thus fails to be nilpotent
by Lemma 2.2. Furthermore, W is a p-group since it is the wreath product of two
p-groups (see [11]). Thus, W is an infinite p-group that is not nilpotent.

Two groups which are infinite p-groups that are not nilpotent are the wreath
products Z, 2 Zpee and Zyoo 2 Zpoe, Where Z,, is the cyclic group of order p and

Zpoo = {x1, X2, ... | px1 =0, pxyp1 =x,forn=1, 2, ...) (2.9)

is an additively written presentation for the Priifer p-group (or p-quasicyclic group).

2.2.2 An Example Involving Rings

Nilpotency in ring theory relates to nilpotency in group theory in a natural way.

Definition 2.6 Let R be a ring with unity 1, and let 7 be a subring of R. For any
k € N, let T be the subring of T consisting of all finite sums of the form

E Apy i Xpy * " Xpy (am"w €L, Xps ..., Xp, € T).

If there exists a natural number m such that 7" = {0}, then T is termed a nilpotent
subring of R.
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Let R be as in Definition 2.6, and suppose that S is a nilpotent subring of R with
S" = {0}. Define

G=1+S={1+x|x€eS}.
Clearly, G is closed under multiplication since
A+x)(1+y)=14+y+x+xyeG

for all x,y € S, and it is closed under inverses because
(1 +x)(1 — x4+ -+ 4 (_1)n71xn—1) -1

for all x € S. Thus, G is a subgroup of the group of units of R.
We claim that G is nilpotent of class at most n — 1. Let

G[=1+Si={l+x|xeSi} fori=1,2, ..., n

By the same argument as before, we find that G; is a subgroup of G.
Consider the (descending) series

G=G, >Gy>--->G, = 1. (2.10)

We claim that (2.10) is a central series for G. By Lemma 2.1, it suffices to show that
[G,‘, G] <Gigfori=1,2,...,n—1l.Letg=14+xeGandh =14y € G,
where x € S and y € S. A straightforward computation gives
gh—hg=04+x)A+y)—(1+y)(1+x)
=Xy—)yXx € S+,

Thus,
[g. il =g 'h " (gh—hg) + 1 €SV + 1 =Gy,

and consequently, G is nilpotent of class at most n — 1 as claimed.

Example 2.17 Let R be a commutative ring with unity, and let 7 be the ring of n xn
matrices over R. Let S be the subring of T consisting of all n x n matrices over R
whose entries on and below the main diagonal are equal to zero. Thus,

0biy...b1,

00 ...by
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A direct computation shows that S” consists of all elements of S whose first p — 1
superdiagonals have zero entries. Thus, a typical matrix in S” has the form

0-ocv-- 0 cipt1 Clpt2 *** Cln
Q-ev-e- 0 0 capt2e Com
0vee-- 0 0

......... e Cptin |
......... 0 0

O evvennnn 0 0

where ¢; € R. In particular, §" is the n X n zero matrix. Let
UT,(R)={,+ M| M € S},

where I, is the n x n identity matrix (we use this notation throughout the book). It
follows from the above that UT,(R) is a nilpotent group of class less than n, called
the (upper) unitriangular group of degree n over R. A typical element of UT,,(R) is
an n X n upper unitriangular matrix of the form

1 alz a13 ------ aln
O 1 a23 ------ azn
00 1 -ov--- a3
......... an—l n
[T 0 1

where a;; € R. In particular, UT3(Z) is the Heisenberg group J¢.

For more on nilpotent rings and nilpotent groups which arise from them, see [6].

2.3 Elementary Properties of Nilpotent Groups

In this section, we take a look at some fundamental results on nilpotent groups. The
first one deals with subgroups and homomorphic images of nilpotent groups.

Theorem 2.4 If G is a nilpotent group of class c, then every subgroup and
homomorphic image of G is nilpotent of class at most c.
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Proof Suppose that H is a subgroup of G. By Lemma 2.4, y;H < y;G foreachi € N.
Since G has nilpotency class ¢, Y.+1G = 1 by Theorem 2.2. Thus, y.+H = 1 and
H is nilpotent of class at most ¢ by Corollary 2.3.

Let K be any group and ¢ € Hom(G, K). By Lemma 2.5, ¢(y;G) = yi(¢(G))
for each i € N. Since y.4+1G = 1 and ¢ is a homomorphism,

1 = ¢0¥e+1G) = Ve+1(9(G)).

It follows from Corollary 2.3 that ¢(G) is nilpotent of class at most c. O

Corollary 2.5 If G is a nilpotent group of class c and N < G, then G/N is nilpotent
of class at most c.

This is immediate from Theorem 2.4 since G/N is a homomorphic image of G.
Note that Corollary 2.5 is also a consequence of Corollaries 2.1 and 2.3.

2.3.1 Establishing Nilpotency by Induction

Many of the theorems on nilpotent groups are proven using induction on the
nilpotency class. The next few results are commonly used.

Lemma 2.8 If G is a nilpotent group of class ¢ > 1, then G/y.G is nilpotent of
classc — 1.

Proof Letyr : G — G/y.G be the natural homomorphism. By Corollary 2.5, G/y.G
is a nilpotent group of class at most c. Furthermore, for any n € N,

Yu(G/y.G) = ¥(v,G) = yuG/y.G

by Lemma 2.5. In particular, y.—;(G/y.G) = Y—1G/y.G # 1 and y.(G/y.G) = 1.
Thus, G/y.G has nilpotency class ¢ — 1 by Theorem 2.2. O

Lemma 2.9 Let G be a nilpotent group of class ¢ > 2. For any element g € G, the
subgroup H = gp(g, v»G) is nilpotent of class less than c.

Proof We prove that y;H < y;+,G for i > 2 by induction on i. If i = 2, then
voH = gp ([¢"h, ¢&"k] | h, k€ y;Gandm, n€ Z).
By Lemmas 1.1 and 1.4 (iv), (v), and (vi),
[¢"h. &"K] = [¢", &"k]" [, §"K]
= (", KIg" g1 [ ¢'K
= [g", K"[g", g"1" [ &"K].
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Now, [¢”, k" and [h, g"k] are contained in G and [¢”, g"] = 1. Therefore,
[¢"h, ¢"k] € 3G, and consequently, y,H < y53G.
If we assume that y;,_1H < y;G for i > 2, then

yill = [yi-1H, H] < [yG, H] < [yiG, G] = yit1G.
Thus, y;H < y¥;+1G. In particular, y.H < y.41G = 1. By Corollary 2.3, H has
nilpotency class less than c. O
Lemma 2.10 If G is any group, then ,G/Z(G) = {,—1(G/Z(G)) for any n € N.

Proof The proof is done by induction on n. If n = 1, then the result is obviously
true. Suppose that {;G/Z(G) = {i—1(G/Z(G)) for 2 < i < n — 1. We claim that
t.G/Z(G) = (,—1(G/Z(G)). By definition, {,G/{,—1G = Z(G/{,—1G). By the
Third Isomorphism Theorem,

SOG4 (GG )
61G/2©G) ~ “\54G/Z©G))

@2.11)

By induction, ¢,—1G/Z(G) = {,—»(G/Z(G)). Substituting this in (2.11) yields

6,G/2(G) ZZ( G/2(G) )= 6-1(G/Z(G))
62(G/2G) ~ “\62(G/2(6)) T 4a(G/ZG)

The result follows. a

More generally, we have the next result of P. Hall.
Lemma 2.11 If G is any group, then {;(G/{;G) = {4;G/ (G for i, j > 0.

Proof The proof is done by induction on j. Lemma 2.10 settles the case for j = 1.
Suppose that the lemma is true for j > 1. By the Third Isomorphism Theorem,

Sitir1G _ Suv1y+G/ GG

(G GuG/GG

By induction, é‘(i+l)+jG/§jG = §l+1(G/§JG) Since {j+1G/§jG is just Z(G/CJG),
we have

§i+j+]G ~ §i+1(G/é‘jG) ~ f G/;'/G
GG~ Z(G/GG) '\ 2(G/¢6)

by Lemma 2.10. However,

¢ G/§G ~ ¢ G
\zG/46) ) T '\ G416

by the Third Isomorphism Theorem. This completes the proof. O
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Theorem 2.5 Let G be a group, and suppose that N < G. If N < ;G for some
i € Nand G/N is nilpotent, then G is nilpotent.

Proof Consider the upper central series
1 =8(G/8G) < Li(G/GG) < --- (2.12)

for G/{;G. By Lemma 2.11, {i(G/(;G) = §i4:G/(G for k > 0. Thus, (2.12)
becomes

1 =4G/6G < §1G/6G < -+ . (2.13)

Since G/{;G = (G/N)/({;G/N) by the Third Isomorphism Theorem and G/N
is nilpotent, then G/{;G is nilpotent by Corollary 2.5. Thus, the series (2.13)
terminates at G/{;G. Therefore, there exists an integer n > i such that {,G/{;G =
G/¢;G, and hence, {,G = G. By Theorem 2.3, G is nilpotent. O

If N < Z(G) in Theorem 2.5, then the next theorem gives information about the
nilpotency class of G.

Theorem 2.6 Let G be a group, and suppose that N < Z(G). If G/N is nilpotent of
class c, then G is nilpotent of class either c or ¢ + 1.

Proof We first prove that if gN € ,(G/N) for any g € G and n > 0, then
g € 0+1G. If n = 0, then {o(G/N) = N. In this case, gN € {,(G/N) = N,
and thus g € N. And so, g is central because N < Z(G) by the hypothesis. Assume
that AN € —1(G/N) implies h € ;G for 2 < k < n, and let gN € {,(G/N). Since

[£.(G/N), G/N] = §—1(G/N),

we have [gN, hN] € {,—1(G/N) for all h € G. Thus, [g, 4] € {,G by the induction
hypothesis. Consequently, g € ,+1G as claimed.

Next, we prove that G = (.4+1G. If g € G, then gN € G/N = (.(G/N)
by Theorem 2.2. This implies that g € {.+;G by our discussion above. Hence
G = {.41G. Now, if (.G # G, then G has nilpotency class ¢ + 1 by Theorem 2.2.
Suppose that (.G = G.If {._1G = G, then G is of class d < ¢ — 1 by Theorem 2.3.
By Corollary 2.5, G/N is of class at most d. However, G/N is of class ¢ by
hypothesis. Thus, ¢ < d < ¢ — 1, which is false. It follows from Theorem 2.2
that {,_1G # G, and thus G is of nilpotency class c. |

If N = Z(G) in Theorem 2.6, then the nilpotency class can be determined.

Lemma 2.12 A group G is nilpotent of class ¢ > 1 if and only if G/Z(G) is
nilpotent of class ¢ — 1.

Proof We invoke Theorem 2.2 (iii). If G is nilpotent of class ¢, then {.G = G and
£.—1G # G. Thus,

$e1(G/Z(G)) = £.G/Z(G) = G/Z(G)
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and

£e—2(G/Z(G)) = §1G/Z(G) # G/Z(G)

by Lemma 2.10. Therefore, G/Z(G) is of class ¢ — 1. The converse is similar. O

2.3.2 A Theorem on Root Extraction

We illustrate how Lemma 2.9 is used to prove a theorem on the extraction of roots
in nilpotent groups by induction on the nilpotency class.

Definition 2.7 Let G be a group, and let P be a set of primes. A natural number n
is called a P-number if every prime divisor of n belongs to P.

By convention, 1 is a P-number for any set of primes P. If P happens to be the
empty set, then the only P-number is 1.

Definition 2.8 Let G be a group, and let P be a set of primes.

1. An element of G is called a P-torsion element if its order is a P-number. The set
of P-torsion elements of G is denoted by tp(G). Thus,

7p(G) = {g € G | g" = 1 for some P-number n} .

2. If every element of G is P-torsion, then G is called a P-torsion group.
3. If G has no P-torsion elements other than the identity, then G is P-torsion-free.

If P = {p}, then a P-torsion group is just a p-group by Definition 1.7. If P is
the set of all primes, then tp(G) is the set of all elements of finite order of G and is
written as 7(G). Note that G is P-torsion-free whenever P is empty.

An element of 7(G) is called a torsion element of G, and G is a torsion (or
periodic) group if ©(G) = G. We say that G is torsion-free if it has no torsion
elements other than the identity element.

The group properties “P-torsion” and “P-torsion-free” are preserved under
extensions.
Definition 2.9 Let G, H, and N be groups.

(i) If N < G and G/N = H, then G is called an extension of H by N. Thus, there
exists a short exact sequence

l1->N—-G—H—1.

(i) An extension G of H by N is called central it N < Z(G).

(iii)) Let N < G, and suppose that G is an extension of H by N. A property 2 of
groups is said to be preserved under extensions if G has property 2 whenever
both N and H have property 2.
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Lemma 2.13 If P is a set of primes, then “P-torsion” and “P-torsion-free” are
preserved under extensions.

Proof Let G be a group with N < G.

* Suppose that N and G/N are P-torsion, and let g € G. Since G/N is P-torsion, the
element gN € G/N has order a P-number n. Thus, (gN)" = N, or equivalently,
g" € N. Since N is also P-torsion, there exists a P-number m such that (g")" = 1;
that is, g"”" = 1. Since nm is a P-number, G is P-torsion.

e Suppose that N and G/N are P-torsion-free. Let g € G such that g" = 1 for some
P-number n. Then (gN)" = N in G/N. Since G/N is P-torsion-free, gN = N;
that is, g € N. Therefore, g = 1 because N is P-torsion-free. O

We now prove a classical result on extraction of roots in nilpotent groups. If G
is any group and g € G, then h € G is an nth root of g if " = g for some natural
number n > 1.

Theorem 2.7 (S. N. Cernikov, A. I. Mal’cev) Let P be a nonempty set of primes. A
nilpotent group G is P-torsion-free if and only if the following condition holds:

ifg, he Gand g" = h" for some P-number n, then g = h. (2.14)

Equation (2.14) is equivalent to the condition that every element of G has at most
one nth root for every P-number n.

Proof Suppose that G is P-torsion-free, and assume that g" = A" forsome g, h € G
and P-number n. We prove that g = & by induction on the class c of G. If ¢ = 1, then
G is abelian. In this case, g" = A" for some P-number n implies that (gh_l)n = 1.
Since G is P-torsion-free, gh~' = 1 and g = h.

Suppose that ¢ > 1, and assume that the result holds for all P-torsion-free
nilpotent groups of class less than ¢. By Lemma 2.9, H = gp(g, y»G) is nilpotent of
class less than c. It is clear that 4~ 'gh € H because h~'gh = g[g. h]. Now, g" = h"
is the same as g" = h~'h"h which, after replacing /" by g", becomes

gn — h—lgnh — (h—lgh)n )

By induction, g = A~ !gh, so g and h commute. Hence, the equality g" = /" can be
expressed as (gh~!)" = 1. Since G is P-torsion-free, gh~! = 1, and thus g = h.
Conversely, suppose that G is any group such that (2.14) is satisfied for any
elements g and & in G. If we take h = 1, then g" = 1" = 1 implies g = 1.
And so, G is P-torsion-free. a

Example 2.18 The Heisenberg group is torsion-free. To see this, suppose that
lab\" (100

0lc] =1010 (2.15)
001 001
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for some a, b, c € Z and n € N. We use the Binomial Theorem to compute the
left-hand side of (2.15):

lab\" 100 0ab\\
0lc]| = 010]+]|00c¢
001 001 000
100 Oab N (0ab 2
=1]010 00c +<2) 00c]| + ---
001 000 000
100 Oab n 00 ac
=]010]+n|00c¢ +(2) 000 |+ -
001 000 000
lna nb+(
O O 1
Therefore,
1 na nb—i—('zl)ac 100
01 nc =1010],
00 1 001

andthusa =b =c = 0.
Since 7 is torsion-free, (2.14) must hold in .7#. Indeed, suppose that

lalbln lazbzn
01C1 = 01C2
001 00 1

for some ay, ay, by, by, ci, ¢; € Z and n € N. The same computation used above
gives

1 na, nby + ( )a1c1 1 na, nby + (;)azcz
0 1 ney =10 1 nep
0 0 1 0 0 1
1 aq bl 1 an b2
Therefore, ay = a, by = by, andcy = ¢;. Hence, |0 1 ¢; | = |01 ¢, | as
00 1 00 1

claimed.
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2.3.3 The Direct Product of Nilpotent Groups

The direct product of finitely many nilpotent groups is again nilpotent. This is the
point behind the next theorem.

Theorem 2.8 If {H, ..., H,} is a set of nilpotent groups of class ci, ..., ¢,
respectively, then the direct product H; x --- x H, is nilpotent of class
max{cy, ..., Cp}.

Proof We prove the theorem for n = 2. Assume that H; and H, are nontrivial
groups of nilpotency classes c; and ¢, respectively, and suppose that c; > ¢; > 0.
The proof is done by induction on c;. If ¢; = 1, then H| and H, are abelian, and
thus H; x H, is abelian.

Suppose that ¢; > 1. By Lemma 1.3,

H1 XH2 H1 H2
= X .
Z(H\ xHy) — Z(H)) Z(H>)

(2.16)

Note that the right side of (2.16) is a direct product of nilpotent groups of classes
less than ¢;. By Lemma 2.12, the class of H;/Z(H;) is ¢; — 1. By induction,
(H) x Hy)/Z(H; x H,) is a nilpotent group of class ¢; — 1. The result follows from
Lemma 2.12. O

Remark 2.9 Itis not always the case that the direct product of an arbitrary number of
nilpotent groups is nilpotent. For example, suppose that {G, G,, ...} is an infinite
set of nilpotent groups, and assume that G; has nilpotency class at least i for each
i=1, 2, .... We claim that the infinite direct product of the groups G;, G», ...is
not nilpotent. Assume, on the contrary, that this direct product is nilpotent of class c.
By Theorem 2.4, each of its subgroups is of class at most c. Consequently, every G;
is of class at most c¢. This contradicts the fact that G; is of class at least j whenever
j>c.

On the other hand, if the nilpotency class of each G; is bounded above, then their
direct product is nilpotent. The proof of this is analogous to that of Theorem 2.8.

2.3.4 Subnormal Subgroups

Subgroups of nilpotent groups enjoy several noteworthy properties, one of which is
subnormality.

Definition 2.10 A subgroup H of a group G is called subnormal if there is a
subnormal series of subgroups of G beginning at H and terminating at G.
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Theorem 2.9 Every subgroup of a nilpotent group is subnormal.

Proof Let H be a subgroup of a nilpotent group G of class ¢, and consider the
subgroups H(;G of G fori = 1, 2, ..., c. Since the upper central series of G is
normal, we have

H=H{,G<H{G<---<H{G=G. 2.17)
We claim that (2.17) is a subnormal series. If # € H and z € ;4 G, then

7 'hz = hlh, 7] € HH, {+1G] = HLG.
Therefore, z € Ng(H{;G), and thus {;11G < Ng(H{;G). Since H < Ng(H(:G) as

well, H{;+1G < Ng(H(;G) and the claim is proved. Thus, (2.17) is a subnormal
series from H to G in c steps. O

Remark 2.10 Another subnormal series from H to G can be constructed using
successive normalizers. Put Hy = H, and recursively define H;y1 = N(H;). It is
simple to verify that the series

H=Hy<H <---<H. =G

is, indeed, subnormal.

Corollary 2.6 If G is a nilpotent group and H < G with [G : H| = n, then " € H
forall g € G.

Proof Suppose that G has nilpotency class c. If H is a normal subgroup of G, then
|G/H| =[G : H] = n. Hence, (gH)" = H for all g € G, and thus g" € H.
Assume that H is any subgroup of G. By Theorem 2.9, there is a subnormal series

H=Hy,<H <---<1H. =0G.

Furthermore, each H; is nilpotent by Theorem 2.4. If we put [H;4+, : H;] = m;, so
that n = m._ym.—, - - - mp, then we obtain

g}'l — ((gmg—l )"15—2)"""0 .
Since each H; is normal in G, we have
gt e Hey, (g )2 €eH.p, ....

Continuing in this way leads to g" € Hy = H. O
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2.3.5 The Normalizer Condition

An important feature of nilpotent groups is that all of their maximal subgroups are
normal. In fact, this property leads to a structure theorem for finite nilpotent groups
which will be proven in the next section. Groups whose maximal subgroups are
normal satisfy the so-called normalizer condition.

Definition 2.11 A group G satisfies the normalizer condition if H is a proper
subgroup of Ng(H) whenever H is a proper subgroup of G.

Lemma 2.14 If a group G satisfies the normalizer condition, then every maximal
subgroup of G is normal.

Proof Let M be a maximal subgroup of G. By hypothesis, M is a proper subgroup
of Ng(M). Thus, Ng(M) = G because M is maximal. And so, M <1 G. O

Lemma 2.15 If every subgroup of a group G is subnormal, then G satisfies the
normalizer condition.

Proof Suppose that H is a proper subgroup of G. Since H is subnormal, there exists
a subnormal series

H=Hy<H <---<H,=G

for some n € N. Clearly, H; properly contains and normalizes H since H << H;. O
Theorem 2.10 Every nilpotent group satisfies the normalizer condition.
Proof This is a consequence of Theorem 2.9 and Lemma 2.15. O
Corollary 2.7 Every maximal subgroup of a nilpotent group is normal.

Proof The result follows at once from Theorem 2.10 and Lemma 2.14. O

2.3.6 Products of Normal Nilpotent Subgroups

We prove a theorem pertaining to the product of normal nilpotent subgroups of an
arbitrary group.

Theorem 2.11 (H. Fitting) Let G be any group, and suppose that H and K are
normal nilpotent subgroups of G of classes ¢ and d respectively. Then HK is a
normal nilpotent subgroup of G of class at most ¢ + d.
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Proof By Theorem 2.2, y.+1H = 1 and y,;41K = 1. The result will follow at once
from Theorem 2.3 once we prove that y.4+4+1(HK) = 1. By repeatedly applying
Lemma 1.11, we get

Ye+a+1(HK) = [HK, HK, ---, HK]
cd+1
— [H, HK, --- , HK][K, HK, --- , HK]
ctd+1 ctd+1

Thus, y.+q4+1(HK) is a product of commutators of the form

X1, X2, ..., Xetar],

where X; iseither Hor K for 1 <j<c+d+1.LetY = [X|, X5, ..., Xeqa+1] be
one of the commutators arising in this product. Since Y contains (¢ + d + 1) X;’s,
either H appears at least (¢ + 1) times in Y or K appears at least (d + 1) times in Y.
Now, y,,H < G and y,K < G for each m, n > 0 by Corollary 1.3 because both H
and K are normal in G. By Theorem 1.4,

[ymH, K] < ynH and [y,K, H] < y,K. (2.18)

Hence, if s of the X;’s in the commutator Y equal H, then ¥ < y,(H by (2.18).
Similarly, if # of the X;’s in the commutator Y equal K, then Y < y,1K. It follows
that if H occurs at least (c + 1) times in Y, then Y < y.H. However, if K occurs at
least (d+1) timesin Y, then Y < y,4+ K. In either case, we obtain ¥ = 1. Therefore,
Yeta+1(HK) = 1. O

2.4 Finite Nilpotent Groups

In this section, we give a characterization of finite nilpotent groups. We begin by
mentioning some of the well-known Sylow theorems and consequences of them.
These play a fundamental role in the study of finite groups, and their proofs can be
found in various places in the literature (see [3, 9], or [10] for instance).

Definition 2.12 Let G be a finite group of order p"k, where p is a prime, k € N,
and p doesn’t divide k. A subgroup of G whose order is exactly p" is called a Sylow
p-subgroup of G.
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A subgroup H of a finite group G is called a Sylow subgroup of G if it is a Sylow
p-subgroup of G for some prime p. The fact that a finite group has Sylow subgroups
is contained in the next fundamental theorem.

Theorem 2.12 (Sylow) Let G be a finite group of order p"k, where p is a prime,
k € N, and p doesn’t divide k.

(i) G has at least one subgroup of order p' foreachi =1, 2, ..., n.
(ii) If H < G and |H| = p", then H is contained in some Sylow p-subgroup.
(iii) Any two Sylow p-subgroups of G are conjugate.

A consequence of Theorem 2.12 (iii) is:

Corollary 2.8 Let p be a prime, and suppose that P is a Sylow p-subgroup of a
finite group G. Then P < G if and only if P is the unique Sylow p-subgroup of G.

Another result which will be needed later is:
Lemma 2.16 Let P be a Sylow p-subgroup of a finite group G.

(i) IfK < G and K contains Ng(P), then K = Ng(K).
(ii) If N < G, then P N N is a Sylow p-subgroup of N and PN/N is a Sylow
p-subgroup of G/N.

The proof of Lemma 2.16 (i) relies on the so-called Frattini Argument.

Lemma 2.17 (Frattini Argument) Let G be a finite group and H < G. If P is a
Sylow p-subgroup of H for some prime p, then G = HNg(P).

We now prove the main theorem of this section.
Theorem 2.13 Let G be a finite group. The following are equivalent:

(i) G is nilpotent.
(ii) Every subgroup of G is subnormal.
(iii) G satisfies the normalizer condition.
(iv) Every maximal subgroup of G is normal.
(v) Every Sylow subgroup of G is normal.
(vi) G is a direct product of its Sylow subgroups.
(vii) Elements of coprime order commute.

Proof (i) = (ii) by Theorem 2.9, (ii) = (iii) by Lemma 2.15, and (iii) = (iv) by
Lemma 2.14.

We prove (iv) = (v) by contradiction. Let P be a Sylow subgroup of G, and
assume that P is not normal in G. Then Ng(P) < G, and consequently, Ng(P) < M
for some maximal subgroup M of G. Since M <1 G, we have Ng(M) = G. This
contradicts Lemma 2.16 (i).

Next, we prove (v) = (vi). Suppose that G has order p}'p5 - - - pi», where the p;’s
are distinct primes and r; € N. Assume that each Sylow subgroup of G is normal.
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By Corollary 2.8, there is a unique Sylow p;-subgroup P; of order p!' for each p;.
We claim that G is the direct product of the P;’s. Observe that if g; € P; and g; € P;
for i # j, then

[gl', gj] EPiﬂszl

by Lagrange’s Theorem and normality of P; and P;. Thus, the elements of P;
commute with the elements of P; whenever i # j. Now, define the map

¢ P x ---x P,— G by e(g1, ..., &) =81 &

By the observation above, we have that ¢ is a homomorphism. We claim that ¢ is
injective. Suppose that

ohy, ..., hy) =hy--h, =1

for some /; € P;. Since the ; and h; commute and have coprime order when i # j,
we have

|h1h2"'hn| = |h1||h2||hn| =L

This means that |h;| = |hy| = --- = |h,| = 1, and thus hy = h, = --- = h, = 1.
And so, ker ¢ is trivial. This proves the claim. Since ¢ is an injective map between
finite groups of equal order, it is an isomorphism. Therefore, G is a direct product
of its Sylow subgroups.

Next, we prove (vi) < (vii). Suppose that G = Py x --- x P, for Sylow p;-
subgroups P; (here, of course, the p; are distinct primes). Let g = g;---g, and
h = hy --- h, be elements of coprime order in G, where g;, h; € P;. Since

g gi] = [ W] =1

when i # j, we have |g| = |gi1|---|gn| and |h| = |hy|--- |h,|. Now, |g| and |A| are
coprime only if one of the g; or h; equals 1 foreachi = 1, 2, ..., n. We conclude
that gh = hg.

Conversely, suppose that the elements of coprime order commute. Letpy, ..., p,
be the distinct prime divisors of |G|, and let Py, ..., P, be corresponding Sylow
subgroups associated with these primes. We assert that G =~ P X --- x P,. Let
g€ Gandh € P; forsome 1 < i < n. Clearly, h® € P;if g € P;. If g ¢ P;, then
|g| is coprime to |h|. By assumption, [g, 4] = 1, and thus 28 = h € P;. And so,
P; < G. Furthermore, G = PP, --- P, because P; and P; are commuting subgroups
for i # j. Finally, we find that

ep(Py, ..., Pi, ..., P)NP; =1
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for any 1 < i < n by Lagrange’s Theorem. Here, P; means that P; is omitted from
the collection Py, ..., P,. This proves the assertion.

It remains to prove that (vii) = (i). Suppose that the elements of coprime order in
G commute. By (vii) = (vi), G is a direct product of its Sylow subgroups. Since the
Sylow subgroups have prime power order, each of them is nilpotent by Theorem 2.3.
The result follows from Theorem 2.8. |

2.5 The Tensor Product of the Abelianization

Tensor products serve as a useful tool in the study of nilpotent groups. In this section,
we discuss the connection between the factors y;G/y;+ G of the lower central series
of a group G and the i-fold tensor product of Ab(G), the abelianization of G. In
particular, we demonstrate that certain properties of a nilpotent group are inherited
from its abelianization.

2.5.1 The Three Subgroup Lemma

We begin with a result of P. Hall and L. Kaluznin.

Lemma 2.18 (Three Subgroup Lemma) Let G be a group with subgroups H, K,
and L. If N < G and any two of the following subgroups [H, K, L], [K, L, H],
[L, H, K] are subgroups of N, then the third subgroup is also a subgroup of N.

Proof Let h, k, and [ be any elements of the subgroups H, K, and L respectively.
By Corollary 1.5, the groups [H, K, L], [K, L, H], and [L, H, K] are generated by
conjugates of commutators of the forms [, k™', I], [k, "', k], and [I, K™, k]
respectively. By Lemma 1.5,

k 1 h
[h, = 1] [k, I h] [1, hl k] = 1.

Without loss of generality, suppose that [H, K, L] and [K, L, H] are contained in
N.Since N < G, we have [h, k™', l]k €Nand [k, I"", h]l € N. Hence,

i = ] (e )

belongs to N, and consequently, [L, H, K] is contained in N. O

—1
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Corollary 2.9 IfH, K, and L are normal subgroups of a group G, then
[H, K, L] <[K, L, H|[L, H, K].

Proof The result follows from Corollary 1.3 by putting N = [K, L, H|[L, H, K] in
Lemma 2.18. o

The Three Subgroup Lemma plays a fundamental role in establishing certain
connections between the commutators of the upper and lower central subgroups.

Theorem 2.14 (P. Hall) Let G be any group and i, j € N.
(i) [viG. ¥,G] < yi+;G;
(ii) yi(v;G) < v;G:
(iii) Ifj > i, then [y,G, ¢;G]| < {—iG.
Proof The proofs of (i), (ii), and (iii) are done by induction on i.

(1) Ifi =1, then [ylG, ij] = ¥14;G by Definition 2.4. Assume that i > 1 and
the result holds for i — 1. By definition,

[7iG. ¥,G] = [[»1G. vi-1G]. ¥,G]| = [»1G. yi-1G. ¥G].

We examine the subgroups obtained by permuting the entries of
[71G. ¥i-1G.y;G]. Observe that

[i-1G, ¥,G, iG] = [[vi-1G, %G|, v1G] < [Vi-14/G, nG] = yi,G

and

[%G. »G. 1G] = [[%G. 1G], yi-1G] = [1j+1G. ¥i-1G] < yisG.

Setting N = y;4,;G in Lemma 2.18 gives
[viG. vG] = [»1G. vi-1G, ¥,G] < yi+,G.

(ii) The result is obvious when i = 1. Suppose that i > 1, and assume that the
result holds for i — 1. By (i), we have

vi(v6) = [7=1(%6). %Gl = [ve-n,G. iG] = vi-1+iG = ¥4G.
(iii) If i = 1, then [y1G, {G] = [G. {G] < -G and the result holds by

Lemma 2.1. Let j > i > 1, and suppose that the result is true for i — 1. By
induction and Lemma 2.1, we have

[G. G, yi1G] = [[G. §G]. vim1G] < [§1G. vim1G] < §-iG
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and

[ij, Yi-1G, G] = [[ZJG, Vi—lG]’ G] = [Cj—l’rle G] = §i-iG.

Lemma 2.18 ultimately gives

[)/iG, é-]G] = [Vi—lGa G, é']G] < é—j—iG.

This completes the proof. O

2.5.2 The Epimorphism @7 Ab(G) — y,G/yu+1G

We illustrate how the abelianization of a group influences the factors of its lower
central series.

Definition 2.13 Suppose that A, B, and M are R-modules. A function ¢ : A x B —
M is called bilinear if, for all a, a;, a, € A, b, by, b, € B, and r € R, we have:
p(ar + a2, b) = (a1, b) + p(az, b):
pl(a, by + b)) = ¢(a, b)) + ¢(a, by);
¢(ra, b) = ¢(a, rb) = re(a, b).
If the R-modules are written using multiplicative notation, then the conditions above
become:
p(araz, b) = ¢(ar, b)p(az, b);
@(a, bib2) = ¢(a, bi)e(a, by);
p(d", b) = ¢(a, b') = (¢(a, b))".
In this case, ¢ is said to be multiplicative in each variable. In what follows, all
Z-modules (equivalently, abelian groups) are written multiplicatively.
Theorem 2.15 (D. J. S. Robinson) Let G be any group. For each integer n > 1, the
mapping

¥ 7a-1G/1aG Q) AB(G) = 1,G /211G
Z

defined by

Y (xynG @ y2G) = [x, Y[ynt1G  (x € y,m1G, y € G)

is a well-defined Z-module epimorphism.
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Proof Consider the function
@n : Vn1G/YaG X Ab(G) = yuG /Y1 G
defined by
(¥uG, y12G) = [x. MYut1G (x € yu1G, y € G).

We claim that ¢, is well defined and multiplicative in each variable.

e @, is well defined.

(i) Let g € G, g1 € y4»—1G, and g, € y,G. By Theorem 2.14 (i),
the commutators [g,, g] and [g,—1, & &) are contained in y,+;G. By
Lemma 1.4 (v), we have

©n(8n—-18nYn G, gv2G) = [gn—18ns &glYn+1G
= [gn—1. &llgn—1. & &ullgn: &lYa+1G

= [gn-1. 8lVu+1G
= 0n(8n—1VnG, g1G).
(i) Let g € G, g4—1 € ¥»—1G, and g, € y»,G. The commutators [g,—, g2] and

[gn—1, & g2] are elements of y,+;G by Theorem 2.14 (i). An application of
Lemma 1.4 (vi) gives

©n(8n—1YnG. 88212G) = [gn—1, 882]Yn+1G
= [gn—1. &2llgn—1. &llgn—1. & &21Yat1G

= [gn—1, &lYu+1G
= q)n(gn—lynGs gy2G)

Hence, ¢, is well defined. Consequently, ¢, naturally extends to a Z-module
homomorphism from the free Z-module on y,—1G/y,G x Ab(G) to

ynG/ Vn+lG~

* (¢, is multiplicative in each variable.

(1) Letay, a; € y,—1G. By Theorem 2.14 (i), [a1, &, @3] € Yu+1G. Thus,

Pn(@1a27,G, g72G) = [a1a2, 8ynt+1G
= [a1, glla, g, ad]laz, glyn+1G
= a1, gllaz, 8lyn+1G
= u(@17nG, 8V26)@n(a2ynG. 82G).
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(i) Let by, b, € G. Since [g,—1, b1, b2] € Yu+1G by Theorem 2.14 (i), we have

©n(8n—1YnG, b1b2y2G) = [gn—1, b1D2]Yn+1G
= [gn—1, D2llgn—1, b1llgn—1, D1, D2]Ynt1G
= [gn—1. b2][gn—1, D1lYnt1G
= [8n—1. billgn—1, D2]Ynt1G
= 0n(8n—-171G. D1Y2G)@n(8n—17G. b212G).
This shows that ¢, is multiplicative in each variable.
By the Universal Mapping Property of the Tensor Product, there is an induced

Z-module homomorphism from the tensor product y,—1G/y,G Q,Ab(G) to
¥nG/¥Ynt1G given by

xynG®yy2G = [x’ y]yn-i-lG ()C € )/n—lG’ y € G)

This map is an epimorphism since y,G = [y,—1G, GJ. |

Remark 2.11 Theorem 2.15 also holds for groups which come equipped with
operator domains. See [7].

In the next few results, we exploit Theorem 2.15. Some notation is needed. If M
is an R-module, then the n-fold tensor product of M is written as

®M=M®R"'®RM.
R I

By convention, we set ®11e M =M.

Corollary 2.10 Let G be any group. For each n € N, the mapping

¢on: Q) Ab(G) = ¥4G/yn11G
Z

defined by
(172G ® - @ x,12G) = [x1, ..., X%]Yus1G

is a Z-module epimorphism.
Proof This easily follows by induction on 7. O

Corollary 2.11 Suppose that G is a finitely generated group with generating set
X = {x1, ..., xx}. For each n € N, the factor group y,G/v,+1G is finitely
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generated, modulo y,4+1G, by the simple commutators of weight n of the form
[x,-l, el x,-"], where the Xi; ’s vary over all elements of X and are not necessarily
distinct.

Proof Since G is finitely generated by X, Ab(G) is finitely generated by the
elements x1,G, ..., xy2G. Hence, Q7 Ab(G) is finitely generated by the k" n-
fold tensor products of the form

X, 726G ® -+ ® x;,12G,

where the x; vary over X. It follows from Corollary 2.10 that y,G/yn,+1G
is finitely generated by the simple commutators, modulo y,4+;G, of the form
[xil, cees x,-n], where the x;’s vary over all elements of X. ]

Remark 2.12 Corollary 2.11 could also be proven using Lemma 2.6. Notice
however, that Lemma 2.6 allows inverses of elements of the generating set in the
simple commutators, whereas the corollary does not. This issue can be resolved by
a repeated application of Lemmas 1.4 and 1.13.

Example 2.19 Let G be a group generated by X = {x, xo, x3}. If g = 37! and

h = x;x5*x3 are elements of G, then [g, h]y3G € y2G/y3G. Using Lemmas 1.4
and 1.13, together with the fact that all simple commutators of weight 2 are central,
modulo y;G, we have

g Hi7sG = [, ma7*8]1sG
= [ w2 ][w, wartd]nsG

= [x% xl][xg, x;4] [xg, x%] [xfl, xl][xfl, x;4] [xfl, x%])@G

= [x2, 112, x2) " Pea, xa]0[xr, 2] e o]t [xnL %3] 776
=[x, x1’[r2. 11001, 0] s, x1]%ysG.
which illustrates that [g, 4] modulo 3G is expressible as a product of commutators
of weight 2 in the elements of X.

Corollary 2.10 can be used to prove that a nilpotent group is finitely generated
whenever its abelianization is finitely generated. We need some preliminary mate-
rial.

Definition 2.14 A group G is said to satisfy condition Max (the maximal condition
on subgroups) if every subgroup of G is finitely generated.

A group in which every ascending series of subgroups stabilizes is said to satisfy
the Noetherian condition.

Theorem 2.16 A group G satisfies Max if and only if it satisfies the Noetherian
condition.
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Proof Suppose that G satisfies Max, and let
Hl <H2<H3<"'

be an ascending series of subgroups of G. We assert that this series stabilizes. Put
H = |J:2, H;. Clearly, H is a subgroup of G and is finitely generated by hypothesis.
Let X = {hy, ..., hi} be a set of generators of H. It is evident that each element of
X is contained in some H; since X generates H. Thus, there exists n € N such that
X C H,. It follows that H < H,,. Since H, < H, we have H = H,, and the series
stabilizes.

Conversely, suppose that every ascending series of subgroups stabilizes. Let H
be a subgroup of G, and choose an element i € H. If H = gp(h,), then H is finitely
generated. Otherwise, there exists an element 4, € H such that i, ¢ gp(h;). Now, if
H = gp(hy, hy), then H is finitely generated. If H # gp(h;, hy), then we continue
this argument to obtain an ascending series of subgroups

gp(h) < gp(hy, ho) <---

which stabilizes by assumption. Hence, H = gp(h;, hy, ..., h,) for some n € N.
And so, H is finitely generated. O

Groups which satisfy Max must be finitely generated. There are finitely generated
groups, however, which do not satisfy Max. For example, let F' = (x, y) be the free
group of rank two, and let

G, = gp(x, yxy_l, R yixy_i).

Every element of G; can be written as
ymbanymz—m]xnzymg—mg . .y—mk (0 f m, 5 l)

Thus, y'*!xy~*D is not an element of G;. This implies that the ascending sequence
of subgroups

G1<G2<G3<---

does not stabilize. By Theorem 2.16, F does not satisfy Max.
Lemma 2.19 Max is preserved under extensions.

Proof Let G be a group with N < G, and suppose that G/N and N satisfy Max. Let
H be any subgroup of G. Clearly, H N N is finitely generated since H N N < N and
N satisfies Max. By the Second Isomorphism Theorem,

H/(HNN) = HN/N < G/N.
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This implies that H/(H N N) is finitely generated because G/N satisfies Max. It
follows that H is finitely generated. O

Theorem 2.17 Every finitely generated abelian group satisfies Max.

Proof Let G be a finitely generated abelian group with generating set {x;, ..., x}.
The proof is done by induction on k. If k = 1, then G is cyclic. In this case, it is easy
to show that [G : H] < oo for every nontrivial subgroup H of G. Hence, H must be
finitely generated.

Suppose that the theorem is true for I < i < k — 1, and consider the subgroup
H = gp(x1, ..., xx—1) of G. Since H is finitely generated and abelian, H satisfies
Max by induction. Furthermore, G/H == gp(x;) is cyclic, and thus satisfies Max.
The result follows from Lemma 2.19. O

Theorem 2.18 (R. Baer) Every finitely generated nilpotent group satisfies Max.

Proof Let G be a finitely generated nilpotent group of class ¢, and let H < G. Set
H; =HNyGforl <i<c.Itfollows from Lemma 2.1 that the series

H=H>H,>-->H.>H.41 =1
is a central series for H. Furthermore, the Second Isomorphism Theorem gives

H  HNyG HNyG _ Vix1G(H N y,G)
Hiyy  HNOyiG (HNyG) Ny G Vi+1G

for 1 < i < c. Therefore, each H;/H;y; is isomorphic to a subgroup of y;G/y;+1G.
Since y;G/yi+1G is finitely generated and abelian by Corollary 2.11, so is H;/H;1
by Theorem 2.17. In particular, H. = H./H 4, is finitely generated. Thus, H._; is
finitely generated since both H._;/H, and H, are finitely generated. Repeating this
argument gives that H; is finitely generated for 1 <i < ¢—2. In particular, H; = H
is finitely generated. O

We now prove that nilpotent groups with finitely generated abelianization must
be finitely generated.

Corollary 2.12 If G is a nilpotent group and Ab(G) is finitely generated, then G
satisfies Max. Hence, G is finitely generated.

Proof The proof is done by induction on the class ¢ of G. Theorem 2.17 takes care
of the case ¢ = 1. Assume that the corollary is true for nilpotent groups of class
less than ¢, and let n € {1, ..., c}. The tensor product ®% Ab(G) is finitely
generated because it involves a finite number of finitely generated abelian groups.
By Corollary 2.10, each y,G/y,+1G is finitely generated abelian, and thus satisfies
Max by Theorem 2.17. In particular, y.G satisfies Max. By the induction hypothesis,
G/y.G also satisfies Max. The result now follows from Lemma 2.19. O
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2.5.3 Property &

The proof of Corollary 2.12 shows that certain properties of the abelianization of a
nilpotent group can be passed on to the group itself. This is the substance of the next
result.

Definition 2.15 A group-theoretical property is called property &7 if it satisfies the
following criteria:

1. Property & is preserved under extensions.
2. If G is an abelian group having property & and k € N, then any homomorphic
image of the k-fold tensor product ®Z G has property Z.

It is clear that finiteness is a property &?. Other possibilities for property &
include finite generation, P-torsion for a set of primes P (see Lemma 2.13), and
Max (see Lemma 2.19 and the proof of Corollary 2.12).

Theorem 2.19 (D. J. S. Robinson) If G is nilpotent and Ab(G) has property &,
then G has property &.

Proof Suppose that G is of class ¢, and let k > 0. By Corollary 2.10, G/ y3+1G
is an image of the k-fold tensor product ®% Ab(G). Thus, each y;G/y;+1G has
property & because Ab(G) does. Now, y.+1G = 1 by Theorem 2.3. This means that
y.G has property &2. Since y.—1G/y.G has property &2 and y.—G is an extension
of y.—1G/y.G by y.G, we have that y._G also has property &?. We continue this
argument to conclude that G has property &2. O

Definition 2.16 The exponent of a torsion group G is the smallest natural number
m, if it exists, satisfying g” = 1 for every g € G. If no such m exists, then G has
infinite exponent.

Every finite group has finite exponent dividing the order of the group. For any
prime p, both the infinite direct product

Z[,Xsz XZps Xoeee

and the p-quasicyclic group are infinite torsion groups with infinite exponent. Thus,
torsion groups need not be finite nor have finite exponent. A group with infinite
exponent is necessarily infinite. However, the infinite direct product of cyclic groups
of order p is an example of an infinite group with finite exponent.

Theorem 2.20 (S. Dixmier) Let G be a nilpotent group of class c. If Ab(G) has
finite exponent m, then G has finite exponent dividing m°.

Proof The exponent of ®’Z Ab(G) divides m for 1 < i < c¢ because Ab(G) has
exponent m. Thus, y;G/y;+1G also has exponent dividing m by Corollary 2.10.
In particular, y.G = y.G/y.+1G has exponent dividing m. This, combined with
the fact that y.—;G/y.G also has exponent dividing m, gives that the exponent of
Ye—1G divides m?. We iterate this process to finally obtain that the exponent of
G = Ye—(c—1)G divides m®. O
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2.5.4 The Hirsch-Plotkin Radical

We end this section with an important result whose proof depends on Theorem 2.18.
Motivated by Theorem 2.11, it is natural to ask whether or not a group has a maximal
normal nilpotent subgroup.

Definition 2.17 A maximal normal nilpotent subgroup of a group is called a
nilpotent radical of the group.

One attempt to construct a nilpotent radical is by trying to use Zorn’s Lemma.
Suppose that

Ni <Ny <N3;<--:

is an ascending chain of normal nilpotent subgroups of a group G, where N; is of
class ¢; fori =1, 2,.... A nilpotent radical would exist if Ui.‘lei were normal and
nilpotent for all kK > 1. However, it is not nilpotent since the class of

k
UNi =Ny N,
i=1

which is ¢; + -+ + ¢, according to Theorem 2.11, becomes unbounded as k
approaches infinity. Hence, Zorn’s Lemma does not apply.

Even though the nilpotent radical doesn’t always exist, one can always find a
locally nilpotent radical. This is the basis of our next discussion.

Definition 2.18 A group G is called locally nilpotent if every finitely generated
subgroup of G is nilpotent.

Clearly, every nilpotent group is locally nilpotent. If G = []2, G;, where each
G; is nilpotent of class ¢; and ¢ < ¢+ for k > 1, then G is locally nilpotent. In
particular, [ 12, Z, and [, UT;(Z) are locally nilpotent.

Lemma 2.20 (i) Every nilpotent group is locally nilpotent.
(ii) Every subgroup of a locally nilpotent group is locally nilpotent.
(iii) Every homomorphic image of a locally nilpotent group is locally nilpotent.

Proof

(i) This is immediate from Theorem 2.4.

(i) Let G be a locally nilpotent group, and suppose that H < G. If K is a finitely
generated subgroup of H, then it is also a finitely generated subgroup G. Since
G is locally nilpotent, K is nilpotent, and thus K is a nilpotent subgroup of H.
This means that H is locally nilpotent.

(iii) Let G be a locally nilpotent group, and suppose that ¢ € Hom(G, H) for some
group H. Let K be a finitely generated subgroup of ¢(G) with finite generating
set {x1, ..., X,}. There exist elements g1, ..., g, in G such that ¢(g;) = x;
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for 1 < i < m. Consider the subgroup L = gp(g1, ..., gn) of G. It is finitely
generated, and thus nilpotent since G is locally nilpotent. By Theorem 2.4,
¢(L) = K is also nilpotent. And so, ¢(G) is locally nilpotent. O

Theorem 2.21 (K. Hirsch, B. Plotkin) If H and K are normal locally nilpotent
subgroups of a group G, then HK is a normal locally nilpotent subgroup of G.

Proof We adopt the proof given by D.J.S. Robinson in [8]. Clearly, HK < G since
H < G and K < G. We claim that HK is locally nilpotent. Let

{hi, ..., hy} CH and {kq, ..., k,} CK.
Then {hky, ..., h,k,} C HK. Define the subgroups
A=gphy, ..., hy) <H and B = gp(ky, ..., ky) <K,
and set C = gp(A, B) and S = gp(hiky, ..., hyk,). In order to prove the claim,

we need to establish that S is nilpotent. Since § < C, it suffices to show that C is
nilpotent.

Define the set 7 = {[h;, k] } i,j=1,..., m}, and observe that T € HN K
since H < G and K < G. Clearly, both A and T are finitely generated and contained
in H. Thus, gp(A, T) is a finitely generated subgroup of H. Since H is locally
nilpotent, gp(A, T) is also nilpotent. By Theorems 2.4 and 2.18, the normal closure
T4 of T in gp(A, T) is finitely generated and nilpotent. Furthermore, 74 < H N K,
and consequently, gp(B, T*) < K. Therefore, gp(B, T*) is finitely generated and

nilpotent. By Corollary 1.5, we have [A, B] = (TA)B. Hence,

sp(B. ') = gp(B. (1)") = gp(B. (4. B]) = B"

It follows that B* is nilpotent, and similarly, A® is nilpotent. By Theorem 2.11,
ABB* = C is nilpotent. O

Corollary 2.13 Every group G has a unique maximal normal locally nilpotent
subgroup containing all normal locally nilpotent subgroups of G.

This subgroup is called the Hirsch-Plotkin radical of G.

Proof If Ny < N, < --- is a chain of locally nilpotent subgroups of G, then U2 N;
is locally nilpotent. By Zorn’s Lemma, each normal locally nilpotent subgroup of G
is contained in a maximal normal locally nilpotent subgroup of G.

We establish uniqueness. Suppose that M; and M, are both maximal normal
locally nilpotent subgroups of G. By Theorem 2.21, the product MM, is locally
nilpotent. The maximality of M| and M, implies that M| = MM, = M,. O
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The Hirsch-Plotkin radical is a valuable tool for studying various generalized
nilpotent groups. We refer the reader to [8] for a discussion of such groups.

2.5.5 An Extension Theorem for Nilpotent Groups

The symmetric group S3 is an extension of S3/A3 by As, groups of order 2 and 3
respectively. Both of these groups are cyclic (hence, nilpotent). However, Ss is not
nilpotent. This illustrates that nilpotency is not preserved under extensions. The next
theorem addresses the following question: when is an extension of a nilpotent group
by another group again nilpotent?

Theorem 2.22 (P. Hall, A. G. R. Stewart) Let G be any group, and suppose that
N < G. If N is nilpotent of class ¢ and G/y,N is nilpotent of class d, then G is
nilpotent of class at most cd + (¢ — 1)(d — 1).

In [5], P. Hall initially found the bound on the class of G to be at most

(3 ) ()

A. G. R. Stewart improved on this in [12] and obtained the bound to be at most
cd+ (c—1)(d—-1).

In the same paper, he provided an example to illustrate that this bound cannot be
improved. We give A. G. R. Stewart’s proof below. In what follows, we define

[N. G, ..., Gl =N.
N——
0

Lemma 2.21 Let G be any group. If N < G, then

m

[12N.G. G. ... G <[]
k=1
for some m € N, where
Sy =[N, G, ..., G], [N, G, ..., G]]
N e’ N ——’

i s—i

for somei € {l, 2, ..., s}.
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Proof The proof is done by induction on s. Suppose that s = 1. By Proposition 1.1
(1) and Corollary 2.9, we have
[2N, G] < [N, G, N][G, N, N]
=[N, G, N[N, G, N]
=[N, G, N]
=[[N, G, [N, G, ..., G]]
N———

0

and the lemma holds. Next, assume that the lemma is true for s — 1 :

[J/QN,G, ey G] < l_[Tk
k=1
1

§—

for some n € N, where

T, =[N, G, ..., G|, [N, G, ..., G]]
N—— ————
i s—i—1
for some i € {1, 2, ..., s — 1}. Notice that

n

N,G, ..., G|l = N,G, ..., G, G| < T, G| = T:, G],
[ 1= ] D:[lk } [T 6

s s—1 k=1

where the last equality follows from Lemma 1.10. By applying Proposition 1.1 (i)
and Corollary 2.9, we get

[Te. Gl =[N, G, ..., G|, [N, G, ..., G|, G|
S——— S———
i s—i—1
<[N,G,....,G), G, [N, G, ..., G[G, [N, G, ..., G, [N, G, ..., G|
S——— N— — ——— S———
(s—1)—i i i s—i—1
—[N.G,....,G. [N, G, ..., GlI[[N, G, ..., G, IN, G, ..., G|
——— N—— N—— N——
s—i i i+1 s—(i+1)
—[IN.G,....Gl. [N, G, ..., G|l[IN, G, ..., G|, [N, G, ..., G]]
S——— S——— N——— S———r
i s—i i+1 s—(i+1)
and the result follows. O

We now prove Theorem 2.22. First, note that Y. 1N = 1 and y;41G < »»N
by Theorem 2.2 because the classes of N and G/y,N are ¢ and d respectively. The
proof is done by induction on c. If ¢ = 1, then N is abelian. In this case, y,N = 1,
and thus G/y,N = G is nilpotent of class d.
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Next, suppose that ¢ > 1, and assume that the theorem is true for ¢ — 1. For any
re{l, 2, ..., ¢}, M, = N/y,+1N is anormal subgroup of H, = G/y,4+1N, where
M, is of class r and H,/y>M, is of class d by the Third Isomorphism Theorem. Thus,
we may assume by induction that

V2rd—r—d+2G = Yr+1N (2.19)
forallr € {1, 2, ..., ¢ — 1}. We invoke Lemma 2.21 to find that
m
Vaed—c—d+2G = [Ya+1G, G, ..., G] < [y2N, G, ..., G] < l_[Sk
S—— S———
2ed—2d—c+1 2ed—2d—c+1 K=
for some m € N, where
Sy =[N, G, ..., G|, [N, G, ..., G]]
——— S———
i 2¢d—2d—c+1—i
forsomei € {1, 2, ..., (2cd —2d — ¢ + 1)}. Now, each
ief{l,2, ..., Qed—2d—c+ 1)}

is contained in one of the following sets:

20— Dd—d—-(G—1)+1<i<2jd—d—j+ 1, where je{l, 2, ..., c}.
For arbitrary j,
[[N.G.....Gl. [N, G, ....G]] =[yN. nG]. (2.20)
———— ——
i 2¢d—2d—c+1—i
where

w=2d(c—j)—d—(c—j)+2+2dj—d—j—i
The result follows from the fact that [N, G, ..., G| < y,41G. Since 2dj—d —j > 1
~————
t
and y,4+,G < y,G for all s > 0, we find that
[N, 1G] = [N, Yt~ +2G]. (2.21)

Substituting » by (¢ —j) in (2.19) shows that

[VjN , Vzd(c—j)—d—(c—j)+2G] < [VjN ) J/c—j+1N]-
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By Theorem 2.14 (i), [yjN s Ve—jit lN] < y.+1N. We conclude that for all possible

m

k, St < yeq1tN = 1, and thus [[,_, S¢ = 1. This completes the proof of
Theorem 2.22.

2.6 Finitely Generated Torsion Nilpotent Groups

In [1], R. Baer proved that every finitely generated torsion nilpotent group is finite.
This allows one to answer certain questions involving torsion in a nilpotent group
by passing to a finite group. In this section, we focus on some of these questions.
We begin with a result due to A. I. Mal’cev which contains R. Baer’s theorem as a
special case.

Theorem 2.23 (A. 1. Mal’cev) Let G be a finitely generated nilpotent group, and
let H < G. If G has a finite set of generators X such that some positive power of
each element of X is contained in H, then a positive power of every element of G is
contained in H. Furthermore, H is of finite index in G.

Proof The proof is done by induction on the class ¢ of G. If ¢ = 1, then G is a
finitely generated abelian group and the result is clear.

Suppose that ¢ > 1, and assume that the lemma is true for all finitely generated
nilpotent groups of class less than c. By Lemma 2.8, G/y.G is finitely generated
nilpotent of class ¢ — 1. By induction, Hy,G has finite index in G and a positive
power of every element of G is contained in Hy.G. We claim that a positive power
of every element of G is contained in H and [G : H] < oo.

Let G=gp(g1, & ... &) such that g € H, where m; >0 and 1 <i<s. By
Theorem 2.18, y.—; G is finitely generated. Suppose that y.—;G = gp(x1, X2, ... ,X;)
such that x;'j € Hy.G, where n; > Oand 1 < j < . By Lemmas 1.4 and 1.13,
together with Remark 2.5, we have

veG=gp([x. gi]|1<i<s. 1<j<1)
and
[ &)™ = [ &"] € lHy.G. HI = H. H] < H
forl <i<sand1 <j <t Since y.G < Z(G), a positive power of every element
of y.G lies in H. If g € G, then there exists m € N such that g = hz, where h € H
and z € y.G. Furthermore, there exists n € N such that 7" € H. Thus,
gﬂ‘lﬂ — (hz)n — hnzﬂ e H

since z is central. This means that a positive power of every element of G is
contained in H.
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Next, we show that Hy.G/H is a finite abelian group. This, together with the
fact that [G : Hy.G] < oo, will give [G : H] < oo as claimed. By the Second
Isomorphism Theorem, Hy.G/H is abelian since it is isomorphic to y.G/(HNy.G),
a quotient of the abelian group y.G. It is finite because it has a finite set of
generators, each having finite order. More precisely, y.G/(H N y.G) is finitely
generated because y.G is finitely generated, and each generator [x_j, g,-] (H N y.G)
of y.G/(H N y.G) has finite order since [x;, g;]""" € H N y.G. O

An analogue of Theorem 2.23 for a given nonempty set of primes is:

Theorem 2.24 Let P be a nonempty set of primes. Suppose that G is a finitely
generated nilpotent group and H < G. If G has a finite set of generators X such that
some P-number power of each element of X is contained in H, then each element of
G has a P-number power contained in H. Furthermore, |G : H] is a P-number.

The proof is the same as for Theorem 2.23.

Theorem 2.25 (R. Baer) Let P be a nonempty set of primes. If there is a finite set
of generators X of a finitely generated nilpotent group G for which each element of
X has order a P-number, then G is a finite P-torsion group. In particular, finitely
generated torsion nilpotent groups are finite.

Proof Set H = 1 in Theorem 2.24. O

We point out that the finiteness of G in Theorem 2.25 is a consequence of the
fact that the trivial subgroup H = 1 must be of finite index in G according to
Theorem 2.24.

Corollary 2.14 The elements of coprime order in any locally nilpotent group
commute.

Proof Let G be a locally nilpotent group, and suppose that g and & are elements of
coprime order in G. The subgroup H = gp(g, h) of G is finitely generated, and
thus nilpotent. Since each generator g and /4 has finite order, H must be finite by
Theorem 2.25. Therefore, g and 7 commute by Theorem 2.13. O

2.6.1 The Torsion Subgroup of a Nilpotent Group

If P is a nonempty set of primes and G is a group, then the set tp(G) of P-torsion
elements of G is not necessarily a subgroup of G. For example, consider the (non-
nilpotent) infinite dihedral group

Doo=<x,y‘x2=1,y2=l>.
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Clearly, xy is not a torsion element, even though x and y are torsion elements. For
nilpotent groups, however, we have:

Theorem 2.26 (R. Baer, K. A. Hirsch) If G is a nilpotent group and P is any
nonempty set of primes, then tp(G) is a normal subgroup of G. Furthermore, if
P denotes the set of all prime numbers, then

7(G) = [ (6.

pEP

This coincides with Theorem 2.13 in the case when G is finite.

Proof Let g and h be P-torsion elements. By Theorem 2.25, gp(g, h) is a finite P-
torsion group. Hence, g~ '/ is a P-torsion element, and thus 7p(G) is a subgroup of
G. Itis easy to see that p(G) is, in fact, normal in G. In particular, 7,(G) is a normal
p-subgroup of G for any prime p. Moreover, if ¢ is a prime different from p, then
[7,(G), 74(G)] = 1 by Corollary 2.14. Thus,

1_[ 1,(G) = gp(7,(G) | p varies over all of PP). (2.22)
pEP

We claim that the right-hand side of (2.22) is just 7(G). It is clearly contained in
7(G) by the previous discussion. We establish the reverse inclusion. Let g € 7(G)

be a torsion element of order d = p'l’“ ---pin for some my, ..., m, € N and distinct
primes py, ..., p,. Define a; = d/p;" fori = 1, ..., n. Since (g“")”;ﬂl =1, we
have g% € 1,,(G). Furthermore, the greatest common divisor of a;, ..., a, is 1
because they are pairwise relatively prime. Thus, there are integers sy, ..., s, such

that Y ', a;s; = 1. Hence,

aysi+-+apsp

g=2g
= (g")" - (g™,

which is contained in 7, (G) 1), (G) - - - 7, (G). This proves the claim. O

Corollary 2.15 Let P be a nonempty set of primes. If G is a nilpotent group, then
G/tp(G) is P-torsion-free.

Proof By Theorem 2.26, tp(G) < G. Suppose that (g7p(G))" = p(G) for some
27p(G) € G/tp(G) and P-number n. We need to show that gtp(G) = tp(G). Since
(g7p(G))" = tp(G), we have g" € 1p(G). Thus, there is a P-number m such that
g™ = (g")" = 1. Since mn is a P-number, g € 7p(G); thatis, gtp(G) = tp(G). O

Corollary 2.16 Let P be a nonempty set of primes. If G is a finitely generated
nilpotent group, then tp(G) is a finite P-torsion group.
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Proof By Theorems 2.18 and 2.26, 7p(G) is a finitely generated P-torsion nilpotent
group. The result follows from Theorem 2.25. O

Theorem 2.26 holds for locally nilpotent groups as well.

Theorem 2.27 If G is a locally nilpotent group and P is any nonempty set of primes,
then tp(G) < G. If P denotes the set of all prime numbers, then

7(G) =[] (6.

pEP

Proof Let g, h € tp(G), and put H = gp(g, h). Since H is a finitely generated
subgroup of G, it is nilpotent. By Theorem 2.26, tp(H) < H. Therefore,
gh € tp(H), and thus gh € tp(G). The rest of the proof is the same as for
Theorem 2.26. O

An analogue of Corollary 2.15 clearly holds for locally nilpotent groups.

Corollary 2.17 If P is a nonempty set of primes and G is a locally nilpotent group,
then G/tp(G) is P-torsion-free.

2.7 The Upper Central Subgroups and Their Factors

In this section, we focus our attention on some properties of the upper central
subgroups and their factors.

2.7.1 Intersection of the Center and a Normal Subgroup

We begin by proving that every nontrivial normal subgroup of a nilpotent group
contains a nonidentity central element.

Theorem 2.28 (K. A. Hirsch) If G is a nilpotent group and N is a nontrivial normal
subgroup of G, then N N Z(G) # 1.

Proof If N < Z(G), then the result is immediate. Suppose that N £ Z(G). Since G
is nilpotent, there exists i € N such that N N ;G # 1. If i = 1, then the result is
immediate. Assume that i > 1, and letn € N N ;G for some n # 1. If n € Z(G),
then we have the result. If n ¢ Z(G), then there exists g € G such that [n, g] # 1.
Observe that [n, g] € [¢;G, G] < {—1G and [n, g] € N since N < G. Thus, if
NN¢§G # 1, then NN ¢—1G # 1 fori > 1. It follows that N N Z(G) # 1. |

Theorem 2.28 has several consequences.

Lemma 2.22 Every maximal normal abelian subgroup of a nilpotent group G
coincides with its centralizer in G.
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Proof The proof is done by contradiction. Let M be a maximal normal abelian
subgroup of G, and assume that M # Cg(M). Clearly, M < C5(M) and Cs(M)/M
is a nontrivial normal subgroup of G/M. By Theorem 2.28, there exists an element

gM € Z(G/M) N (Ce(M)/M)

such that ¢ ¢ M. Now, gp(g, M) is abelian because g € Cg(M). Moreover,
gp(g, M) is normal in G. To see this, let gkm € gp(g, M) for some k € Z and
m € M, and let h € G. Since g*kM € Z(G/M), we have

h~'g"mh = g"my € gp(g. M)

for some m; € M. By the maximality of M, we have g € M, a contradiction. m|

Corollary 2.18 Let G be a nilpotent group, and let K be any group. A homomor-
phism ¢ € Hom(G, K) is a monomorphism if and only if ¢|z(c), the restriction of ¢
to Z(G), is a monomorphism.

Proof Suppose that ¢|z) is a monomorphism. Assume, on the contrary, that ¢
is not a monomorphism. Then ker ¢ is a nontrivial normal subgroup of G. By
Theorem 2.28, ker ¢ N Z(G) # 1, and thus ¢|z() also has a nontrivial kernel.
Thus, ¢|z(c) is not a monomorphism, a contradiction. The converse is clear. m]

Definition 2.19 A nontrivial normal subgroup N of a group G is termed a minimal
normal subgroup if there is no normal subgroup M of G such that 1 <M < N.

Thus, if N is a minimal normal subgroup of G and M < N, then either M = 1 or
M = N.

Corollary 2.19 If G is a nilpotent group, then every minimal normal subgroup of
G is contained in Z(G).

Proof Let N be a minimal normal subgroup of G. Clearly, N N Z(G) < N. By
minimality, either N N Z(G) = 1 or N N Z(G) = N. However, N N Z(G) # 1 by
Theorem 2.28. Thus, N N Z(G) = N and the result follows. O

Corollary 2.19 allows us to characterize a finite nilpotent group in terms of a
certain type of series. Our discussion that follows is based on [9].

Definition 2.20 Let G be a group. A normal series
1=G0§G1§§Gn=G

of G is called a chief series if each factor group Giy1/G; fori =0, 1, ..., n—1is
a minimal normal subgroup of G/G;. The factor groups G,+1/G; are called the chief
factors of G.

Every finite group has a chief series. By the Correspondence Theorem, the
condition that G;+/G; is a minimal normal subgroup of G/G; is equivalent to the
condition that if N <1 G and G; < N < Gi41, then either N = G; or N = Gj41.
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Lemma 2.23 Let G be a group with normal subgroups M and N, and suppose that
N < M. Further suppose that G has a chief series. The factor M/N is a minimal
normal subgroup of G/N if and only if it is a chief factor of G.

Proof Suppose that M/N is a minimal normal subgroup of G/N. Since G has a
chief series, every proper normal series of G can be refined to a chief series of G. In
particular, G has a chief series containing M and N as two of its terms. We conclude
that M /N is a chief factor of G. The converse is trivial. O

Theorem 2.29 A finite group G is nilpotent if and only if every chief factor of G is
central.

Proof If G is nilpotent, then so is any factor group of G by Corollary 2.5. In view
of Lemma 2.23, it suffices to show that every minimal normal subgroup of G is in
Z(G). This was done in Corollary 2.19.

Conversely, suppose that every chief factor of G is central. This implies that every
chief series of G is also a central series of G. Therefore, G is nilpotent. O

Lemma 2.24 [f G is any group with a chief series, then any central factor of the
series is finite and has prime order.

Proof In light of Lemma 2.23, it suffices to consider a minimal normal subgroup N
of G such that N < Z(G) and to prove that |N| = p for some prime p. Clearly, every
subgroup of N is normal in G because N < Z(G). By the minimality of N, the only
normal subgroups of N are 1 and N. It follows that [N| = p for some prime p. O

Remark 2.13 By Theorem 2.29 and Lemma 2.24, every factor of a chief series in a
finite nilpotent group is central and has prime order. The converse need not be true
(consider S3).

2.7.2 Separating Points in a Group

Certain properties of the upper central subgroups of a group, as well as their factors,
are inherited from the center of the group. These properties allow one to understand
the structure of the group, especially when it is nilpotent. The next definition can be
found in [13] for abelian groups.

Definition 2.21 Let G and H be any pair of nontrivial groups. We say that H
separates G if for each element g # 1 in G, there exists ¢ € Hom(G, H) such
that ¢(g) # 1. Such elements of Hom(G, H) are said to separate points in G.

Lemma 2.25 Let P be a nonempty set of primes. Suppose that G and H are groups
and H separates G.

(i) If H is P-torsion-free, then G is P-torsion-free.
(ii) If H has finite exponent m, then G has finite exponent dividing m.

In particular, if H is torsion-free and H separates G, then G is torsion-free.
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Proof Both results are proven by contradiction.

(i) Suppose that 1 # g € G is a P-torsion element. There exists ¢ € Hom(G, H)
such that ¢(g) # 1. If g" = 1 for some P-number n, then ¢(g") = (p(g))" = 1;
that is, ¢(g) is a P-torsion element of H. This contradicts the P-torsion-freeness
of H. Hence, G is P-torsion-free.

(ii) Assume that there exists g € G such that g” # 1. There exists ¢ € Hom(G, H)
such that ¢(g™) # 1; that is, (¢(g))" # 1. However, ¢(g) € H and H has
exponent m. Therefore, g” = 1 for every g € G. Thus, G has exponent
dividing m. O

Theorem 2.30 If G is any group, then Z(G) separates {;G/{;i—1G.

Here of course, we are assuming that Z(G) and (;G/{;—;G are nontrivial.
In particular, if both Z(G) and Z(G/Z(G)) are nontrivial, then there exists a
homomorphism of G onto a nontrivial subgroup of Z(G). This is the case for i = 2
and it is due to O. Griin.

Proof The proof is done by induction on i. The case for i = 1 is obviously true.
Suppose i = 2. We prove that Z(G) separates {,G/Z(G). For any element g € G,
consider the map

Y, 1 £G — Z(G) defined by v, (x) = [x, g].

This map makes sense since [{,G, G] < Z(G). By Lemma 1.12, ¢, is a
homomorphism whose kernel clearly contains Z(G). Thus, ¥, induces a well-
defined homomorphism

Y, 1 ©2G/Z(G) — Z(G) givenby ¥, (:Z(G)) = [x. g].

Let 1Z(G) be a nonidentity element of {,G/Z(G), so that h € {,G and h ¢ Z(G).
There exists some element g € G such that [, g] # 1. This means that ¥, (h) # 1,
and consequently, Wg(hZ(G)) # 1. Therefore, Z(G) separates {,G/Z(G).

Assume that Z(G) separates (;G/{;—1G for i > 2. In order to prove that Z(G)
separates {;+1G/{;G, it is enough to show that {;G/{;—; G separates ;+1G/{;G. By
Lemma 2.11 and the Third Isomorphism Theorem,

§i41G _ §i1G/6n1G _ 8(G/Ei-16)
tG — 4G/LiaG T Z(G/GimG)

(2.23)

It follows from the previous case that {;G/{;— G separates {;+1G/{;G. |
By Lemma 2.25 (i) and Theorem 2.30, we have:

Corollary 2.20 (D. H. McLain) Let G be any group, and let P be a nonempty
set of primes. If Z(G) is P-torsion-free, then {;+1G/{;G is P-torsion-free for each
integer i > 0.

We mention that A. I. Mal’cev and S. N. Cernikov proved Corollary 2.20 for the
case when P is the set of all primes.
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We offer another proof of Corollary 2.20 which uses Lemma 1.13. Let g # 1 be
an element of ¢, G such that (¢Z(G))" = Z(G) in {,G/Z(G), where n is a P-number.
This means that g" € Z(G). If h € G, then

[¢. A" = [¢", h] =1

by Lemma 1.13 because [g, #] € Z(G). Since Z(G) is P-torsion-free, [g, h] = 1.
Therefore, g € Z(G) and {,G/Z(G) is P-torsion-free. The rest now follows by
induction on i.

Corollary 2.21 Let P be a nonempty set of primes. A nilpotent group is P-torsion-
free if and only if its center is P-torsion-free.

Proof Suppose that G is nilpotent of class ¢ and Z(G) is P-torsion-free. By
Corollary 2.20, {;+1G/¢;G is P-torsion-free for 0 < i < c¢— 1. Let 1 # g € G,
and let n be any P-number. Since g # 1, there exists an integer i € {0, ..., ¢ — 1}
such that g € {;11G ~ (;G. Now, (g£;G)" # {;G because {;+1G/;G is P-torsion-
free. Hence, ¢g" ¢ (;G. This means that g" # 1, and thus G is P-torsion-free. The
converse is obvious. O

By Corollaries 2.20 and 2.21, we see that each upper central factor of a torsion-
free nilpotent group must be torsion-free abelian.

Corollary 2.22 Let P be a nonempty set of primes. If G is a P-torsion-free nilpotent
group, then so is G/Z(G).

Proof The center of G is P-torsion-free since G is. By Corollary 2.20, {,G/Z(G)
is P-torsion-free as well. The result follows from Corollary 2.21 since {,G/Z(G) is
the center of G/Z(G). O

Remark 2.14 The lower central factors of a torsion-free nilpotent group are not
necessarily torsion-free. For example, fix a positive integer n > 1, and let

lxny
01 z
001

G X, v, 2€Z

It is easy to see that G is a subgroup of the Heisenberg group, which is torsion-free
and nilpotent (see Example 2.18). Thus, G is also torsion-free and nilpotent. Now,

10wn
010
00 1

12G = weZzZ

It follows that G/y,G is isomorphic to the direct sum Z & Z & Z,, and this group
has torsion.
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Corollary 2.23 (S. Dixmier) Let G be a nilpotent group of class c. If Z(G) has
finite exponent m, then (;+1G/{;G has exponent dividing m for 0 < i < c.
Consequently, G has exponent dividing m°.

Proof By Theorem 2.30 and Lemma 2.25 (ii), each {;+;G/{;G has exponent
dividing m. Let 1 # g € G. For some i € {0,...,c— 1}, we have g € {;+,G \ (;G.
Since every upper central quotient has exponent dividing m, we have

m mz mi+l
g"€gG, g €tiaG, ..., g € G =1.

Thus, ¢g"° = 1. O

Lemma 2.26 Let P be a nonempty set of primes. If G is a finitely generated
nilpotent group and Z(G) is a P-torsion group, then G is a finite P-torsion group.

In particular, every finitely generated nilpotent group with finite center is finite.

Proof By Theorem 2.18, Z(G) is finitely generated. Since Z(G) is also P-torsion
and abelian, it must be finite with exponent a P-number. Thus, G has finite exponent
which is a P-number by Corollary 2.23. The result follows from Theorem 2.25. 0O

The center of any torsion group is obviously a torsion group. There are nilpotent
groups which are torsion-free, yet their center is a torsion group. This is illustrated
in the next example.

Example 2.20 Suppose that A is an additive abelian torsion group with infinite
exponent, and let ¥ € Aut(A @ A) be defined by 9 (x, y) = (x + y, y). For each
m e N, set

" =9%o0---00.
~———

m

Since #°"(x, y) = (x + my, y) for every m € N, ¢ has infinite order. Define a
mapping

¢ 7 — Aut(A @ A) by (k) = 0°*,
and let G = (A @ A) %, Z. Observe that

@ )0 & 9) = @+], (e()(x, y) + (X, ¥)
=(i+j, x+jy. y)+ & )
=({+j, x+x+jy, y+9).

It is easy to check that G is torsion-free and
Z(G) ={(0, (x, 0)) |[x € A} = A.

It follows that G is nilpotent of class 2.
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We end this section with a lemma which will be useful later.

Lemma 2.27 Every infinite finitely generated nilpotent group contains a central
element of infinite order.

Proof Let G be an infinite finitely generated nilpotent group. If G has no central
elements of infinite order, then Z(G) is a torsion group. By Lemma 2.26, G must be
finite, a contradiction. Therefore, G has a central element of infinite order. O
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Chapter 3
The Collection Process and Basic Commutators

The goal of this chapter is to determine normal forms for elements in finitely
generated free groups and free nilpotent groups. This is done by using a collection
process which we discuss in Section 3.1. A study of weighted commutators and
basic commutators in a group relative to a given generating set also appears in this
section. The highlight of Section 3.1 is a fundamental result stating that if G is
any group generated by a set X and y;G denotes the ith lower central subgroup,
then each quotient y,G/y,+1G is generated, modulo y,4+;G, by a sequence of
basic commutators on X of weight n. Section 3.2 is devoted to the so-called
collection formula. This formula expresses a positive power of a product of elements
X1, ..., x, of a group as a product of positive powers of basic commutators in
X1, - .., X,. The collection process developed in Section 3.1 plays a key role here. In
Section 3.3, we investigate basic commutators in finitely generated free groups and
free nilpotent groups. We prove a major result which states that a finitely generated
free nilpotent group, freely generated by a set X, has a “basis” consisting of basic
commutators in X. The techniques used in this section involve groupoids, Lie rings,
and the Magnus embedding. We end the chapter with Section 3.4, which is devoted
to the rather technical proof of the collection formula obtained in Section 3.2.

3.1 The Collection Process

Let G be an abelian group generated by X = {x, ..., x;}. Since any two elements
of an abelian group commute, it is clear that every element of G can be written in
the (not necessarily unique) form x{' - - - x;* for some integers ey, ..., ¢.

© Springer International Publishing AG 2017 75
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Next, suppose that G is any group generated by X = {x;, ..., xi}, and choose
n € N. Our goal in this section is to prove that every element of G can be expressed,
modulo y,+1G, as a (not necessarily unique) product of the form
el ek k41
XX Gy e
where e, ..., e, are integers and c¢x4+;, ..., ¢; are certain commutators in the

elements of X. In order to establish this, we introduce a collection process. Our
discussion is based on the work of M. Hall [7].

3.1.1 Weighted Commutators

Definition 3.1 Let G be a group generated by X = {xi, ..., xi}. A commutator c;
of weight w(c;) is defined as follows:

1. The commutators of weight one are the elements of X:
Cl = X1, Cp = X2, ..., Cp = Xg.

2. If i # jand ¢; and ¢; are commutators of weights w(c;) and w(c;) respectively,
then [¢;, ¢;] is a commutator of weight w(c;) + w(c;).

Definition 3.1 is relative to a given generating set X. Moreover, every commutator
with an assigned weight is built upon the elements of the generating set, but not their
inverses. If X = {x;, x, x3, x4}, for example, then

[bx1, x3], [x4, x2]]

is a commutator of weight 4, whereas the commutator [xl, x;l] does not have an

assigned weight.
We impose an ordering on the weighted commutators ¢y, ¢, ... by their
subscripts in the following manner:

(i) ci=x1, c2=X2, ..., Ck = Xt}
(i1) After ¢k, we list ¢x41, Ck+2, -.. in order of their weight, arbitrarily ordering
those commutators of equal weight.

Note that there are finitely many commutators of a given weight because X is a
finite set. Thus, the ordering described above makes sense.
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3.1.2 The Collection Process for Weighted Commutators

Every product of weighted commutators can be expressed in the form
Cil ‘.'Cimcim-i—l ”.Cin’ (3‘1)

wherei; <--- <i,andi, <igwhenevers=m+1, ..., n.

Definition 3.2 The product c;, ---c;, is called the collected part and ¢;, ,, - c;,
is the uncollected part, provided that i,y; is not a smallest subscript among

im+1, e

Here it is assumed that the commutators ¢;, ., ..., ¢;, in the collected part do
not appear in the prescribed order. Furthermore, the collected part in (3.1) may be
empty.

Next, we discuss the collection process for a typical product of the form (3.1).
The commutator identity

ab = bala, b] (3.2)

is the key ingredient in the process. Let i, be the smallest of the subscripts in the
uncollected part (hence, r > m + 1). Note that there may be several occurrences of
¢, among ¢;, ., ..., ¢, in the uncollected part. Let ¢;, be the leftmost occurrence
of ¢;, in the uncollected part. In order to collect c;, to the left in (3.1), we use (3.2)
and replace ¢;_, ¢;, by ¢;¢ci_, [ci_,, ¢i]. As aresult, (3.1) changes from

Ciy **Cipy ** Cin Cip €

m n

to

Ciy » =+ Ciy » "~ CiyCigy [Cil—l H Cil] © Gy
Realize that c¢; has moved one step closer to the collected part, and a new
commutator [c;,_,, ¢;]has been introduced. This new commutator appears later than
¢;, in the ordering since its weight exceeds the weight of ¢;,. This means that c;, is
still an occurrence of the earliest commutator in the uncollected part.

If we repeat this process enough times, then c;, will be moved to the (m + 1)st
position and become the last commutator of the collected part. Notice that this
collection process may never end because a new commutator is introduced at
each step. Furthermore, this process does not alter the element of G determined
by (3.1).
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3.1.3 Basic Commutators

An element g of a group G generated by X is called a positive word if it can be
written as a product of the elements of X, but not their inverses. When the collection
process described above is applied to g, only certain commutators will appear when
g is in the collected form. For example, consider the positive word g = x;xpx].
Collecting x; gives

g = x0x = xpxi 0, x| = Xxlo, ).

Note that [x;, x1] occurs in the collected form of g, but [x;, x;] does not. The
weighted commutators which arise in the collected form of a positive word are
called basic commutators.

Definition 3.3 Let G be a group generated by X = {x;, ..., x}. A basic
commutator b; of weight w(b;) is defined as such:

1. The elements of X are the basic commutators of weight one. We impose an
arbitrary ordering on these and relabel them as by, b, ..., by, where b; < b; if
i<j.

2. Suppose that we have defined and ordered the basic commutators of weight less
than [ > 1. The basic commutators of weight / are [b,-, bj], where

(i) b; and b; are basic commutators and w(b;) + w(b;) = I,
(ll) b; > bj, and
(iii) if b; = [bs, b/], then b; > b,.

3. Basic commutators of weight / come after all basic commutators of weight less

than / and are ordered arbitrarily with respect to one another.

The sequence by, by, ... 1is called a basic sequence of basic commutators on X.

Example 3.1 We illustrate how to construct the basic commutators, up to weight 4,
of a group with generating set {x;, x2, x3}. This example also appears in Section 2.7
of [8]. Suppose that the ordering

X1 <X < X3

is imposed on the generators, which are just the basic commutators of weight 1. The
basic commutators of weight 2 are

[x2, x1], [x3, x1], and [x3, x].
These commutators are ordered as such:

[x2, x1] < [x3, x1] < [x3. x2].
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Now, the basic commutators of weight 3 are
[—x25 X1, xl]v [x27 X1, x2]5 [x2’ X1, x3]7 [—x35 X1, X]],
[x3, x1, x2], [x3, x1, x3], [x3, %2, x2], and [x3, xp, x3].

Notice that [x3, x2, x;] doesn’t occur as a basic commutator since, referring to
Definition 3.3 (iii), b, = x, and b; = x;, but x; # x,. If the commutators of weight
3 are ordered as

[x2, x1, x1] < [x2, X1, X2] < P2, x1, x3] < [x3, X1, x1] <
[x3, x1, x2] < [x3, x1, x3] < [x3, X2, X2] < [x3, X2, X3,
then the basic commutators of weight 4 will be

2, x1, x1, 2], [, X1, x1, X, [, xi, x1, x3)s [, X1, x, o], [x2, X1, X2, X3,
[x2, x1, x3, x3], [x3, x1, x1, al [, x, x, xal b, xn, x, xs), frs, xa, xo, xo),
[x3, x1, X2, x3], [x3, X1, X3, 3], [x3, X2, X2, X2], [x3, X2, X2, X3], [x3, X2, X3, x3],
[bx3, x1], [x2, xalls [, x2], [x2, x1]], and [[x3, x2], [x3, xi]].

Lemma 3.1 Suppose that G is a finitely generated group, and let g € G be
a positive word in the generating set. If commutators are ordered according to
their weight, but those of the same weight are ordered arbitrarily, then the only

commutators that are introduced when the collection process is applied to g are
basic commutators.

Proof Suppose that g has a subword of the form b;b;. If this subword is replaced by
bibi[b;. bj], then b; has been collected before b;. This means that in the ordering,
b; > b;. If it is the case that b; = [by, b,], then b;b; becomes

bjbi[bi, bj] = bj[st bt][bs» btv bj]

Thus, b; was collected before collecting this b;. And so, b; > b;. O

3.1.4 The Collection Process For Arbitrary Group Elements

Our next goal is to apply the collection process to arbitrary words (not necessarily

positive) in a group. Let X = {x, ..., x;} be a set of generators of any group G.

Suppose that w is any word in X U X~!, where X! = {xl_', o xk_'}. We show
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that each step in the collection process when applied to w produces either a basic
commutator or the inverse of a basic commutator.
Let a and b be basic commutators, and suppose that any of the expressions

b la, ba”', or b la!

occurs in the word w. We use the commutator identities in Lemma 1.4 to show that
either @ or a~! can be collected in any one of these expressions in such a way that
only basic commutators and their inverses appear in the resulting product (possibly
modulo some term of the lower central series).

* Consider the expression b~ 'a. This can be re-expressed as
b la = a(a—lb—lab)b—l = afa, BJb™" = ajb, a]"'b7". (3.3)
Since a, b and [b, a] are basic commutators, a has been collected in the desired

way.
+ Next, consider the expression ba~'. By (3.2), ba™' = a"b[b, a"]. Now, a

and b are basic commutators, but [b, a_l] is not because it contains a~!. This

commutator needs to be rewritten so that ¢! is removed from the commutator.
Observe that

1=[b 1] = [b, aa_l] - [b, a—l][b, a] [b, a, a—l], (3.4)

and consequently,

[b, a_l] - [b, a, a_l]_l[b, a]_]. (3.5)

Note that [b, ] is a basic commutator, but [b, a, a_l] is not. We repeat the

method used in (3.4) to rewrite [b, a, a_l] as
1=1[b, a 1= [b, a, aa_l] = [b, a, a_l][b, a, a] [b, a, a, a_l]. 3.6)
Thus,

[b, a, a_l] = [b, a, a, a_l]_l[b, a, a]_l. 3.7

Once again, we get a basic commutator [b, a, a] and a commutator

b, a, a, a_l] that is not basic.
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This process is continued in a more systematic way. Set by = b, and
recursively define b;1y = [b;, a]. Since a and b are basic commutators, so is
b; for each i > 0. Generalizing our previous computations gives

—1 —1 —1
I:b,', a_l] = I:b,'Jr], a_l] I:b,', CZ] = I:b,'Jr], a_l] bi_+11’ (38)
and thus,
—1
[ @] = b [bisr. a7 (3.9)
Using (3.8) and (3.9) repeatedly yields
—1
[b, a_l] - [bl, a_l] by!
- bz[bz, a_l]bl_l
—1
- bz[b3, a—l] bylby!
- b2b4[b4, a—‘]b;‘bl—'
-1
- b2b4[b5, a_l] bz b3 b7

= b2b4b6[b6, a—']b;'bglb;‘

= bybybg -+ [bs, a—‘]--.bg‘b;'b;‘.

Clearly, this procedure may never end because a commutator involving ™!
arises after each step. However, for any chosen n € N, there exists s € N such

the commutator [bs, a_l] is of weight (n 4+ 1) or more. By Theorem 2.14,

[bx, a_l] € Yu+1G. This means that, modulo y,+1G, the procedure does
terminate and we get

[b, a_l] = bybybg -+ b3'b7'b7! mod y,41G. (3.10)
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where only finitely many of the basic commutators b; appear in (3.10). We
conclude that

ba™' = 'b[b, @] = abbabybe -+ b33 b7 mod v, G (B1D)

and a has been collected.
* Lastly, we collect a~! in the expression b~'a™!. Note that

-1
b lal = a_l<ab_la_1> = a_l(aba_l) .
By (3.11), we obtain
aba™" = bbyby---b3'b3 by mod y,11G.

Therefore,

b~'a™" = a 'bybsbs---b;'b5'b7" mod y,41G. (3.12)

We have shown that for any n € N, collecting in words involving inverses of basic
commutators gives rise to a finite product of basic commutators and their inverses,
modulo y,+1G. This leads to the next important result which can be found in [5].

Theorem 3.1 (P. Hall) Let G be any finitely generated group with generating set
X ={x1, ..., xx}, and choose n € N. The abelian group y,G/y,+1G is generated,
modulo y,+1G, by the basic commutators of weight n. Furthermore, every element
of G can be expressed in the (not necessarily unique) form

{165 b mod 416,

where ey, ..., e; are integers and by, ..., b, are the basic commutators of weights
1,2, ..., n.
Proof Apply (3.2), (3.3), (3.11), and (3.12). O

The next corollary characterizes nilpotent groups in terms of basic commutators.

Corollary 3.1 If G is a finitely generated group, finitely generated by X, then G
is nilpotent if and only if all but finitely many basic commutators on X equal the
identity.

Proof This is immediate from Theorems 2.2 (i) and 3.1. O

We conclude from Corollary 3.1 that if G is a finitely generated nilpotent group
of class c, finitely generated by X, then every element of G can be written in the (not
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necessarily unique) form b'll1 ---b}", where ny, ..., n, are integers, and b1, ..., b,
are basic commutators on X of weights 1, 2, ..., c.

3.2 The Collection Formula

Let G be a group with x1, ..., x, € G, and let n € N. The collection formula is a
formula for expressing

(x+--x,)"

as a product of positive powers of basic commutators in xi, ..., x,.. In this section,
we present the formula, along with some of its applications. Its derivation, which
we give in the last section of this chapter, involves an application of the collection
process which was discussed in Section 3.1. It appears in [3] for the case r = 2, and
in [7] for the case r > 2.

3.2.1 Preliminary Examples

Before we state the collection formula, it is instructive to work out some examples

for nilpotent groups. By convention, (Z) = 0 whenever n < k.

Example 3.2 Let G be an abelian group with x|, ..., x, € G, and let n € N.
Using (3.2), we obtain

(xl..._xr)n:(xl...xr)...(xl...xr) :_x’;_x;l

n factors
since [x;, xj] = 1for1 <i, j<r.

Example 3.3 Suppose that G is a nilpotent group of class 2 with x, y € G, and let
n € N. We compute (xy)" by collecting terms to the left using (3.2) repeatedly. Since
all commutators of G are central, every commutator of weight exceeding 2 equals
the identity. Thus, we have

(xy)* =xyxy =x"y[y. 1] (3.13)
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and

()’ = xyxyxy = Py yxyly, ] = 2 yxy’[y, 2 = £y, 1.

In the above, we have applied (3.2) to the underlined products and moved all
(central) basic commutators of weight 2 to the right. We could have used (3.13) to
compute (xy)* just as well. By induction on , it can be verified that

()" = y'y, ).

In general, if x|, ..., x, are elements of G, then

(X1 x,)" = xfllerll_[ [xi, xj](’;)’ (3.14)

where the product is taken over all i and j satisfying the conditions i > j, 2 <i <r,
and 1 <j < r— 1. Note that the exponents in (3.14) involve binomial coefficients
containing #.

Example 3.4 Let G be a nilpotent group of class 3 with x, y € G, and let n € N.
Using the collection process, we compute (xy)> and (xy)* independently of one
another. Since y4,G = 1, every basic commutator of weight 3 is central. Thus,
every commutator of weight more than 3 equals the identity. Taking this into
consideration, we get

(@) =xyxy =x"y [y, xly = 2y’[y, Ay x. y] (3.15)

and

(xy)® = x yx yxy
= Xy, x yxy
= 2%y [y, xlx yly. xly
= yx [y, by, Aylys x, A
= Xy, ] [y, Ay [, «lyly. x. a
=y [y, Ay s Dy, lyDs x 2D, x Y]
=Yl A, A b Ay [ x by, x50
=yl o [, Ay [y, ADs x 2 x50
=y [y, oy v, Al Al x 2D x, 5]

= 293y, Py, x Ay, x, ¥
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Once again, we have applied (3.2) to the underlined products and all basic
commutators of weight 3 have been moved to the right. It is also possible to get
(xy)? directly from (3.15). One can show by induction on n that

)" =y, 4D, x, (O, x, y]@+20), (3.16)

Once again, the exponents in (3.16) involve binomial coefficients containing n.

3.2.2 The Collection Formula and Applications

In Section 3.1, a certain ordering was imposed on the basic commutators. We need
to make this ordering more specific by including an additional condition:

* The basic commutators of weight / come after all basic commutators of weight
less than / in the ordering and satisfy the following condition:

[b]], b[z] < [b21, bzz] if either b[z < bzz, or b]z = b22 and b]] < bz].

Taking this new condition into account, we have:

Theorem 3.2 Let G be a finitely generated group, generated by X = {xy, ..., x,},
and let n € N. Then

4 €
(X1 x,)" =2 x"b Hbid, - d,,

r“r+1 J
where b1, ..., bjare basic commutators on X occurring in the prescribed order,
and d,, ..., d; are basic commutators occurring after b; in the ordering. For each

i=r+1, ..., ]

n n
€i=aln+a2<)+"'+am( )
2 m

where m = w(b;), and ay, ..., a, are nonnegative integers that depend on b; but
not on n.

The proof of Theorem 3.2 is rather technical and can be found in Section 3.4.

Corollary 3.2 Suppose that G is a nilpotent group whose class c is less than a given
prime p, and letn € N. If gy, ..., g, are elements of G, then

n

(g8 =gl gl Sy o5y

where s,41, ..., S are contained in the commutator subgroup of gp(g1, ..., &r)-
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Proof By Theorem 3.2,

(g1---g) = ¢ "'g‘f”bffll ---bj’dl e d,,

where by, ..., b; are basic commutators on {g¢1, ..., g}, occurring in the
prescribed order, and d;, ..., d; are basic commutators occurring after b; in the
ordering. Since G is nilpotent, there exists k € N such that by # 1, by = 1, and

(g1---g) = g ...glr)”bj:rl‘ b (3.17)
Furthermore,
n n
e; = ayp" +a2(p ) +"'+am<p )
2 m
fori=r+1, ..., k, where m = w(b;) and ay, ..., a, are nonnegative integers
which are independent of p". Now, m < ¢ because b; occurs in (3.17). Since p > c,

we find that p” > m. Let r € N such that 1 < ¢ < m. Note that (p[) # 1, and t and

'
p" are relatively prime since t < m < p. Consequently, p" divides (pt ) and thus

divides each ¢;. Setting 5; = bfi/ Pforr+1<i<k completes the proof. O

We introduce some notation which will be used throughout. For any group G, put

G'=gp("lgel).

Thus, G" is the subgroup of G generated by the nth powers of the elements of G.

Let G be an abelian group, and let g" and /" be elements of G” for some g, h € G.
Since g"h" = (gh)" € G", we see that a product of nth powers of elements of G is
again an nth power. Thus, G" < G in this case. Suppose on the other hand, that G
is non-abelian. Then a product of elements of G" does not have to be a power of n.
For instance, let n = 2 and G = J¢, a nilpotent group of class 2 by Example 2.12.
Set

110 100
a=[010]andb=]011]. (3.18)
001 001

A direct calculation shows that there is no element d € ¢ such that a’b*> = d>.

Lemma 3.2 (P. Hall) Let G be a nilpotent group of class c, and let p be a prime
greater than c. If n € N, then every element of G is a p"th power. Thus, a product
of p"th powers of elements of G is also a p"th power.
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Proof We adopt the proof given in Section 2.2 of [9]. Let g1, ..., g, be elements
of G. The proof is done by induction on c. If ¢ = 1, then G is abelian. In this case,

g'; g[;n = (gl...gr)pn.

Suppose that the lemma holds for all nilpotent groups of class less than ¢, where
¢ > 1. By Corollary 3.2,

7

(g1--g) =g - gl's] sl

for sy, ..., s; € y»G. Thus,

n

&g =g s s (3.19)
We claim that the right-hand side of (3.19) is a p"th power. Put

K =gp(g1---g 12G) and L = gp(g1---8&r, 515 -+ -, S1).

By Lemma 2.9, K is of class at most ¢ — 1. Hence, L also is of class at most ¢ — 1
since it is a subgroup of K. By induction,

n

(01857 s e L

is a p"th power. O

Example 3.5 Let G = . Set p = 3 and n = 1, and consider the matrices a and b
in (3.18). By Lemma 3.2, the product a’5® must be a third power. In fact,

110\° /100\" [112\

010 011} =1(011
001 001 001

3.3 A Basis Theorem

According to Theorem 3.1, each abelian quotient y,,G/y,+1G of a finitely generated
group G with finite generating set X is generated by the basic commutators on X of
weight n, modulo y,4+1G. In this section, we prove that if G happens to be a free
group, freely generated by X, then these quotients are, in fact, free abelian on these
basic commutators, modulo y,,+G.

The basic idea behind the proof is to examine the structure of certain Lie
rings (see Definition 3.8). It turns out that the Lie bracket of elements in such a
Lie ring resembles the commutator of group elements. Consequently, some of the
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information obtained from these rings transfers over to groups in a natural way.
Many people have contributed toward solving this problem, including M. Hall, P.
Hall, W. Magnus, and E. Witt. Our discussion is based on [1] and [5] (see also
[4, 6, 7], and Chapter 5 of [11]).

3.3.1 Groupoids and Basic Sequences

We will develop certain machinery that will be applied to both groups and rings.
First, we do this for groupoids. The reader can consult Chapter 2 in [2] for an
introduction to groupoids.

Definition 3.4 A groupoid is a pair (G, |L) consisting of a nonempty set G and a
binary operation u : G X G — G.

If (G, p) is a groupoid and g, & € G, then we write gh rather than w(g, %)
and refer to gh as the product of g and h. Note that G does not necessarily satisfy
associativity, commutativity, or any other group-theoretic property except closure
under p. If p is understood from the context, then we simply use the phrase “G is a
groupoid.”

Definition 3.5 A free groupoid G on a nonempty set X is the groupoid consisting
of all elements of X, together with all bracketed products of elements of X. We say
that G is freely generated by X.

Example 3.6 1f G is a free groupoid, freely generated by X = {x;, x2, x3}, then

x1, (nx)xr, ((xox3))((x1x3)x3), and ((x3x1)x1)(x2x3)

are elements of G.

Every element of a free groupoid G, freely generated by X, can be uniquely
written as a bracketed product of elements of X. The length of g € G, denoted |g|, is
the number of elements of X occurring in g. For example, if X = {x;, x5, x3}, then
lxi] =1, |xix3| = 2, and [((x3x2)x1) (x1x3)| = 5.

Definition 3.6 Let G be a free groupoid, freely generated by a finite set X, and let
by, by, ... (3.20)

be a sequence of elements in G. Then (3.20) is called a basic sequence in X if the
following conditions are satisfied:

1. The elements of X appear in the sequence.

2. If |b,| < |bj|, then i <j.

3. If u = vw € G for some elements v, w € G and |u| > 2, then u belongs to (3.20)
if and only if

(i) v=>b;, w=bj,andi > j, and
(ii) either |v| = 1 or v = byb;, where [ <.
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The notion of a basic sequence of elements of a free groupoid extends to non-free
groupoids in a natural way.

Definition 3.7 Let H be a groupoid generated by M = {ity, ..., i}, and let G be
a free groupoid, freely generated by X = {x1, ..., x,}. A sequence B, B3, ... of
elements of H is called a basic sequence in M if and only if there exists a basic
sequence by, b, ... in X such that the groupoid homomorphism from G to H
defined by x; > w; maps b; to f;.

In order to construct a basic sequence, we use the so-called “rep” operation. Let
G be any groupoid, and let A be a nonempty subset of G. Choose an element a € A,
and define the set A rep a to consist of all elements of A\ {a}, together with bracketed
products of the form

(- ((ba)a)---)a)a,

where b € A \ {a}. Such bracketed products are called left-normed. For instance, if
A = {x, y, z}, then

Arepx =1y, z, yx, x)x, (Ox)x)x, ..., zx, (z0)x, (z0)x)x, ...},
Arepy={x, z, xy, (xp)y, (Y)Y, -, 2y, @)y, @)Yy, .-},
Arepz=1{x, v, xz, (x2)z, (x2)2)z, ..., ¥z, 02z, ((D)2)z, ...}

Now, consider the groupoid G generated by X = {x, ..., x,}. Set X; = X, and
suppose that we have defined the set X,, for n > 1. Select an element b, € X,, of
minimal length, and put

Xn+1 = X, rep b,,.
The sequence by, by, ... obtained in this way satisfies the definition of a basic

sequence in X. In general, the first r terms of the sequence can be chosen to be
X1y oeny Xp.

3.3.2 Basic Commutators Revisited

The basic commutators of group elements form a basic sequence of elements in a
certain groupoid. Suppose that G is a group generated by ¥ = {y;, ..., y,}. We
introduce the binary operation | : G X G — G defined by “commutation”

(g, hy =g, h] =g 'h'gh.
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This operation turns G into a groupoid relative to commutation. Now, Y generates
a subgroupoid G' of the groupoid G whose elements consist of the elements of
Y, together with those obtained by performing iterated commutations of them. For
example, if Y = {y;, y», y3}, then

y2, s v3l, 2, D2, y3l]s and [[ys, y2l, [v1, y2l]

are elements of G'. Using the “rep” operation, we can construct a basic sequence
c1, ¢, ...1in Y. The terms of this sequence are just basic commutators on Y, and
the weight of ¢; is the length of b;, the canonical pre-image of ¢; in the free groupoid
onX = {xi, ..., X }.

3.3.3 Lie Rings and Basic Lie Products

Next, we look at groupoids and basic sequences which arise in Lie rings.

Definition 3.8 A Lie ring L is an additive abelian group with a binary operation
[, ]:LxL—>L

satisfying the following properties for [, m, n € L :

(1) bi-linearity: [l + m, n] = [I, n] + [m, n] and [[, m + n] = [I, m] + [I, n];
(i) skew symmetry: [/, [] = 0;
(iii) Jacobi identity: [[I, m], n] + [[m, n], ] + [[n, ], m] = 0.

The operation [ , ] is called the Lie bracket. Some properties satisfied by the Lie
bracket are recorded in the next lemma.

Lemma 3.3 Suppose that L is a Lie ring. For all I, m, n € L, we have:

(i) anti-commutativity: [l, m] = —[m, I];
(ii) [0, n] = [n, 0] = 0;
(iii) [-m, n] = [m, —n] = —[m, n].

Proof Notice that
O=[l4+ml+ml =110+, m+[m ]+ [m ml=][l, ml+ [m, I.
This gives (i). To obtain (ii), observe that

[0, n] = [0+ 0, n] = [0, n] + [0, n].
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Thus, [0, n] = 0. Similarly, [r, 0] = 0 and (ii) is established. Finally, we get (iii)
by noting that

0=1[0, n] =[m—m, n] =[m, n]+[-m, n].

And so, [-m, n] = —[m, n]. Similarly, [m, —n] = —[m, n]. |

Definition 3.9 A nonempty subset X of a Lie ring L generates L if L is the smallest
sub-Lie ring of L containing X. In this case, we write L = Ir(X).

We are interested in a certain groupoid whose underlying set comes from a Lie
ring. Suppose that L = [r(X) is a Lie ring with Lie bracket [ , ] for some subset
X C L. If we ignore the fact that L has the addition operation, then L becomes a
groupoid relative to the binary operation

W :LxL— L defined by }L(ll, 12) = [ll, lz] (l], I e L)

Note that X generates a subgroupoid LT of the groupoid L. The elements of L are
called Lie products. The set of Lie products consists of the elements of X, together
with those obtained by taking iterated Lie brackets of them. For example,

X3, [xl, X2], [[)C3, )CQ], xl], and [[)C], X3], [X2, .X3]]

are Lie products of the groupoid L' on X = {x|, x5, x3}.

Every element of the Lie ring L is a Z-linear combination of the Lie products
from the groupoid L'. Using the “rep” operation, we can form a basic sequence in X
with respect to the Lie bracket. The elements arising in such a sequence are called
basic Lie products. The next theorem shows that these basic Lie products span L as
an additive abelian group.

Theorem 3.3 Let L be a Lie ring generated by X = {x1, ..., x,}, and suppose that
by, by, ...is a basic sequence of basic Lie products in X. As an additive abelian
group, L is generated by by, b,, ....

The proof relies on Lemmas 3.4 and 3.5 below.

Lemma 3.4 Let L be a Lie ring generated by a (finite or infinite) set Y. Choose an
elementy € Y. Ifu € Ir(Y rep y), then [u, y] € Ir(Y rep y).

Proof 1t suffices to prove the case when u is a monomial in the elements Y rep y;
that is, u is obtained only from the application of the Lie bracket on the elements of
Y rep y. In this case, u has formal length ||u||, which we define to be the number of
occurrences of elements of Y rep y in u.

The proof is done by induction on the formal length of u. If ||u|| = 1, then
u € Y and u # y. It follows that [u, y] € Yrepy C Ir(Y rep y). If ||u|| > 1, then
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there are elements uy, uy € Ir(Y rep y) such that u = [uy, us], ||u1]| < ||u||, and
[luz|| < ||u||. An application of the Jacobi identity and Lemma 3.3 gives

[[ur, uz], y]

[u, y]
= —[[ua, ], m] = [y, ], u]
= —[luz, y]. w] = [ [ur, ], uo]
= —[luz, y], ] + [[ur, y]. uo].

By induction, both [u,, y] and [uy, y] are contained in (Y repy). Thus,
[[2, y], u1] and [[u1, Y], u] also belong to Ir(Y rep y). The result follows. |

In the next lemma, gp(y) is the additive group generated by y.

Lemma 3.5 Let L be a Lie ring generated by a (finite or infinite) set Y. For any
yeY, wehave L=1Ir(Y repy)+ gp(y).

Proof Set M = Ir(Y rep y). An element of L is a Z-linear combination of monomi-
alsin Y. Let m be a typical monomial appearing in such a linear combination. There
are three cases to consider:

(i) m involves y and an element of Y different from y,
(i) m does not involve y, or
(iii) m involves only y; that is, m is an integral multiple of y.

In case (ii), m € M since Y \ {y} C Y rep y. In case (iii), m € gp(y). In light of
this, it suffices to show that if m is as in case (i), then m € M.

The proof is done by induction on the formal length of m as a monomial in the
elements of Y. If the formal length of m is 1, then m € Y \ {y} € M. Suppose
that m has formal length greater than 1. Put m = [my, m,], where m; and m, are
monomials in ¥ whose formal lengths are less than the formal length of m. By the
hypothesis on m, either m; or m; contains an element of Y different from y. Since
the Lie bracket satisfies anti-commutativity, we may as well assume that m; contains
an element of Y different from y. By the induction hypothesis, m; € M. If my, =y,
then m € M by Lemma 3.4. On the other hand, if m, # y, then m, is a monomial in
Y that involves elements different from y whose formal length is less than |m|. By
induction, my € M, and thus m € M. O

We now give the proof Theorem 3.3, which is adopted from [1]. Put
Xi=X, o =Xyrepby, ..., Xy41 =X, vepb,, ...,
where b; = x; for 1 <i < r. It suffices to show that any monomial m in the elements

X1, ..., X, can be expressed as a Z-linear combination of the elements by, b, ....
By a repeated application of Lemma 3.5, we see that for any n > 1,

L =gp(b1) + gp(bz) + - + gp(bn) + Ir(Xy+1). (3.21)
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Assume that m has formal length w. If s is chosen large enough so that every element
of X, has formal length more than w, then

m € gp(by) + -+ + gp(bs).

The result follows from the fact that the monomials in x, ..., X, in the expansions
found in (3.21) can be re-expressed as sums of monomials, each of which has the
same length as the original monomials (as illustrated in the proofs of Lemmas 3.4
and 3.5). This completes the proof of Theorem 3.3.

3.3.4 The Commutation Lie Ring

Let Y = {y;|i eI} for some nonempty index set I, and let Ry be a ring with
unity. For each j € N, let R; be a free Ro-module, freely generated by all formal
products (or monomials) of j elements from Y. Note that these j elements need not
be distinct. The elements of R; are said to be homogeneous of degree j. In particular,
the elements of the ring Ry are homogeneous of degree 0.

Example 3.7 If Y = {y1, y2, y3}, then y3y, is a monomial in R, y;y3y; is a

monomial in R3, and

r(ay1y3y2) + r2(y3y2y3v1)

is an Ry-linear combination of monomials in R4, where ry, r, € Ry.

Consider the direct sum

R= @Rj. (3.22)

J=0
Every nonzero element of R can be uniquely written as a formal power series

[e.o]

dori=rotrntee,

i=0

where r; € R; forj = 0, 1, ..., and all but finitely many of the r; equal 0. We
make R into a free associative ring with unity, freely generated by Y, by defining
multiplication in R as such:

e Ifu and v are monomials and ¢, t, € Ry, then

(tiu)(nv) = t1(uv).
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o IfY 2, siand Y 2 r; are elements of R, where s;, r; € R;, then

i=0 \j+k=i

Notice that R becomes an Ry-algebra whenever R, is commutative. In this situation,
the ring and module operations are compatible:

r(ab) = (ra)b = a(rb) forall r € Ry and a, b € R.

We turn our attention to the case Ry = Z. Each R; in the direct sum R defined
in (3.22) is a free abelian group. We make R into a Lie ring by introducing the
bracket operation

(, ):RXR— R defined by (a, b) = ab — ba.

This operation is referred to as (ring) commutation. We use “( , )” rather than
“[ , ] in order to avoid confusion with commutation of group elements. More
generally, an m-fold commutator of elements of R is recursively defined as

(a1, ay, ..., Gp—1, ay) = ((ay1, az, ..., au—1), ay), Where a; € R.
Definition 3.10 The ring R, equipped with addition and ring commutation, is

termed the commutation Lie ring on R.

Our goal is to relate basic sequences of basic Lie products to basic sequences of
basic commutators. This can be achieved by exploiting the algebraic structure of a
commutation Lie ring. We proceed in this direction.

For the remainder of this section, all rings are with unity.

Theorem 3.4 Let R be a free ring, freely generated by X = {xi, ..., x,}, and
suppose that S is the Lie subring of the commutation Lie ring on R generated by X.
If by, by, ... is any basic sequence of basic Lie products in X, then the elements
b1, by, ...are additively linearly independent.

In order to prove this theorem, we need the next lemma. Refer to Lemma 5.6 in
[11] for a more detailed proof.

Lemma 3.6 Let R be a free ring, freely generated by the set
X={xjU{m|rea}

for some indexing set A. Consider the set X rep x in the commutation Lie ring on R.
If S is the subring of R generated by X rep x, then S is a free ring, freely generated
by X rep x.



3.3 A Basis Theorem 95

Proof Each element of X rep x can be expressed as

y)t.iz(.VA, X, ~~~’x)’
———

i of these

where A € Aandi > 0. Fori =0, wesety, g = y,.
Let S be the subring of R generated by X rep x. The elements of S are Z-linear
combinations of monomials of the form

y)Ll, i " ‘)’A,, [ (324)

Since R is a free ring, freely generated by X, it suffices to show that these monomials
are (additively) linearly independent.
First, observe that each y, ; can be expressed as a polynomial in X as

i i i— i i— i
Yai =X — (1))%)6' '+ (2)x2yxx P (=D (3.25)
Note that each y; ; is homogenous of degree (i 4+ 1). Thus, (3.24) can be written as
a homogeneous X-polynomial of degree

L+ 1)+ + G+ 1)

Now, any nontrivial Z-linear combination of monomials whose degrees are
distinct is different from O because R is free on X. In light of this, it is enough
to show that different monomials on X rep x which are of the same degree are Z-
linearly independent.

We begin by imposing a total ordering on the elements of X by choosing x as the
first element of the ordering:

X<y <y <--

This induces a lexicographic ordering on the set of monomials in X of the same
total degree which have the same degree on x. According to this ordering, the last
monomial in the expression for y, ; in (3.24) is precisely y;x'. Thus, when we
rewrite the X rep x-monomial (3.24) as a polynomial in X, we find that the “last”
term will be

TN
This last term determines (3.24) uniquely. For if yx, ;= ya,. i, and Yy, i =Yy, i,

are two distinct X rep x-monomials of same degree, then their last terms as
polynomials in X are y;,x" ---y; x' and y, x" ---y, x" respectively. These terms
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are distinct since R is free on X. We conclude that any nontrivial linear combination
of monomials of type (3.24) of the same degree is not zero. O

We now prove Theorem 3.4. Let X; = X and X,y = X, rep b, forn > 1. As
usual, we assume that b; = x; for 1 < i < r. Notice that Ir(b;) = gp(b;). By
Lemma 3.5,

S = Ir(by) + Ir(Xy).

We show that § is a direct sum by illustrating that no nonzero multiple of b; is
contained in Ir(X;). Let I be the ideal of the ring R generated by {b,, ..., b,}. Note
that X, = X, rep by C I, and thus [r(X;) C I. Furthermore, the quotient ring R/
can be viewed as a polynomial ring in b; + I over the integers. Thus, if s # 0, then
s(by + 1) # I; that is, sby ¢ I. This means that sb; ¢ Ir(X5) as claimed. And so,

S = lr(bl) &) lr(Xz)

Let R; be the subring of R generated by X,. By Lemma 3.6, R is a free ring,
freely generated by X,. Put §; = Ir(X;) and repeat the previous argument to obtain

S=1Ir(by) &S, =Ir(b)) & Ir(by) & Ir(X3).
By induction,
S=1lr(b) ® - ®Ilr(by) ® lIr(Xm+1),

for every m € N. Consequently, by, by, ... are additively linearly independent and
the proof of Theorem 3.4 is complete.

Definition 3.11 Let L be a Lie ring, and suppose that X is some nonempty set and
o0 : X — L is an injective set map. The Lie ring L = (L, o) is termed a free Lie
ring on X if each function p : X — K, where K is any Lie ring, extends uniquely to
a Lie ring homomorphism § : L — K such that p = foo. If X C L and o is the
identity map, then L is freely generated by X.

Corollary 3.3 Let R be a free ring, freely generated by X = {x1, ..., x}. If S is
the Lie subring of the commutation Lie ring on R generated by X, then S is a free
Lie ring, freely generated by X.

Proof Define F to be the free Lie ring, freely generated by ¥ = {y;, ..., y,}. Let
¢ : F — § be the Lie ring homomorphism induced by the mapping y; — x; for
i=1, ..., r. We claim that ¢ is a Lie ring isomorphism.

Suppose that by, by, ... is a basic sequence of basic Lie products in Y. The
sequence @(b1), @(bs), ... is a basic sequence of basic Lie products in X. By
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Theorems 3.3 and 3.4, we know that by, b,, ... are additively linearly independent
and span F additively. The same holds for ¢(b;), ¢(b3), ... in S. Thus, if s € S,
then there exist integers my, ..., my and k > 1 such that

s = mye(by) + -+ + myp(by)
= @(miby + --- + mby).

Hence, ¢ is a Lie ring epimorphism.

Next, suppose that a = nyby + --- + mby # 0 for some integers ny, ..., ng.
Clearly, at least one of nj, ..., n is nonzero. Since ¢(b;), ..., ¢(b;) are linearly
independent, ¢(a) # 0. Therefore, ¢ is a Lie ring monomorphism. Thus, F and §
are isomorphic as Lie rings. O

3.3.5 The Magnus Embedding

We establish a connection between free groups and commutation Lie rings. Let Ry
be aring, and let ¥ = {y;, ..., y.}. Let R; be the same as in (3.22), and consider
the free associative ring

o0
R=Dr.
=0
freely generated by Y = {y;, ..., y,}. Itis clear that R,,R,, C R+, forallm > 0

and n > 0. This means that R is a graded ring. This being the case, one can form
the completion of R and obtain the Magnus power series ring

R=Ro[ly. ... »]]

in the variables y;, ..., y, over Ry. This is just the unrestricted direct sum of the
Ro-modules R; for j > 0. A typical element of R is an infinite sum of the form

o

Zrizro—i-rl—i-"',

i=0

where r; € R; forj = 0, 1, .... Multiplication in R is defined the same way as
in (3.23). If Ry is commutative, then R is an Ry-algebra known as the Magnus power
series algebra in the variables y;, ..., y, over Ry.
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Suppose that Ry = Z, and let U be the subset of R consisting of all elements
of the form 1 + a, where a € Z;; R;. We claim that U is a group under the ring

multiplication in R.If1 + aand 1 + b are elements of U, then so is
A+a)(d+b)y=1+a+ b+ ab.

Thus, U is multiplicatively closed. Furthermore, U contains a unity element. In R,
we have

(l+a)(l-a+a*—a*+--)=1 (3.26)

Hence, every element of U is a unit of R, and its inverse is contained in U. Finally,
multiplication of elements of U satisfies the associative law since R is an associative
ring. And so, U is a group with respect to the ring multiplication in R.

Next, let F be the free group on X = {x;, ..., x,}. The mapping from F to R
induced by

xi—=>1+y (G=1,...,r) (3.27)

gives rise to an embedding ¥ : F — U referred to as the Magnus embedding (see
[1] or [10]).

Lemma 3.7 Let F, R, R, and W be as above, and let S be the Lie subring of the
commutation Lie ring on R generated by Y. Suppose that cy, ¢y, ... is a basic
sequence of basic commutators in X, and let by, by, ... be the basic sequence of
basic Lie products in Y whose terms b; are obtained by replacing each generator
x; € X in the terms c; by the generator y; € Y and reinterpreting the group
commutator operation as ring commutation. For each n, we have

U, =1+b,+---.
(Here and in the proof, “- - ” represents an additive linear combination of basic Lie

products of larger degree.)

Proof The proof is done by induction on the length of the basic commutators on X.
If |c,| = 1, then ¢, is one of the generators and the result follows by the definition
of the Magnus embedding.
Suppose that |c,| > 1. In this case, we can express ¢, uniquely as
1

Cp = [c,-, cj] = ci_lcj_ CiCj,

where |¢;| < |c,| and |¢;| < |c,|. In R, the corresponding basic Lie product is

bn = (b,', bj) = bibj — bjbi.
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By induction, together with (3.26), we have

Y(c,) = lI/([c,-, cj])
= [¥(c). ¥(9)]
=[1+bi+- . 1+b+-]
(b)) (U b+) (U +bi+ )1+ b+ )
L (biby — biby) + -
1+b,+ -

and the lemma is proved. O
We are now ready to prove the main theorem of this section.

Theorem 3.5 Let F be a free group, freely generated by X = {x1, ..., xi}. Suppose
that ¢y, ca, ...1s a basic sequence of basic commutators in X, and choose n € N.
The basic commutators of weight n, modulo y,+1F, form a basis for the free abelian
group Y,F/yn41F. Furthermore, every element of F can be uniquely expressed in
the form

el e

ci'c¢s - cf mod v, F, (3.28)

where ey, ..., e; are integers and cy, ..., ¢; are basic commutators of weights
1,2, ..., n.

Proof LetR and R be as before. By Theorem 3.1, the basic commutators ¢, ..., ¢
of weight n, modulo y,4+F, generate y,F/y,+1F. It suffices to show that these
commutators are linearly independent, modulo y,F. Let b;, ..., b, be the
corresponding basic sequence of basic Lie products in the Lie subring of the
commutation Lie ring on R generated by Y. By Lemma 3.7,

ci—=>14b+---
under the Magnus embedding. It follows that for any integers #;, ..., t,, we have

C?"‘Cf,;’ > 14 (b4 + tyby) + -+,

where “---” represents an additive linear combination of basic Lie products
whose degrees exceed n. Now, by, b,, ... are additively linearly independent by

Theorem 3.4. This means that the linear combination
llbl +---+ lmbm

cannot equal zero unless #; = --- = 1, = 0. We conclude that ¢;, ..., ¢, are
linearly independent, modulo y,,+;F. The uniqueness of (3.28) follows at once. 0O
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Example 3.8 Let F be a free group, freely generated by a, b, and c. Consider the
element aba’ca™'b of F.

e Take n = 1 in Theorem 3.1. Any basic commutator of weight 2 or more is
contained in y,F. Thus, applying (3.2) to the underlined products below gives
aba*ca™'b = a ba aca™'b mod y,F
= a* ba ca”'b mod y,F
=a*hca”! bmod y,F
= a’ ba”! cb mod y,F
= a’a"'b cb mod y,F
= a’b*c mod y,F.
e Next, take n = 2. In this case, the basic commutators of weight greater than 2
are contained in y3F. This, together with (3.5), gives
aba*ca™'b = a ba aca™'b mod y3F
= d’b [b, ala ca”'b mod y3F
= a’* ba [b, alca”'b mod y;F
= a’b[b, a][b, a] ca_'b mod y3F
= a’b[b, a] [b, ala”" c[c, a~']b mod y3F

= a’b [b, ala” " [b, alclc, a]~'b mod y3F
=a’ ba”! [b, d]b, d]clc, a]”'b mod y3F
= d®b[b, d]c [c, a]”'b mod y3F

= d®b[b, a] cb [c, a]”' mod y3F

= d’b [b, a]b ce, blc, a)~! mod y3F

= d’bh? [b, d]c [c, b][c, a)”! mod y3F

= a’b*c[b, dl[c, b][c, a] ' mod y3F.

Once again, (3.2) has been applied to the underlined products.

Remark 3.1 A formula due to E. Witt provides the rank of the lower central
quotients of a finitely generated free group. If F is a free group of rank k, then
the rank of y,F/y,+1F is

1
SO B CIL
n

din
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where (1 (d) is the Mobius function defined as follows:

(—1)" if d is a product of r different primes,
wd) =

0 otherwise.

We refer the reader to §11.4 of [7] for a proof.

According to Corollary 2.3, the elements of a nilpotent group G of class at most
¢ must satisfy the identity

[g1, --vs ert] =1 (3.29)

for any elements gy, ..., g.+1 € G, along with the usual group axioms. Of course,
the elements of G could satisfy other identities as well. For instance, they could all
be torsion elements. If the elements of G satisfy only the group axioms, together
with (3.29), then G is called a free nilpotent group of class at most c. This is made
more precise in the next definition.

Definition 3.12 Let G be a nilpotent group of class at most c. Suppose that X is
some nonempty set and o : X — G is an injective set map. The group G = (G, 0)
is called free nilpotent on X if to each function u : X — H, where H is any nilpotent
group of class at most ¢, there exists a unique homomorphism 8 : G — H such that
i = B op. If anilpotent group of class at most c is free nilpotent on some set, then
we call it a free nilpotent group. If X C G and o is the identity map, then G is freely
generated by X.

It follows from Theorem 2.2 that every free nilpotent group of class c is
isomorphic to F/y.4+1F, where F is a free group. Furthermore, every nilpotent group
is a quotient of a free nilpotent group.

Corollary 3.4 If G is a finitely generated free nilpotent group of class c, freely
generated by a finite set X, then the factors y;G/y;+1G are free abelian groups,
freely generated by the basic commutators on X of weight i, modulo y;+1G, for

i =1, ..., c. Furthermore, if c1, ..., c; is a sequence of basic commutators Of
welghts at most c, then every element of G can be uniquely written as c{' ---c;',
where ey, ..., e; are integers and gp(c;) is infinite cyclic foreachi =1, ..., t.

3.4 Proof of the Collection Formula

In this section, we prove Theorem 3.2. Our discussion is based on [7].
Suppose that X = {x;, ..., x,} generates the group G, and consider the
expression
(r1x2 -0 x)" = (ixp-eoxp) o (X0 exy) (3.30)

n factors
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) (2), x?") be n labeled copies of x; for i = 1, 2, ..., r, and

Let xfl . X
rewrite (3.30) as

(xgl)xgl) B _xgl)) (x(lz)xgz) . ,x(rz)) o (x(ln)xgn) . ‘xin)) ) (3.31)

Our goal is to express (3.31) as a product of positive powers of basic commutators
in x;, ..., x.. The idea is to collect basic commutators to the left just as we
did in Section 3.1. There are several “stages” for this procedure. We consider the

expression (3.31) to be stage zero. Stage one consists of moving xﬁz) right after x&l) ,

then x(13) right after xiz) , and so on. The placement of x(ln) next to xﬁ"_ Y completes this
stage of the collection process. Afterwards, we collect the x;’s, in order, immediately
to the right of the x;’s. This completes the second stage of the process. The ith stage
of the process consists of the collection of each appearance, in order, of the ith basic

commutator. More specifically, we have
(x1x2 -+ x)" = b'b -+ bRy -+ Ry (3.32)

at the end of the ith stage, where by, ..., b; are the first i basic commutators,
e, ..., e; are positive integers, and R, ..., R, are basic commutators arising
after b;. Of course, it must be shown that by, ..., b;, Ry, ..., Ry are, indeed,
basic commutators. This will be done in Lemma 3.8 below. First, we describe stage
(i + 1), assuming that stage i has been completed. Suppose that R, ..., Rj are
the basic commutators equal to by for I < jl < --- < jl < 5. We move R;
immediately after b{', then R}, after R;;, and so forth. At the end of stage (i + 1), we

find that (3.32) becomes

(r1x2 - x,)" = b]'bS -+ BB RY -+ R, (3.33)
where ¢;+1 = [ Note that the sequence of R*’s is different from the original
sequence of R’s since Rji, ..., Ry (all equal to b;y;) have been collected at this

stage. In (3.32), we refer to b}'b5? - - - bi" as the collected part and to Ry --- R, as the
uncollected part.

Lemma 3.8 Ar any given stage of the collection process described above, only
basic commutators arise.

Proof The proof is done by induction on the stage. At stage zero, we have (3.31).
Only generators appear at this stage, and these are all basic commutators of weight
one.

Assume that at the ith stage, R;, R», ..., R; are all basic commutators occurring
after b;. We claim that the same is true once stage (i 4 1) is completed; that is, after
collecting all R’s that are equal to b;4, only basic commutators are introduced.
Indeed, each time we collect b;+1, we introduce a commutator of the form

[bj, bH—lv ey bi-H]s wherej >i+1. (334)
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We claim that the commutator in (3.34) is basic. If we put b; = [b,, b,], then b;
resulted from collecting b, during stage v. Hence, v < i + 1, so that b, < b;+.
This implies that [bj, bi+1] is basic. By iterating this procedure we conclude that

[bj, bis1. ..., biy1] s, indeed, a basic commutator. O

Our next task is to calculate ey, ..., e;+1. This is done by introducing a certain
labeling system for the basic commutators in terms of their weights. In (3.31), we
have labeled x;, x,, ..., x, with labels j as xY), xé’), el xy) forj=1, ..., n.
This describes the labeling system for the basic commutators of weight 1. Suppose
that basic commutators b; and b; have weights w and « and labels (A4, ..., A,,)
and (vy, ..., v,) respectively. We define the label of the basic commutator [b,-, bj]
to be (Ay, ..., Ay, V1, ..., U,). In order to calculate ey, ..., e;+1, we need to

determine the conditions for a basic commutator with a given label to

 exist in the uncollected part during stage i, and
e precede another in the uncollected part during stage i.

Note that e¢;1; = [ is the amount of uncollected basic commutators equal to b; 4 at
stage i.

Let E,’< denote the condition that the labeled commutator by exists at stage i,
and let P}, be the condition that the labeled commutator by precedes the labeled
commutator b, at stage i. At stage zero, only basic commutators of weight 1 are
present and x,((") exists for any 1 < k < r, and for any label 1 < A < n. Hence, the
condition E{ always holds regardless of the label assigned to x;. In order to obtain
the precedence conditions P%, we observe that

(i) whenk < t, x,(f) precedes x if A < 1, and

(ii) when k > 1, x,((") precedes xf“ Vif A < .

Therefore, in terms of labels, P?, holds for x\* and x) when either A < por A < pu.

In what follows, we explore general conditions of this nature. Let A1, ..., A,
be a sequence of positive integers. Suppose that the sequence satisfies disjunctions
or conjunctions of conditions of type A, < A,, or A, < A,,, where 1 < v < m and
1 < w < m. We say that the sequence satisfies a set of conditions £ on Ay, ..., Ap.

For example, consider a formal sequence A1, A,, A3, A4 and the set of conditions
& given by A < A3 or A3 < A4. The sequence

AM=3, =2, A3=3A44=5
satisfies the conditions, while the sequence
AM=3 =5 A3=2,A4=1

does not.
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Lemma 3.9 The conditions E,’c that a commutator Ay with label (A1, ..., A,,) exists
at stage i are conditions £ on Ay, ..., Ay, and the conditions P}'“ that a commuta-
tor A with label (A, ..., Ay) precedes a commutator b, with label (/Ll, e Mq)
in the uncollected part of stage i are conditions £ on Ay, ..., Ay, f1, ..., [Uq.

Proof The proof is done by induction on the stage. We have already seen that at
stage zero, existence and precedence conditions are conditions .Z’. Suppose that the
lemma is true at stage i. At the end of stage (i + 1), (3.33) resulted from (3.32)
by collecting, in order, R;i, ..., Rj, where Rj; = --- = Rj; = b;y. Each step in
this process involved a replacement of the form SR = RSI[S, R], where R = b;4+,
and § = b; for j > i + 1. Thus, all commutators existing during stage i which are
different from b,y still exist at stage (i+ 1) and are in the same order. Consequently,

i+l _ i i+1 _ pi
E™ =E, and P/ =P,

for these commutators. Thus, it is enough to consider the existence of labeled
commutators that arise at stage (i + 1), and the precedence of pairs of labeled
commutators where at least one of the commutators in the pair arises at stage (i+ 1).
A commutator arising at stage (i + 1) has the form

by = [bj, Ruy. ..., Ry, ).

where j > i+ 1and R,, = --- = R,, = b;i+;. This commutator is obtained by
moving R,, past b;, then R,, past [bj, Rul], and so on, until R, is moved past
[bj. Ry, ... Ry, ] Hence, for such a commutator, E["! is the conjunction of
conditions for the existence of the labeled commutators b;, R,,, ..., R, atstage i,
together with the precedence conditions that these commutators are exactly in this
order at stage i. This means that Ei! is a condition .Z on the label of by.

Next, we show that P};rl, the condition that the labeled commutator b, precedes
the labeled commutator b, at stage (i+ 1), where by, or b, (or both) arose at this stage,
is a condition .Z on the combined labels of by and b,. Notice that if j;, jo > i + 1
and

Ry =--=Ry,, =Ry =-=Ry, = biy1,
then
by = { bj, if by exists at stage i
[bji. Ruy .., Ru,] if by arises at stage (i + 1),
and

b — § b;, if b, exists at stage i
, =

[bj,. Ruy, ..., Ry, | if by arises at stage (i + 1).
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If b, # bj, as labeled commutators, then Pif' = P;l 0
condition .# on the combined labels of b, and b,.

Suppose, on the other hand, that b;, = b;, as labeled commutators. In this case,
by, precedes b, if either of the following holds:

. By induction, P;' is a

1. by = bj,, and thus b; = [by, R,,, ..., R,,]. In this case, ij'l is the condition
that the labeled commutators by, Ry,, ..., Ry, exist precisely in this order at
stage i.

2. There exists a largest positive integer e such that (as labeled commutators)

Ry =Ry,.....R, =R,

e

In this situation, one of the following holds:

(i) e = m, and thus b, = [bjl, Ry, -y Ry, Ry, yys oo, RUW]. Hence, P}:,H is
the condition that the labeled commutators
by, Ruyys .oy Ryys Ry,pys s Ry,

are precisely in this order at stage i.
(ii) Ry,,, precedes R, at stage i.

Thus, in every case, P};rl is a disjunction of precedence conditions, and by induction,
a condition .Z on the combined labels of b; and b;,. O

Lemma 3.10 The number of sequences of the form Ay, ..., A, with1 < A; <n
satisfying a given set of conditions £ is

n n
a1n+a2< )+“.+am( ),
2 m

where ay, ..., a, are nonnegative integers which depend on the conditions £, but
not on n.

Proof Assumethat1 <t <n,andlet{S, ..., S} be a partition of the set of indices
{1, ..., m}. Choose numbers vy, ..., v; € {1, ..., n} such that v; < --- < v,.
Foreachi € S;, wherej =1, ..., t,set A; = v;. The resulting sequence A, ..., A,
satisfies a (generally non-strict) ordering determined by the partition Sy, ..., S;.

For example, let m = 5 and consider the partition S, = {1, 5}, S, = {2, 3}, and
S3 = {4}. Choose v; = 2, v, = 4, and v3 = 5. Then the sequence of A’s satisfies
the ordering

Al < As <Ay A3 < Ay
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For the rest of the proof, we identify each partition {S;, ..., S;} with a specific
ordering of the A’s. Foreach r = 1, ..., n, there may be several distinct orderings.
However, if t > n, the procedure outlined above does not apply, and no ordering of
the A’s can be produced.

For each + = 1, ..., m, let a, be the number of orderings S, ..., S

satisfying the set of conditions .Z. For each such ordering, there are (t choices for

vy, ..., Uy, and thus , actual sequences of A’s satisfying this specific ordering.

Notice that if + > n, then g, = 0. Hence, the number of sequences Ay, ..., A,
satisfying the given set of conditions .Z is

n n
a1n+a2< +---+am( )
2 m

Observe that each a; depends on the set of conditions ., but not on n. This
completes the proof. O

Recall that ¢; in (3.32) is the number of commutators equal to b; present in the
uncollected part at stage (i — 1). Lemma 3.9 gives that ¢; is, in fact, the number of
sequences A, ..., A, satisfying certain conditions ., where m is the weight of b;.
Theorem 3.2 follows from Lemma 3.10.
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Chapter 4
Normal Forms and Embeddings

This chapter deals with normal forms in finitely generated torsion-free nilpotent
groups and embeddings of such groups into radicable nilpotent groups. In Sec-
tion 4.1, we develop a way to expand a positive power of a product of elements
as a product of a finite number of terms, each one lying in a specific lower central
subgroup. These terms are powers of the so-called Hall-Petresco words. Section 4.2
pertains to the construction of a Mal’cev basis for a finitely generated torsion-free
nilpotent group. If G is such a group, then one can use a Mal’cev basis to express an
element of G in a normal form. In Section 4.3, we use a Mal’cev basis to embed a
finitely generated torsion-free nilpotent group G in a nilpotent group that admits an
action by a binomial ring. We apply this to prove a theorem of A. I. Mal’cev which
states that G can be embedded in a radicable torsion-free nilpotent group G* with
the property that every element of G* has a kth power in G for some positive integer
k. The work in Section 4.3 invites a general study of nilpotent groups that admit an
action by a binomial ring. These groups are termed nilpotent R-powered groups and
are discussed in Section 4.4.

4.1 The Hall-Petresco Words

Every positive power of a product of group elements can be expressed as a product
of basic commutators by Theorem 3.2. In this section, we present another way of
expanding a positive power of a product. The key formula, due to P. Hall [5] and
J. Petresco [15], uses a collection process. Our discussion is based on G. Baumslag’s
work [1].
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4.1.1 m-Fold Commutators

We begin by defining an m-fold commutator.

Definition 4.1 Let G be a group. An m-fold commutator in G is defined inductively
as follows:

1. A 1-fold commutator in G is just an element of G;
2. If a is an i-fold commutator and b is a j-fold commutator, then [a, b]is an (i +j)-
fold commutator.

Note that every weighted commutator of weight m of a group G relative to a
generating set is an m-fold commutator.

Lemma 4.1 Let G be any group. For any n € N, the subgroup y,G contains every
k-fold commutator in G for k > n.

Proof The proof is done by induction on n. The result is clear for n = 1. Suppose
that » > 1, and let ¢ be an m-fold commutator in G where m > n. There exist
my-fold and m,-fold commutators ¢; and ¢, respectively, such that ¢ = [cy, ¢;] and
my; + my = m. By induction, ¢| € y,,,G and ¢; € y,,,G. Hence,

[Cl, 02] € [Vm1 G, szG] S VYm+m G = YnG < G

by Theorem 2.14. And so, ¢ € y,G. O

4.1.2 A Collection Process

Let G be a group, and suppose that Y = {y1, 2, ..., y,} is a subset of G. Let
P=Y1Y2 " n (4.1)
be an element of G. Define the set R = {1, 2, ..., r}, where r < n, and let

¥ : Y — R be a surjective map. We call the image ¥ (y;) of y; the label of y;. Since
Y is surjective, each element of R is the label of some element of Y.

Choose a nonempty subset S of R. Let Xy denote the set of all m-fold commutators
¢ (m > |§|) such that the label of each component of ¢ lies in S, and each element of S
is the label of some component of c. We impose an ordering on the nonempty subsets
of R, first by cardinality and then lexicographically. For example, if R = {1, 2, 3},
then

(1} < {2 <3} < {1, 2} < {1, 3} < {2, 3} < {1, 2, 3.
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Lemma 4.2 The element p given in (4.1) is expressible as

r= 1] g (4.2)

P#SCR

where qg is a product of elements in Xs and the 2" — 1 factors qs occur in the order
imposed on them by the ordering of the nonempty subsets of R.

Proof Let y be a factor of p such that ¥ (y) = 1 (such a y with this label exists
because ¥ is onto), and let y; be the first y in p with this label. If [ = 1, then
the result is immediate. If [ > 1, then we move y; to the left of y,_; by using the
commutator identity

Vie1yr = Yyi—1 -1, yil-

Clearly, [y—1, yi] € Xs, where S = {1, ¥ (y—1)} and ¥ (y;—1) > 1. We repeat this
process, in order, for each remaining y whose label is 1. In the same way, we collect
the y’s whose labels are 2, 3, ..., r. We ultimately obtain the expression

P = 413942 - - - 44D

where p is a product, each of whose factors belongs to some Xs, with S containing
at least two labels. Following the prescribed ordering of the remaining nonempty
subsets of R, we collect the factors in p in a similar way to finally arrive at the
required expression for p. O

Let S be a given nonempty subset of R, and define

Ds =YYy, (1 <ip<---<ip),

where {yil, ey yil} is the set of those y;’s occurring in p whose labels are in S.
Observe that ps can be obtained from p by setting y; = 1 whenever (yj) ¢ S. After
making these substitutions in (4.2), we have that gr = 1 whenever T € S and gr
is unchanged if 7 C S. This is due to the fact that a commutator equals the identity
whenever one or more of its components equals the identity. This proves the next
lemma.

Lemma 4.3 For each nonempty subset S of R,

ps= [] ar

D#TCS

where the factors qr occur in their prescribed order.
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Lemma 4.3 enables us to express gs in terms of the py by recurrence, where T
ranges over the nonempty subsets of S. To illustrate this, let o, B € R with o < S8,
and put S = {«, B}. Notice that T = {{«}, {8}, {«, B}}. We have

Ple} = diods Pipy = qipys A Pla g} = G1a}q(p1 9. -

And so,

—1 -1
Ao, By = PigyP{a}Pla.B}-

4.1.3 The Hall-Petresco Words

We shall now derive the so-called Hall-Petresco words. Let R = {1, ..., r} as
before. Consider the product p = y1y; - * Yur, Where

Yi=r-"=Yr =X
Vrgl = =00 = Yor = X2,
Y(m—Dr+1 = = = Ymr = Xm-
Thus, p = x{x}---x,. Put Y = {y1, y2, ..., yur}, and define the labeling map

Y 1Y — R by ¥ (y;) =j whenever j = imod r.

For example, ¥ (y2) = 2, ¥ (y,+1) = 1, and w<y(m_1),+3) = 3. If S is a nonempty
subset of R and |S| = &, then

ps = 2k

Note that ps depends on k, but not on the actual elements of S. By the remark
following Lemma 4.3, g5 also depends only on k. Therefore, we may write

qs = Tk(xlv X2y ooy xm) = Tk()_c)-
Lemma 4.3 now gives

s = 1@ @O 5 O n@). 3)
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Definition 4.2 The elements 7 (x), (), ---, () in (4.3) are called the Hall-
Petresco words.

Calculating these words is quite simple. To begin, set k = 1 in (4.3) and obtain
T1 ()_C) = X1X2 "Xy (44)
Next, put k = 2 in (4.3) and replace t;(X) by x1x; - - - x;,, to get

x%x%---x,zn = (X1x2--~xm)2‘l,’2 x).

Thus,
7 (X) = (x1xz-- -xm)_2 x%x% .- -xi.
By continuing in this way, setting k = 3, 4, ..., we can find the rest of the Hall-

Petresco words.
Recall that t,(X) = gs with |S| = k, and g5 is a product of m-fold commutators
where m > k. This establishes the next theorem.

Theorem 4.1 If G is any group, then
{te(xr, x2, ..o\ X)) | X1, X2, ..., X € G} € G.
Remark 4.1 By rewriting (4.3) as
() = Kok - b @ e (76 - @70, (4.5)

we get an alternative way of expressing a positive power of a product. The point
here is that 7;(X) is contained in y;G whenever 2 < i < k. This will be useful in what
follows.

Suppose that G is a nilpotent group of class c. By Theorems 2.2 and 4.1, we have
that 7, (g) = 1 for k > c. This leads to the next important result.

Corollary 4.1 Let G be a nilpotent group of class c and gy, ..., g, € G. For all
keN,

&g = 1@ 0@ @@V

where t;(g) € ;G for1 <i <c.

As usual, we set <
c

k
) = 0 whenever ¢ > k.

Example 4.1 Suppose that G is nilpotent of class 3, and let gy, ..., g, be elements
of G. Consider the product g’f -+- gk for some k € N. We write this in terms of the



112 4 Normal Forms and Embeddings

Hall-Petresco words. Since y;G = 1 fori > 4, t;(g) = 1 fori > 4 by Theorem 4.1.
As discussed above, we find that

1@ =g 0@ = g) g g, and
-3
73 (g) = ((gl cegn) g%'--gﬁ) (81808 g

By Corollary 4.1, we obtain

_ ®)
g’f---gﬁ=(g1---gn)"[(g1---gn) zgf-”gi] :

_ )
[((gl---gn)‘zg?---gﬁ) 3(81"'8:1)_38%"‘82} .

The next result is related to Lemma 3.2, but does not require the prime p to
exceed the class c. The proof is based on [2].

Lemma 4.4 (N. Blackburn) Let G be a nilpotent group of class at most c, and let
p be a fixed prime. There exists an integer f(p, c) such that if n > f(p, c), then
every element of G"" is a p" P 9th power.

Proof 1f p > c, then the result is true by Lemma 3.2. In this case f(p, ¢) = 0, and
in particular, f(p, 1) = 0 for abelian groups. We henceforth assume that p < c¢. The
proof is done by induction on c, the basis of induction being ¢ = 2.

Setp =c=2,andletn € N. Let gy, ..., g € G, and consider the product

g%" gz".
Since G has nilpotency class 2, we see from (3.14) that
n n n 2"
(180" =gt g2 []lsin 1),

where the product is taken over all i and j satisfying the conditions i > j, 2 <i < r,
n

2
and 1 <j < r—1. Observing that 2) = 2""1(2" — 1) and using the fact that each

commutator is central, we obtain
&g =g [ler o] ¢
[ ] (M)
~ o) [Tl ]

on—1
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Therefore, g%n---gf” is a 2" 'th power. We thus define f(2, 2) = 1, and this
completes the basis of induction.

Now suppose that G is nilpotent of class ¢ > 2 and p < c. Assume that the
lemma holds for every nilpotent group of class at mostc — 1. Let g¢, ..., g € G,

and put t; = 7;(g1, ..., g). By Corollary 4.1, we have

" \ \ pn pll
g? gIr) :(gl--.gr)p -52(2)...7:0(“)’

where t; € ¥;G < y»,G for2 < i < c. Factor each i in the form pl u, where u and p are
relatively prime, and [ is allowed to be zero. Since p < c, there exists a largest s € N

n

such that p* < c. It follows that p”" divides (p ) and /[ < s (see Theorem 18 of

plu
[18]). Hence, p"~* divides (pl") foreachi = 2, 3, ..., ¢, and consequently, ti(":)
is always a p"~*th power. Thus, we may write
e
where h; € Gand hy, ..., h. are contained in y,G. By Lemma 2.9, gp(hy, ..., h.)

is of class less than c. By our induction hypothesis, there exists a number f(p, ¢—1)
such thatif n—s > f(p, c—1), then g ---g?" is a p" =~/ <~Dth power. The result
follows by setting f(p, ¢) = f(p, c—1) +s. O

Remark 4.2 In [12], A. 1. Mal’cev proved a related result: if G is a nilpotent group
of class c_and m € N, then for any gy, ..., g, € G, there exists 1 € G such that
g'inc DY gZIL = hl‘n.

4.2 Normal Forms and Mal’cev Bases

In a finitely generated torsion-free nilpotent group, it is possible to obtain expres-
sions for the multiplication and exponentiation of its elements by introducing a
distinguished set of generators called a Mal’cev basis. This leads to a very useful
normal form for such groups, bearing a certain resemblance to what occurs in vector
spaces, free modules, and other algebraic structures where effective generating
sets exist. In this section, we explain how to obtain such a basis and develop the
corresponding normal form.

4.2.1 The Structure of a Finitely Generated Nilpotent Group

A finitely generated nilpotent group can be constructed by a finite sequence of cyclic
extensions. To make sense of this, we define the notion of a polycyclic group.
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Definition 4.3 A group G is called polycyclic if it has a subnormal series
1=Gy4G 4---4G, =G (4.6)

such that G+ /G; is cyclic for 0 < i < n— 1. The series (4.6) is called a polycyclic
series for G. In addition, if each G;11/G; is infinite, then G is called poly-infinite
cyclic and the series (4.6) is called a poly-infinite cyclic series.

Clearly, every polycyclic group must be finitely generated.
Theorem 4.2 Every subgroup and factor group of a polycyclic group is polycyclic.
Proof Let G be a polycyclic group, and suppose that

=Gy <G Z---46G, =G

is a polycyclic series for G. Let H < G,andset H; = G;NHfori =0, 1, ..., n.
Clearly, H; < H, 4, and thus the series

l=Hy<dH <---<dH,=H

is subnormal. It is also polycyclic because, for eachi = 0, 1, ..., n — 1, there is
a monomorphism from H,y,/H; to Gi+/G; whose image is cyclic. And so, H is
polycyclic.

If N < G, then G;N/N < G4 1N/Nfori=0, 1, ..., n— 1. Thus, G/N has a

subnormal series
1=GyN/N <GN/N4---dG,N/N = G/N. 4.7
Since G; < G4, the Second and Third Isomorphism Theorems give

Gi+IN/N . GiriN _ Giy
G,’N/N - GN Giti ﬂG,‘N'

The factor group Gi+1/(Gi+1 N G;N) must be cyclic because it is a quotient of
Gi+1/G;. Therefore, (4.7) is a polycyclic series. |

Theorem 4.3 Polycyclicity is preserved under extensions.

Proof Let G be a group and N < G, suppose that N and G/N are polycyclic. Let
I=NydN; 4--- AN, =N
and

1=Gy/N<G//N<---<G,/N=G/N
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be polycyclic series of N and G/N respectively. Then G has a subnormal series
l=NodN; 4---dN, G <--- 4G, =0G. (4.8)

Since Gi+1/G; = (Gi+1/N)/(Gi/N) for 0 < i < n— 1 by the Third Isomorphism

Theorem, the series (4.8) is polycyclic. O

Theorem 4.4 (R. Baer) Every finitely generated nilpotent group has a polycyclic
and central series.

Proof Let G be a finitely generated nilpotent group of class c. Each upper
central subgroup is finitely generated by Theorem 2.18. Hence, each factor group
£i+1G/ ;G is finitely generated abelian for 0 < i < ¢—1, and thus a direct product of
cyclic groups. Consequently, the upper central series can be refined so that between
each pair of upper central subgroups ¢;+;G and {;G, we obtain a normal series

1G> Uir1,1 > Uiy, 2> -+ > Ui,k = 4G 4.9)

Each factor group of consecutive terms of (4.9) is cyclic, and (4.9) forms part of a
central series for G since, forj =1, ..., k—1,

[Uit1.j. G] = [6i+1G, G] < &G < Ui, j1-

This completes the proof. O

An alterative proof can be obtained by refining the lower central series of G by
using the fact that each factor group y;G/yi+1G is finitely generated for 1 <i < ¢
by Corollary 2.11.

Remark 4.3 Not every polycyclic group is finitely generated nilpotent. For instance,
S5 is a polycyclic group with polycyclic series 1 <1 A3 <1 S3. However, S is not
nilpotent (refer to Remark 2.1).

In the case that G is torsion-free as well, each {4+ G/{;G is torsion-free by
Corollary 2.22. Thus, each {;+1G/{;G is a direct product of infinite cyclic groups.
This gives us the next result.

Theorem 4.5 Every finitely generated torsion-free nilpotent group has a poly-
infinite cyclic and central series.

One important feature about polycyclic groups is contained in the next theorem.

Theorem 4.6 (K. A. Hirsch) If G is a polycyclic group, then the number of infinite
cyclic factors in any polycyclic series for G is an invariant of G.

Proof Let
1=G6o<G, <G =G (4.10)

be a polycyclic series for G. We claim that the number of infinite cyclic factors in
the series (4.10) is the same as in any refinement of it.
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Suppose that G; # G, for some 0 < i < k — 1 such that G;;/G; is infinite
cyclic, and let G; << N < Gy for some N. Since G;41/G; is isomorphic to
Z, the subgroup N/G; of G;+1/G; is isomorphic to nZ for some n € N. Thus,
N/G; is infinite cyclic. However, Giy/N = (Gi+1/G;)/(N/G;) by the Third
Isomorphism Theorem. Thus, G4+ /N is isomorphic to the finite cyclic group Z/nZ.
Hence, an insertion of N between G; and G,y does not change the number of
infinite cyclic factors between them. The result follows from Schreier’s Refinement
Theorem, which states that any two subnormal series of a group have isomorphic
refinements. O

Definition 4.4 The number of infinite cyclic factors in any polycyclic series for a
polycyclic group G is called the Hirsch length or torsion-free rank of G. It is often
denoted by A(G).

The invariance of the Hirsch length of a polycyclic group is useful for proving
results by induction on the Hirsch length. The next theorem is commonly used.

Theorem 4.7 Let G be a polycyclic group. If N < G, then h(G) = h(N)+h(G/N).

Proof The result follows from Theorem 4.2. O

4.2.2 Mal’cev Bases

Let G be a finitely generated torsion-free nilpotent group. By Theorems 4.5 and 4.6,
we know that G has a (descending) poly-infinite cyclic and central series

G=G >G> 1> Gpyy =1 @11

of Hirsch length n. Since each factor of (4.11) is infinite cyclic, we may choose
u; € G; so that G; = gp(Gj+1, u;) foreachi =1, ..., n. Thus, every element of G
can be uniquely expressed in the normal form

o] Q,
it ey (a, .., o € 7).

Remark 4.4 By construction, we have that foreachj =0, ..., n—1, every element
of Gj41 can be expressed in the normal form

%+1 o
U T @jg1s .., an €Z).

Moreover, since [Gi, Gj] < Gy for some k > 1+ max{i, j}, where 1 <i, j <n, we
have

n
o ail _ oo
[u[,uj]—l_[um.

m=k
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Definition 4.5 The setu = {u, ..., u,} associated with the series (4.11) is called
a Mal’cev basis for G. The element u{" - - - u®" is said to have (Mal’cev) coordinates
o= (aq, ..., ®,) € Z" with respect to u.

For simplicity, we will sometimes write z © instead of u{" - - - u%".

Theorem 4.8 Let G be a finitely generated free nilpotent group of class c, freely
generated by a finite set X. Any basic sequence of basic commutators on X of weight
at most c is a Mal’cev basis for G.

Proof By Corollary 3.4, each y;G/y;4+1G is free abelian, freely generated by the
basic commutators of weight 7, modulo y;4G. A refinement of the lower central
series of G leads to a poly-infinite cyclic and central series

G=GI>G D> DGy =1

such that G;/Gj+; is generated by the jth basic commutator, modulo Gj4, for each
j=12, ..., ¢t O
Example 4.2 Let G be a free nilpotent group of class 2, freely generated by the set
X = {a, b}. A basic sequence of basic commutators on {a, b} is

a, b, b, al.

By Theorem 4.8, these basic commutators form a Mal’cev basis for G. Thus, every
element of G can be written in the unique normal form

a''b™[b, a]™

for some integers ny, ny, ns3.
Example 4.3 Let G be a free nilpotent group of class 3, freely generated by the set
X = {a, b}. A basic sequence of basic commutators on X is

a, b, |b, al, [b, a, da, [b, a, b].

These basic commutators form a Mal’cev basis for G by Theorem 4.8. Every
element of G can be uniquely written as

ab"™[b, a]b, a, a]"[b, a, b

for some integers ny, ..., ns.

The next theorem illustrates how to multiply and exponentiate elements of a
finitely generated torsion-free nilpotent group in normal form with respect to a given
Mal’cev basis. We follow the proof given in [5].
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Theorem 4.9 (P. Hall, A. 1. Mal’cev) Let G be a finitely generated torsion-free
nilpotent group of class c, and let {u,, ..., u,} be a Mal’cev basis of G with respect
to the poly-infinite cyclic and central series

G=G1[>G2>"'>Gn+1=1. “4.12)
Ifx=ul"---u"andy = u}"--- ﬁ”forsome(x,, Bi € Z,and if A € Z, then

fi(@. B) f.(@. B)

_ _
Xy = U, <o lip and ¥ = uzi’l(a )"'Mﬁ"(a’ A)’

where each f; is a polynomial with rational coefficients in 2n variables, and each g;
is a polynomial with rational coefficients in (n + 1) variables.

Proof The proof is done by induction on the Hirsch length n of G. If n = 1,
then G is infinite cyclic and we have fi = «; + B; and g1 = Ao;. Let (My)

and (Ey) denote, respectively, the hypotheses that fi, ..., f; are polynomials with
rational coefficients in 2k variables, and g, ..., g are polynomials with rational
coefficients in (k + 1) variables fork =1, ..., n.

Suppose that n > 1, and assume that (M;) and (E;) hold for all i < n. We first
show that (M,,) is true. Since

o)) =t ({1 )
— 1_[”1 ﬂlua,ufl

n
_ B B -1 p\ ¥
= uj l_[ u, Uluy U ,
i=2
we may write

n

xy=u7’+ﬂll_[<ul’3u luf') uzﬂz---ug”. (4.13)

i=2

Note that

_ B
u, ﬂlw_lu’f ﬁl (u ulu) s (4.14)

1 1
Since (4.12) is a central series for G and u; € G;—1, [u1, u;] € G;. By Remark 4.4,

n

for some constants ¢; ; € Z.
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The group H; = gp(uy, Uit1, ..., U,) has Mal’cev basis {uy, ujyy, ..., Uy}
with (n — i + 1) terms for i > 1. Thus, if i > 1, then

B
—1 _ B e i i
(ul- ulu,-) =uy ugy et

where, by (E,—i11), the ¢; ; are polynomials in B, and the constants c; ;. Next, we
apply (M,,—i+1) to (4.14) and obtain

=B, —1 B @i 1

1 — ceoyion—io 1
Wy up Uy = Uiy Uy Ui

— L Vi Vi, n—i
U Uy Uy

where the v; ; are again polynomials in 8; and the constants ¢; ;. Hence,

B —1 A\ Y o 6 6 n—i
(”1 u; Uy = Uy

where, by (E,—;+1) again, the §; ; are polynomials in B; and «;. After substituting
in (4.13) and using (M,—;) repeatedly, we establish (M,,). Note that the polynomial
that corresponds to u; in (4.13) is always o + B;.

Next, we prove that (E,) is true. Let (E;") denote (E,) for A > 0, and let

where the 7;’s are the Hall-Petresco words. Since each 7; is a word in u{", ..., u®,
repeated applications of (M,,) allows us to express v; as

v, = M?i' 1 ...uzi-",
where the «; ; are polynomials in oy, ..., a,. By Theorem 4.1 and the fact that
Y.+1G = 1 (since G is of class ¢ by assumption), we have v.4+] = Voo = +-- = 1.
Now,
— (041 On) — ,,%1,,02 (07—
vV =1 (u1 s U ) =u'uy’ Uy =X

by (4.4). For A > 0, (4.3) gives

N (A (A
x/\ — u%dl M%OQ . Mﬁa" Ve ((,‘) vc_(lc—l) v, (2) . (415)

However, v € y,G for 2 < k < ¢ by Theorem 4.1, and y,G < G, by Theorem 2.1.
_(/}) Ni, n

Consequently, by (E,—1), each v, equals ugi‘ ..oy where the ni,j are
polynomials in A and the ¢’s. Substituting in (4.15) and applying (M,,—) repeatedly
gives (E;r ) with uniquely determined polynomials g; = g;(A, oy, ..., o).
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By (M), x ! = u @ u[™ = u’f‘ ---u% where the §; are polynomials in the
a’s. If A > 0, then (Ej ) gives x* = ui' -+~ utr, where the ; are polynomials in the
a’s and A. Hence, if A > 0 and p > 0, then (M,,) and (Ej) give

-2 R

H=A — it
X =axtx u; AR

where k; = k;(A, u, o1, ..., o) is a polynomial in A, u, and the «’s. Given any
integer p, choose A > 0 so that A 4+ > 0. Then
o= Au—A — u’;l A Atpar, an) uﬁ,,()u. A, ar, .. o)

LA, e O
_ M‘?I(M' 1 ) .. Mﬁ"(“' AL, ey Oy)

and (E,) is proven. O

Definition 4.6 The polynomials f; (&, E) and g;(c, A) in Theorem 4.9 are called

the multiplication and exponentiation polynomials for G respectively with respect
to u. In vector form, we write

.f(a’ B) = (1(&, B) ...,fn(&, E)) and
g M) =(g@ A), ..., g (@ A)).

The multiplication and exponentiation polynomials can be obtained by collecting
terms to the left, as illustrated in the next examples.

Example 4.4 For a finitely generated torsion-free abelian group with Mal’cev basis
{uy, ..., u,}, we have

(u(;(l cee uff") (ulﬂl cee uﬂ") — u71+’31 coe uz”"’_ﬂn and

n

for any «;, B;, A € Z. Therefore,

]_F(E, E) = (ay + B1, oo+ B2, ..., a, + B,) and
g(@, A) = (A, arh, ..., ayA).
Example 4.5 Let G be a free nilpotent group of class 2, freely generated by {a, b}.

Put ¢ = [a, D], and note that c is a central element of G. By Theorem 4.8, the set
{a, b, c}is a Mal’cev basis for G. Let a®' b*2¢* and aP1bP2cP3 be elements of G in
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normal form with respect to this basis. We use Lemma 1.13, together with the fact
that ¢ € Z(G), to obtain the multiplication polynomials:

(a“‘b“zc“3>(aﬁ‘bﬂzcﬂ3) = g b2l pPrevths
= g TP p [b‘“, aﬂl]bﬂzca3+ﬁ3
= a® Py, a]®P P ths
= g thipe (c_l)oms}bﬂzc‘)‘ﬁ'ﬂ3
1+B1 paa-+Br a3+ Br—af

=a
In the underlined product above, we used the identity xy = yx[x, y]. Thus,
J_c(a» 3) = (o + B1, a2 + Bo, a3 + B3 —axB1) . (4.16)
Next, we show that

(aalbazcog)/\ — aallbazlca3l—)‘0‘2_l)a1a2 (417)

for any A € Z. It is obviously true for A = 0 and A = 1. We show that it holds
for A > 1 by induction. Assume that (4.17) is true for A — 1. Using Lemma 1.13 as
before, we get

A A—1
(a"“b"‘%“) = (ao“bo‘zc“3) (a"”bazc‘”)
(A—=DH(A—=2)
= A=D1 eA-)—"——"7"—aum (aalbazcaa)

_0=1a=2)
2

— aal()\_l) bOlZ(A_l)aal bazcﬂts()t—l) ajon+o3

(Afl)z(A—Z) e

= g (A= g1 pea(A=1) [baz()t—l)’ aal] b2 c¥3A— 2

— (A—I)Z(A—Z) e

— am)»baz(l—l)[b a]alaz(l—l)bazcas 2

(A—1H(A—2)
2

— a(xl/\b(xz()\—l)C—L)t]az()t—l)bazcag,)t— 10

G=D(A=2)
2

— aotl/\bOQ(/\—l)bazc—alaz(/\—l)+(¥3l— 10

A0—1)
aallbazlcaﬂ— 5 011“2.

Once again, the identity xy = yx[x, y] has been used in the underlined products
above and in what follows.
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Next, we calculate (a®b*2¢®3) ™!

-1 gy —
(a“‘b"‘%‘“) = Bh g™
=b %a " "

=qa Mbh* [bﬂ"z, a ]67“3

=a “'b"*[b, a]*'*? ™"
,

—a =0~ e~
= q U pT R

in agreement with (4.17) for A = —1. Finally, if A < 0, then

-1
(a“‘b"‘zc"”))k = <(a“‘bazc°‘3)7l)

— (a—al p— C—Otlotz—%)_)‘

allbazlcasl+alazk—walaz

=da

01
— aa]lbazlcml 7 0

Therefore,
A(A =1
g(&, A.) = (Otlk, Otz)t, Ol3l — %(xlaz) .

We know from Examples 2.12 and 2.18 that 7 is a torsion-free nilpotent group
of class 2. The next theorem shows that 77 is, in fact, free nilpotent of class 2 and
rank 2. We use a computation similar to the one above.

Theorem 4.10 If F is a free nilpotent group of class 2 and rank 2 with presentation
(@, b|[b.a a=1,[b a b=1),

then F is isomorphic to 7.

Proof The set {a, b, [b, a]} is a Mal’cev basis for F. Thus, every element of F can
be uniquely written in normal form as a®b?[b, a]? for some integers o, B, and y.
Define the map ¢ : F — ¢ as

LBy
a*bPlb, a’ — [0 1«
001
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By repeating what was done in Example 4.5, we find that
(ambﬂl[h a]V‘) (aazbﬂz [b, a]yz) — a“‘+°‘2bﬂ‘+’32[b, a]y1+1/2+012ﬁ1'

It follows that ¢ is a homomorphism. It is clearly a monomorphism since

100
a®bPlb, al’ — (010
001
if and only if « = 8 = y = 0. It is also clear that ¢ is an epimorphism. O

Example 4.6 Let G be a free nilpotent group of class 3 with a set of free generators
X = {a, b}. By Example 4.3, the basic commutators

a, b, |b, a], [b, a, a], and [b, a, b]
form a Mal’cev basis for G. Suppose that

u = a*"b*[b, a]*[b, a, a]**[b, a, b]** and

v = dP"bP2 (b, a)’[b, a, a]P*[b, a. b]P
are elements of G for some «;, B; € Z. If we put
uv = a'(@ B)ph(@ B)[b, a}’%(a’ B) [b, a, a}f“(a’ B)[b, a, b}fS(a' B)
and

ut = a8 @ Vpe@ A)[b, a]gs(& A)[b, a, a]g4(ﬁ, A) b, a. b]gs(&. )
then the multiplication polynomials turn out to be

h (&, E) = o + B,

12 (5, B) =y + po.

Vg (&, 3) = a3 + B3 + wafi,

Ja (&’ B) =a4+ B4+ 3B + w’

f5 (&, B) = a5+ fs +azfr + % + @21 B2,
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and the exponentiation polynomials are

81 (&, /‘{) = AOll,
gz(&, /‘{)IAOQ,

AL =1
@@ A) = Aas + %)“2“‘

A(A—1 A(A—1 AA=1DR2A -1 2
0@, A) = Adu+ ( oz A( oo n ( )( )012051,

2 4 12

A(A =1 AL =1 AA=1DHAAL+1 2

o5 @ A) = Aas + 4 2)a3a2_ ( 4)a2a1+ ( )(12+ Jne;

These formulas can be found in [14].

4.3 The R-Completion of a Finitely Generated Torsion-Free
Nilpotent Group

We have shown that every finitely generated torsion-free nilpotent group has a
Mal’cev basis. If the group happens to be free nilpotent, then such a basis may be
chosen to consist of basic commutators according to Theorem 4.8. In either case, it
is possible to embed the group into another nilpotent group which admits an action
by a binomial ring. In this section, we discuss such an embedding. The material
discussed here is based on [4, 5, 8], and [12].

Definition 4.7 A ring R is called a binomial ring if it is a commutative integral
domain of characteristic zero with unity such that for any r € R and k € N, the

element
r\ _rr=1--(r—k+1)
k] k!

is well defined in R.

For example, Z, Q, any field F of characteristic zero, the polynomial ring F[x],
and the ring of p-adic integers for any prime p are binomial rings.

4.3.1 R-Completions

Let G be a finitely generated torsion-free nilpotent group with a specified Mal’cev
basis @ = {u;, ..., u,}, and let R be a binomial ring. Assume that f (E, ,E) and
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g (o, A) are the multiplication and exponentiation polynomials for G respectively
with respect to u. Consider the set of formal products

R— al-o- a"
G —{"‘1 u,

o € R}, (4.18)

and define multiplication and R-exponentiation in G® by means of the polynomials
fi (E, E) and g; (o, A) , where the arguments for each polynomial are elements of R.
More precisely,

_ = [ — \A o
797P =7/ @P) and (ﬁ"‘) — 7 8@ ), (4.19)

where @, E e R'"and A € R.

Theorem 4.11 (P. Hall) The set GR defined in (4.18), together with the multiplica-
tion defined in (4.19), is a group.

The proof relies on the following:

Lemma 4.5 Let f(x;, ..., xx) be a polynomial of degree n over a field F of
characteristic zero. If f (a1, ..., ar) = 0 for all possible choices of elements a; € 7Z,
then f(x1, ..., xx) is the zero polynomial.

Proof The proof is done by induction on k. If k = 1, then f(x;) must be the zero
polynomial. Otherwise, it would have at most n roots, contradicting the hypothesis
that every integer is a root.

Suppose that the lemma is true for all polynomials with (k — 1) variables. Write
f(x1, ..., xx) as a polynomial in the variable x; with coefficients in F[x, ..., x—]
as such:

FOry oo ) = fulxry ooy Xem)XE A+ fumt (1, e Xm)X !

+ o foler, ooy Xee1).
For each (ay, ..., a;—1) € 751 the polynomial
flai, ..., ar—1, x) =fular, ..., 4} + fomiar, ..., a—1)x""
+ o folar, oo, a—1)
is contained in F[x;] and has degree n or less. Since each integer is a root, it must be
that f(ay, ..., aik—1, xx) is the zero polynomial. And so, fi(ay, ..., @—1) = 0 for
all (a, ..., ax—y) € ZF""andi = 0, 1, ..., n. By induction, fi(x|, ..., X;—1) is
the zero polynomial fori = 0, 1, ..., n. It follows that f(x;, ..., x;) is the zero

polynomial. O
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We now prove Theorem 4.11 by verifying the group axioms.

* Associativity: We want to show that
(@=a)ar =a=(a’a”)
for any @, E y € R". Observe that
(E ay E) 77 =3/ @B 7 — (@ B).7)

and
We claim that

or equivalently, that

£(7(@B).7)=s(@7(B 7))

for all o, E, Yy € R"and 1 <i < n. Consider the function
hxy.2=L(Ff&Y.2)—fi(*fG 2).

where X, y, z € R". Since elements in G are multiplied using the Mal’cev basis
u and the corresponding polynomials, k; (X, ¥, z) = 0 whenever X, y, and 7 are
elements of Z". By Lemma 4.5, h; = 0 and the claim is proven.

« Identity: We claim that % ® = u{--- 40 is the identity element in G¥. Clearly, 7 °
is the identity element in G if and only if #* % ° = u ® for any # ® € G¥. Since
%70 = ﬁf(a' 6), we need to show thatf (&, 6) = « for all @ € R". Consider
the function

h(x) =f(x 0)—x

forx, 0 € R". By a similar reasoning as_befor_e, it is clear that & (X) = 0 for all
X € Z". By Lemma4.5, h = 0, and thus f (&, O) = o forall w € R".
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o Inverses: Let #* € GR. We claim that % ® has an inverse. Assuming this to be
. — a1 —z—a ! -9 .
the case, there exists (u O‘) € GR such that u @ (u O‘) = uY. Notice that
A N S R — T —a@ — 0 _ @ 2@ — 0
u® (u "‘) = " implies that 7% 7*@ =V = 70, Thus 7/@ 3@ -1 = 70,
Once again, Lemma 4.5 gives

for all @ € R". The element % *@ ~V is, indeed, the inverse of i 2. |

Definition 4.8 The group G® described above is called the R-completion of G with
respect to the Mal’cev basis u.

Remark 4.5 Since the map (g, ..., o) — (1 -1, ..., 1-q,) is an embedding
of the ring Z" into R", G embeds as a subgroup in GX.

Theorem 4.12 If G is a finitely generated torsion-free nilpotent group of class c,
then the R-completion of G with respect to any Mal’cev basis is also nilpotent of
class c.

Proof Let {uy, ..., u,} be a Mal’cev basis for G. Suppose that
ar, 1 o A1, 1 Oe4-1,
/N ey

are any (c + 1) elements of G®, where a;j r € R. We claim that

[y gt T = L (4.20)

Using the operations in GR, we can express the left-hand side of (4.20) in the form

uf 1@ ugn(ﬁ)7

where P;(@) is a polynomial in the ; ; for 1 < i < n. We show that P;(ax) = 0 for
eachi = 1, ..., n. This equality certainly holds whenever each «; , is an integer
because G has nilpotency class c¢. Therefore, Lemma 4.5 implies that P;(@) = 0
for all & x € R. Thus, (4.20) holds and G® is nilpotent of class at most ¢ by
Corollary 2.3. However, the class of GR must be at least ¢ because G embeds into
GR. Therefore, G® is of class exactly c. |

Remark 4.6 Even though an R-completion of a finitely generated torsion-free
nilpotent group G depends on the chosen Mal’cev basis, all R-completions of G are
isomorphic (see Theorem 4.23). Thus, G® is unique up to isomorphism. Henceforth,
we omit any specific Mal’cev basis for G unless needed.
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Lemma 4.5 can be used to derive other identities in G® which hold in G. In
particular,

gagﬁ = ga+ﬂ, (go‘)’g = gaﬁ, (h_lgh)a = h_lgah, and

gl g =1 @ u@® a0 @) g @®

foreverya, B € Rand g, h, g1, ..., g, € G, where k is the class of the nilpotent
group generated by {g1, g2, ..., guyandg = (g1, ..., g) € G X --- X G.

4.3.2 Mal’cev Completions

Theorem 4.12 leads naturally to the study of nilpotent groups allowing an action
by R = Q, which amounts to the investigation of extraction of roots in nilpotent
groups. Recall from the paragraph preceding Theorem 2.7 that an element g of a
group G is said to have an nth root in G for some integer n > 1 if there is an element
h € Gsuch that h* = g.

Definition 4.9 A group G is called a Q-powered group (or a Z-group) if each
element of G has a unique nth root for every natural number n > 1.

If g € G and " = g for some unique element & € G, then it is quite natural to
write i = g'/”. This admits the equalities

(¢/")" =g and (&))" =¢.

Thus, a Q-powered group G may be viewed as an algebraic system with the
additional unary operations of taking nth roots for every n € N (see Section 1.3
of [7]). More generally, we may define

g = (gl/")m (meZ, neN).

This means that elements in G have rational powers. For example, g?/* and g=*/*
are elements of G. The usual group laws are satisfied in Q-powered groups. In
particular,

g"g" =g"*" and (¢")" = g™ (m. n<Q).

Definition 4.10 Let G be a torsion-free locally nilpotent group. A Mal’cev com-
pletion of G is a locally nilpotent Q-powered group G* in which G embeds as a
subgroup under some map ¢ in such a way that for every g € G*, there exists k € N
such that g¥ € ¥(G).
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If G happens to be a subgroup of G*, then we take ¥} to be the inclusion map. For
the remainder of this section, we focus on finitely generated torsion-free nilpotent
groups.

Theorem 4.13 If G is a finitely generated torsion-free nilpotent group, then G is
a Mal’cev completion of G of the same nilpotency class as G.

Proof By Theorem 4.12 and Remark 4.5, G is a nilpotent group containing G as
a subgroup and having the same nilpotency class as G. We show that G© is a Q-
powered group. If g € G and g” = 1 for some integer m > 1, then

g= (gm)l/m — ll/m =1.

Hence, G¥ is torsion-free. By Theorem 2.7, every element of G must have either no
nth roots or one nth root for every integer n > 1. To see that the latter holds, notice
thatif r > 1 and & € G, then

(n''")" = h.

Hence, every element 4 € G has a unique nth root. And so, G? is a Q-powered
group.

We need to prove that every element of G2 has a positive power contained in G.
Let {u, ..., u,} be a Mal’cev basis for G. Set GQ = G?, and define

Gg—l = {u‘iﬂ ...ua"

n

o =a2=---=a,-:O}
for 1 < i < n. These subgroups form a (descending) central series
GP=G}>Gy>->Go =1

We prove by induction on (n —i + 1) that if g € G;@, then there exists k € N such
that g € G.

e Ifn—i+1=0,theni=n+1landg € G9+1 = 1. The result is trivial in this
case.

e Ifn—i+1=1,theni=nand g = u® € G for some o, € Q. If o, # 0 and
we take k to be the denominator of «,,, then g" eG.

e Assume that the result holds forn —i + 1 = £ where 1 < £ < n— 1. Thus, every

On—(

element of Gil@_[ 4 has some positive integral power in G. Let g = u,""" -+ - u;"
be an element of G?_ e For any s € N, we have

o %—t  On—tt1 s
gs — (Mnn—[é . unn—E—H ‘”uzln)
s 5
— — s~ -
= ) @
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. _ oy—
where 1, is the Hall-Petresco word 7, (uy"7", " -+ -u) for2 < m < c and

n
c is the nilpotency class of H = gp (uz”__/, uj”:/jll -~-u‘,f”) . By Theorem 4.1,

T € YmH < y2H. Since H < G?_Z, we have
T € 12G,, = [G?—e’ G?—e] = I:G?—Z* GQ] <Gl

. . Q41 o
for 2 < m < c. By induction, u," ey

as well as each 7, has a
positive integral power in G. Since u,"," also has a positive integral power in
G, we can construct an s such that g € G. Let so, s;, ..., s be such that

Xp—0S0 Ipn—041 a, )51 —1\5m
w0, () - uf)™ and (z,")™" are all elements of G for 2 < m < c. Set
s = clsosy - Se.
. _ — s . .
We claim that g* € G. Clearly, uzlfs and (uz_(fll ug") are both contained in

G. To verify that each (z,, 1)(’;) also lies in G for 2 < m < c, observe that m!

s
always divides c!, so that s, is a factor of ( ) O
m

Theorem 4.14 Given any two Mal’cev completions of a finitely generated torsion-
free nilpotent group G, there exists a unique isomorphism between them which
extends the identity automorphism of G.

It is in this sense that the Mal’cev completion of a finitely generated torsion-free
nilpotent group G is unique up to isomorphism.

Proof Tt suffices to show that there is an isomorphism from G2 to any Mal’cev
completion that restricts to the identity on G. To this end, choose a Mal’cev basis
{uy, ..., u,} for G, and suppose that the exponentiation polynomials for G with
respect to this basis are g; (@, A),...,g,(@, A). By Theorem 4.13, G2 is a Mal’cev
completion of G. Let G* be another Mal’cev completion of G, and let ¥ be an
embedding of G into G*. Define a map

W GY— G* by W (uf' e u) = 0 )™ - ()™

We claim that ¥ is an isomorphism. Using the polynomials, it is easy to show that
¥ is a homomorphism.

* Y is one-to-one: Suppose that g = u’f‘ uf" € ker W. Since G is a Mal’cev
completion of G, there exists k € N such that g* € G. Hence,

k - _
k= ( p ...ugn) IO ACE)
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where each g; (3, k) is integral valued. Therefore,

V() =v (“If] G L@ k))
= l?(ul)gl(ﬁ k... l?(un)g”(ﬁ k)
=9 (u§1<ﬁ~ G k)) |

Now, g € ker ¥ implies g* € ker W. Hence,

3 (uél’l(g k) uﬁ’l(ﬁ k)) =1.

This means that i} G uﬁn(ﬂv k)

Since G is torsion-free, g = 1.
e Yisonto: Suppose that g* € G*. Since G* is a Mal’cev completion of G, there
exists m € N such that (¢*)" € 9(G). Hence, (g*)" = ¥(g) for some g € G. If

we write g in the normal form u‘;‘l ---u", where «; € Z, then

= 1 because ¥ is one-to-one. Thus, g¥ = 1.

W(g) = (i)
= ()™ - 9 ()™
=0 ()
= 7(g).

And so, (g*)" = W¥(g). Now, ¥(g) has a unique mth root since G* is a Q-

powered group. Moreover, ¥ (g'/™) = (¥(g))"/™ since ¥ is a homomorphism
between Q-powered groups. Hence,

)" = [Ww@Ee)]" =¥ (/)]

Therefore, g* = ¥ (g'/™) by Theorem 2.7. Thus, ¥ is onto. O
Combining Theorems 4.13 and 4.14 gives:

Theorem 4.15 (A. 1. Mal’cev) If G is a finitely generated torsion-free nilpotent
group of class c, then G can be embedded in a Mal’cev completion G* of class c.
Furthermore, G* is unique up to isomorphism.

Remark 4.7 A.1. Mal’cev actually proved using Lie group theory that every torsion-
free locally nilpotent group can be embedded in a Mal’cev completion. A proof of
this which involves inverse limits can be found in Section 2.1 of [8].
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4.4 Nilpotent R-Powered Groups

According to Theorem 4.11, the R-completion G® of a finitely generated torsion-free
nilpotent group G with respect to a given Mal’cev basis is a well-defined group for
any binomial ring R. The group G is an example of a nilpotent R-powered group.
In this section, we discuss some of the theory of nilpotent R-powered groups.

4.4.1 Definition of a Nilpotent R-Powered Group

The axioms which define a nilpotent R-powered group were given by P. Hall [4].
Definition 4.11 Let G be a (locally) nilpotent group, and let R be a binomial ring.
Suppose that G comes equipped with an action by R :

G X R —> G defined by (g, o) > g“.
We say that G is a nilpotent R-powered group if the following axioms are satisfied

forallg, he Ganda, B €R:

(i) ¢' =g, g*¢’ = g**F, and (¢)F = ¢*;
(i) (h~'gh)" = h~'g%h;
(iii) The Hall-Petresco axiom:

gl gl =@ n@ e (@ @ ©
for all g; € G, where k is the class of gp(gy, ..., g.)andg = (g1, ..., gu) is
contained in G x --- X G.
For the rest of this chapter, R will always be a binomial ring unless otherwise told.

Lemma 4.6 If G is a nilpotent R-powered group, then (g%) ' = g~%, ¢° =1, and
1“=1forallg € Gand x € R.

Proof The result follows immediately from the axioms. O

4.4.2 Examples of Nilpotent R-Powered Groups

The next examples illustrate how naturally nilpotent R-powered groups arise [5].

Example 4.7 Let G be an abelian R-powered group, and suppose that g;, g» € G
and @ € R. By Theorem 4.1, 7;(g;, g2) = 1 fori > 2 because ;G = 1 whenever
i > 2. The Hall-Petresco axiom gives

g‘fgé‘ = (g182)".
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Therefore, G can be viewed as an R-module by interpreting the group multiplication
and R-exponentiation operations of G as the R-module operations of addition and
scalar multiplication respectively.

Example 4.8 1If G is a finitely generated torsion-free nilpotent group, then G® is a
nilpotent R-powered group. In particular,

« Glisjust G;

+ GYis the Mal’cev completion of G by Theorem 4.13;

+ G®is areal connected torsion-free nilpotent Lie group (see [1] and [13]);

« if R is the ring of p-adic integers for a given prime p, then GF is the p-adic
completion of G (see [3] and [16]).

Example 4.9 Let R be any ring with unity 1 which contains R in its ring center. Let
I be a nilpotent ideal of R with I"*t! = {0}. It was shown in Section 2.2 that the set
G = {1 +a| a € I} is a subgroup of the group of units of R and is nilpotent of class
at most n. For A € R and a € I, define R-exponentiation in G by

A A
(I+a)’=142%a+ (2)a2+---+ (n)a

This operation turns G into a nilpotent R-powered group. In particular, UT,(R) is a
nilpotent R-powered group.

4.4.3 R-Subgroups and Factor R-Groups

Definition 4.12 Let G be a nilpotent R-powered group. A subgroup H of G is called
an R-subgroup of G if g* € H whenever g € H and o € R.

We write H <p G whenever H is an R-subgroup of G. If H is a normal subgroup
of G, then we write H <y G.

The intersection of a collection of R-subgroups of a nilpotent R-powered group
is clearly an R-subgroup. If G is a nilpotent R-powered group and S C G, then we
denote the intersection of all R-subgroups containing S by gpg(S). Thus, gpr(S) is
the smallest R-subgroup of G containing S.

Definition 4.13 We call S a set of R-generators of gpr(S). If |S| < oo, then gpr(S)
is finitely R-generated by S.

One can construct gpg(S) in the following way: if we set Sy = gp(S) and
recursively define S,4+1 = gp (82 | gn € Sa. @y € R) , then

o0
2rr(S) = | Sn-
n=0
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Definition 4.14 If Hand H, are R-subgroups of a nilpotent R-powered group G,
then

[Hy, Halg = gpr ([h1, ha) |l € Hy, hy € Hp)

is called the commutator R-subgroup of H, and H,. For a collection of R-subgroups
Hy, ..., H; of G, we recursively define, for i > 2,

[Hy. .... Hlg = [[H\. .... Hilg.Hi],.

Theorem 4.16 Let G be a nilpotent R-powered group, and let N be a normal R-
subgroup of G. The R-action on G induces an R-action on G/N defined by

(8N)* =¢°N (g€ G, a€R)

which turns G/N into a factor R-group of G.

Proof Letg, h € Ganda € R. We need to prove thatif gN = hN, then g*N = h*N.
Suppose that gN = hN. There exists n € N such that gn = h. Thus, (gn)* = h“.
Set 7; = (g, n). By the Hall-Petresco axiom,

_ (e 600

)

where £ is the class of gp(g, n). Equivalently,

(n) gt = 2 )0 wan

We assert that t; € N fori = 2, 3, ..., k. The proof is done by induction on i.
If i = 2, then setting @ = 2 in (4.21) yields (gn) 2g’n* = 1,. Re-expressing the
left-hand side gives

(gn)~°g’n> =n" (g_ln_‘g)n2

Since N <y G, g_ln_1 g € N, and thus 1, € N. This gives the basis for induction.
Before continuing, we show that if (gn)~'g'n’ € Nfori =2, 3, ..., k—1, then
(gn)~ D gt lyitl ¢ N. We proceed as follows:

(gn)—(i+l)gi+lni+l — (gn)—i(gn)—l i+1ni+l

= (gn)"'n"'g ' gg'n"!

(gn) I’l —1 z l+1

((gn) i i l) —i(g—in—lgi)ni+l cN.
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Now, assume that 7; € N forj = 2, 3, ..., i, where i < k. Putting @ = i in (4.21)
leads to (gn)~'g'n' € N. And so, (gn) " “TDgTpitl ¢ N.Fora = i + 1, (4.21)
becomes

) ) ) i+1 i+1
(gn)—(t+1)gl+1nl+l — 1,2( 2 ) "'Ti( i )Ti+1-

By induction,
Tigl = ﬁ(gn)—(i'f‘l)gi-'rlni-f'l eN

for some 72 € N. This proves the assertion. Hence, (4.21) reduces to g*n* = (gn)*ny
for some ny € N. Therefore, (gn)® = g%n; for some n; € N. Thus, (gn)*N = g*N.
Since (gn)* = h“, we have g*N = h*N as claimed. The rest of the proof requires a
verification of the axioms. O

4.4.4 R-Morphisms

Definition 4.15 Let G and H be nilpotent R-powered groups. A homomorphism
¢ : G — H is called an R-homomorphism if

9(g%) = (9(8)"

forallg e Gand o € R.

It is not hard to check that ker ¢ g G and im ¢ <p H. We say that an R-
homomorphism is an R-monomorphism (R-epimorphism, R-isomorphism) if it is a
monomorphism (epimorphism, isomorphism). If G and H are R-isomorphic, then
we write G =~ H.

The usual isomorphism theorems for groups carry over to nilpotent R-powered
groups. We merely state them here.

Theorem 4.17 Let G be a nilpotent R-powered group.

(i) If H is a nilpotent R-powered group and ¢ : G — H is an R-homomorphism,
then

G/ker ¢ =g im .
(ii) If H <g Gand N <p G, then

HN/N = H/(HNN).
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(iii) If K <g H <g G and K <y G, then
G/H = (G/K)/(H/K).

The proof of Theorem 4.17 (ii) makes use of the next lemma.

Lemma 4.7 Let G be a nilpotent R-powered group. If N <gp G and H <p G, then
HN = gpr(H, N) < Gand HNN <g H.If H <g G as well, then HN <y G.

Proof We claim that HN is an R-subgroup of G. Let in € HN and B € R. By
repeating what was done in the proof of Theorem 4.16, we find that ##nf = (hn)Pnj
for some ny € N. Thus,

(hn)? = hﬂn’gna1 € HN.

Hence, HN is closed under R-exponentiation. The rest is straightforward. O

4.4.5 Direct Products

Let {G; | i € I} be a collection of nilpotent R-powered groups of bounded nilpotency
class, indexed by a nonempty countable set I. The unrestricted direct product or
Cartesian product of the G;’s is the nilpotent R-powered group

EzﬁG,:

i€l

f:1-JG

i€l

f(@i) € G;foralli e I}

with multiplication and R-exponentiation defined by

o (fify) () = fi()fp(i) forall f;, f» € Gand i € I, and
o (f*)(i) = (fi))*forallf € G, i eI, and o € R.

As usual, the elements of G can be viewed as vectors (g1, ..., &, ...) whose i
coordinate is g; = f(i) € G; for all i € I. By viewing them in this way, we get
e (g1, ooy gy )y, ooy By o) = (@1, .., giby, L)) forall g, By € G,
and
e (g1, ..., &g, ..)%= (g‘f oo 8% ...)forallgie G;anda € R.

Definition 4.16 The external direct product of the G;’s is the subset of ﬁiaGi
consisting of those functions f for which f(i) = 1 except for finitely many i € /.

Using vector notation, (g, ..., &, ...) € G is contained in the external direct
product if all but finitely many of the g; equals the identity.
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Definition 4.17 Suppose that G is a nilpotent R-powered group, and let {G; | i € I}
be a family of R-subgroups of G indexed by a nonempty countable set /. Then G
is the internal direct product of the G;’s, denoted by G = ]_[l.E ; Gi, if the following
conditions are met:

(i) G; <g Gforeachi €I,
(i) G =gpr(G;i|i€l);
(iii) GiNgpr(G;li,jel.j#i)=1
Every element of G can be written uniquely as a product of g;’s, where g; € G;.

Furthermore, the elements of G; commute with the elements of G; whenever i # ;.
These can be proven in the same way as for ordinary groups.

4.4.6 Abelian R-Groups

According to Example 4.7, abelian R-groups are just R-modules. Thus, the structure
of such groups depends on the ring structure of R just as in the case of R-modules.
For instance:

e If R is Euclidean, then every R-submodule of a cyclic R-module is cyclic.
Similarly, if G = gpgr(g) for some g € G (hence, G is a cyclic R-group) and
R is Euclidean, then every R-subgroup of G is a cyclic R-group.

e If R is a noetherian ring, then every R-submodule of a finitely generated R-
module is finitely generated. Consequently, if R is a noetherian binomial ring
and G is a finitely R-generated abelian R-group with H <g G, then H is also a
finitely R-generated abelian R-group.

¢ Every finitely generated R-module is a direct sum of cyclic R-modules whenever
R is a PID. Thus, every finitely R-generated abelian R-group is a direct product
of cyclic R-groups whenever R is a PID.

These results about R-modules can be found in [17].

4.4.7 Upper and Lower Central Series

The various types of series we have encountered can be formed for nilpotent
R-powered groups. One simply has to modify the usual definitions in the right way.
For instance, an R-series of a nilpotent R-powered group G is a series

1=Gy <G <---<G, =G, “4.22)
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where G; <g Gfori =0, 1, ..., n.If G; <g Gjyy fori =0, 1, ..., n—1,
then (4.22) is called a subnormal R-series. The notions of a normal R-series, a
central R-series, and so on, should now be apparent.

The upper and lower central subgroups of a nilpotent R-powered group are
normal R-subgroups (see [5] or [19]). The proof of this relies on the next lemma.

Lemma 4.8 Let G be a nilpotent R-powered group. If g, h € G and [g, h] € Z(G),
then

[s. h*] =[g". n] = [g. n]"

forany a € R.

Proof The result is true when « € Z by Lemma 1.13. Suppose that « is an arbitrary
element of R. By the Hall-Petresco axiom,

[¢. 1] = (g—lh—lg)“ha
o { —1,—1 %) 11 ()
= [g, h] rz(g h g, h) ---rk(g h g, h) ,

where k is the class of gp(g_lh_lg, h) By replacing @ by 2, 3, ..., k and using
the fact that [g. h°] = [g. h]" for such a, it follows that 7;(g~'h~"g, h) = 1 for

2 <i<k. Thus, [g, h"‘] = [g, h]a for any @ € R. Similarly, [g"‘, h] = [g, h] . O

Theorem 4.18 The upper and lower central subgroups of a nilpotent R-powered
group are normal R-subgroups.

Consequently, the upper and lower central series of a nilpotent R-powered group
are central R-series.

Proof Let G be a nilpotent R-powered group of class c.
1. First, we prove that ;G <g G fori =1, 2, ..., ¢ by induction on i.

* Ifz € Z(G) and g € G, then g~ 'zg = z implies (g7'zg)" = 2% forany « € R.
Thus, g~'z%g = z%, and consequently, z* € Z(G). Therefore, Z(G) <x G and
the case i = 1 is established.

e Assume that §;_1G <g G for 1 < k < c¢. By Theorem 4.16, G/{;—1G is a
nilpotent R-powered group. Thus,

8G/5—1G = Z(G/5i—1G) < G/Li—1G.

Hence, (G <g G as claimed.
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2. We prove by induction on c that the lower central subgroups of a nilpotent R-
powered group are normal R-subgroups. If ¢ = 1, then the result is immediate.
Assume the assertion is true for nilpotent R-powered groups of class less
than c.

e We first show that y.G < G. By definition,

VCG = [yc—1G5 G] = gp([x’ )’] |'x € )/L'—IG’ y € G)

It is enough to show that if [g, /] € y.G for any g € y.—;G and h € G, then
lg, h]* € y.Gforany « € R. Well, .G < Z(G) implies that [g, h]* = [g, h*]
by Lemma 4.8. Since g € y.—1G, [g, h*] € y.G. Thus, [g, h]* € y.G as
claimed.

* Next, we show that y;G < G for 1 < i < c. Since G/y.G is a nilpotent
R-powered group of class ¢ — 1, y;(G/y.G) <g G/y.Gforl <i<c—1by
induction. However, y;(G/y.G) = y;G/y.G by Corollary 2.1. And so, each
;G is a normal R-subgroup of G. O

The next result is an immediate consequence of Theorem 4.18.

Corollary 4.2 If G is a nilpotent R-powered group, then each factor R-group
viG/Vi+1G and {i11G/ ;G is an R-module.

Lemma 4.9 If G is a nilpotent R-powered group, then

vnG = gp([g1, ..., gl | & € G) = gpr([g1, ..., gu] | g&i € G).

This follows from an application of the commutator calculus and the axioms of
a nilpotent R-powered group. Compare Lemma 4.9 with Lemma 2.6.

4.4.8 Tensor Product of the Abelianization

In Chapter 2, we saw that the abelianization of a nilpotent group can transfer certain
properties to the group itself. The same is true for nilpotent R-powered groups.

Lemma 4.10 (The Three R-Subgroup Lemma) Let G be a nilpotent R-powered
group, and suppose that H, K, and L are R-subgroups of G. If any two of the R-
subgroups [H, K, L], [K, L, H]g, and [L, H, K]g are contained in a normal
R-subgroup of G, then so is the third.

The proof is the same as that of Lemma 2.18.
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Theorem 4.19 If G is a nilpotent R-powered group and i, j > 0 are integers, then

[7:G. v,Gl, <r ¥i+iG.

Proof The result follows from Lemma 4.10 (see Theorem 2.14 (i)). |
The next theorem can be found in [19].

Theorem 4.20 Let G be a nilpotent R-powered group. For every integer n > 1,
there exists a well-defined R-module epimorphism

Wy 2 Yu1G/7aG Q) Ab(G) — vuG /Y11 G
R

given by
¥, (8VnG ® hy2G) = [g, hyn+1G.

Proof We need to show that ¥, respects R-exponentiation; that is,

[g’ ha]yn-i-lG = [gav h]yn-i-lG = [g’ h]ayn-i-lG

forany g € ,—1G, h € G,anda € R. SetT; = 1; (g_lh_lg, h) , and suppose that
gp (g_lh_lg, h) is of class k. By the Hall-Petresco axiom,

[e. ] = (7'07'8) he = [g. w7 2P, 4.23)

Using the commutator calculus, it is not difficult to show that 7; € y,+G for each
i =2, ..., k. Consequently, (4.23) reduces to [g, h*] = [g, h]® k for all « € R,
where k € y,+1G. Therefore,

[g. 2*]yu+1G = [g. B] yat1G.

A similar argument shows that

[, h]yat1G = [g. h]"yar1G.

The rest of the proof is identical to the proof of Theorem 2.15. O

The next two results are proven in a similar way as that of Corollaries 2.10
and 2.11.

Corollary 4.3 Suppose that G is a nilpotent R-powered group. For eachn € N, the
mapping from @y Ab(G) to y,G/yn+1G defined by

8172G® - ®gy2G > [g1, ..., &ulVnt1G

is an R-module epimorphism.
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Corollary 4.4 Let G be a finitely R-generated nilpotent R-powered group with R-

generating set X = {xy, ..., xx}. For each n € N, the factor R-group v,G/V,+1G
is finitely R-generated, modulo y,+1G, by the simple commutators of weight n of
the form [xil, el xin], where the Xi; ’s vary over all elements of X and are not

necessarily distinct.

4.4.9 Condition Max-R

Definition 4.18 A nilpotent R-powered group G is said to satisfy Max-R (the max-
imal condition on R-subgroups) if every R-subgroup of G is finitely R-generated.

A finitely R-generated nilpotent R-powered group satisfies Max-R whenever R is
a noetherian ring [6]. This is highlighted in the next theorem.

Theorem 4.21 If R is noetherian and G is a finitely R-generated nilpotent R-
powered group, then G satisfies Max-R.

In particular, a finitely R-generated nilpotent R-powered group satisfies Max-R
whenever R is a PID.

Proof We mimic the proof of Theorem 2.18. Suppose that G is of class ¢, and let
H be an R-subgroup of G. By Corollary 4.4, each factor R-group y;G/y;+1G is a
finitely R-generated R-module for 1 <i <c.If H; =HNyGforl <i<c+1,
then

H=H > Hy>p - >prH. >p Hey1 =1

is a central R-series for H and

Hi — HNyG vy GHNYG)
Hiyv HNyiG = Yi+1G

by Theorem 4.17 (ii). Therefore, H;/H;t, is R-isomorphic to an R-submodule of
y;G/yi+1G which is finitely generated because R is noetherian. Thus, each H;/H; 1
is finitely R-generated. In particular, H. = H./H 4, is finitely R-generated and the
result follows. O

Corollary 4.5 Let G be a nilpotent R-powered group, where R is noetherian. If
N < G, and both G/N and N satisfy Max-R, then G also satisfies Max-R.

Proof Since G/N and N satisfy Max-R, both are finitely R-generated. By repeating
the proof of Lemma 2.19, we find that G is finitely R-generated. The result follows
from Theorem 4.21. O

The next result is an analogue of Corollary 2.12. It is a consequence of
Corollaries 4.4 and 4.5, Theorem 4.21, and the fact that the tensor product of finitely
many finitely generated R-modules is finitely generated.
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Corollary 4.6 Suppose that G is a nilpotent R-powered group of class ¢ and R is
noetherian. If Ab(G) is finitely R-generated, then G satisfies Max-R. Hence, G is
finitely R-generated.

4.4.10 An R-Series of a Finitely R-Generated Nilpotent
R-Powered Group

Every finitely generated nilpotent group has a polycyclic and central series by
Theorem 4.4. A similar property is enjoyed by finitely R-generated nilpotent R-
powered groups [19].

Definition 4.19 Let 2 be a property of nilpotent R-powered groups. A subnormal
R-series

1=Gy<g G -G, =G

of a nilpotent R-powered group G is called a poly-R 2 series if each G;11/G; is a
2 R-group fori =0, 1, ..., n—1.

Let G be a finitely R-generated nilpotent R-powered group. By Corollary 4.4,
each factor group y;G/y;+1G is a finitely R-generated abelian R-group. By refining
the lower central series of G (see the comment preceding Theorem 4.4), we obtain:

Theorem 4.22 A nilpotent R-powered group is finitely R-generated if and only if it
has a poly-R-cyclic and central R-series.

Definition 4.20 The minimal length of all poly-R cyclic and central R-series for a
finitely R-generated nilpotent R-powered group is called its Hirsch R-length.

Any two R-completions of a finitely generated torsion-free nilpotent group are
R-isomorphic. This is a consequence of the next theorem due to P. Hall [5].

Theorem 4.23 Let G be a finitely generated torsion-free nilpotent group, and let H
be any nilpotent R-powered group. If ¢ : G — H is a homomorphism, then there
exists a unique R-homomorphism @ : G — H which extends ¢.

We give the idea behind the proof. Let {u;, ..., u,} be a Mal’cev basis for
G and let {f;, ..., f,} and {g1, ..., g.} be the multiplication and exponentiation
polynomials respectively with respect to this basis. Define the map

®:G" > Hby @l ul") = ) - p(u)*  (0i € R).
The assertion is that @ is an R-homomorphism which extends ¢. The fact that @

extends ¢ is clear. The bulk of the work relies on showing that if u}" - u®" and

n
u’ls b ug" are elements of G for some «;, Bi € R, then

((p(ul)al "'<,0(un)“”)<<p(u1)ﬂ‘ --~<p(u,,)/3") _ (p(ul)fl (&, E) ,_,(p(un)fn(a. B)
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and

(P(0)* - p(un)*) " = (a1 - ()50,

where A € R. This can be proven by induction on the Hirsch R-length of G using
the technique given in the proof of Theorem 4.9.

Corollary 4.7 Suppose that G is a finitely generated torsion-free nilpotent group.
Let Gy = (G, %) and G, = (G, %B,) denote G with respect to distinct Mal’cev
bases % and B, respectively. Then GX ~p G5.

4.4.11 Free Nilpotent R-Powered Groups

Definition 4.21 Let G be a nilpotent R-powered group of class c. A nonempty
subset of generators X of G is said to freely R-generate G if for every function
I : X — H, where H is any nilpotent R-powered group of class at most c, there is a
unique R-homomorphism B : G — H which coincides with | on X.

A nilpotent R-powered group is called a free nilpotent R-powered group if it is
freely R-generated by some subset. Such groups are just nilpotent R-powered groups
which satisfy only the usual group axioms and those given in Definition 4.11. They
arise as the R-completion of finitely generated free nilpotent groups [4].

Lemma 4.11 Let F be a free nilpotent group, freely generated by X =
{x1, ..., x,}. The R-completion FR of F is a free nilpotent R-powered group,
freely R-generated by X.

The proof follows from what was done for Theorem 4.23, where the Mal’cev
basis for F is chosen to consist of basic commutators on X (see Corollary 3.4).

4.4.12 w-Torsion and R-Torsion

Much is known about P-torsion and P-torsion-free nilpotent groups. In [11], S.
Majewicz and M. Zyman studied w-torsion and w-torsion-free nilpotent R-powered
groups, where w is a set of non-associate primes in a unique factorization domain
R. Some of this work had already been done by P. Hall [5] and R.B. Warfield [19]
when R is any binomial ring and o is the set of all primes in R.

Definition 4.22 Let R be a unique factorization domain (UFD), and let w be a set
of non-associate primes in R. A nonzero element @ € R is called an w-member if it
is a non-unit and all its prime divisors (up to units) are in @.

From this point on, @ will be a set of non-associate primes in R. We require R to
be a UFD in Definition 4.22 so that there is no distinction between irreducible and
prime elements. In this situation, the product of w-members is again an w-member.
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For example, if R = Z and w = {2, —3, 7}, then 6 and —14 are both w-members.
IfR=Q[x] and w = {x, éxz + é —3x2 —3x— 3}, then

2 4 3 10 2
—7)c<)c2 + 1), §<x2 + 1) (x2 +x+ 1) , and ﬁx3(x2 +x+ 1)

are w-members.

Definition 4.23 Let R be a UFD, and suppose that G is a nilpotent R-powered
group. An element g € G is called an w-forsion element if g* = 1 for some w-
member «. If every element of G is w-torsion, then G is an w-forsion group. We say
that G is w-torsion-free if the only w-torsion element of G is the identity.

The set of w-torsion elements of G is denoted by 7,,(G). If g* = 1 for some
w-member a, then it is clear that g? = 1 for any associate 8 of «. If 7 is a prime in
R and w = {r}, then we use the terms 7-torsion and 7 -torsion-free.

If w is the set of all of the primes in R (up to units), then every nonzero element of
R is an w-member. In this case, the product of any two w-members is an w-member
whether R is a UFD or not.

Definition 4.24 Let R be any binomial ring, and let G be a nilpotent R-powered
group. An element g € G is called an R-forsion element if there exists 0 # o € R
such that g* = 1. If every element of G is R-torsion, then G is called an R-forsion
group. If the only R-torsion element of G is the identity, then G is termed R-torsion-
free.

We write 7(G) for the set of R-torsion elements of G.
Theorem 4.24 Let G be a nilpotent R-powered group.

(i) IfRis a UFD, then 1,(G) <y G.
(ii) If R is any binomial ring, then ©(G) <g G.

Proof We prove (i) by induction on the class ¢ of G. The proof of (ii) is similar. We
may assume that G is R-generated by the elements of t,,(G). The claim is that every
element of G is an w-torsion element.

Suppose that ¢ = 1. If g, h € 7,(G), then there exist w-members « and 8 such
that g¢* = h# = 1. Since G is an abelian R-group, we have

(i = () () = () (1) =1

Clearly, of is an w-member, and thus gh is an w-torsion element. It follows from
the axioms that every element of G is an w-torsion element as claimed.

Next, suppose that (i) holds for all nilpotent R-powered groups of class less than
¢ > 1. First, we prove that every element of the abelian R-group y.G is an w-
torsion element. To this end, let [g;, ..., g] be any commutator of weight c in y.G,
where g1, ..., g € G. Since G/y,G is abelian and R-generated by the elements of
7,(G)y2G/y2G <g 1,(G/y2G), it follows by induction that there exist w-members
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oy, ..., o such that gf” € y»G for 1 < i < c. By Corollary 4.3, there exists a
R-epimorphism from ®)» Ab(G) to y.G/yc+1G = y.G given by

XGQ - Q@ x 2G> [x1, ..., X|Ver1G = [x1, - .., X].
Thus,

g1, oo g ] = [ ... ] € 16 ... 1G] = 1
because [y2G, ..., ¥2G] < y2.G < Yc+1G = 1 by Theorem 4.19. Since oy - - &,
is an w-member, [g;, ..., g.] is an w-torsion element of y.G. It follows from

Lemma 4.9 and the fact that y.G is abelian that every element of y.G is an w-torsion
element.

Choose an element g € G. Since G/y.G is of class ¢ — 1 and is R-generated by
the elements of 7,(G)y.G/y.G <r t,(G/y.G), it follows by induction that there
exists an w-member p such that (gy.G)"* = y.G in G/y.G. Thus, g* = h for
some h € y.G. As we deduced above, there is an w-member o such that 1° = 1.
Therefore,

g =(g")" =h =1

Since o is an w-member, g € 7, (G). O

We shall refer to t,,(G) as the w-torsion subgroup of G and t(G) as the R-torsion
subgroup of G.

Corollary 4.8 Let G be a nilpotent R-powered group.

(i) If R is a UFD, then G/1,(G) is w-torsion-free.
(ii) If R is any binomial ring, then G/t(G) is R-torsion-free.

Proof We prove (i). Let g7,(G) € G/7,(G), and suppose that (gz,,(G))* = 1,(G)
for some w-member «. Then g* € t,(G), and thus there is an w-member § for
which g% = (g%)f = 1. Since af is an w-member, g € 7, (G). O

Lemma 4.12 Suppose that G is a nilpotent R-powered group and N < G.

(i) IfRis a UFD and both N and G/ N are w-torsion groups, then G is an w-torsion
group.

(it) If R is any binomial ring and both N and G/N are R-torsion groups, then G is
an R-torsion group.

Proof See Lemma 2.13. O

According to Theorem 2.26, every nilpotent group is the direct product of its
p-torsion subgroups for various primes p. If G happens to be finite, then these p-
torsion subgroups are just the Sylow subgroups of G by Theorem 2.13. Our aim is
to obtain a similar result for nilpotent R-powered groups. This result will depend on
the ring structure of R. We begin with a definition which resembles the notion of a
Sylow p-subgroup in the finite case.
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Definition 4.25 Let 7 be a prime in R. If G is a nilpotent R-powered group, then
the w-primary component of G, denoted by G, is

an{geG‘g”kzl for some keN}.

We say that G is w-primary if G = G,.

If 1 and 7, are primes in R, then it is clear that G,, = G, whenever 7| and m,
are associates. Thus, a w-primary component is unique up to associates.

Definition 4.26 If G is a nilpotent R-powered group and 1 # g € G, then the set

ann(g) = {Ol eR‘g”‘ = 1}

is an ideal of R, referred to as the annihilator (or order ideal) of g.

The following is the analogue of Theorem 2.26 and can be found in [9] for the
case R = Q[x].

Theorem 4.25 (S. Majewicz) Suppose that R is a PID, and let P be the set of all
primes in R (up to associates). If G is an R-torsion nilpotent R-powered group, then

Gzl_[G,,.

weP

Proof By Theorem 4.24 (ii), G, <g G for any prime 7w € R. We claim that
G = gpr(G, | ® € P).

Choose any element g # 1 in G. Since R is a PID and G is R-torsion, there exists
8 € R such that ann(g) = (§) # {0}, where (§) denotes the ideal of R generated by
8. Write § as

mj mp

8 an '”nn

for some m; € N and primes 7; € R, where no pair of primes are associates. Set
o; = 8/m}" for each i, and observe that g% € G,. Now, the greatest common divisor
of the ;’s is 1 since they are pairwise relatively prime. Thus, there are elements
0; € Rsuch that ), a;0; = 1. Consequently,

o0+,

§=8
— (goq)”l . (ga,,)o'n,

which is an element of G, G, - - - G, as claimed.
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Next, we show that

Ga N ng(G,,,. m e, j# i) =1
for primes m; and 7;. Let S = {my, ..., m,, a} be a set of primes in R, and suppose
that no two elements in S are associates. Suppose that g € G, Ngpg (Gﬂ1 e G,,n).

We claim that g = 1. By definition, g € G, implies that there exists ¢ € N such

that g = 1. Furthermore, g € G, --- G, implies that there exists & € R such that

g =1and u = n;" -~ 7" for some p1; € N. Since o and p are relatively prime,

there exist elements o, 0, € R with o9 4+ o, = 1. Therefore,

g= gOIOt"-HTzM _ (gal,)m (gu>az -1

as required. O
The next theorem appears in [19].
Theorem 4.26 Let G be a nilpotent R-powered group.
(i) Suppose that R is a UFD. Then G is w-torsion-free if and only if the following
holds:
Ifg, h € Gand g* = h* for some w-member o, then g = h.

(ii) Let R be any binomial ring. Then G is R-torsion-free if and only if the following
holds:

Ifg, h€ Gand g* = h* for some 0 # o € R, then g = h.

Proof Repeat the proof of Theorem 2.7. O

Just as in the case of ordinary nilpotent groups, the center of a nilpotent R-
powered group has an influence on the structure of its upper central factors (see
Corollaries 2.20 and 2.21).

Theorem 4.27 Let G be a nilpotent R-powered group.

(i) Suppose that R is a UFD. If Z(G) is w-torsion-free, then G and {;11G/{;G are
w-torsion-free for i > 0.

(it) If R is any binomial ring and Z(G) is R-torsion-free, then G and {;+1G/ ;G are
R-torsion-free fori > 0.

Proof The result follows from Lemma 4.8 and induction on i. O
Corollary 4.9 Let G be a nilpotent R-powered group.

(i) If R is a UFD and G is w-torsion-free, then G/Z(G) is w-torsion-free.
(it) If R is any binomial ring and G is R-torsion-free, then G/Z(G) is R-torsion-free.
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Theorem 4.28 Let G be a nilpotent R-powered group.

(i) If R is a UFD and Ab(G) is an w-torsion group, then G is an w-torsion group.
(ii) If R is any binomial ring and Ab(G) is an R-torsion group, then G is an R-
torsion group.

Proof We mimic the proof of Theorem 2.19, using Corollary 4.3 and the fact that
the tensor product of w-torsion R-modules is an w-torsion R-module whenever R is
a UFD. |

4.4.13 Finite w-Type and Finite Type

Every finitely generated torsion nilpotent group is finite by Theorem 2.25. This
result motivated S. Majewicz and M. Zyman to study nilpotent R-powered groups
which are finitely R-generated and w-torsion (see [9, 10], and [11]).

Definition 4.27 Let R be a UFD. A finitely R-generated w-torsion group G is said
to be of finite w-type.

This is a natural analogue of a finite P-group. If @ = {x} for a prime = € R,
then G is of finite w-type.

Definition 4.28 Let R be any binomial ring. A nilpotent R-powered group is of
finite type if it is finitely R-generated and R-torsion.

The next lemma follows from Theorem 4.21.
Lemma 4.13 Let G be a nilpotent R-powered group, and let H <p G.
1. Let R be a UFD, and suppose that G is of finite w-type.

(i) If R is noetherian, then H is of finite w-type.
(ii) If H <g G, then G/H is of finite w-type.

2. Suppose that G is of finite type.

(i) If R is noetherian, then H is of finite type.
(it) If H <g G, then G/H is of finite type.

Lemma 4.14 Let G be a nilpotent R-powered group.

(i) Suppose that R is a UFD. If H <g G and both H and G/H are of finite w-type,
then G is of finite w-type.
(it) If H <g G and both H and G/H are of finite type, then G is of finite type.

Proof Clearly, G is finitely R-generated since H and G/H are finitely R-generated.
To prove that G is w-torsion (R-torsion), repeat the proof of Lemma 2.13. O
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Putting together Lemmas 4.13 and 4.14 gives:

Theorem 4.29 Let R be a noetherian ring, and suppose that G is a nilpotent R-
powered group with H < G.

(i) If R is a UFD, then G is of finite w-type if and only if H and G/H are both of

finite w-type.
(it) G is of finite type if and only if H and G/H are both of finite type.

Lemma 4.15 Let R be noetherian, and let G be a nilpotent R-powered group.

(i) If R is a UFD and Ab(G) is of finite w-type, then G is of finite w-type.
(ii) If Ab(G) is of finite type, then G is of finite type.

Proof The result follows from Corollary 4.6 and Theorem 4.28. O

Theorem 4.30 Suppose that G is a finitely R-generated nilpotent R-powered group
with finite R-generating set X = {x1, ..., X}

(i) If Ris a UFD and each element of X is an w-torsion element, then G is of finite

w-type.
(ii) If each element of X is an R-torsion element, then G is of finite type.

Proof We prove (i) by induction on the class ¢ of G. The proof of (ii) is the same.
If ¢ = 1, then G is abelian. In this case, every element in G can be expressed in the
form x‘l)‘l ---xzk for some oy, ..., o € R. Ifxfi = 1 for some w-members §;, then
it follows that g#1#x = 1 for any ¢ € G. Since B - -- B is an w-member, G is an
w-torsion group.

Let ¢ > 1, and assume that the result is true for nilpotent R-powered groups
of class less than c. By Corollary 4.4, the abelian R-group y.G is R-generated by
simple commutators of the form [xj,, xj,, ..., x;], where the x;’s vary over all
elements of X and are not necessarily distinct. Since each element of X is an w-
torsion element, .G is of finite w-type by induction. Moreover, G/y.G is of class

c¢—1 with R-generators {x; .G, ..., xy.G}, each of which is an w-torsion element.
By induction, G/y.G is of finite w-type. An application of Lemma 4.14 completes
the proof. O

4.4.14 Order, Exponent, and Power-Commutativity

In [10], S. Majewicz and M. Zyman introduced the notions of “order” and “expo-
nent” for nilpotent R-powered groups in order to study the structure of power-
commutative nilpotent R-powered groups (see Definition 4.30 below).
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At this time, the theory of nilpotent R-powered groups which revolves around
these notions is still in its very early stages. It is likely that many of the known
results on finite (nilpotent) groups have analogues for nilpotent R-powered groups,
where the ring structure of R plays a key role.

Let R be a PID, and suppose that G is a nilpotent R-powered group. If g € t(G),
then ann(g) = (u) # 0 for some u € R. Any other generator of ann(g) is an
associate of  in R, and the relation

U1 ~ W if and only if p; and w, are associates

is an equivalence relation on R. We call u the order of g and write |g| = . Observe
that it is well defined up to associates. Thus, |g| = w implies that gi® = 1 for any
Mo € R which is an associate of . Clearly, |g| divides o« whenever g* = 1 for some
o €R.

Lemma 4.16 If R is a PID, then the elements of coprime order in an R-torsion
group commute.

Proof The result follows from Theorem 4.25. O

Next, suppose that R is a PID and G is a nilpotent R-powered group of finite type.
The proof of Theorem 4.30 (i) illustrates that the orders of the elements of a finite
R-generating set of G determine the order of each element of G, and each such order
is a product of finitely many primes in R. This implies the existence of an element
a € R that annihilates every element of G.

Definition 4.29 Let G be a nilpotent R-powered group of finite type, where R is
a PID. We say that G has exponent mym,---m,, where the m;’s are primes (not
necessarily distinct) in R, if

GM7 T — 1 but G”‘”Z'";""'”” # 1 foreach 1 <i<n.

As usual, 77wy +++ 7T; + -+ 7T, MEANS T(TTp + + * TTi—| it * * * Ty, and
GF = ng(gﬁ ( ge G)-

Observe that the exponent of an R-subgroup and a factor R-group of G divides the
exponent of G.

Theorem 4.31 Let R be a PID, and suppose that G is a finitely R-generated
nilpotent R-powered group. Then Z(G) is of finite type if and only if G is of finite
type.

The theorem is also true if “finite type” is replaced by “finite w-type.”

Proof By Lemma 4.13, Z(G) is of finite type whenever G is of finite type. We prove
the converse by induction on the class ¢ of G. Suppose that Z(G) is of finite type. The
result is obvious if ¢ = 1. Let ¢ > 1, and suppose that the theorem is true for every
finitely R-generated nilpotent R-powered group of class less than c. Suppose that
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Z(G) has exponent &, and let a € {,G. If g is any element of G, then [g, a] € Z(G).
Now, [g, a]* = 1 implies that [g, a*] = 1 by Lemma 4.8. Therefore, a® € Z(G),
and thus $,G/Z(G) is an R-torsion group. Furthermore, {,G/Z(G) is finitely R-
generated by Theorem 4.21 because

66/ 2(G) = Z(G/Z(G)) <k G/Z(G)

and G/Z(G) is finitely R-generated. Thus, {,G/Z(G) is of finite type. By induction,
G/Z(G) is also of finite type because it is of class ¢ — 1. Since Z(G) is of finite type
by hypothesis, the result follows from Theorem 4.29. O

We now turn our attention to power-commutative nilpotent R-powered groups.
The study of these groups was motivated by Wu [20]. Here we provide only two
results from [10].

Definition 4.30 A nilpotent R-powered group G is called power-commutative if
[¢%, h] = 1 implies [g, h] = 1 forall g, h € G and « € R whenever g% # 1.

Clearly, every abelian R-group is power-commutative and every R-subgroup of a
power-commutative group is also power-commutative.

Lemma 4.17 Every R-torsion-free group is power-commutative.

Proof Let G be an R-torsion-free group. If [¢*, h] = 1forg, h € Gand 0 # « € R,
then (h~'gh)" = g*. Apply Theorem 4.26 (ii). O

Lemma 4.18 Suppose that R is a PID. If G is a nilpotent R-powered group of finite
type and has exponent 1 for some prime @ € R, then it is power-commutative.

Proof Suppose that [¢*, | = 1, where g, h € G, « € R, and g* # 1. Since
G" = 1, 7 and « are relatively prime. Thus, there exists a, b € R such that
ao + bmr = 1. Therefore, the equalities [¢*, /] = 1 and g™ = 1 yield

o] = [ )= [t ] = ] =
This completes the proof. O

Theorem 4.32 Suppose that R is a PID, and let G be a nilpotent R-powered group
of finite type which is not of finite w-type for any prime 7 € R. If G is power-
commutative, then it must be abelian.

Proof By Theorem 4.25, it suffices to show that each w-primary component of G
is abelian. Suppose that 7y, ..., m,, « are primes in R, no two being associates.
Assume that g # 1 and & # 1 are elements of G, and a € G, X --- x G, and
suppose that |g| = «" and |h| = o* for some r, s € N. We will show that [g, h] = 1.
Clearly, a and g are of coprime order. By Lemma 4.16, [a, g] = 1. By the axioms,
we get

((ag)‘”)la| = (ag)ll’ = gl glale” = (a|a|)“' () = 1.



152

4 Normal Forms and Embeddings

This means that (ag)® has order dividing |a| which is relatively prime to o’.
However,

o o o

(ag)” =a*'g" =a",

implying that a® has order dividing |a|. Since |4| and |a| are relatively prime,

[((ag)". h] =[a". ] = 1. (4.24)

Since G is power-commutative, (4.24) gives [ag, h] = 1. By Lemma 1.4 and the
fact that & and a commute, we get

lag. h] = [a. h*[g. h] = [g. A].

And so, [g, h] = 1. O
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Chapter 5
Isolators, Extraction of Roots,
and P-Localization

When considering rings acting on groups, one may specialize to subrings of Q. A
group action by a subring of Q may be interpreted as root extraction in the said
group, which is the underlying subject of this chapter. In Section 5.1, we discuss the
theory of isolators and isolated subgroups. This topic is related to the study of root
extraction in nilpotent groups, which is the theme of Section 5.2. We discuss some
of the theory of root extraction in groups, emphasizing the main results for nilpotent
groups. Residual properties of nilpotent groups are also discussed in Section 5.2, as
well as embeddings of nilpotent groups into nilpotent groups with roots. Section 5.3
contains an introduction to the theory of localization of nilpotent groups. A group is
said to be P-local, for a set of primes P, if every group element has a unique nth root
whenever n is relatively prime to the elements of P. The main result in this section
is: Given a nilpotent group G, there exists a nilpotent group Gp of class at most the
class of G which is the best approximation to G among all P-local nilpotent groups.

In Sections 5.1 and 5.2, P will always denote a nonempty set of primes and P’
will be the set of all primes not in P. We further declare that if p is a single prime,
then p’ is the set of all primes excluding p.

5.1 The Theory of Isolators

Isolators are closely related to the extraction of roots in (locally) nilpotent groups.
In this section, we present some of the theory of isolators. Our discussion is based
on the work of P. Hall [10].

5.1.1 Basic Properties of P-Isolated Subgroups
We begin with the definition of a P-isolated subgroup.
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Definition 5.1 Let G be any group. A subgroup H of G is called P-isolated in G if
g € G and g" € H for some P-number n imply g € H.

If P is the set of all primes, then H is isolated in G. If P = {p}, then we say that
H is p-isolated in G.

One important aspect of P-isolated normal subgroups is that they give rise to
P-torsion-free quotients.

Lemma 5.1 Let G be any group. If N < G, then G/N is P-torsion-free if and only
if N is P-isolated in G.

Proof If N is P-isolated in G and gN € G/N such that (gN)™ = N for some P-
number m, then g” € N. Hence, g € N, implying that G/N is P-torsion-free.

Next, suppose that G/N is P-torsion-free. If m is a P-number, then (gN)" = N
implies gN = N; thatis, g” € N implies g € N. Thus, N is P-isolated in G. O

Lemma 5.2 Let G be a group, and suppose that H is P-isolated in G.

(i) If K is P-isolated in H, then K is P-isolated in G.
(ii) If K < G, then H N K is P-isolated in K.

Proof
(1) If g € G such that g" € K for some P-number n, then g" € H. Thus, g € H
because H is P-isolated in G. Since K is P-isolated in H, g € K.

(i) If k" € H N K for some P-number n and k € K, then k € H because H is
P-isolated in G. Therefore, k € H N K. m|

There is a natural correspondence between P-isolated subgroups and their
quotients.

Theorem 5.1 Let G be a group with a P-isolated normal subgroup H. If K < G
and H < K, then K is P-isolated in G if and only if K /H is P-isolated in G/H.

Proof Assume that K is P-isolated in G, and suppose that (gH)" € K/H for some
g € G and P-number n. Since g" € K and K is P-isolated in G, we have g € K.
Therefore, gH € K/H.

Conversely, suppose that K/H is P-isolated in G/H. If g" = k for some g € G,
k € K, and P-number n, then (gH)" =kH in K/H. Thus, gH€ K/Hand g€ K. O

The automorphic image of a P-isolated subgroup is always P-isolated.

Lemma 5.3 Let G be a group, and suppose that H is a P-isolated subgroup of G.
If ¥ € Aut(G), then W (H) is also P-isolated in G.

Proof Let g € G, and assume that g" € {(H) for some P-number n. There exists
an element & € H such that g" = v (h). Thus,

(v7'@) =v ') =h

is contained in H. Since H is P-isolated, ¥ ~'(g) € H. And so, g € ¥ (H). O



5.1 The Theory of Isolators 157

Under certain conditions, the intersection or union of P-isolated subgroups is
P-isolated.

Lemma 5.4 Let G be any group, and suppose that {G; | i € I} is a family of P-
isolated subgroups of G.

(i) If1is any index set, then (\,¢; G; is a P-isolated subgroup of G.
(ii) If I is a well-ordered index set and G; < Gj whenever i < j, then Uiel G;isa
P-isolated subgroup of G.

Proof (i) Suppose that g" € (),¢; G; for some P-number nand g € G. Then g" € G;
for each i € I. Since each G; is P-isolated in G, g is contained in each G;. Thus,
g € (e Gi- The proof of (ii) is similar. ]

5.1.2 The P-Isolator

Lemma 5.4 (i) suggests the following definition:

Definition 5.2 Let G be a group and S C G. The P-isolator of S in G, denoted by
Ip(S, G), is the intersection of all P-isolated subgroups of G that contain S. If P is
the set of all primes, then we write I(S, G) and call it the isolator of S in G.

Clearly, Ip(S, G) is the unique minimal P-isolated subgroup of G containing S.
It is constructed in the following way: Put S; = S and G; = gp(S), and recursively
define Gi+1 = gp(Si+1), where Siy; = {g € G | g" € G; for some P-number n}.
Then

o0
Ip(s. G) = G
i=1

To see why this is true, let H = | J2| G;. Suppose that g € G and n is a P-number
such that g” € H. Then g" € G; for some i € N, and consequently, g € S;+,. Hence,
g € Gi+1 < H, and consequently, H is a P-isolated subgroup of G containing S.
Thus, Ip(S, G) < H.

Next, we prove that Ip(S, G) > H. It suffices to show that Ip(S, G) > Gy, for all
k € N. This is clearly true when k = 1, giving the basis for induction on k. Suppose
that Ip(S, G) > G, form > 1. If g € S+, then g" € G, for some P-number n,
and thus g" € Ip(S, G). Since Ip(S, G) is P-isolated in G, we have g € Ip(S, G).
We have shown that Ip(S, G) contains S,,+1, and thus Ip(S, G) > G,,+; as asserted.

Lemma 5.5 Let G be any group. If H < G and Ip(H, G) < G, thenIp(H, G) < G.

Proof Letg € G.If h € Ip(H, G), then there exists a P-number n such that 4" € H.
Since H < G, we have (g7'hg)" = ¢7'h"g € H. And so, g~ 'hg € Ip(H, G). O

We give an explicit description of the P-isolator of a subgroup of a nilpotent
group in the next theorem.
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Theorem 5.2 If G is a nilpotent group and H < G, then the set
T ={g € G|g" € H for some P-number n}

is a subgroup of G and equals Ip(H, G). If G is P-torsion-free, then the nilpotency
classes of Ip(H, G) and H are equal.

Proof We first prove that T is a subgroup of G by induction on the class ¢ of
G. Clearly, g=' € T whenever g € T. We need to show that T is closed under
multiplication. If c = 1 and g, h € T, then there exist P-numbers m and n such that
g" € Hand h" € H. Since H < G and G is abelian,

(gh)'nﬂ — (gm)n(hn)m c H

Hence, gh € T because mn is a P-number.

We proceed by induction on c. Suppose that ¢ > 1, and assume that the result is
true for all nilpotent groups of class less than c. Without loss of generality, we may
assume that G = gp(T). We assert that G = T. First, we show that the abelian group
y.Giscontainedin 7. Let [gy, ..., g.] be any commutator of weight c in y.G, where
g1, ---»> & € G.Then g1y»G, ..., g.y»G are contained in Ab(G). By the induction
hypothesis, there exist P-numbers my, ..., m, such that (g;y,G)" € Hy,G/y,G
for 1 < i < c. Hence, there exist elements ay, ..., a. in y»G such that g"a; € H
for 1 <i < c. By Corollary 2.10, the mapping

®Ab(G) - )’CG/)/L'-HG = .G
Z

given by
1726 Q -+ ®@x2G > [x1, ..., X]Yer1G =[x, ..., xc]

is a Z-module epimorphism and multiplicative in each variable. Thus,

[g’lnlal» R ] g:‘n(.aC] = [glv R ] gC]mlmmC [alv s aC] .
By Theorem 2.14 (i), [ay, ..., a.] € y»cG = 1. Hence, [g, ..., g]™ ™ € H.
Since my - - -m, is a P-number, [gy, ..., g] € T, and thus y.G is contained in 7.

Choose an arbitrary element g of G. Since G/y.G is of class less than ¢, there
exists a P-number m and an element x of H such that (¢gy.G)" = xy.G; that is,
g" = xy for some y € y.G. Furthermore, there exists a P-number n satisfying
y* € H because T contains y.G. Therefore,

g = ()" =x""€H,

and thus g € T and G = T as asserted.
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Next, we show that T = Ip(H, G). Suppose that g € G and g" € T for some
P-number r. There exists a P-number s such that (g")’ = ¢ € H, and thus g € T.
Since T is a subgroup of G, T must be a P-isolated subgroup of G which contains
H; thatis, T > Ip(H, G). The reverse inclusion follows from the construction of the
P-isolator.

Now, suppose that G is P-torsion-free, and let H and Ip(H, G) have nilpotency
classes ¢ and k respectively. Clearly, ¢ < k since H < Ip(H, G). We claim that
¢ > k. Since H is of class ¢, each (¢ + 1)-fold commutator of elements of H equals

the identity. Let g1, ..., g1 € Ip(H, G), and consider the (c+ 1)-fold commutator
[g1, ..., ge+1] of Ip(H, G). We need to show that [gy, ..., g.+1] = 1. For each
i=1,2, ..., c+ 1, there exists a P-number 7n; such that gl’f" € H. Thus,

[g'l”, o gﬁi:ll] —1 5.1)

in H. Arguing as before, we can re-express (5.1) as

(g1, -y Geg]H =1L

Since H is P-torsion-free and nj---n.4; is a P-number, [g, ..., g+1] = 1.

Therefore, k < c. O
Note that we obtain Theorem 2.26 by setting H = 1 in Theorem 5.2.

Corollary 5.1 If G is a nilpotent group and H < G, then Ip(H, G) < G.

Proof Apply Theorem 5.2 and Lemma 5.5. O
Theorem 5.2 also holds for locally nilpotent groups.

Theorem 5.3 If G is a locally nilpotent group and H < G, then the set
T ={g e G|g" € H for some P-number n}

is a subgroup of G and equals Ip(H, G).

Proof Let g, h € T. Put K = gp(g, h), and realize that K is nilpotent since it is a
finitely generated subgroup of the locally nilpotent group G. There exist P-numbers
rand s such that g" € HN K and »* € H N K. Since H N K < K, we may apply
Theorem 5.2 to K and conclude that the set

{x € K| x" € HN K for some P-number n}

is a subgroup of K. Thus, there is a P-number ¢ such that (gh)’ € HN K < H for
some P-number ¢. And so, gh € T. The rest of the proof is similar to the one given
for Theorem 5.2. O

It is worth mentioning that Theorem 2.23 can also be used to prove Theorems 5.2
and 5.3. Moreover, Theorem 2.27 follows from Theorem 5.3 if we set H = 1.
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Corollary 5.2 If G is a torsion-free locally nilpotent group contained in a locally
nilpotent Q-powered group G, then I (G, G) is a Mal’cev completion of G.

Proof Letg € I(G, G) with g ¢ G. By Theorem 5.3, I(G, G ) is locally nilpotent,
and there exists k € N such that g¢ € G. We need to prove that g has a unique nth
root in / (G, 5) for any n > 1. Clearly, g has a unique nth root in G because g € G
and G is a Q-powered group. Since

g = (gl/n)” S I(G, 6),

there exists m > 1 such that (g'/")™ € G. Thus g'/" € I(G, G), as required. O

Remark 5.1 In general, the P-isolator of a subgroup H of an arbitrary group G does
not have to be equal to {g € G | g" € H for some P-number n}. For example, the set
of torsion elements of the infinite dihedral group Do, does not form a subgroup (see
the comment before Theorem 2.26).

Remark 5.2 In the literature, the P-isolator of a subgroup H of G is sometimes
defined as the set

Ip(H, G) = {g € G| g" € H for some P-number n}.

If Ip(H, G) happens to be a subgroup of G for all subgroups H < G, then G is
regarded as having the P-isolator property.

5.1.3 P-Equivalency

Let H and K be subgroups of a group G. If for all # € H and k € K, there are
P-numbers m and n such that /" € K and k" € H, then H and K are said to be
P-equivalent (see Definition 5.5).

In [10], P. Hall laid out the properties of P-equivalent subgroups. Our intention
is to discuss some of these results. We begin with a brief discussion of verbal
subgroups.

Definition 5.3 Let F be a free group on the set X = {x, x,, ...}, and suppose that
@ # V C F. Let G be any group, and let

g =21 ey (x; € X, kj € Z).

D In

(1) If g1, ..., gu € G, then the value of ¥ at the n-tuple (g1, ..., g,)is

k
9(gr, .os gn) =g gl
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(ii)) The word ¥ is termed a law in G if ¥(g;, ..., g,) = 1 for all n-tuples of
elements of G.

(iii) The verbal subgroup of G determined by V, denoted by V(G), is the subgroup
of G generated by all values in G of words in V. Hence,

V(G) = gp(¥(g1. &2. ...) |8 €G, D €V).

(iv) The class of all groups G satisfying V(G) = 1 is called the variety relative
toV.

Example 5.1 1f V = {|x;, x,]} and G is any group, then
V(G) =gp(lg. hl|g. heG) =[G, G].

If G is abelian, then the word & = [x{, x,] is a law in G. The class of abelian groups
forms a variety.

Example 5.2 Suppose that V = {[x1, ..., x,+1]} and G is a group. The verbal
subgroup of G is

V(G) =gp([g1: - gnt1] [ 8 € G) = G
by Lemma 2.6. By Corollary 2.3, the word @ = [x, ..., X,+1] is a law in any

nilpotent group of class at most n. Hence, the class of nilpotent groups of class at
most n is a variety.

Remark 5.3 Tt follows from Definition 5.3 that any subgroup or homomorphic
image of a group in a variety is again in that variety. This result can be compared to
Theorem 2.4.

Definition 5.4 Let ¢ = ¥ (x;, ..., x,) be a word in the n variables x;, ..., x,.
Let G be any group, and let H,, ..., H, be subgroups of G. The generalized verbal
subgroup ¥ (Hy, ..., H,) is defined as

Y(Hy, ..., H) =gp@(hy, ..., hy) |hjeHfori=1, ..., n).

The next theorem on generalized verbal subgroups will be useful in determining
certain facts about P-isolators.

Theorem 5.4 Let G be a finitely generated nilpotent group. Suppose that H; and K;
are subgroups of G such that [H; : K;] = m; fori =1, ..., nand m; € N. Let
H =9%(H,, ..., H) and K = 9(Ky, ..., K,) be the corresponding generalized
verbal subgroups for some n-variable word ©. Then [H : K] is finite and divides
some power of m = my - - - my,.

The proof relies on the next lemma which gives a criterion for a finitely generated
nilpotent group to be a finite p-group.
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Lemma 5.6 Let G be afinitely generated nilpotent group, and let p be a fixed prime.
Suppose that H and K are subgroups of G with K < H such that [H : K] is either
infinite or finite and divisible by p. Suppose in addition, that [NH : NK] is a finite
p'-number for every nontrivial normal subgroup N of G, then G is a finite p-group.

Proof We begin by observing that N £ K and N N H # 1 for any normal subgroup
N of G. Forifeither N < Kor NNH = 1, then [H : K] = [NH : NK], contradicting
the hypothesis.

In light of Lemma 2.26, it suffices to show that Z(G) is a p-group. First, we
prove that Z(G) is a torsion group. Let 1 # z € Z(G), and put N = gp(z). Clearly,
1 # N < G. Assume, on the contrary, that z is of infinite order. Since N N H # 1,
we may assume that z € N N H. Thus, N < H.Now, NN K < Kand NNK <H
implies that

[(NNK)H: (NNK)K] = [H : K].

However, [H : K] is either infinite or divisible by p, yet [(N N K)H : (N N K)K] is a
finite p’-number because N N K <1 G. We conclude that N N K = 1.

Let M = gp(Z’), and note that 1 £ M < G and [N : M| = p. By hypothesis,
[MH : MK] is a p’-number. On the other hand, M < H implies that

[MH : MK] = [H : MK] = [H : NK][NK : MK] = [H : NK]p,

which is not a p’-number. This contradiction confirms that z must be of finite order.
Thus, N is finite and Z(G) is a torsion group.

Next, we show that Z(G) is a p-group. Put N = gp(z) as before, and suppose that
N has prime order. We may assume once again that N < H because NN H # 1. We
have

[H : K] = [H : NK][NK : K] = [NH : NK]|N]|.

By hypothesis, [NH : NK] is a finite p’-number. Therefore, [H : K] is finite, and
the hypothesis implies that it is divisible by p. This proves that [N| = p, and
consequently, Z(G) is a p-group as claimed. O

We now prove Theorem 5.4. Assume on the contrary, that [H : K] is either infinite
or finite with a prime divisor p not dividing m. By Theorem 2.18, G satisfies Max.
Thus, there exists a nontrivial normal subgroup M of G which is maximal subject to
the condition that [MH : MK] is either infinite or finite with a prime divisor p that
does not divide m.

Set G* = G/M, and let HF = MH;/M and K} = MK;/M for each i. By
Lemma 5.6, G* is a finite p-group. Hence, H and K are also finite p-groups.
This means that [H* : K] is a pth power. Now,

[H : K[| = [MH;/M : MK;/M| = [H; : Ki(M 0 H})].
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and thus

[H;: Ki] = [H; : KiM 0 H)|[Ki(M N H)) : K]
= [H : K] |[Ki(M N H)) : K;].
Since [Hi : Ki] = m;, it must be that [Hl* : Kl*] divides m;. However, [Hl* : Kl*] is

a pth power and p is relatively prime to m. We conclude that [H * Ki*] = 1; that is,
H! = K for each i. Therefore,

H* =9(Hf, ..., H) = %K}, ..., K) = K*.

n

It follows that MH = MK, a contradiction. This completes the proof of Theo-
rem 5.4.

Definition 5.5 Let G be any group with subgroups H and K. Then H is P-equivalent
to K if for every pair of elements & € H and k € K, there exist P-numbers m and n
such that #" € K and k" € H. We write H > K.

For the rest of this section, the P-isolator of a subgroup H of a group G will be
written as H.

Remark 5.4 Let G be a locally nilpotent group.

LI H < G, then H ~ H.

2. If H and K are subgroups of G, then H ~ K ifand only if H < K and K < H.
Theorem 5.5 Let G be a locally nilpotent group. For eachi = 1, ..., n, suppose
that H; 5 K; for subgroups H; and K; of G. If O (x1, ..., X,) is a word in the

variables xy, ..., x,, then

D(H1. .. H) ~ (KL K.

Proof Set H = 9(H;, ..., H,) and K = ¥(K;, ..., K,). By Remark 54, it
suffices to prove that H < K.Letw = v (hy, ..., h,), where h; € H; for each i. We
claim that there exists a P-number m such that w" € K; thatis, w € K.

Let M = gp(hy, ..., h,). By hypothesis, M is nilpotent because it is a finitely
generated subgroup of G. Since H; > K; for each i, there exists a P-number m; such

that 4" € K;. For each i, define

M; = gp(h;)) < H; and N; = gp(h") < K;.

Clearly, N; < M;, and thus ¢(Ny, ..., N,) < 9(M;, ..., M,). Furthermore,
each M; and N; is nilpotent because each H; and K; is locally nilpotent according
to Lemma 2.20 (ii). Thus, both #(Ny, ..., N,) and ¥ (M, ..., M,) are nilpotent.

By Theorem 5.4,
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[l?(M], PN Mn) . l?(N], ey Nn)]
is a P-number because [M; : N;] = m;. Furthermore, w € 3(My, ..., M,). By
Corollary 2.6, there is a P-number m such that w” € 3(Ny, ..., N,) < K. O

Let ¥ (x;, x2) = [x1, x2], and let G be a locally nilpotent group. Suppose that
H, > K, and H, > K> for subgroups H;, H,, K, and K; of G. By Theorem 5.5,

[Hi, H)] > K1, K>

The result above, together with Remark 5.4, give the following:

Corollary 5.3 Let G be a locally nilpotent group. If H and K are subgroups of G,
then [H. K] < [H. K].

Several properties of the isolator carry over to the centralizer of a factor group in
a group. To make sense of this, we need a definition.

Definition 5.6 Let G be any group with N I G and N < H < G. The subgroup K
of G which satisfies the conditions N < K and K/N = Cg/n(H/N) is termed the
centralizer of H/N in G, written as K = Cg(H/N).

Thus, Cc(H/N) ={g € G| [g, h] € N forall h € H}.

Lemma 5.7 Let G be a locally nilpotent group with S < G. Suppose that R is a
subgroup of G such that S < R, and put C = Cg(R/S). The following hold:

(i) Cisa subgroup ong(I_i’/E); that is, [a I_?] <S:
(ii) IfS =S, then C = C;
(i) IfS > R, then C is P'-isolated in G;
(iv) If R < G and R/S is a finite P-torsion group, then G/C is a finite P-torsion
group.
Proof

(i) By Corollary 5.1, S < G. Hence, S < R. Clearly, [C, R] < S, and thus
[C, R] < S. By Corollary 5.3,

.R]<I[C. R]

Al

[

and the result follows.

(ii) By (), [C., R] < S.Since S = S, [ C. R] < S. Hence [ C, R] < S, and thus
C=_C.

(iii) Suppose that x™ € C for some P’-number m. Put X = gp(x) and ¥ = gp(x™).
Clearly, X ~ Y. By Theorem 5.5, [X, R] > [Y, R]. We claim that

[X, Rl <SNIp(S, G).
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We show first that [X, R] < Ip(S, G). Letw € [X, R]. Since [X, R] ~ [Y, R],
P/
there exists a P’-number / such that w' € [Y, R]. Now, ¥ < C implies that

[Y, R] < S,and thusw' € § < IP_/(S, G). Since Ip/(S, G) is P'-isolated, w €
Ip (S, G). Secondly, R > S since § > R by hypothesis. Invoking Theorem 5.5

again gives [X, R] > [X, S]. Since S < G, we have [X, S] < S. Hence,

[X, S] < S, and consequently, [X, R] < S. This proves the claim. We therefore
have that [X, R] < S and x € C, as required.
(iv) Since R < G, we have that C < G. By the Third Isomorphism Theorem,

_ G/S _ Ng/s(R/S)

CIC=CJs = Cops®/S)

Thus, G/C is isomorphic to a subgroup of Aut(R/S) by Theorem 1.3, and
consequently, G/C is finite because R/S is assumed to be finite. Furthermore,
R < S. By (iii), C is P'-isolated in G. Therefore, G/C is finite but P’-torsion-
free; that is, G/C is a finite P-torsion group. O

The next theorem is a major result on isolators.

Theorem 5.6 (V. M. Gluskov) If G is a locally nilpotent group and H < G, then
IP(NG(H)9 G) = NG(IP(H9 G))

Equality holds if G is finitely generated, and thus nilpotent.

Proof Set N = Ng(H). By Proposition 1.1 (ii), [N, H] < H because H < N. By
Corollary 5.3,

[N.H]<[V. B <A

This implies that N < NG(H) again by Proposition 1.1 (ii).

Suppose that G is a finitely generated nilpotent group, and let x € Ng(H ). We
must show that x € N. Since G is finitely generated, we may assume that G =
gp(x. N). By the previous paragraph, N < Ng(H). Thus, G = Ng(H), and
consequently, H <I G. Moreover, [ H : H| = m is a P-number by Theorems 2.24
and 5.3. By Corollary 2.6, we have H™ < H.Infact, H™ < G because H < G.

Let C denote the centralizer of H/H™ in G. Observe that H/H™ is a finite P-
torsion group. By Lemma 5.7 (iv), G/C is a finite P-torsion group. Thus, for every
gC € G/C, there exists a P-number [ such that (¢C)! = C; that is, g’ € C. We
conclude that G = C. Howeyver, C normalizes H. Forif c € C and h € H, then

[c. e H" < H.

And so, c"'h~l¢ € H. Hence, C < N, and thus N = G. Since G = gp(x, N), we
conclude that x € N. O
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Corollary 5.4 Let G be a locally nilpotent group. If H is a P-isolated subgroup of
G, then so is Ng(H).

Proof Let g € G, and suppose that there is a P-number n such that g" € Ng(H).
Then g € Ng(H). By Theorem 5.6, g € NG(H). Since H is P-isolated in G, we
have H = H. And so, g € Ng(H). O

5.1.4 P-Isolators and Transfinite Ordinals

In the definitions that follow, certain group theoretic notions are extended to the
transfinite case.

Definition 5.7 Let H be a subgroup of a group G. We define the sequence of
successive normalizers of H as follows:

1. Hy=H.
2. If « is a successor ordinal, then H, = Ng(Hy—1).
3. If « is a limit ordinal, then H, = Ug.,Hg.

We call H, the ath normalizer of H.

Definition 5.8 Let G be a group with subgroups H and K. If H < K, then we say
that H is an ascendant subgroup of K if there is a series of subgroups {H,}y<p
satisfying:
1. Hy = H and Hg = K,
2. For each successor ordinal @ < 8, H,—1 <1 Hy;
3. If B is a limit ordinal, then Hg = Uy gH,.

Note that if 8 is a finite ordinal, then H is subnormal in K.

Lemma 5.8 Let G be a locally nilpotent group with subgroups H and K such that
H < K. For each ordinal «, let H, be the oth normalizer of H.

(i) IfH = H, then H, = H,. B B

(ii) If H is an ascendant subgroup of K, then H is an ascendant subgroup of K.

Proof

(i) The proof is done by transfinite induction on «. Suppose that H = H.Ifa =0,
then Hy = Hj, by hypothesis. Assume that the result holds for all ordinals
U <oa.

e If « is a successor ordinal and H,— = H,—1, then
Hy = NG (Hy—1) < Ng (Ha—1) = Ng(Ho—1) = H,

by Theorem 5.6. Thus, H, = H,.
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* Suppose that « is a limit ordinal, and assume that H,, = ﬁﬂ for all u < .
We claim that H, = H,. If x € H,, then there exists a P-number m such
that x™ € H,. Thus, ™ € H, for some u < «. Since H, = _u’ x € H,.
Therefore, x € H, and H, = H, as claimed.

(i1) Since H is an ascendant subgroup of K, there exists a series {Ha} satisfying

a<p

the conditions of Definition 5.8. We claim that the series {Ew}a< 8 satisfies

Definition 5.8 for H and K. Clearly, Hy = H, Hg = K, and H, < Hg4,
for ordinals B and «. By Theorem 5.6 and the fact that H, <1 Hy+1, we have

Ng (Hy) = Ng(Hy) = Hoy1.

Thus, Ha < [_{(x+l~

For a limit ordinal u, we let x € ﬁﬂ. There exists a P-number m such that
x" € H,. Thus, x™ € H, for some o < u. Hence, x € H, and Eu = Ua<ﬂﬁa.
Consequently, H is an ascendant subgroup of K. O

The definition of the upper central series may be generalized to the transfinite
case.

Definition 5.9 The transfinite upper central series of a group G is the ascending
series of subgroups {{,G} defined by

1. (G =1,
2. £4G/¢y—1G = Z(G/Ly—1G) for all successor ordinals ¢, and
3. 4,G = Uﬁ<a {gG whenever « is a limit ordinal.

Each term of the transfinite upper central series has cardinality at most the
cardinality of G. Consequently, there exists a least ordinal p such that

E;AG = §M+IG = §u+2G =t

The subgroup ¢, G is called the hypercenter of G. If G coincides with some term
of its transfinite upper central series, then it is called a hypercentral group (or ZA-
group).

Clearly, every nilpotent group is hypercentral. On the other hand, not every
hypercentral group is nilpotent. For example, let gp(x) be a cyclic group of order
2. The semi-direct product

Dyoo = gp(x) X Zpoo,

referred to as the locally dihedral 2-group, is hypercentral [30] but not nilpotent.

The next lemma deals with quotients of a P-torsion-free group by its (transfinite)
upper central subgroups. Part of its proof is contained in the proof of Corollary 2.20.
See [23] for complete details.
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Lemma 5.9 (D. H. McLain) Let G be any group. If G is P-torsion-free, then
G/¢,G is P-torsion-free for all ordinals o« > 1.

Lemma 5.10 Suppose that G is a P-torsion-free locally nilpotent group. If H < G
and H = G, then {gH = g (H) N H for any ordinal B.

Proof The proof is done by transfinite induction. The result is clear for § = 0.
Assume that the lemma holds for all ordinals o < .

* Suppose that 8 is a successor ordinal. By the induction hypothesis, we have
é'/g_lH = Cﬂ—lG N H. Thus,

[6sGNH. H| < [6G. G| NH =¢GN H =g H,

and hence, {gG N H < {gH. On the other hand, Corollary 5.3 gives

[éﬂH» G] = [é'ﬂH’ H] = [QB_H 1_1] =< [EﬂHa H] < {p-1H < {p1G = {516,

where the last equality is a consequence of Lemmas 5.1 and 5.9. Therefore,
{gH < {pG N H. We conclude that {gH = {gG N H.
e If B is a limit ordinal, then

tpH = | Ll = | J(@G N H) = 4GN H.

a<f a<f

This completes the proof. O

Other results on isolators can be found in [10] and [18].

5.2 Extraction of Roots

The study of groups with unique roots dates back to the 1940s, when B. H. Neumann
[24] showed that every group can be embedded in a group in which roots exist,
but are not necessarily unique. Shortly afterwards, Mal’cev [22] proved that any
torsion-free nilpotent group can be embedded in a nilpotent group of the same class
in which roots not only exist, but are uniquely defined. Other major contributors
toward the development of the theory of extraction of roots include Kontorovi¢ [16]
and Cernikov (see [7] and [8]).

A major paper on root extraction is due to G. Baumslag [2], where he constructs
the “freest possible” group in which roots exist and are uniquely defined. This is
the so-called free Z-group. More recently, S. Majewicz and M. Zyman studied root
extraction in nilpotent R-powered groups where R is a binomial domain (see [20]
and [21]).
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The purpose of this section is to acquaint the reader with some of the theory
of root extraction in groups. In particular, we focus on the extraction of roots in
nilpotent groups.

5.2.1 %p-Groups

Definition 5.10 A group G is called a %p-group if every element of G has at most
one nth root for every P-number n. If P is the set of all primes, then G is termed a
U -group.

If P = {p}, then we simply write %, instead of %,). There are several equivalent
formulations of Definition 5.10 as follows:

1. A group is a Zp-group if every element of the group has at most one pth root for
every prime p € P.

2. If GisaZp-group and g, h € G satisfy g" = h" for any P-number n, then g = h.

3. A group G is a %p-group if for each P-number n and g € G, the equation g = x"
has at most one solution.

If ¢ € G has a unique nth root, then we write it as g'/”.
Proposition 5.1

(i) A subgroup of a Up-group is a Up-group.
(ii) Every P-torsion-free abelian group is a Up-group.
(iii) Every Up-group is P-torsion-free. Equivalently, P-torsion groups cannot be
Up-groups.

Proof

(i) Let G be a Zp-group, and let H < G. If g € H and n is a P-number, then either
g has no nth root in G (nor in H) or g'/” exists in G. If g!/* € H, then g has a
unique nth root in H; otherwise it has none. Thus, H is a Zp-group.

(i) Suppose that g, h € G and g" = h" for some P-number n. Then (gh™!)" = 1
because G is abelian. Since G is P-torsion-free, gh~! = 1, and thus g = h.
(iii) This part is the trivial half of Theorem 2.7. ad

Remark 5.5 The converse of Proposition 5.1 (iii) is not true. For example, the group
G =(a b|a=p?)

is torsion-free, but is not a % -group.

Lemma 5.11 Suppose that G and H are p-groups and v € Hom(G, H). If g has
an nth root in G, then ¥ (g) has an nth root in H.
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Proof Observe that

v(g) = (v (g/")".

Hence, ¥ (gl/ ”) is the unique nth root of ¥ (g). O

In particular, if G is a Zp-group and g € G has an nth root for some P-number n,
then every conjugate of g also has an nth root.

Let G be any group and suppose that g, h € G. If [g, h] = 1, then [g", h"] = 1
for any m, n € Z. The converse holds for %p-groups when m and n are P-numbers.

Lemma 5.12 (P. G. Kontorovi¢) Suppose that G is a Up-group and g, h € G. If
m and n are P-numbers and [g", h"] = 1, then [g, h] = 1.

Proof If [g", h"] = 1, then
h—nghn — h—n(gm)l/mhn — (h—ngmhn)l/m — (gm)l/m =g.

Hence, [g, #"] = 1. Thus,

- - n n - n 1/” n n
§ g =g (1) g = (s 'g) = () = h.

And so, [g, h] = 1. O

Corollary 5.5 Let G be a p-group and suppose that g, and g, are elements in G
which have nth roots for some P-number n. If g and g, commute, then gi/ "g;/ " is

the nth root of g18>.

Proof Since g; and g, commute, their nth roots g}/ " and gé/ " also commute by
Lemma 5.12. Thus,

1/n 1/n\" 1/n\" ( 1/n\"
(gl/ngz/n) 2(81/n) (gz/n) = 8182-

/n 1/n

"gz . a
Lemma 5.13 A direct product of a family of Up-groups is a XUp-group.

Therefore, the nth root of g; g, is g}

Proof Let I be a nonempty index set, and suppose that (G;);e; is a family of %p-
groups. Let G be the direct product of the G;, and pick an element g = (g;);es in G.
Let n be a P-number.

» If g; has no nth root for some i € I, then g has no nth root.
» If g; has a unique nth root for every i € I, then so does g:

1
gl/n — (gi/")' )
i€l

Therefore, G is a Zp-group. O
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Remark 5.6 The (standard) wreath product of two %p-groups is again a Zp-group.
This was proven by G. Baumslag (see Theorem 18.1 of [2]). He also proved in [3]
(Corollary 4.7) that the unrestricted wreath product of a nontrivial % -group G by a
% -group H is a 7/ -group if and only if H is a torsion group.

5.2.2  %p-Groups and Quotients

p-groups and P-isolated subgroups are naturally related to each other.

Lemma 5.14 Let G be any group and N < G. If G/N is a Up-group, then N is
P-isolated in G.

Proof The result follows from Proposition 5.1 (iii) and Lemma 5.1. O

Corollary 5.6 If G is a nilpotent group and N < G, then N is P-isolated in G if
and only if G/N is a Up-group.

Proof By Theorem 2.7, a nilpotent group is a %p-group if and only if it is P-torsion-
free. Apply Lemmas 5.1 and 5.14. O

The quotient of a %p-group by its center is also a %p-group. The next lemma
which is very useful in its own right, will be needed to establish this.

Lemma 5.15 If G is a %p-group and S is a nonempty subset of G, then Cg(S) is
P-isolated in G. In particular, Z(G) is P-isolated in G.

Proof Suppose that g" € Cg(S) for some P-number n. If s € S, then s~!g"s = g"
and thus (s~'gs)" = g". Since G is a %p-group, s~'gs = g. And s0, g € Cg(S). O

Corollary 5.7 If G is a Up-group, then G/Z(G) is also a Up-group. Thus, Inn(G)
is also a Up-group.

Proof Suppose that (¢Z(G))" = (hZ(G))" for some P-number n and elements
gZ(G) and hZ(G) in G/Z(G). There exists z € Z(G) such that g" = h"z. Thus,
g" and 1" commute. By Lemma 5.12, g and 4 also commute. Therefore, g" = h"z
can be expressed as (ghfl)n = z. Since Z(G) is P-isolated in G by Lemma 5.15,
gh™! is contained in Z(G). Thus, gZ(G) = hZ(G). The last statement follows from
Corollary 1.1. O

Remark 5.7 In general, the quotient of a %-group need not be a %p-group. For
example, the additive group Z is torsion-free abelian and thus a % -group by
Proposition 5.1 (ii). However, the quotient Z/nZ, being isomorphic to Z,,, is a finite
cyclic group for any n € N. Such groups are not % -groups by Proposition 5.1 (iii).

The converse of Corollary 5.7 is true for P-torsion-free groups.

Corollary 5.8 If G is a P-torsion-free group and G/Z(G) is a %p-group, then G is
a Up-group.
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Proof Suppose that g" = h" for some g, h € G and P-number n. In the factor group
G/Z(G), we have (gZ(G))" = (hZ(G))". Thus, gZ(G) = hZ(G) because G/Z(G)
is assumed to be a %p-group. Hence, there exists z € Z(G) such that g = hz. This
implies that g" = h"Z". Since g" = h", we have 7" = 1, and consequently, z = 1
because G is P-torsion-free. Therefore, g = h. O

5.2.3 P-Torsion-Free Locally Nilpotent Groups

By Theorem 2.7, a nilpotent group is P-torsion-free if and only if it is a Z-group.
This is also the case for locally nilpotent groups.

Theorem 5.7 (S. N. Cernikov, A. I. Mal’cev) A locally nilpotent group is a Up-
group if and only if it is P-torsion-free.

Proof Suppose that G is a P-torsion-free locally nilpotent group and g" = A" for
some g, h € G and P-number n. The subgroup K = gp(g, h) of G is finitely
generated (hence, nilpotent) and P-torsion-free. By Theorem 2.7, K is a %p-group.
Hence, g = h and G is a %p-group. The converse is just Proposition 5.1 (iii). O

Corollary 5.9 Let G be a locally nilpotent group. A normal subgroup N of G is
P-isolated in G if and only if G/N is a Up-group.

Proof The result follows from Theorem 5.7, together with Lemmas 5.1 and 5.14. O

Corollary 5.10 If G is a P-torsion-free (locally) nilpotent group, then G/Z(G) is
also P-torsion-free (locally) nilpotent.

Proof This is a consequence of Theorems 2.7 and 5.7, together with Corollary 5.7
and Proposition 5.1 (iii). O

Corollary 5.11 Let G be a P-torsion-free locally nilpotent group. If S is a nonempty
subset of G, then Cg(S) is P-isolated in G. In particular, Z(G) is P-isolated in G.

Proof The result is immediate from Theorem 5.7 and Lemma 5.15. O

5.2.4 Upper Central Subgroups of %/p-Groups

Theorem 5.8 Let G be a Up-group. For each ordinal @ > 0,

(i) Cu+1G is P-isolated in G;
(ii) G/Ly+1G is a Up-group (hence, P-torsion-free);
(iii) Lu+1G/ oG is an abelian %p-group (hence, P-torsion-free).
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Proof The proof is done by transfinite induction on «. If &« = 0, then Lemma 5.15,
Corollary 5.7, and Proposition 5.1 (i) and (iii) establish all three statements. Assume
that the theorem holds for all ¢ < B.

e If B — 1 exists, then G/{g_1G is a %p-group by (ii) above. By Lemma 5.15,

Z(G/tp-1G) = 3G /tp1 G

is P-isolated in G/{g—G. Thus, (i) follows from Theorem 5.1. By Corollary 5.7,
G/gG is a Up-group since

G/t-1G

CI99 = 6

by the Third Isomorphism Theorem. Moreover, G/{gG is P-torsion-free by
Proposition 5.1 (iii). This establishes (ii). To prove (iii), note that {,+1G/{,G
is a Zp-group since it is a subgroup of a Zp-group and thus Proposition 5.1 (i)
applies. We again invoke Proposition 5.1 (iii).

e If B is a limit ordinal, then

£3G = 4G,
a<f
where {,G is P-isolated in G. Thus, {gG is P-isolated in G by Lemma 5.4 (ii).

Suppose that (g@gG) = (h{,gG) for some P-number n and g, & € G. Then

g" = W'z for some z € {G. Thus, z € {,G for some o < B. Therefore, we
have (g¢,G)" = (hi,G)". Since G/{,G is a p-group, we obtain g¢,G =
h&,G, and consequently, g{gG = h{gG. This gives (ii), and (iii) follows from
Proposition 5.1. o

Corollary 5.12 Let G be a Yp-group.
1. If G is nilpotent of class c, then foreachi =0, 1, ..., c—1,

(i) ¢i+1G is P-isolated in G;
(it) G/Ci+1G is a nilpotent Zp-group (equivalently, P-torsion-free);
(iii) C;+1G/ ;G is an abelian Yp-group (equivalently, P-torsion-free).

2. If G is locally nilpotent, then for each ordinal o > 0,

(i) Ly+1G is P-isolated in G;
(ii) G/ly+1G is a locally nilpotent Up-group (equivalently, P-torsion-free);
(iii) Ly+1G/ 4G is an abelian %p-group (equivalently, P-torsion-free).

Proof The result follows at once from Theorems 2.7, 5.7, and 5.8. m|
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5.2.5 Extensions of %p-Groups

Lemma 5.16 A central extension of a Up-group by a Up-group is a Up-group.

Proof Suppose that G is a central extension of a Zp-group Q by a Zp-group N. Let
g and h be elements of G such that g" = h" for some P-number n. Passing to the
quotient G/N, we obtain (gN)" = (hN)". Since G/N is isomorphic to the Zp-group
Q, G/N is also a %p-group. This means that gN = AN and thus g = ha for some
a € N. Hence,

gl’l — (ha)n — hnaﬂ

because N < Z(G). Therefore h" = h"a" and thus a" = 1. Since N is a %p-group,
a=1.Andso, g =h. a

Lemma 5.17 A locally nilpotent group which is an extension of a Up-group by a
Up-group is itself a Up-group.

Proof The result follows from Lemma 2.13 and Theorem 5.7. O

In [2], G. Baumslag showed that an extension of a %p-group by a %p-group is
not necessarily a %p-group. For example, let

B=(b, by, ...| b}y =0y [bi b]=1,i=1,2,....j=12, ...)

Clearly, B is a %,-group. Let A be the unrestricted direct product of |B| copies of
B indexed by the elements of B, where |B| represents the cardinality of B. For each
b € B, we denote the bth copy of B by B,,. For every a € A, we let a, € B, denote
the bth component of a. By Lemma 5.13, A is also a %5-group. Define G to be the
unrestricted wreath product of B by B :

G=B1B=(a B|(¥) " ab =aw (a bV <B))

Thus, G is an extension of the %,-group B by the %,-group A.

We assert that G is not a %5-group. Choose an element b # 1 in B, and consider
the element a* of A whose component in By, is the isomorphic image of a‘="" in
By, where 1 # a € B, and whose components in all other B, (b’ € B) are equal to
the identity. Noting that b~ a*ba* = (a*)? a*, we have that the b"th component of

_1ynt1 —_1\n
(a*) is ag,, D™ while the b"th component of a* is aén » Clearly,

_1\yn+1 1\
agn D a(b,, D = 1 (S an.
Thus, if we put g = ba*, then

¢ = ba*ba* = b*(b'a"ba" ) = 2.

However, g = ba* # b since a* # 1. This proves the assertion.
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5.2.6 P-Radicable and Semi-P-Radicable Groups

Definition 5.11 A group G is called a P-radicable group (or an &p-group) if every
element of G has at least one nth root in G for every P-number n. Equivalently, G is
P-radicable if any of the following holds:

1. Every element of G has at least one pth root in G for every prime p € P;
2. For each P-number n and g € G, the equation g = x" has at least one solution.

If P is the set of all primes, then G is called a radicable group (also referred to as
an &-group or a complete group). If P = {p}, then G is p-radicable.

Lemma 5.18 A homomorphic image of a P-radicable group is P-radicable.

Proof Let G be a P-radicable group, and let ¢ € Hom(G, H) for some group H. If
n is a P-number and g € G, then ¢(g) has an nth root in ¢(G). Indeed, there exists
h € G such that /* = g because G is P-radicable. Thus,

p(g) = o(h") = (p(h)",

and consequently, ¢ (k) is an nth root of ¢(g) in ¢(G). O

Remark 5.8 In general, a proper subgroup of a P-radicable group need not be P-
radicable. For instance, the additive group Q is divisible, but the subgroup Z of Q is
not. See Lemma 5.24.

Lemma 5.19 A direct product of a family of P-radicable groups is P-radicable.

Proof Let I be a nonempty index set. Let (G;);e; be a family of P-radicable groups
and suppose that G is a direct product of the G;. Choose an element g = (g;);e; in
G. If n is any P-number, then there exists #; € G; such that h} = g; for each i € I.
Thus,

g = (h))ier = (h)je;-

Hence, (4;);e; is an nth root of g. O

Remark 5.9 The wreath product of two P-radicable groups is not always P-
radicable. However, one can obtain a P-radicable wreath product by imposing
certain conditions on the given groups. For instance, if G and H are p-radicable
groups for some prime p and G is nontrivial, then the unrestricted wreath product
of G by H is p-radicable if and only if H does not contain elements of order p. This
and related results can be found in [3].

Lemma 5.20 If G is a P-radicable group and t1(G) < G, then t(G) is P-radicable.

Proof Let 1 # g € ©(G) such that g" = 1 for some n € N. If m is any P-number,
then there is an element & € G such that g = #™. Thus, ¥ = 1,soh € t(G). O

A finite group cannot be radicable unless it is trivial.
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Lemma 5.21 Every nontrivial radicable group is infinite.

Proof Assume that there exists a nontrivial finite radicable group G of order n. If
1 # g € G, then there exists & € G such that g = A". Since |G| = n, #" = 1. This
implies that g = 1, a contradiction. O

In contrast to Lemma 5.21, a finite p-torsion-free group is always p-radicable for
any prime p.
Lemma 5.22 Every finite p-torsion-free group is p-radicable.
Proof Let G be a finite p-torsion-free group with exponent n. Clearly, n # p because

G is p-torsion-free. Furthermore, p does not divide n. To see this, suppose that n =
pm for some m € N.If 1 # g € G, then

l=g"=g"=(@").

Since G is p-torsion-free, it must be the case that g” = 1. This contradicts the
assumption that G has exponent 7.

Now, since n and p are relatively prime, there are integers r and s such that
rn+ sp = 1. If g € G, then

g=8""" = (&) = (&Y.

Therefore g has a pth root and thus G is p-radicable. O

5.2.7 Extensions of P-Radicable Groups

Just as for %p-groups, an extension of a P-radicable group by a P-radicable group is
not necessarily P-radicable. Counterexamples have been constructed using wreath
products and are given by G. Baumslag in [3].

Lemma 5.23 A central extension of a P-radicable group by a P-radicable group is
P-radicable.

Proof Let G be a central extension of a P-radicable group Q by another P-radicable
group N. Let g € G, and let n be a P-number. Since G/N is isomorphic to O, G/N
is also P-radicable. Thus, gN € G/N has an nth root in G/N, say hN. This means
that gN = (hN)" = h"N. Hence, g = h"a for some a € N. Now, a has an nth root
in N, say ao, since N is P-radicable. Therefore,

g = h"ag = (hap)"

since N < Z(G). Thus, g has an nth root in G. O
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The question of whether or not P-radicability is preserved under extensions for
nilpotent groups will be answered in Corollary 5.16.

5.2.8 Divisible Groups

Abelian radicable groups are usually referred to as divisible and P-radicable abelian
groups are called P-divisible. If G is an additively written P-divisible group, then

G={ng|geG}=nG

for every P-number n. Equivalently, G = pG for all primes p € P.

Our intention here is to mention only those results on divisible groups which will
be needed for our discussion on nilpotent P-radicable groups.

A divisible group which plays a major role in the study of abelian groups is the
additive group of the rational numbers Q. Clearly, Q is torsion-free.

Lemma 5.24 Q is divisible.

Proof Let p/q be an element of Q. If n € N, then p/gn € Q and n(p/qn) = p/q.
Thus, p/gn is an nth root of p/q. |

Another important divisible group is the p-quasicyclic group Z,c. Recall from
Section 2.2 that for any prime p, the p-quasicyclic group (also referred to as the
Priifer p-group) is the group with additive presentation

Lpoo = (x1, X2, ... |px1 =0, pxyp1 =x, for n=1,2, ...). (5.2)

It is clear from the presentation that Z,eo is a p-group.
Lemma 5.25 Z, is divisible.

Proof 1t suffices to exhibit a gth root for each generator x; in the presentation (5.2),
where ¢ is any prime. If ¢ = p, then we read off from (5.2) that x;; is the pth root
ofx;fori=1, 2, ....

Suppose that g # p. A direct calculation shows that x; has order p. Since p' and
q are relatively prime, there exist integers a and b such that ap’ + bg = 1. Thus,

X; = (api + bq)x,- = ap'x; + bgx; = bgx; = q(bx,-).

Hence, the gth root of x; is bx;. O

The next result is a fundamental structure theorem for divisible groups. A proof
can be found in [15].
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Theorem 5.9 Let G be a divisible group.

(i) If G is torsion-free, then it is a direct sum of isomorphic copies of Q.
(ii) If G is a torsion group, then it is a direct sum of p-quasicyclic groups for
various primes p.
(iii) If G is mixed, then it is a direct sum of isomorphic copies of Q and p-
quasicyclic groups for various primes p.

A finitely generated nontrivial abelian group can never be divisible. This is the
point behind the next result.

Theorem 5.10 No nontrivial divisible group is finitely generated.

Proof Suppose that G is a nontrivial divisible group. Assume on the contrary, that
G is finitely generated. By the Fundamental Theorem of Finitely Generated Abelian
Groups, G is isomorphic to the direct product of a finite number of copies of Z and
a finite abelian group. Clearly, no factors of Z can appear in G; otherwise, Z would
be divisible, which is absurd. Hence, G is isomorphic to a finite abelian group, say
H. Since G is divisible, Lemma 5.21 implies that H is trivial. We conclude that G
must be trivial, a contradiction. ad

A proper subgroup of a divisible group is not necessarily divisible (see
Remark 5.8). In particular, we have:

Lemma 5.26 Q has no proper divisible subgroups.

Proof Let 0 # H be a divisible subgroup of Q. We claim that H = Q. To begin
with, we show that Z is a subgroup of H. Suppose that a/b is a nonzero element
of H and assume without loss of generality, that a > 0. Then a = b(a/b) is also
contained in H. Since H is divisible, for any n > 0, there exists an element 7 € H
such that @ = nh. In particular, there exists an element # € H such that a = ah.
This means that 1 € H and consequently, Z < H.

Next, suppose that r/s € Q. Clearly, r € H because r € Z. Since H is divisible,
there exists an element k € H such that r = sk, where we may assume without loss
of generality, that k > 0. It is evident that k = r/s. Thus, r/s € H and consequently,
H=Q. ]

5.2.9 Nilpotent P-Radicable Groups

In [7] and [8], S. N. Cernikov made various contributions toward the development
of the theory of hypercentral P-radicable groups. Our discussion will be restricted
to nilpotent groups. The related results for hypercentral groups can be found in the
papers of S. N. Cernikov or the work of G. Baumslag [2].

Theorem 5.11 (S. N. Cernikov) If G is a P-radicable nilpotent group, then Z(G) is
P-isolated in G.



5.2 Extraction of Roots 179

Proof The proof is done by induction on the class ¢ of G. The result is trivial when
¢ = 1. Assume that it is true for ¢ > 1. Let 1 # g € G, and suppose g" € Z(G) for
some P-number n. We claim that g € Z(G). By Lemmas 2.12 and 5.18, G/Z(G) is
a P-radicable nilpotent group of class ¢ — 1. By induction, (gZ(G))" € Z(G/Z(G))
implies that gZ(G) € Z(G/Z(G)) and thus g € {,G. Let h € G and suppose that
hiy = h for some hy € G. Then

[g. h] = [s. h§] = [¢". ho] = 1.

Therefore, g € Z(G). O

Corollary 5.13 If G is a P-radicable nilpotent group, then G/Z(G) is a nilpotent
Up-group (equivalently, P-torsion-free).

Proof The result follows from Theorems 5.7 and 5.11, together with Lemma 5.1. O
Corollary 5.14 If G is a P-radicable nilpotent group, then tp(G) < Z(G).

Proof 1f g € 7p(G), then ¢g" = 1 for some P-number n. Hence, g" € Z(G). Apply
Theorem 5.11. O

In the case that P is the set of all primes, we have:

Corollary 5.15 If G is a radicable nilpotent group, then t1(G) < Z(G). Thus, every
torsion radicable nilpotent group is abelian.

Just as for certain Zp-groups, the upper central subgroups of a P-radicable
nilpotent group inherit various root properties from the group.

Theorem 5.12 Suppose that G is a P-radicable nilpotent group of class c. For each
i=01,...,c—1,

(i) G/{;G is P-radicable and nilpotent;
(ii) ¢;G is P-radicable, nilpotent, and P-isolated in G;
(iii) ¢i+1G/ G is P-divisible.

Proof Lemma 5.18 immediately gives (i). The proofs of (ii) and (iii) are by
induction on i.

e If i = 0, then (ii) is trivial. We prove (iii). By Theorem 5.11, Z(G) is P-isolated
in G. Let g € Z(G) and choose any P-number n. Since G is P-radicable, there
exists 1 € G such that /" = g. Thus, /" = Z(G) and consequently, & € Z(G).
Thus, Z(G) is P-radicable.

* Suppose that the theorem is true for 0 < i < j. By Corollary 5.13, G/Z(G) is a
p-group. Since

G/§iG
G/(G = ———,
& 2(G/{-1G)
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it follows by induction and Theorem 5.8 that G/{;G is also %p-group. Therefore,
G/{;G is P-torsion-free by Proposition 5.1 (iii) and thus ;G is P-isolated in G
by Lemma 5.1. We need to show that ;G is P-radicable. Suppose that g € {;G
and n is a P-number. Since G is P-radicable, there exists 4 € G such that g = A".
Furthermore, 1" € {;G and {;G is P-isolated in G. And so, i € {;G. Thus, {;G is
P-radicable and (ii) is proven. Now, G/{j—; G is P-radicable by Lemma 5.18. By
(ii) above, Z(G/{i—1G) = {;G/{j— G is P-radicable. This proves (iii). |

Remark 5.10 Even though the center of a P-radicable nilpotent group is P-
radicable by Theorem 5.12 (ii), a nilpotent group whose center is P-radicable is
not necessarily P-radicable. For example, the semi-direct product

G = (Zyoo @ Zpo) %, Z,

which is obtained by setting A = Z,c in Example 2.20, is a nilpotent group whose
center is isomorphic to Zy,, a divisible group. However, it is easy to see that G is
not radicable.

Theorem 5.13 If G is a P-radicable nilpotent group, then the terms of the lower
central series of G are also P-radicable.

Proof Suppose that G is of class c. We show first that the central subgroup .G is
P-radicable. By definition,

yeG=2gp(g. hl |g€G, hey1G). (5.3)

Let [g, &] be one of the generators of y.G in (5.3). If n is a P-number, then g has an
nth root, say g. By Lemma 1.13,

[¢. h] = (8", h] = [g. A]".

Thus, [g, 4] has an nth root in y,.G. Since y.G is abelian, each of its elements has an
nth root; that is, y.G is P-radicable.

The rest of the proof is done by induction on the class ¢ of G. The result is trivial
if ¢ = 1. Suppose that it is true for all P-radicable nilpotent groups of class less than
¢ > 1. By Lemma 5.18, G/y.G is a P-radicable group of class ¢ — 1. By induction
and Corollary 2.1, y;(G/y.G) = y;G/y.G is P-radicable for 1 < i < ¢ — 1. Thus,
yiG is a central extension of a P-radicable group by another. By Lemma 5.23, y,G
is P-radicable. |

In order to determine whether or not a given nilpotent group is P-radicable, one
can inspect its abelianization. To prove this, we need a simple lemma.

Lemma 5.27 IfA is a P-divisible Z-module, then so is ®%A for any k € N.

Proof Leta; ® --- ® a; € ®%A and suppose that n is a P-number. Since A is
P-divisible, there exists b € A such that na; = b. Then
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na @ - Q@ay) = (na)) @---  ax
:b®...®ak'

Thus, a; ® --- ® a; has an nth root in ®%A. O

Theorem 5.14 A nilpotent group G is P-radicable if and only if Ab(G) is a
P-divisible group.

Proof Suppose that G is of class ¢ and Ab(G) is P-divisible. We claim that y.G
is P-divisible. By Lemma 5.27, ®’Z Ab(G) is P-divisible for i = 1, 2, ....
By Corollary 2.10 and Lemma 5.18, each quotient y,G/y;4+1G is P-divisible. In
particular, y.G/y.+1G = y.G is P-divisible as claimed.

The rest of the proof is done by induction on c. If ¢ = 1, then the result is evident.
Suppose that it is true for all P-radicable nilpotent groups of class less than ¢ > 1.
By Lemma 2.8, G/y.G has nilpotency class ¢ — 1. Thus, G/y.G is P-radicable by
induction. Since y.G is P-radicable and y.G < Z(G), Lemma 5.23 proves the claim.
The converse is immediate by Lemma 5.18. O

Another type of group which arises in the study of extraction of roots is the so-
called semi-P-radicable group.

Definition 5.12 A group G is called semi-P-radicable if G = G" for every
P-number n. If P is the set of all primes, then G is called semi-radicable or Cernikov
complete.

Thus, G is semi-P-radicable if every element of G can be expressed in the form

81858k
for some elements g;, g»,..., g of G and any P-number n. Some elementary
properties of semi-P-radicable groups are collected in the next lemma.

Lemma 5.28 (i) Every P-radicable group is semi-P-radicable.

(ii) Every semi-P-radicable abelian group is P-divisible.

(iii) Every homomorphic image of a semi-P-radicable group is semi-P-radicable.
(iv) Semi-P-radicability is preserved under extensions.

Proof

(i) The result is obvious.
(i1) Suppose that G is a semi-P-radicable abelian group, and let n be a P-number.
If g € G, then there exist elements g1, ..., g in G such that

n_n

g=2818 8 = (8182 80"

Therefore, g has an nth root and thus G is P-divisible.

(iii) Let ¢ € Hom(G, H), where G is semi-P-radicable and H is any group. Since
G = G" for any P-number n, we have ¢(G) = ¢(G") = (¢(G))". Thus, ¢(G)
is semi-P-radicable.



182 5 Isolators, Extraction of Roots, and P-Localization

(iv) Let G be a group with N < G and suppose that N and G/N are semi-P-
radicable. If g € G, then there exist elements g1, ..., g € G such that

gN = (giN)"(g2N)" -+ (gxN)"

for some P-number n. Hence, g = gg5---gih for some h € N. Since N
is semi-P-radicable, there exist elements &y, ..., h; € G such that h =
H{R; - - hi. The result follows. O

Remark 5.11 Not all semi-P-radicable groups are P-radicable. We present an
example given in [30]. Suppose that p € Pand W = A T, where both A an T
are isomorphic copies of Z,eo. Let

A=<al,(12,...‘011)21,052111,(1[;:02,...)
and
Tz(tl,tz,...|l]1)=1,lg=l1,l]3)=[2,...)

be presentations for A and 7 respectively. Then W = Bx T, where B = [ [, A’ and
T acts on B by conjugation. Realize that this action induces a ZT-module structure
on the abelian group B. Since both B and T are clearly semi-p-radicable, W must
also be semi-p-radicable. We prove that W is not p-radicable.

We argue that #;a; does not have a pth root in W. Suppose on the contrary that
there exist elements ¢ € T and b € B such that

(tb)" = tay.
A standard computation gives

Ppt AT ]

= nai.
Hence, # = t; and
brp_l+t"_2+"'+t+l = a, (54)
inB.Foreachk =0, ..., p—1, let 7 act on both sides of (5.4). This gives the

f()ll()W lng Sequence ()f equatl()l‘ls.
p— p—2
b[ +1 +-t141

2p—1 4 2p—2 1 ... p+1 P
t +r ottt
b =a;

3p—1 4 3p—2 4 ...4 2p+14 2p 2p
b +t et +eP at]

b,pz—l+,172—2+.4.+,<p—1>p+1+,<p—1>p . at(”_])”
= d| .
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Multiplying these equations together gives

2 2 2 2
Pl "2 D7D 4 P72 e 20 P
bt ! = atl ! Al - d, (5.5)

an element in B. By letting # — 1 act across (5.5), we obtain

2 2 2 2 2
P - —p+1 _p—p 4 p =201 =2 2012+l _
bt 1 atl t +t t et tP 41 P +1—1 /yt l. (5.6)

Since ¢ has order p?, d~! = 1. However, the exponent of a; in (5.6) is a nonzero
element of the group ring ZT. This gives a contradiction.

Theorem 5.15 A nilpotent group G is semi-P-radicable if and only if it does not
contain a proper normal subgroup of finite index equal to a P-number.

Proof Suppose that G is any semi-P-radicable group. Assume on the contrary that G
contains a proper normal subgroup N such that [G : N] = n, where n is a P-number.
Then (G/N)" = N and thus G/N is not semi-P-radicable. On the other hand, G/N
must be semi-P-radicable since it is a homomorphic image of G by Lemma 5.28.
This gives a contradiction.

Conversely, suppose that G contains no proper subgroup of finite index equal to
a P-number. Assume that G is not semi-P-radicable, so that G" # G for some P-
number n. Since G" < G, G/G" is nilpotent of order at most n. There are two cases
to consider:

1. If G/G" is abelian, then it is a direct sum of cyclic groups of prime order. Thus,
there exists a normal subgroup H/G" of G/G" such that the quotient of G/G"
by H/G" is cyclic of prime order. Since this quotient is isomorphic to G/H by
the Third Isomorphism Theorem, H must be a proper subgroup of G with finite
index equal to a P-number. This contradicts the assumption that G contains no
proper subgroup of finite index equal to a P-number.

2. If G/G" is not abelian, then {,(G/G") # Z(G/G"). By Theorem 2.30, there
exists ¢ € Hom(G/G", Z(G/G")) such that

9(G/G") = K/G" # G"

for some subgroup K of G. Since K/G" is abelian, it has a subgroup N/G" of
finite index equal to a P-number by the previous case. Thus, ¢! (N/G") has
finite index equal to a P-number in G/G". Therefore, G has a subgroup of finite
index equal to a P-number, a contradiction. O

A related result for the case when P is the set of all primes is:

Theorem 5.16 A nilpotent group is semi-radicable if and only if it does not contain
a proper subgroup of finite index.

Notice that the normality condition is no longer required. The proof is similar to
the one for Theorem 5.15, but uses Theorem 5.26.
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Theorem 5.17 Let G be a nilpotent group. The following are equivalent:

(i) G has no proper normal subgroups of finite index equal to a P-number;
(ii) G is semi-P-radicable;
(iii) G is P-radicable.

Proof In light of Theorem 5.15 and the fact that every P-radicable group is semi-
P-radicable, we only need to verify that (ii) implies (iii). If G is a semi-P-radicable
nilpotent group, then so is Ab(G). Since Ab(G) is abelian, it is P-divisible. The result
follows from Theorem 5.14. O

We offer another proof of (ii) = (iii) which can be found in [2]. The idea is
essentially the same as the one given for Theorem 5.13. Let G be a semi-P-radicable
nilpotent group of class c. We show first that y,.G is P-divisible. By definition,

vG=2gp([s. &]|2€G, ¢ €y1G). (5.7)

Choose a generator & = [g, g'] of y.G in (5.7) and let n be a P-number. Since G is
semi-P-radicable, we can write

g =gigr g

where g1, ..., g € G. Since [gf‘, g’] € v.G < Z(G) foreachi =1, 2, ..., k,
Lemmas 1.4 (v) and 1.13 give

h=[gigs g ¢
= ([s1. &'][g2- &) [& &)

It follows that & can be expressed as an nth power of an element in y.G. This
procedure applies for all P-numbers n. Since y.G is abelian, y.G is P-divisible as
claimed.

The rest of the proof is done by induction on c. The result is clearly true when
¢ = 1. Suppose that ¢ > 1 and assume that every semi-P-radicable nilpotent group
of class less than c¢ is P-radicable. By Lemma 5.28 (iii), G/y.G is generated by its
nth powers for any P-number n. Since G/y.G is of class c—1, G/y.G is P-radicable
by induction. Therefore, G is P-radicable by Lemma 5.23.

Corollary 5.16 A nilpotent group which is an extension of a P-radicable group by
a P-radicable group is itself P-radicable.

Proof The result is immediate from Lemma 5.28 (iv) and Theorem 5.17. |

Remark 5.12 Tt follows from Lemma 5.18, Corollary 5.16, and Lemma 5.27 that P-
radicability is property & for nilpotent groups (see Definition 2.15). This is related
to Theorems 5.14 and 2.19.
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5.2.10 The Structure of a Radicable Nilpotent Group

We restate Corollary 2.20 for the transfinite upper central series. A proof can be
found in Theorem 2.25 of [29].

Theorem 5.18 (D. H. McLain) Let G be any group. If Z(G) is P-torsion-free, then
Lu+1G/ Ly G is P-torsion-free for every ordinal .

The next theorem describes the structure for radicable nilpotent groups.

Theorem 5.19 (S. N. Cernikov) Let G be a radicable nilpotent group. There exists
a well-ordered family of subgroups {A, | 0 < o« < A} of G for some ordinal A such
that:

(1) Ay is a central subgroup of G, as well as the direct product of p-quasicyclic
groups for various primes p;

(2) Ag is isomorphic to Q whenever 0 < o < A;

(3) ifBo = 1and Bg = gp(A, | 0 < o < B), then Bg is normal in G, BgNAg = 1
forevery0 < < A, and B) = G.

Proof We follow [17] and [30]. Set Ay = B; = 7(G). By Lemma 5.20 and
Corollary 5.15, Ay is a divisible subgroup of Z(G). It is also the direct product of
p-quasicyclic groups for various primes p by Theorem 5.9 (ii).

Clearly, G/B, is torsion-free and nilpotent by Corollaries 2.5 and 2.15. By
Theorems 5.12 (iii) and 5.18, the upper central factors of G/B, are torsion-free
and divisible. Furthermore, each such factor is a direct sum of isomorphic copies of
Q by Theorem 5.9 (i). Hence, one can refine the upper central series of G/B; and
obtain an ascending transfinite central series

l1=By<By<---<B) =@,

where Byy1/By, = Q for @« > 0. Thus, B,+1/B, is torsion-free and divisible for
a > 0. By Corollary 5.16, each By, is radicable.

We construct A,. Let g € By+1 \ B, where @ > 0. Since B, is radicable, it
contains a set of elements S = {g, | n > 1} such that

§=81.81 =83 82 =8 s el = &or -+

Put A, = gp(S) < By+:. Note that A, is divisible. We claim that B, N A, = 1.
Assume that there exists an element 1 # a € B, N A,. Since a € A,, a = g},
for some r € N and k > 1. Hence, g; € B, and thus (g;By)" = B, in By+1/B,.
Therefore, gyB, = B, because B,11/B, is torsion-free. This means that g; € By,.
However, a computation shows that g = gi’ € B,. This contradicts the assumption
that g € By+1 \ By. Consequently, B, N A, = 1 as claimed. Thus, A, is isomorphic
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to gp(guBy | n > 1) = A, /By, which is a subgroup of B,t1/B, = Q. Since A, is
also divisible, it must be isomorphic to Q itself by Lemma 5.26. Therefore,

Byt1/By = Q = A,.

And 50, By41 = AgBy and B, = gp(A, |0 <y < a). O

5.2.11 The Maximal P-Radicable Subgroup

Let G be a nilpotent group. If {H; | i € I} is the collection of all semi-P-radicable
subgroups of G, then gp(H; | i € I) is also a semi-P-radicable subgroup of G.
This, together with Theorem 5.17, implies that every nilpotent group has a unique
maximal P-radicable subgroup for any nonempty set of primes P. This unique
maximal P-radicable subgroup of G is denoted by 0p(G) (or o(G) when P is the
set of all primes). If P = {p}, then we write 0,(G). Evidently, 0p(G) always exists
since the trivial group is P-radicable.

A thorough study of the maximal P-radicable subgroup of a nilpotent group is
given by R. B. Warfield, Jr. in [33]. We give only a brief survey of this work.

Definition 5.13 A group G is called P-reduced if it contains no nontrivial semi-P-
radicable subgroups.

By Theorem 5.17, a P-reduced nilpotent group cannot have nontrivial P-
radicable subgroups. Furthermore, if G is a nilpotent group, then G/op(G) is
P-reduced by Corollary 5.16.

One can determine if a nilpotent group is P-reduced by examining its center.

Theorem 5.20 Let G be a nilpotent group. Then G is P-reduced if and only if Z(G)
is P-reduced.

Proof If G is P-reduced, then Z(G) is clearly P-reduced. The converse is proven by
contradiction. Suppose that Z(G) is P-reduced and assume that G is not P-reduced.
By Theorem 5.17, there exists a nontrivial P-radicable subgroup H of G. Hence,
there exists an integer n > 0 such that H is a subgroup of {,+;G but not {,G.
Thus, &,+1G/¢,G contains the nontrivial P-radicable subgroup H¢,G/{,G. Choose
an element h{,G € H¢,G/,G such that h € H but h ¢ ¢,G. By Theorem 2.30,
there exists a homomorphism

(2 é‘n-HG/ZnG - Z(G)

such that ¢(h{,G) # 1. Consequently, im ¢ # 1. Furthermore, (p(Hé’nG/ é’nG) is
P-radicable by Lemma 5.18. This contradicts the hypothesis that Z(G) is P-reduced.
Therefore, G is P-reduced. O

The maximal P-radicable subgroup of a P-torsion nilpotent group is always
central.
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Lemma 5.29 If G is a P-torsion nilpotent group, then op(G) < Z(G).

Proof The proof is done by induction on the class ¢ of G. If ¢ = 1, then the result
is obvious. Suppose that the lemma holds for ¢ > 1 and let g € G. Since G is a
P-torsion group, there exists a P-number n such that g” = 1. Hence, g" € Z(G) and
thus G/Z(G) is a P-torsion group. It is also nilpotent of class ¢ — 1 by Lemma 2.12.
By induction, 0p(G/Z(G)) < Z(G/Z(G)) or equivalently, [op(G), G] < Z(G).
Choose an element 7 € opp(G). There exists an element #y € op(G) such that
h = hy. By Lemma 1.13,

(h. gl = [, g] = [ho. "1 =1.

Therefore, 1 € Z(G) and consequently, op(G) < Z(G). O

Theorem 5.21 Every finitely generated P'-torsion-free abelian group has a trivial
maximal P-radicable subgroup.

Proof Let G be a finitely generated P’-torsion-free abelian group. By the Funda-
mental Theorem of Finitely Generated Abelian Groups, there exists a set of distinct

primes {p;, ..., px} and positive integers nj, ..., n; such that G is isomorphic
to the direct sum of a finite number of copies of Z and a finite abelian group of
order pi' ---p;*. The primes py, ..., py must lie in P since G is assumed to be

P’-torsion-free.
Suppose that op(G) # 1 and let 1 # go € 0p(G). Putm = p; --- py. Since m is a
P-number, there exist elements g, g2, ...in op(G) such that

go=mgy, g1 =mga, ..., & = MZI41, - ... (5.8)

Consider the subgroup

H = gp(go, 81, 82+ --+» &> --)

of G. Since G is finitely generated, H is also finitely generated. Thus, H = gp(g;)
for some i > 0. Now, g;+; € H implies that g,y = tg; for some integer ¢. Hence,
gi = (tm)g; by (5.8) and consequently, (fm — 1)g; = 0. This means that tm — 1 is
a P-number and must be divisible by at least one of the primes py, ..., pi. This is
impossible since m is divisible by every such prime. O

Theorem 5.22 If G is a finitely generated nilpotent group, then op(G) = tp (G).

Proof Let g € 1p/(G). There exists a P-number m such that g” = 1. If nis a
P-number, then there exist integers r and s satisfying rm + sn = 1. Hence,
g = grm+sn — (gm)r(gS)n — (gs)n.

Therefore, g € 0p(G) and thus 7p(G) < pp(G). This being the case, we may
assume that 7p/(G) = 1.
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We claim that op(G) = 1. In light of Theorem 5.20, it suffices to show that
or(Z(G)) = 1. Well, Z(G) is P'-torsion-free by assumption and finitely generated
by Theorem 2.18. Thus, 0p(Z(G)) = 1 by Theorem 5.21. O

Corollary 5.17 If G is a finitely generated nilpotent group, then op(G) is a finite
P'-torsion group.

Proof The result is a consequence of Theorem 5.22 and Corollary 2.16. O

We investigate a certain subgroup of a nilpotent group which is closely related
to the maximal P-radicable subgroup. To begin with, let G be any (not necessarily
nilpotent) group. Pick a prime p and consider the descending series

GzG”zG”zz---zGI"z--»ﬂG””:G”"O. (5.9)

Since the conjugate of a p‘th power is again a p*th power, each G*" is a normal
subgroup of G. In additive notation, we write the last equality of (5.9) as

oo
ﬂp"G = p>G.

n=1
The definition of semi-p-radicability may be given in terms of G .
Lemma 5.30 A group G is semi-p-radicable if and only if G = GP™ .
Two relationships between G** and 0,(G) are apparent.

1. 0p(G) is always a subgroup of G"™ . For suppose that g € 0p(G), then g = g/

for some g1 € 0,(G). Moreover, g; = g, for some g, € 0,(G). Thus, g = ggz.
Continuing in this way, we see that for any n > 0, there exists g, € g,(G) such
that g = g”". This means that g € G**.

2. If G"™ is a p-radicable subgroup of G, then it must equal 0,(G). This is due to
the fact that g, (G) is maximal with respect to p-radicability.

In general, G*” need not be a p-radicable subgroup of G. Consider, for example,
the abelian p-group G with presentation (in additive notation)

G={x1,x, ... |px1 =0, p'xy41 =x; for n=1, 2, ...).

The subgroup C = gp(x;) is a cyclic group of order p and thus not p-radicable.
We claim that p*°G = C. It is easy to see that any nontrivial subgroup of G must
contain C. Consequently, C < p*G. Now, the factor group G/C is a direct product
of cyclic groups. Hence,

(\r'(G/c) =cC.

n=1

It follows that p>°G = C as claimed.
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Theorem 5.23 If G is a p-torsion-free nilpotent group, then G~ = 0,(G).

Proof Suppose that G has nilpotency class ¢ and let g € G”™ . For every integer
n > 0, we have g € G”". Choose n sufficiently large so that n > f(p, c), where
f(p. ¢) is the integer guaranteed by Lemma 4.4. There exists & € G”" such that

g — hpn—f(p. c) )

We need to prove that i1 € GP”, establishing that / is a pth root of g in G**" .
Setm = n—f(p, ¢)andlet] € N. Since g € G’ and n + [ > f(p. c), there

exists an element k € G such that g = k"' Then
kp1n+l _ (kpl)pm _ hpm.

Since G is p-torsion-free, k¥ =h by Theorem 2.7. Hence, & has a p'th root for every
1€ N. And so, h € G'™. u!

Corollary 5.18 If G is a torsion-free nilpotent group, then G'~° = 0,(G) for any
prime p.

Proof The result is an immediate consequence of Theorem 5.23. O
The next corollary follows at once from Theorems 5.22 and 5.23.

Corollary 5.19 Let p be any prime. If G is a finitely generated torsion-free nilpotent
group, then &~ =1.

If G is any finitely generated nilpotent group (not necessarily torsion-free), then
G"™ is a finite p’-group. This can be deduced from the next theorem.

Theorem 5.24 Let G be a nilpotent group of class ¢ and let p be any prime. If
rp(G)P" = 1for some n € N, then G~ = 0,(G).

Proof The case when G is p-torsion-free is taken care of by Theorem 5.23. Suppose
that G has p-torsion elements and let n be as in the hypothesis. We claim that
C AT p-torsion-free, where f(p, c) is the integer guaranteed in Lemma 4.4.
Letm = n+ f(p, c¢) and suppose that g € 7,(G) N G"" ,then g € 7,(G) implies that
g" = 1 for some integer r > 0 and g € G implies that

7

g — hpmff(p. c) _ h[’

for some 4 € G by Lemma 4.4. Hence,

¢ =Y = =1

and thus & € 7,(G). By the hypothesis, " = 1 and consequently, g¢ = 1. This
n poo n
proves the claim. By the first case, we have (G” ) = 0p (G*" ) However,
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{oo]

@) =@ =" ="

n=1

DL

3
I
-

Furthermore,

Qp (Gpm) = 0,(G).

To see this, suppose that g € 0,(G). Since g has a p"th root for every n € N, there
exists i € G such that

g _ hpm+l _ (h[,m)pl

forall / € N. Clearly, #”" € G". Thus, g has p'th roots in G*", that is, g € 0, (Gp'").
The reverse inclusion is obvious. This completes the proof. O

Corollary 5.20 [f G is a finitely generated nilpotent group and p is any prime, then
G"™ is a finite p'-group.

Proof By Corollary 2.16, 7,(G) is a finite p-group. Thus, G~ = 0,(G) by
Theorem 5.24. The result follows from Corollary 5.17. O

5.2.12 Residual Properties

If G is a nilpotent group, then information about G** for a given prime p and gp(G)
for a nonempty set of primes P can be exploited to answer questions about the
residual properties of G. These properties, in turn, can be used to prove certain
embedding theorems of nilpotent groups into radicable nilpotent groups. Residual
properties also play a significant role in the context of M. Dehn’s decision problems,
which we discuss in Section 7.1.

Definition 5.14 (P. Hall) Let 2 be a property of groups. A group G is said to be
residually 2 if for every 1 # g € G, there exists a normal subgroup N, of G such
that ¢ ¢ N, and G/N, has property 2.

Our main interest is when 2 is the property of being finite, or the property of
being a finite P-group for a nonempty set of primes P.

There are several equivalent versions of Definition 5.14. The first one illustrates
that a residually 2 group has many images with property 2 and thus can be
recovered from groups that have this property.

Lemma 5.31 A group G is residually 2 if and only if for every 1 # g € G, there
exists a group H that has property 2 and an epimorphism ¢ : G — H such that

p(g) # 1.
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Proof Suppose that G is residually £ and 1 # g € G. There exists a normal
subgroup N, of G with g ¢ N, such that G/N, has property 2. Consider the
natural epimorphism ¢ : G — G/N,. Clearly, ¥(g) # 1 in G/N, because
Y(g) = gN, # N,. Hence, H = G/N, satisfies the required criteria.

Conversely, let 1 # g € G and suppose that H is a group with property 2.
Further, suppose that ¢ : G — H is an epimorphism such that ¢(g) # 1. Since
g ¢ ker ¢ and

G/ker ¢ = ¢(G) = H,

the subgroup N, = ker ¢ satisfies the conditions of Definition 5.14. O

Definition 5.15 Let {G; | i € I} be a family of groups for some nonempty index
set 1. Denote the unrestricted direct product of the G; by [],;G; and let v; be the

projection map of ﬁie ,Gi onto G, that is,

i€l

Vi(g1s -y 8iv o) = &
If H is a subgroup of ﬁie ;Gi, then the restriction map
Wi|H ‘H— Gi

is called the projection of H to G;. The subgroup H is termed the subcartesian
product of the G; if ¥;(H) = G; foralli € I.

The next lemma gives other equivalent definitions of residually 2. This can be
found in [9] and [26].

Lemma 5.32 Let 2 be a property of groups and let G be any group. The following
are equivalent:

(1) G is residually 2;

(2) Let A be a nonempty index set. There exists a family {N, | A € A} of
normal subgroups of G such that G/N, has property 2 for all A € A and
MealNy = 1;

(3) G is a subcartesian product of groups having property 2.

Proof (1) = (2) : Foreach 1 # g € G, choose a normal subgroup N, of G such that
g ¢ N, and G/N, has property 2. Such a subgroup exists by Definition 5.14 since
G is residually 2. It is easy to see that the family of these N, satisfies (2).

(2) = (1) : The result is obvious.

(2) = (3) : Let {N, | A € A} be a family of normal subgroups such that G/N; has
property 2 for all A € A and NyesN; = 1. Define a mapping

o G - H(G/NA) by 0L(g) = §0g9 Where (pg(k) — g[\[)l
A€A
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Clearly, @gr(A) = @o(A)@n(A) for any g, h € G. Thus, a is a homomorphism. In
fact, o is a monomorphism. For suppose that a(g) = a(h) for some g, h € G, then
@, = ¢, implies that gN, = hN, forall A € A. Thus, gh™! € N forall A € A and
consequently,

gh™ e (M =1
X\

Hence, g = h. Furthermore, the projection of a(G) onto a factor of ﬁle A(G/Ny)
equals the whole factor. Thus, (3) holds. .

(3) = (2) : Suppose that G is a subgroup of [ [, ,Gx, where each G, has property
2 and each projection map satisfies ¥, (G) = G,. Set Ny = G N ker ;. Clearly,
N) < Gy and NyeaN), = 1 because Nyecpker Yy = 1. Furthermore, an application
of the Second Isomorphism Theorem gives

G/N) = G/(G Nker ) = G ker v /ker ¥, = ¥, (G) = Gj.

And so, G/N, has property 2. |

It is clear that every finite group is residually finite and every residually finite
p-group is residually finite for any prime p.

Lemma 5.33 An infinite cyclic group is a residually finite p-group for any prime p.

Proof Let G = gp(g) be an infinite cyclic group. For every k € N, define the
subgroups Gy = gp (g”k) of G. Then (), Gk = 1 and G/ Gy is a finite p-group of
order p*. Apply Lemma 5.32. O

Since finite groups are residually finite, it follows from Lemma 5.33 that every
cyclic group is residually finite.

Lemma 5.34 Let 2 be a property of groups. If Gy, ..., Gy are residually 2
groups, then G| X -+ X Gy is residually 2.

Proof Letg = (g1, -.., &) € Gy X --- x Gy be a nonidentity element. There exists
a natural number / € {1, ..., k} such that g; # 1. The projection map

WIZG1X~'XG/<—>G1

maps g onto g; # 1 in G;. By hypothesis, G; is residually 2. Thus, there exists a
homomorphism ¢ from G; to some group G with property 2 such that ¢(g;) # 1 in
G. We conclude that ¢ o ; maps g to a nonidentity element of G. O

By Lemmas 5.33 and 5.34, we have:
Theorem 5.25 Every finitely generated abelian group is residually finite.

The study of residual finiteness naturally leads to the study of subgroups of finite
index in a group. We collect some results on such subgroups which will be needed
later. See [31] and [32] for more background material.
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Definition 5.16 Let G be a group with H < G. The subgroup

() gHg™'

g€G

of H is called the normal core of H, denoted by core(H).

The normal core of H can be realized as the kernel of the homomorphism induced
by the natural action of G on the left coset space G/H. More precisely, suppose that
C = {xH | x € G} is the set of left cosets of H in G and let S¢ denote the symmetric
group on C. One can show that core(H) is the kernel of the homomorphism

¢ : G — Sc defined by ¢(g) = g,, where o,(xH) = gxH.

Furthermore, core(H) turns out to be the largest normal subgroup of G contained
in H. If [G : H] = n, then we identify S¢ with S,,, the symmetric group on the set
{1, 2, ..., n}.

Theorem 5.26 Let G be a group and H < G. If H has finite index in G, then H
contains a normal subgroup of finite index in G. In particular, if |G : H] = n, then
[G : core(H)] < n!.

Proof We use the same notations as above. Suppose that H < G and [G : H] = n for
some n € N. Since C has n elements, S¢ has n! elements. By the First Isomorphism
Theorem,

G/core(H) = ¢(G) < Sc.

Thus, [G : core(H)] divides |S¢| = n!. |

Theorem 5.27 (Poincaré) Let G be any group. If H and K are subgroups of finite
index in G, then H N K has finite index in G.

Proof Suppose that [G : H] = m and [G : K] = n for some m, n € N. We first show
that x(HNK) = xHNxK for any left coset of HNK. Leta € xHNxK. Since a € xH,
there exists 4 € H such that a = xh. Hence, xh € xK and thus h € K. Therefore,
h € H N K and consequently, a € x(H N K). Similarly, x(H N K) € xH N xK.
Next, let {x;H, ..., x,,H} and {y;K, ..., y,K} be the left cosets of H and K
respectively. We have shown that any left coset of H N K is the intersection of a left
coset x;H of H with a left coset y;K of K. Hence, H N K has at most mn left cosets.
And so, [G: HN K] < o0. |

Theorem 5.28 [f G is a finitely generated group and n € N, then G contains only
a finite number of subgroups of index n.

Proof Suppose that G is generated by {xi, ..., x,,}. If H is a subgroup of index » in
G, then by our discussion proceeding Definition 5.16, there exists ¢ € Hom(G, S,,)
with kernel core(H). Since ¢ is determined by the elements
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o), -y (xm)

and |S,| = n! < oo, there are only a finite number of homomorphisms from G into
S,,. This means that there are only finitely many normal subgroups which can be the
normal core of a subgroup of index » in G. Furthermore, any such normal subgroup
can be the normal core of only a finite number of subgroups of index n in G. This
follows from the fact that if N = core(K) for some K < G and [G : K] = n, then
the factor group G/N is finite by Theorem 5.26 and K/N < G/N. Therefore, there
are only finitely many subgroups of index n in G. O

Theorem 5.29 If G is a finitely generated group and [G : H] < oo for some H < G,
then there exists a characteristic subgroup I of G such that I < H and [G : I] < oco.

Proof Suppose that [G : H] = n and define [ to be the intersection of all subgroups
of index n in G. Clearly, I is a subgroup of H. By Theorem 5.28, there are only
finitely many subgroups of index # in G. Thus, [ is a finite intersection of subgroups
of finite index. It follows from Theorem 5.27 that [G : I] < oo. It remains to show
that 1 is characteristic in G. Let ¢ € Aut(G). Since [ is a subgroup of H, ¢(I)
is a subgroup of ¢(H). Now, [G : ¢(H)] = n because every automorphism of G
preserves the index of a subgroup. Therefore, I contains ¢(H). And so, ¢(I) < 1. O

We return to our discussion of residual properties. A major contribution due to
K. A. Hirsch is that finitely generated nilpotent groups are residually finite. In fact,
he showed that polycyclic groups are residually finite [14]. We now set out to prove
this. The main ingredient is the next theorem due to P. Hall.

Theorem 5.30 A cyclic extension of a finitely generated residually finite group is
residually finite.

Proof Let G be a group and suppose that H is a finitely generated normal subgroup
of G. Further, suppose that H is residually finite and

G = gp(a, H)

for some a € G. Thus, G/H is a cyclic group with generator aH. We claim that G is
residually finite. Let 1 # g € G.

Case (i): Suppose that g ¢ H, so that gH # H in G/H. Since G/H is cyclic, it is
residually finite (see Lemma 5.33). Hence, there exists a normal subgroup N,/H
of G/H such that gH ¢ N,/H and (G/H) / (Ny/H) is finite. Thus, g ¢ N, and
by the Third Isomorphism Theorem, G/N, is finite.

Case (ii): Suppose that g € H. Since H is residually finite, there exists a normal
subgroup K of H such that g ¢ K and [H : K] < co. By Theorem 5.29, there is
a characteristic subgroup C of H suchthat C < K, [H : C] < oo and g ¢ C. By
Lemma 1.8, we have that C <1 G.
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* Suppose that G/H is finite. Since G/H = (G/C)/(H/C) by the Third Isomor-
phism Theorem and H/C is finite, G/C is also finite. Furthermore, g ¢ C. Thus,
we simply take N, = C.

» If G/H is infinite cyclic, then gp(aH) = gp(a)H with H N gp(a) = 1. Put

H=H/C, G=G/C,g=gC, and @ = aC.

LetD = Cg@). Since [H : C] < oo, H is a finite normal subgroup of G. Thus,
Ng(ﬁ) = G and Aut(ﬁ) is finite. By Theorem 1.3, D must be of finite index in
G. Thus, there exists m > 0 such that @" € D.

We claim that @™ has infinite order. Assume, on the contrary, that " has finite
order k for some k € N. Then ((aC)")* = C and thus ¢ € C. This means that
a"™ € H, contradicting the hypothesis that gp(aH) is infinite cyclic. And so, a"
has infinite order as claimed.

Now, g is an element of the finite group H/C and thus g ¢ gp (a™) . Moreover,
gp (@") < G because the elements of H commute with " and @ clearly
commutes with @”. Finally, G/gp (@") is of finite index in G because H is finite.

We conclude that G/gp (@) is finite and the image of g under the composition
of natural maps

G—G— G/gp @
is not the identity. By Lemma 5.31, G is residually finite. O
Corollary 5.21 (K. A. Hirsch) Every polycyclic group is residually finite.

Theorem 5.31 Finitely generated nilpotent groups are residually finite.

Proof By Theorem 4.4, every finitely generated nilpotent group is polycyclic. Apply
Corollary 5.21. O

Corollary 5.22 Let G be a finitely generated nilpotent group and choose a non-
identity element g € G. If every nontrivial normal subgroup contains g, then G is a
finite p-group for some prime p.

Proof We prove that G is finite by contradiction. Assume that G is infinite.
According to Theorem 5.31, there exists a normal subgroup N of G such that g ¢ N
and [G : N] < oco. Since G is infinite, N is nontrivial. Thus, g € N by hypothesis,
a contradiction. Therefore, G must be finite. By Theorem 2.13 (vi), G is a direct
product of its Sylow subgroups. Since g is contained in every nontrivial normal
subgroup, G has only one Sylow subgroup. O

Theorem 5.32 (K. W. Gruenberg) Every finitely generated torsion-free nilpotent
group is residually a finite p-group for every prime p.

The original proof of this theorem can be found in [9]. We give a different proof
based on our earlier discussion of the subgroup G?™ of a group G. This approach is
taken by R. B. Warfield, Jr. in [33].
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Proof Fix a prime p and let G be a finitely generated torsion-free nilpotent group.
By Corollary 5.19,

¢~ = ﬁG’ =1.
i=1

For each i € N, the quotient G/ G'isa finitely generated nilpotent p-group and thus
a finite p-group according to Theorem 2.25. The result follows from Lemma 5.32.0

Theorem 5.33 Let G be a finitely generated nilpotent group. Then G is a residually
finite P-torsion group if and only if it is P'-torsion-free.

Proof Suppose that G is a residually finite P-torsion group and assume, on the
contrary, that there is an element g # 1 in G such that g" = 1 for some P’-number 7.
There exists a normal subgroup N of G such that g ¢ N and G/N is a finite P-torsion
group. Now, g" = 1 implies (¢gN)" = N in G/N. Since G/N is P-torsion, this can
happen only if gN = N. This contradicts the assumption that g ¢ N. Thus, G must
be P’-torsion-free.

Conversely, suppose that G is P’-torsion-free. Every torsion element of G must
have order a P-number and thus 7(G) = tp(G). By Corollary 2.16, 7(G) is a finite
P-torsion group. Hence,

(G) = 1,,(G) x -+ X 1, (G)

for some finite set of distinct primes Q = {p;, ..., p;} € P by Theorem 2.13
(vi). Clearly, G is Q'-torsion-free. Let m = p'---p;" be the order of 7(G) for
some rq, ..., 1, € N. Since 7,,(G) has order a positive power of p; for each p; €

0, 05(G) = G by Theorem 5.24. Furthermore, 0o(G) = 1 by Theorem 5.22
because G is Q'-torsion-free. Since 0o(G) = (),¢o 0,(G), we have

oo

G(p;] mp;z) _ mGPT“"'p?i

(w )-n(0e)

=[G =[G =00(G) = 1.

PE0 e
Since each quotient G/ G™ is a finite P-torsion group, the result follows at once
from Lemma 5.32 (2). ad

In [6], G. Baumslag showed that Theorem 5.32 can be generalized. We begin
with a lemma.
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Lemma 5.35 Let G be a finitely generated torsion-free nilpotent group. Suppose
that H is an isolated subgroup of G and let Y < Z(G). If IHY, G) = G, then
H 4G.

Proof The proof is done by induction on the Hirsch length r of G. If » = 1, then G
is abelian and the result is trivial.

Suppose that » > 1 and assume that the lemma is true for all finitely generated
nilpotent groups of Hirsch length at most » — 1. We claim that Z(H) < Z(G). By
Theorem 5.7, G is a % -group. Hence, all centralizers are isolated in G according to
Lemma 5.15. In particular, Z(H) is isolated in G because Z(H) = H N Cy(G) and
H is isolated in G by hypothesis.

Choose any element ¢ € G. By hypothesis, g € I(HY, G). According to
Theorem 5.2, there exists m € N such that g € HY. This implies that g centralizes
Z(H). For suppose that h € Z(H) = H N Cy(G). Since g" € HY < HZ(G), there
exist elements iy € H and z € Z(G) such that g = h;z. Clearly, h commutes with
hy because h € Cy(G). Since z is central in G, h commutes with ¢g”. And so, g"
centralizes Z(H) as asserted. Hence, g centralizes Z(H) because Z(H) is isolated in
G. Since g is an arbitrary element of G, we have that Z(H) < Z(G) as claimed.

Now, G/Z(H) is torsion-free by Lemma 5.1. Since G has Hirsch length
r, G/Z(H) has Hirsch length less than r by Theorem 4.7. Thus, H/Z(H) < G/Z(H)
by induction. And so, H < G. a

Theorem 5.34 Let G be a finitely generated torsion-free nilpotent group and let H
be an isolated subgroup of G. For any given prime p,

00 .
(G"H=H.
i=1
Note that Theorem 5.32 follows from this if we put H = 1.

Proof We proceed by induction on the class c of G. If ¢ = 1, then G is a free abelian
group of finite rank. Since H is isolated in G, the quotient G/H is torsion-free by
Lemma 5.1. Hence, G/H is free abelian and thus G = H x K for some K < G. We
claim that

G'H=HxK' (=12, ..).

First, notice that HKP". =Hx Kpi because H N K*' = 1. Clearly, HK"' < G H. We
assert that GP' H < KP'H. If gp'h is a generator of G” H, then

¢"h = (k) h =1 h

for some i € H and k; € K. Thus, gpih € KP'H and the assertion is proved. Since
K is free abelian of finite rank, ()72, K" = 1 by Corollary 5.19. This proves the
theorem when ¢ = 1.
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Suppose that ¢ > 1 and assume that the result is true for all finitely generated
torsion-free nilpotent groups of class less than c. Put

o0
Z=27(G). I =I(HZ. G), and L=()|G"H.
i=1

We claim that L = H. By Corollary 5.10, G/Z is torsion-free nilpotent. Further-
more, I/Z is isolated in G/Z because [ is isolated in G. By induction,

(\G/zy'1/z=1/z.

i=1

It follows that H < L < I. Now, I is a finitely generated torsion-free nilpotent group
and H is isolated in /. By Lemma 5.35, H is normal in /. Moreover, Lemma 5.1
implies that I/H is torsion-free because H is isolated in /.

Let {H € L/H and i € N. There exist elements g, ..., g € Gand h € H such
that

t=g - gh

If i is sufficiently large, then Lemma 4.4 guarantees that g’;' gl " can be written as
a p/th power, say g”, where j tends to infinity with i. Thus, g” = ¢h~' € I. Since I is
isolated in G, g € I. It follows that £H has a p"th root in I/H for every n. If it were
the case that {H # H, then there would exist a properly increasing infinite series of
subgroups in the finitely generated torsion-free nilpotent group I/H, contradicting
Theorem 2.18. Consequently, {H must equal H and thus L = H as desired. O

We give an alternative proof of Corollary 5.4 which invokes Theorem 5.34. This
appears in [6].

Theorem 5.35 (V. M. Gluskov) Let G be finitely generated torsion-free nilpotent
group. If H is an isolated subgroup of G, then Ng(H) is isolated in G.

Proof Assume on the contrary, that Ng(H) is not isolated in G. There exists a prime
p and an element g € G such that g” € Ng(H) but g ¢ Ng(H). Consequently, there
is an element % in H such that g~'hg ¢ H. By Theorem 5.34,

o0
g 'hg ¢ ﬂ G'H
=1
for any prime g. Thus, there exists ¢ € N such that

¢ 'hg ¢ G'H. (5.10)

In particular, choose g # p. There exist m, n € Z such that 1 = mp + nq'. Thus,
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8! = gtGT = ()" 67 = ()G

Hence, there exists k € G7 such that gk~' = (g”)”. Now, g” € Ng(H) implies that
(g”)™ € Ng(H), so that gk~! belongs to Ng(H). And so,

(gk_l)_lhgk_l - k(g—lhg)k—l cH.

This means that g~ 'hg € k~'Hk < G7H, contradicting (5.10). O
We end our discussion of residual properties with a theorem of G. Higman [11].

Theorem 5.36 Let P be any infinite set of primes. If G is a finitely generated

nilpotent group, then () cp GP is finite. If G is also torsion-free, then (), p G* = 1.

IpEP ipeEP

Proof The proof is done by induction on the class c of G. If ¢ = 1, then G is abelian
and the result follows from the Fundamental Theorem of Finitely Generated Abelian
Groups.

Suppose that ¢ > 1 and set K = ﬂpeP G’. Let ¥ : G — G/y.G be the natural
homomorphism. By Theorem 2.4 and Lemma 2.8,

Y(K) = Kv.G/v.G = [ )(G"7.G/y.G)

PEP

is nilpotent of class at most ¢ — 1 and thus finite by the induction hypothesis. Since
Ky.G/y.G = K/(K N y.G) by the Second Isomorphism Theorem, K/(K N y.G) is
finite. It suffices to prove that K N y.G is finite.

Assume on the contrary, that g is an element of K N y.G of infinite order. Define
the set

Q={pePlp>c}

Clearly, Q is infinite since P is infinite by hypothesis. Furthermore, g € K < G” for
each p € Q. By Lemma 3.2, g has a pth root in G, say h,, for each p € Q. Now,
g € v.G and y.G is a central subgroup of G. Thus, gp(g) is a normal subgroup of G.
Put N = gp(g). The element 4, N has order p in G/N. Thus, G/N contains infinitely
many elements, each having order a prime in Q. This is impossible since G/N is
finitely generated nilpotent. Therefore, g has finite order. Thus, K N y.G contains
only elements of finite order and the result follows. O

For more on residual properties of nilpotent groups, see [34].

5.2.13 Yp-Groups

Recall from Definition 4.9 that a group G is called a Z-group or a Q-powered group
if every element has a unique nth root for each natural number n > 1. If P is a set of
primes, then G is called a Zp-group if every element has a unique nth root for every
P-number n.
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A Z-group (Zp-group) is simply a radicable %/ -group (P-radicable %p-group
respectively). We write “%,-group” instead of “%j,-group” whenever P = {p}. In
a Z-group (Zp-group), the equation g = x" has exactly one solution forevery g € G
and every natural number n > 1 (P-number n respectively).

Our goal here is to give some essential results on Zp-groups. In particular,
we look at extensions of Zp-groups. We begin with a theorem on finite P-torsion
groups.

Theorem 5.37 Every finite P-torsion group is a Dpr-group.

Proof Let G be a finite P-torsion group. Since every P-torsion group is P’-torsion-
free, G is a %p-group by Theorem 2.7.

We claim that G is P'-radicable. Let g be an element of G of order n and suppose
that m is a P’-number. Since n is a P-number, m and n are relatively prime. Thus,
there exists integers a and b such that am 4+ bn = 1. Then

g= gam+bn — (ga)m(gn)b — (ga)m

And so, g has an mth root, namely g“. Since m is a P’-number, G is P’-radicable as
claimed. O

The next theorem is immediate from Proposition 5.1 (i) and Theorems 5.12 (ii)
and 5.13.

Theorem 5.38 The upper and lower central subgroups of a nilpotent Dp-group are
Dp-groups.

Theorem 5.39 If G is a P-radicable nilpotent group of class c, then G/{;+1G and
Li+1G/ &G are nilpotent Dp-groups fori =0, 1, ..., ¢ — 1.

Proof By Theorem 5.12 (i), G/{;4+1G is P-radicable and nilpotent. If i = 0, then
G/Z(G) is a %p-group by Corollary 5.13. Since

G/Z(G)
5i(G/Z(G))

by the Third Isomorphism Theorem, it follows from Theorem 5.8 (ii) that G/{;+1G
is a nilpotent Zp-group. Hence, {;1+1G/{;G is an abelian %p-group by Proposi-
tion 5.1 (i). Therefore, {;+;G is P-radicable and nilpotent by Theorem 5.12 (ii).
This implies that {;+,G/{;G is P-radicable. And so, {;+1G/{;G is a Pp-group. O

G/§itG =

Theorem 5.40 Suppose that G is a nilpotent Dp-group and N < G. Then N is a
Dp-group if and only if G/N is a Dp-group.

Proof Let N be a Pp-group. By Lemma 5.38, N is P-isolated in G. Therefore, G/N
is a %p-group by Corollary 5.6. It is also P-radicable by Lemma 5.18.

Conversely, suppose that G/N is a Zp-group. By Corollary 5.6, N is P-isolated
in G. The result follows from Lemma 5.38. O

Lemma 5.36 A direct product of a family of Pp-groups is a Dp-group.
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Proof Apply Lemmas 5.13 and 5.19. O

5.2.14 Extensions of Yp-Groups

The example after Lemma 5.17 demonstrates that an extension of a Zp-group by a
Pp-group is not always a Zp-group. However, we have:

Lemma 5.37 A central extension of a Pp-group by a Dp-group is a Dp-group.
Proof The result follows from Lemmas 5.16 and 5.23. O

We wish to prove that if a nilpotent group is an extension of a Zp-group by a
Pp-group, then it is also a Zp-group. In order to establish this fact, two preparatory
lemmas are needed.

Lemma 5.38 Let G be a Dp-group. A subgroup H of G is P-isolated in G if and
only if it is a Dp-group.

Proof Suppose that H is P-isolated in G. In light of Proposition 5.1 (i), we only
need to show that H is P-radicable. Let 2 € H, and let n be a P-number. Since G
is P-radicable, there exists g € G such that 4 = g". Since H is P-isolated in G and
g" € H, we have g € H. Hence, g is an nth root of 2 in H.

Conversely, suppose that H is a Zp-subgroup of G and g" € H for some g € G
and P-number n. Since H is P-radicable, g" has an nth root in H, say 4. This means
that g" = k" in H. However, H is also a %p-group, so g = h. Consequently, g € H
and H is P-isolated in G. O

Lemma 5.39 Let G be a nilpotent Up-group and let N be a normal Zp-subgroup
of G.If g € G, n € N, and m is a P-number, then the element g = g"n has an mth
root in G.

Proof Suppose that G is of class ¢. Set N; = N N {;G, where 0 < i < ¢. We
claim that Ny = N N Z(G) is a Zp-subgroup of G. Observe that Theorem 5.8 (i)
guarantees that Z(G) is P-isolated in G since G is a Zp-group. Furthermore, N; is
P-isolated in G and therefore in N, according to Lemma 5.2 (ii). By Lemma 5.38,
N is a Dp-subgroup of G as claimed.

Now, there exists a least integer ¢ satisfying N; = N since N, = N. We proceed
by induction on ¢. If r = 1, then N = N N Z(G) and thus N < Z(G). Since N is a
Pp-group, there exists ng € N such that n = ng'. Hence,

g =g"n=g"ny = (gno)".
And so, g has an mth root in G. This gives the basis step of a proof by induction.

By applying the induction hypothesis to G/N;, we conclude that gN; has an mth
root in G/N;. Thus, g = h™n; for some h € G and n; € Nj. Since N is a Pp-group,
there exists np € Ny such that ny' = ny. Therefore,
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g — hmnl — hmnlzn — (hnz)m

because n, € Z(G). Hence, g has an mth root in G. O

Theorem 5.41 If G is a nilpotent group which is an extension of a Pp-group by a
Dp-group, then G is also a Dp-group.

This is also true for locally nilpotent groups (see Theorem 23.2 in [2]).

Proof Suppose that N < G. By Lemma 5.17, G is a %p-group. We claim that G is
P-radicable. Let m be a P-number and g € G. Since G/N is a Pp-group, gN has a
unique mth root in G/N, say gN. Thus, there exists n € N such that g = g"n. The
result follows from Lemma 5.39. O

The next theorem is a variation of Theorem 11.5 in G. Baumslag’s work [2]. It is
also proven by P. Ribenboim in [28] (Proposition 6.18).

Theorem 5.42 Let G be a nilpotent group with H < G. Suppose that Py and P, are
sets of primes and Py N P, = 0. If H is a Up,-group and G = Ip,(H, G), then G is
also a Up,-group. If in addition, H is P\-radicable, then G is a Dp, -group.

Proof We first prove that G is a %p, -group. According to Theorem 2.7, it suffices to
show that G is a P;-torsion-free. Let g € G and suppose that 7 is a Pj-number such
that g" = 1. We assert that g = 1. By hypothesis, G = Ip,(H, G). Hence, there
exists a P,-number m such that g” € H. Thus,

(€)' =)' =1=1"

Since H is %p,-group, g™ = 1. Now, m and n are relatively prime since P NP, = @.
Therefore, there exist a, b € Z such that am + bn = 1. And so,

g= gam+bn — (gm)a(gn)b — 1’

proving the assertion.

Next, suppose that H is also P;-radicable. Let g € G and suppose that n is a
Pi-number. It is enough to show that g has an nth root. As before, there exists a
P>-number m such that g” € H. Since H is P;-radicable, g has an nth root in H.
Hence, g = K" for some h € H. Now,

(g_‘hg) =g 'Wg=g'g"g=¢"=1" (5.11)
Since G is a %p,-group, (5.11) becomes g~'hg = h. Thus, g and 4 commute. Since

m and n are relatively prime, there exist integers a and b such that am + bn = 1.
Hence,

g= gam-Hm — (gm)agbn — (hn)agbn — hangbn — (hagb)”.

And so, g has an nth root. O
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Remark 5.13 In light of Theorem 2.7, one could replace “%p, -group” with
“P-torsion-free group” in Theorem 5.42.

5.2.15 Some Embedding Theorems

There are several instances in which one can embed a nilpotent group into a
radicable (locally) nilpotent group. One result in this direction was already discussed
in Chapter 4 (see Theorem 4.15). Our intention is to present some other classical
results.

Let G be a torsion-free nilpotent group and let g € G. In [22], A. 1. Mal’cev
proved that for any prime p, G can be embedded in a torsion-free nilpotent group H
of the same nilpotency class as G in such a way that g has a pth root in H. His proof
relied on methods involving Lie algebras. Using residual properties, G. Baumslag
proved this without the assumption of torsion-freeness (see [4]).

Theorem 5.43 Let G be a finitely generated nilpotent group and let p be any prime.
For any element g € G, there exists a finitely generated nilpotent group H, such that
G embeds in H, and g has a pth root in H,.

Proof Let x € G and x ¢ 7,(G). We assert that there is a normal subgroup N, of
G such that x ¢ N, and G, = G/N, is a finite p-torsion-free group. First, notice
that 7,(G) is a finite p-group by Corollary 2.16. Thus, the factor group G/7,(G) is a
finitely generated p-torsion-free nilpotent group by Corollary 2.15. Furthermore,
G/1,(G) is a residually finite p’-group by Theorem 5.33. Since x ¢ 7,(G), we
have that x7,(G) # 1,G. Hence, there exists a normal subgroup N./7,G of G/7,G
satisfying the property that

G/t,G
N:/7,G

~ G/N,

is a finite p’-group and x7,G ¢ N,/7,G. This means that x ¢ N, and G/N, is finite
and p-torsion-free. This proves the assertion.
We claim that G contains a p-torsion-free characteristic subgroup of finite

index. Suppose that 7,(G) = {gi1, ..., g}. By Theorem 5.31, there exist normal
subgroups Ny, ..., Nj of finite index in G such that g; ¢ Ny, ..., g & Ni. Then
M= ()N
I<i<k

is a normal subgroup of G of finite index by Theorem 5.27. Furthermore, M is
p-torsion-free because each g; is excluded from at least one of the Ny, ..., N, and
thus g; ¢ M foreachi = 1, ..., k. The existence of a p-torsion-free characteristic
subgroup of finite index in G follows from Theorem 5.29, proving the claim.
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Let N(p) be a p-torsion-free characteristic subgroup of finite index in G and set
G(p) = G/N(p). By Lemma 5.32, G can be embedded in the direct product of G(p)
and an unrestricted direct product:

D=Gp)x [] G-
X¢T])(G)

Now, G(p) can be embedded in a finite nilpotent group J so that every element of
G(p) has a pth root in J (see [1]). Furthermore, for each x ¢ 7,(G), every element
of G, has a pth root in G, because G, is finite p-torsion-free by Lemma 5.22. Let

D* =J x ]_[ G,.
X¢TP(G)

By Remark 2.9, D* is nilpotent. Since D embeds in D* and the factors in a direct
product commute, every element of D must have a pth root in D*.

Let go be a pth root of g in D*. Consider the finitely generated subgroup
H, = gp(G, go) of D*. Clearly, G embeds in H, and H, is nilpotent because D* is.
Moreover, g has a pth root in H,. ]

Remark 5.14 1f G is p-torsion-free, then H, can be chosen p-torsion-free. To see
this, let go be a pth root of g in D* and define the subgroup K, = gp(G, go) of D*.
If we put H, = K,/7,(K,). then H, is a p-torsion-free group in which G embeds.
Furthermore, g has a pth root in H,. Similarly, if G is torsion-free, then H, can be
chosen to be torsion-free.

Theorem 5.44 (G. Baumslag) Every finitely generated nilpotent group can be
embedded in a locally nilpotent radicable group.

Proof Arrange the set of all primes in a sequence

Pis P2, P3, -- -, (5.12)

where (5.12) satisfies the condition that if p is any prime in (5.12) and m € N, then
there exists a natural number n > m such that p, = p. Thus, each prime in (5.12)
occurs infinitely many times.

Let G be a finitely generated nilpotent group. We construct a countable ascending
sequence of finitely generated nilpotent groups

G <G, =G3=--- (5.13)
as follows: Set G; = G. Suppose that G|, G, ..., G, in (5.13) have been defined
and that the elements of G; (i = 1, ..., n) have already been explicitly enumerated

in a nonterminating sequence:
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Ui, Upp, U3, ... (i=1, 2, ,n)

We allow repetitions of group elements in an enumeration, so the various sequences
can therefore be chosen infinite, as required. By Theorem 5.43, we adjoin one root
at a time and take G, to be any finitely generated nilpotent group containing G,
such that

uip, Ui, ..., Uy, have pythroots in G4,
Us1, U, ..., Uy n—1 have p,—ithroots in G,+1, ..., and

u, has a pith rootin G,41.

Therefore, we can define all the groups G; inductively in this way. Let

We claim that G* is a locally nilpotent radicable group. It is obviously locally
nilpotent because (5.13) is an ascending series of finitely generated nilpotent
subgroups of G*. We show that it is radicable. Let g € G* and let p be any prime.
There exists m € N such that g € G,,. Now, by the choice of the sequence of
primes (5.12) and the groups G, G, ..., it follows that g has a pth root in G; for
a sufficiently large /. Thus, g has a pth root in G*. O

By using certain embedding techniques described by B. H. Neumann in [25], one
can obtain:

Theorem 5.45 Every locally nilpotent group can be embedded in a locally nilpo-
tent radicable group.

A free nilpotent group can always be embedded in a nilpotent Zp-group. This is
the content of the next theorem.

Theorem 5.46 Every free nilpotent group can be embedded in a nilpotent Dp-
group of the same class.

We give a proof due to Baumslag [5] which uses a method that is similar to
the one given in Theorem 5.44. The original proof by A. I. Mal’cev uses Lie ring
methods [22].

Proof Let G be a free nilpotent group of class c, freely generated by the set X. Set
G = G; and X = Xj. Suppose that for each n € N, G, is a free nilpotent group,
freely generated by X, and the cardinality of each X, is equal to the cardinality of
X1. Just as in the proof of Theorem 5.44, we define

pP1s P2, P3s - (5.14)

to be an infinite sequence of primes in P, chosen so that for any p € P and any
positive integer n, there exists an integer m > n such that p,, = p. Next, define
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H,=gp( "' |xeX,) <G, (n>2).

By an unpublished theorem of G. Baumslag, H,, is free nilpotent of class c, freely
generated by

X0t = (1 | x € X}

It is clear that the cardinalities of X?»=!, X,, and X,_; all coincide. Consequently,

we may identify G,—; with H,, forn =2, 3, .... Put
o0
¢*=JG.
n=1

Evidently, G* is nilpotent of class c¢. By the choice of the sequence (5.14), every
element of G* can be written as a product of pth powers for any p € P. Therefore,
G* is semi-P-radicable and thus P-radicable by Theorem 5.17. It is also true that G*
is torsion-free since each G, is torsion-free. Thus, G* is a %p-group by Theorem 2.7.
Therefore, G* is a nilpotent Zp-group of class c. O

5.3 The P-Localization of Nilpotent Groups

In this section, we offer a brief introduction to the theory of P-localization of
nilpotent groups. We refer the reader to [12, 13, 28], and [33] for fine accounts
on the subject. This material is closely related to root extraction in nilpotent groups.

In the last two sections, we have insisted that P be a nonempty set of primes. For
reasons that will become evident, we now declare that P can be any proper subset
of the set of primes, including the empty set. In this situation, P’ cannot be empty.
In particular, P’ is the set of all primes if P is the empty set.

5.3.1 P-Local Groups

Our discussion of the P-localization theory of nilpotent groups begins with the
definition of a P-local group.

Definition 5.17 A group G is called P-local if the set map
¥ : G — G defined by ¥ (g) = ¢"

is a bijection for all P’-numbers n.
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Note that ¥ need not be a homomorphism of G, but merely a bijective map from
G to itself. If P consists of a single prime p in Definition 5.17, then we refer to G as
p-local.

The injectivity of 1y implies that G is a %/ -group and its surjectivity implies that
G is P'-radicable. Thus, G is P-local if and only if it is a Zp-group. For convenience,
some of the earlier results on extraction of roots will be reformulated in terms of
P-local groups.

We begin by giving a description of P-local abelian groups. For a fixed set of
primes P, consider the ring

Zp = {m/n € Q|n # 0isaP'-number} .

Thus, Zp consists of those rational numbers whose denominators are relatively
prime to the elements of P. If P is the empty set, then Zp is the field of rational
numbers Q. We readily observe that a P-local abelian group is one that allows an
action by the ring Zp. In terms of modules, this gives our first proposition.

Proposition 5.2 An abelian group is P-local if and only if it is a Zp-module.

By Proposition 5.2, the P-local subgroups of an abelian group A are simply the
Zp-submodules of A. In general, a subgroup of a P-local group need not be P-local.

The next result connects isolator theory with P-local groups and their P-local
subgroups. It is merely a translation of Lemma 5.38.

Lemma 5.40 Let G be a P-local group and H < G. Then H is P-local if and only
if H is P'-isolated in G.

Lemma 5.41 Every P-local group is P'-torsion-free.

Proof Since P-local groups are %p/-groups, they are P’-torsion-free by Proposi-
tion 5.1 (iii). |

The next lemma is a trivial consequence of Lemma 5.14.

Lemma 5.42 Let N be a normal subgroup of a group G. If G/N is P-local, then N
is P'-isolated in G.

Since our goal here is to offer an overview of the localization theory for nilpotent
groups, we next focus on groups which are both P-local and nilpotent.

Theorem 5.47 If G is a nilpotent group which is an extension of a P-local nilpotent
group by a P-local nilpotent group, then G is P-local.

Proof The result is just Theorem 5.41 in the context of P-local groups. O

Theorem 5.48 Let G be a P-local nilpotent group and N < G. Then N is P-local
if and only if G/N is P-local.

Proof See Theorem 5.40. O

In a nilpotent Zp-group, the lower and upper central subgroups are themselves
Pp-groups according to Theorem 5.38. In the language of P-local groups, we have:
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Theorem 5.49 The lower and upper central subgroups of a P-local nilpotent group
are P-local.

The next two lemmas are of a general nature. No nilpotency is assumed.
Lemma 5.43 A direct product of a family of P-local groups is P-local.
Proof See Lemma 5.36. O

Lemma 5.44 The intersection of a collection {G; | i € I} of P-local subgroups of a
P-local group G is P-local.

Proof Let K = (,¢; Gi. Since G is P-local, it is a %p/-group. By Proposition 5.1
(1), K also is a %p’-group.

We show that K is P’-radicable. Suppose that g € K and n is a P’-number. Since
g € G; foreach i € I and G; is P-local (thus P’-radicable), there exists an element
hi € G; such that g = h for each i € I. Hence, b = h for all i, j € I. Since G is
a Up-group, h; = hjforalli, j € I.If we set h = h; foralli € I, then h € K and
g = h". Therefore, K is P'-radicable and thus P-local. O

Lemma 5.44 motivates the next definition.

Definition 5.18 Suppose that G is a P-local group, and let S be a nonempty subset
of G. The P-local subgroup of G generated by S is the intersection of all P-local
subgroups of G containing S.

The next result is a mere reformulation from isolator theory.

Theorem 5.50 Suppose that G is a P-local group and H < G. If M is the P-local
subgroup of G generated by H, then M = Ip/(H, G).

Proof By Definition 5.2, Ip(H, G) is the intersection of all P’-isolated subgroups
of G containing H, while M is the intersection of all P-local subgroups containing
H. The result follows from Lemma 5.40. O

Corollary 5.23 Suppose that G is a P-local nilpotent group and H < G. Let M be
the P-local subgroup of G generated by H. For every g € M, there is a P'-number n
such that g" € H.

Proof The result is a consequence of Theorems 5.2 and 5.50. O

Corollary 5.24 Let G be a P-local nilpotent group. If N < G and N generates G
as a P-local group, then any nontrivial subgroup of G intersects N nontrivially.

Proof Let H be a nontrivial subgroup of G and choose 1 # g € H. By
Corollary 5.23, there exists a P’-number n such that g” € N and thus g" € N N H.
As G is P-local, it is also P’-torsion-free by Lemma 5.41. Thus, g" # 1. O

Corollary 5.25 Let G be a P-local nilpotent group. If H is a subgroup of G which
generates G as a P-local group, then G and H have the same nilpotency class.

Proof By Theorem 5.50, G = Ip(H, G). Apply Theorem 5.2. O
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Suppose that ¢ : G — H is a homomorphism between P-local nilpotent groups
and N is a subgroup of G that generates G as a P-local group. Then ¢ is completely
determined by its action on N. We record this as a lemma.

Lemma 545 Let ¢, ¥ : G — H be two homomorphisms of P-local nilpotent
groups. Suppose that N is a subgroup of G that generates G as a P-local group. If ¢
and Y coincide on N, then ¢ = .

Proof Let g € G. By Corollary 5.23, there exists an P’-number n such that g"* € N.
Thus

(0(@)" = ¢(g") =v(&") = V()"

Since H is P-local, p(g) = ¥ (g). O

5.3.2 Fundamental Theorem of P-Localization of Nilpotent
Groups

The P-localization of a group in a given subcategory is defined next. We assume
familiarity with the basic definitions from category theory. The reader may wish to
consult Chapter IV of [19] for background material.

Definition 5.19 Let . be a subcategory of the category of groups. A homomor-
phism

e.G— Gp

in . is called a P-localizing map (also referred to as a P-localization map) if Gp is
P-local and for any P-local group K in . and every homomorphism ¢ : G — K,
there exists a unique homomorphism ¢ : G, — K such that ¥ = ¢ o e. The group
Gp is termed the P-localization of G.

Lemma 5.46 Let .7 be a subcategory of the category of groups and suppose that
< admits a P-localizing map. Given a homomorphism ¢ : G — K in ., there
exists a unique homomorphism Yp : Gp — Kp making the diagram

74

G — K

Je |e

GPLKP

commute.
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Proof The composite map
eoy :G— Kp

is clearly a homomorphism from G to a P-local group Kp. Applying Definition 5.19
to e o Y and G gives the result. O

The diagram in Lemma 5.46 gives a functor L from .& to itself. The pair (L, ¢)
is called a localization theory in .7

In [12], P. Hilton used group cohomology theory to prove the existence of a
localization theory for nilpotent groups (see also [13]). A different proof which
utilizes some of the results that we have provided thus far in this section was carried
out by R. B. Warfield, Jr. in [33]. We follow R. B. Warfield’s work.

Theorem 5.51 (Fundamental Theorem of P-Localization) Let G be a nilpotent
group of class c. There exists a P-local nilpotent group Gp of class at most ¢ and a
P-localization map e : G — Gp.

Proof Let I be a nonempty index set. Consider, up to isomorphism, all pairs of the
form

Si=(H;, 0y) (iel),

where H; is a P-local nilpotent group, 0; : G — H; is a homomorphism, and 0;(G)
generates H; as a P-local group. Clearly, at least one such pair exists: take H; to be
the trivial group and o : G — H; to be the trivial homomorphism.

Let H be the direct product of the H;, and define the map

0:G— H by g+ (0i(8))ier-

For each i € I, the class of 0;(G) is at most c. Moreover, since 0;(G) generates H;
as a P-local group, their classes are equal by Corollary 5.25. Thus, H is of class at
most ¢ by Remark 2.9. Furthermore, H is P-local since each H; is P-local. This is
immediate from the definitions.

Let Gp be the P-local subgroup of H which is generated P-locally by o(G). We
rename the map o as e and regard it as a homomorphism from G to Gp. We claim
that e is a P-localization map. Suppose that K is any P-local group and ¥ : G — K
is a homomorphism. If W is the P-local subgroup of K which is generated by ¥ (G),
then there exists iy € I such that, up to isomorphism,

Sip = (Hig» 03) = (W, ).
The homomorphism

W : Gp — H;, defined by (h;)ier — hi,
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satisfies L o e = 0;,. We show that [ is unique with respect to this property. Let
X : Gp — K be a homomorphism such that x o e = o;,. For every g € G,

iL(e(g)) = x(e(®)),

and thus | and ¥ coincide on e¢(G). However, ¢(G) generates Gp as a P-local group.
By Lemma 5.45, L. = ¥ on Gp. Thus, e is a P-localization map. a

Corollary 5.26 If G is a nilpotent group with P-localization map e : G — Gp, then
e(G) generates Gp as a P-local group.

Proof The result follows immediately from the proof of Theorem 5.51. O

In order to give some intuition behind Theorem 5.51, we construct the P-
localization of an abelian group. Consider the subring Zp of the ring Q discussed
at the beginning of this section. It is a P-local abelian group and the obvious
embedding of Z into Zp given by n + n/1 is a P-localization map. Let A be any
abelian group and define Ap = A ® Zp. By Proposition 5.2, Ap is a P-local abelian
group. The homomorphism a — a ® 1 gives a P-localization map e : A — Ap,
yielding a localization theory in the category of abelian groups.

The P-localization of a subgroup of a P-local nilpotent group can be described
in terms of isolators.

Theorem 5.52 Let G be a P-local nilpotent group. If N < G, then Np is isomorphic
to the P'-isolator of N in G.

Proof Since G is P-local, Gp = G. Leti : N — G be the natural inclusion of N in
G and contemplate the P-localization diagram guaranteed by Lemma 5.46:

N —— ¢

I I
Ny —2 5 G,=G

It is clear from the diagram that e : N — Np is a monomorphism. We claim that ip
is also a monomorphism. To see this, let x € ker ip. By Corollary 5.26, the image
of e generates Np as a P-local group. Thus, Corollary 5.23 guarantees the existence
of a P/-number n such that x" € im e. And so, there exists a unique y € N such
that e(y) = x". Now, x € ker ip implies that x" € ker ip and thus (ip o €)(y) = 1.
Hence, y = 1 and ip is a monomorphism as claimed. Thus, the P-local subgroup of
G generated by N is isomorphic to Np. The result follows from Theorem 5.50. 0O
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5.3.3 P-Morphisms

Our next definition contains useful generalizations of the more standard notions
involving group homomorphisms. These are convenient for the study of P-
localization, as illustrated by P. Hilton and others in [12] and [13].

Definition 5.20 Let G and H be groups. A homomorphism ¢ : G — H is called

(i) P-injective if ker ¢ = {g € G | g is P'-torsion} ;
(ii) P-surjective if for all h € H, there exists a P’-number n such that 4" € ¢(G);
(iii) a P-isomorphism if ¢ is both P-injective and P-surjective.

For a single prime p, the usual notions are p-injective, p-surjective, and p-
isomorphism.

In [12] and [13], various properties of P-morphisms are established. For example,
if a homomorphism between P-local groups is given, then the standard definition of
an injective (surjective) homomorphism is equivalent to the notion of a P-injective
(P-surjective) homomorphism. This is demonstrated in the next lemma.

Lemma 5.47 Let ¢ : G — H be a homomorphism of P-local groups.

(i) If ¢ is P-injective, then @ is injective.
(ii) If @ is P-surjective, then ¢ is surjective.

Proof

(i) If ¢ is P-injective and g € ker ¢, then there exists a P’-number n such that
g" = 1. Since G is P-local, g = 1. Therefore, ¢ is injective.

(ii) Suppose that ¢ is P-surjective. If & € H, then there exists g € G and a P'-
number n such that ¢(g) = h". Since G is P-local, there is a unique x € G such
that x* = g. Thus,

9(8) = ¢ (") = (p(x))" = A".

As H is P-local, ¢(x) = h. Thus, ¢ is surjective. O

An important result for nilpotent groups is that the P-localizing map is always a
P-isomorphism.

Theorem 5.53 Let P be a nonempty set of primes. For any finitely generated
nilpotent group G, the P-localizing map e : G — Gp is a P-isomorphism.

Proof The proof is based on [33]. By Corollaries 5.23 and 5.26, e is P-surjective.
We only need to show that e is P-injective. Let 1 # g be a P’-torsion element of G.
There exists a P’-number n such that g" = 1, so that

(e(9))" = e(g") = L.

Since Gp is P-local, e(g) = 1. Therefore, g € ker e and thus all P'-torsion elements
of G lie in ker e.
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We assert that every element in ker e is P’-torsion; that is, the induced map
e: G/‘L'P/(G) —> Gp

is an embedding. Since G/tp(G) is P'-torsion-free, this is equivalent to showing
that e : G — Gp is an embedding, where G is assumed to be P’-torsion-free.
By Theorem 5.33 and Lemma 5.32, G is a subgroup of a direct product of finite
P-torsion groups. The proof of Lemma 5.32 shows that each factor of the direct
product is nilpotent of class at most the class of G. Furthermore, G is P-local by
Theorem 5.37. Since such a direct product is itself P-local according to Lemma 5.43,
G must embed in its P-localization. O

Remark 5.15 Theorem 5.53 holds for arbitrary nilpotent groups and not only the
finitely generated ones. The argument in this case uses direct limits and systems.
See Theorem 8.9 of [33]. We can also allow P to be the empty set. See the comment
before Corollary 5.28.

The next two corollaries can be found in P. Ribenboim’s work [28]. They also
appear in [33].
Corollary 5.27 Let G be a nilpotent group and let P\ and P, be any two sets of
primes. Then (Gp] )P2 is a (Py N Py)-local group.

Proof Fix a prime p € (P N P;)'. We claim that every element of (Gp,) _ has a

P
unique pth root in (Gp,) p, Observe that

(PLNPy) =P UP,=P,U(P,NP)).

If p € P, then the claim is certainly true since (Gpl)
therefore, that p € P, N P/ and let

P, is Py-local. Suppose,

e:Gp — (Gp,)p,

be the P,-localization map. We establish that (Gpl) Py is a Z,-group by using
Theorem 5.42, where we take the disjoint sets of primes to be {p} and P and the
groups to be e(Gp,) and (Gp1 ) P, respectively. By Theorem 5.50 and Corollary 5.26,

(Gr)p, = Iy (€(Gr,). (Gr),,).

Since Gp, is Pi-local and p € P, Gp, is p-radicable. Hence, e(Gp,) is also p-
radicable by Lemma 5.18.

We assert that e(Gp, ) is a %,-group. In light of Corollary 5.6, it is enough to show
that ker e is p-isolated. Suppose that g” € ker e for some g € Gp,. By Theorem 5.53,
every element of ker e is P)-torsion. Thus, there exists ¢ € P} such that (g/’)q =1
and consequently, (g7)" = 1. Since g7 € Gp, and p € P}, we have that g/ = 1
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because Gp, is P|-torsion-free. Therefore, (e(g))? = 1 and thus g € ker e because
q € Py and (Gp,),, is P-torsion-free. And so, ker e is p-isolated as asserted. The
result follows from Theorem 5.42. O

Corollary 5.28 Let Py and P, be any two sets of primes and let G be a nilpotent
group. Then (GPI)P2 = Gp,np,-

Proof Clearly, every (P N P,)-local group is P;j-local and P,-local. In particular,
Gp,np, is P1-local and P;-local. Let

ep . G— Gpl, ey . GP[ — (Gpl) and w G — (;plﬁp2

Py’
be P;-, P»- and (P; N P,)-localization maps respectively. By Theorem 5.51, there
exists a unique homomorphism

(/0 Gpl — Gplmv2

such that ¢ o ¢; = . The same theorem guarantees the existence of a unique
homomorphism

B . (GPI)P2 — Gplmp2

such that B o e; = ¢. Hence, ¥ = B o e, o ¢;. Now, (Gpl)Pz is a (P; N Py)-local
group by Corollary 5.27. By Theorem 5.51, there exists a unique homomorphism

K : Gplmp2 — (GPl)pZ

such that k o ¢y = e, o e;. Thus, ¥ = B o x o Y and by uniqueness, p o k equals
the identity map on Gp,np,. We need to show that k o  equals the identity map on
(Gp,) p, To do this, we first observe that

kofoe,oe =koy =eyoe.

The homomorphisms k offoe, and e; coincide on e (G). Since (Gp1 ) P is P;-local, it
follows from Lemma 5.45 and Corollary 5.26 that k o o e, = e, on Gp,. Moreover,
(Gp,) p, 18 Pr-local and k o B coincides with the identity map on e, (Gp,). Once
again, Lemma 5.45 and Corollary 5.26 imply that ¥ o § equals the identity map on
(Gr,)p, as desired. O

As we mentioned in Remark 5.15, it follows from Corollary 5.28 that the set of
primes P in Theorem 5.53 can also be taken to be empty.

Corollary 5.29 If G is a nilpotent group with P-localization Gp and P-localization
map e : G — Gp, then ©(Gp) = e(t(G)). Thus, all torsion from the localization Gp
comes from G.
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Proof 1t is clear that T(Gp) > e(t(G)). We claim that t(Gp) < e(t(G)). Let g €
7(Gp). There exists a P-number m such that g” = 1. By Corollary 5.26, ¢(G)
generates Gp as a P-local group. Thus, there exists a P’-number n such that g" €
¢(G) by Corollary 5.23. Since m and n are coprime, there exist integers a and b such
that am + bn = 1. Hence,

g= gum+bn — (gm)a(gn)b — (gn)b

And so, g € ¢(G). Suppose that g = e(h) for some & € G. We assert that h € 7(G).
Observe that

e(h") = (e(h)" =g" =1

and thus 4™ is in the kernel of e. By Theorem 5.53, there is a P’-number k such that
(W™)* = 1. Hence, h""* = 1 and consequently, & € 7(G) as asserted. O

The next result is immediate from Theorem 5.53 and Corollary 5.29.

Corollary 5.30 If G is a torsion-free nilpotent group, then its P-localization Gp is
torsion-free and its P-localization map e : G — Gp is an embedding.

We end this section by considering the question of whether a nilpotent group is
determined (up to isomorphism) by its p-localizations, where p varies over the set
of all primes. In other words, given that G and H are nilpotent groups and G, =~ H,
for all prime numbers p, does it follow that G is isomorphic to H?

The examples given below, which are due to V. N. Remeslennikov (see [27] and
p. 8 in [6]), show that this is not true in general, not even for the finitely generated
case. As noted in [6], the original motivation for these examples was to show that
it is not possible to classify finitely generated torsion-free nilpotent groups by their
finite homomorphic images.

We give presentations of V. N. Remeslennikov’s examples within the category of
class 4 nilpotent groups. Let

§={x v | v P x ol x x AP = 1)
and
T = <x, y ‘ v, x, y, y]6b), x, x, Y|y, x, x, x] = 1).
It is possible to show that S, = T, for every p, but that S and T are not isomorphic

(see Corollary 3.2.3 in [35]). Another set of examples exhibiting this behavior were
constructed by G. Mislin and can be found on p. 69 of [33].
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Chapter 6
“The Group Ring of a Class of Infinite Nilpotent
Groups” by S. A. Jennings

This chapter is based on a seminal paper entitled “The Group Ring of a Class
of Infinite Nilpotent Groups” by S. A. Jennings [7]. In Section 6.1, we consider
the group ring of a finitely generated torsion-free nilpotent group over a field of
characteristic zero. We prove that its augmentation ideal is residually nilpotent.
We introduce the dimension subgroups of a group in Section 6.2. These subgroups
are defined in terms of the augmentation ideal of the corresponding group ring.
We prove that the nth dimension subgroup coincides with the isolator of the nth
lower central subgroup. This is a major result involving a succession of clever
reductions where nilpotent groups play a prominent role. Section 6.3 deals with
nilpotent Lie algebras. We show that there exists a nilpotent Lie algebra over a
field of characteristic zero which is associated with a finitely generated torsion-free
nilpotent group. As it turns out, the underlying vector space of this Lie algebra has
dimension equal to the Hirsch length of the given group.

6.1 The Group Ring of a Torsion-Free Nilpotent Group

We begin with some definitions regarding group rings.

6.1.1 Group Rings and the Augmentation ldeal

Let G be a group and let R be a commutative ring with unity. The group ring RG of
G over R is defined to be the set of all finite formal sums

ngg (rg € R),

8€G
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together with the addition and multiplication rules

(D) () e

g€G g€CG g€G

and

(zrgg)(zshh) =Y (rsh

g€G heG 8. heG

It is clear that RG is indeed a ring under the prescribed operations. We point out that
the group ring RG can also be regarded as a free R-module with a basis consisting
of the elements of G since R acts naturally on RG.

We will abuse notation and denote the unity element in R, the unity element in
RG, and the group identity in G by 1. If g € G and r € R, then it is conventional to
write the elements 1g € RG and 1 € RG simply as g and r respectively.

In this chapter, R will be a commutative ring with unity unless otherwise stated.

Definition 6.1 Let G be a group. The kernel of the ring homomorphism

¥ : RG — R given by w(ngg> = ng

g€G g€G

is called the augmentation ideal of RG.

The augmentation ideal of RG is denoted by Ag(G), or just A(G) when R is
understood from the context. Thus,

A(G) =) rg€RG

g€G

ng=0

g€G

Since ¥ is a ring epimorphism, the quotient ring RG/A(G) is isomorphic to R.
Furthermore, A(G) is an R-submodule of RG because it is an ideal of RG.

It is clear that g — 1 € A(G) for any 1 # g € G. The next lemma shows that such
elements form an R-basis for Ag(G).

Lemma 6.1 Let G be any group. The set

S=1{g—-1|geG, g#1;

is an R-basis for Ag(G). Thus, Ag(G) is a free R-module with basis S.
Proof Letx =} c;7e8 € Ar(G). Then }_ ;g = 0. Thus,
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xX=x- ng 1=ngg— ng 1=ng(g—1).

g€G g€G g€G g€G

Hence, S spans Ag(G).
We need to show that S is linearly independent. Suppose that

Z re(g—1) =0.
1#g€G

Then

nggz ng 1. (6.1)

g€G g€G

Since G is a basis for the R-module RG and every g appearing in (6.1) is distinct
from the identity, r, = 0 for all of these g. The result follows. O

As in Definition 2.6, let A% (G) (or A"(G) when R is understood) denote the ideal
of RG generated by all products of n elements of the augmentation ideal of RG.

Corollary 6.1 Let G be any group. The set

S={g—D@—1D--(g—-DI|1#g €G}

spans A"(G).

Proof This is an immediate consequence of Lemma 6.1. O
Lemma 6.2 Let G be a group and H < G. Foralln € N, A"(H) C A"(G).

Proof The result follows from the fact that A(H) € A(G). O

Let G be any group with N < G. The natural homomorphism ¢ : G — G/N
induces a ring homomorphism

on : RG — R(G/N) defined by oy Zagg = Zag(gN).
g€G g€G

We record two useful facts about the map oy in the next lemma.

Lemma 6.3 The kernel of oy is the two-sided ideal of RG given by
RG-A(N) = A(N) - RG,

and oy (A"(G)) = A*(G/N) for any n € N.

Proof We prove that ker oy = RG - A(N). Let x = ), a;g; be an element of RG,
where a; € R and g; € G. For each g in this expression for x, we let g, € G be a
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representative of the left coset gxN. We can write

x= Za,’dgknz (a; €R. g € G, n €N).
k. 1

Now,

ov@® =) agN =) (Za§(1>§kN € R[G/N].
k1 r \ 1

We readily observe that x € ker oy if and only if ), a;, = 0 for every k.
Suppose now that x € ker gy. For each k, we have ), a;,g; = 0. Thus,

Z a8 = Z a8 — Z a8
7 P ]
= dgu—1)
B

for each k. Hence,

x=) aqgm=y (Za;dgk(n, - 1)) :
k, 1 k l

It follows that x € RG - A(N).
Next, we show that RG - A(N) C ker gy. Since gy maps every element of A(N)
to zero, A(N) C kergy. If x € RG - A(N), then

x=) 00 (0i€RG. 0; € AWN)).

Therefore, x € ker oy and thus ker oy = RG - A(N). By taking right coset
representatives, one can prove in the same way that ker oy = A(N) - RG. Finally,
Corollary 6.1 gives oy (A"(G)) = A"(G/N) for any n € N. O

6.1.2 Residually Nilpotent Augmentation Ideals

Our goal is to topologize the group ring FG, where G is a finitely generated torsion-
free nilpotent group and F is a field of characteristic zero. This will be achieved once
we have proven that the powers of the augmentation ideal satisfy certain criteria.



6.1 The Group Ring of a Torsion-Free Nilpotent Group 223

Definition 6.2 Let G be any group. The augmentation ideal of RG is called
residually nilpotent if

(A"(G) =o.

n=1

The main theorem of this section is:

Theorem 6.1 (S. A. Jennings) Let G be a finitely generated torsion-free nilpotent
group and let F be a field of characteristic zero. For every n € N, A"71(G) is a
proper ideal of A"(G). Furthermore, A(G) is residually nilpotent.

The original proof which we offer here relies on the fact that G has a Mal’cev
basis and is adopted from [2]. We begin by establishing some preliminary lemmas.
Suppose that G has Hirsch length r and let {g;, ..., g,} be a Mal’cev basis for G.
Every nontrivial element of G can be written in the form

1 %) ts
+1 +1 +1
(gi] ) (giz ) o (gis ) ’

where 1 <i; <i, <---<i; <randt € N. Hence, each element of

S=1{g—-1|geG, g#1;

is expressible in the form

t I ts
(') (s2) - (s") —1for 1=iy<ip<-<iy=r. 6.2)
Using the identity

y—l=Gx—DOo-D+ -1+ -1, (6.3)

together with the Binomial Theorem, we can express every element of S as a sum of
products of expressions of the form gl?jtl — 1, where g;; # 1, in the right order; that
is, each g — 1 € § can be written as a sum of elements of the form

s

H(gi“—l)ak for 1 <ij<ip<---<ig<rand o €N, (6.4)
k=1

and none of the g; equals the identity. By Lemma 6.1, the elements given in (6.4)
span A(G). Moreover, these elements are linearly independent over F. To see this,
notice that any two different elements of the form (6.4) have different leading terms

:|:0(1 :I:Olz
8 8i,

s

+o
.. gls .

It follows that a nontrivial F-linear combination of elements of the form (6.4) can’t
equal zero. We summarize our discussion as a lemma:



224 6 “The Group Ring of a Class of Infinite Nilpotent Groups” by S. A. Jennings

Lemma 6.4 The formally distinct products of the form

oy %3 Qg
1) )

where 1 < iy < iy < --- < iy < randa; > 0, form a basis for the vector space
A(G) over F.

Next, consider any product of the form

p=(e"=1)(sF" = 1) (s - 1), 6.5)
where [; € {1, ..., r}. Define the weight w(p) of p in (6.5) by
w(p) =2" + 282 .. 428,
A straight product is a product of the form
- _ i Bi
I (gi t-1) (gi -1)", (6.6)
i=1
where ¢;, f; are nonnegative integers and 1 < i < r. Observe that
! _ o Bi d .
W(n (gi b 1) (gi - 1) ) = Z (0(1‘ + ﬂi>2l~
i=1 i=l1

Lemma 6.5 Each product of the form

(e =D (e = 1) (ei" =)

where [; € {1, ..., r}, can be expressed as a Z-linear combination of straight
products of no less weight.

Proof We use a collection process to write the given expression as a Z-linear
combination of straight products. Observe first that if p < g, then

r

Su

6] = 11 ()
u=q+1

for suitable positive integers 8,41, ..., &, (see Remark 4.4). Hence, by (6.3), we
have that

]
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is a Z-linear combination of straight products involving only g,+1, ..., g-and each
straight product arising in this sum has weight at least 2¢*!. Furthermore,

w((gj‘ - 1)(gpil - 1)) =29 4 2P <29 429 = 27!,
It follows from the identity

b-—1D@a@a-1)=@—-10D)b-1)+ (b, a]— 1)+ (a— 1)([b, a] — 1)
+G-=D(b,al— 1)+ (@—1)(B-1)(b, a] — 1)

that

(e 1) = () )
where “---” is a Z-linear combination of straight products, each of whose weight
exceeds 27 + 29, O

We prove Theorem 6.1 by induction on the Hirsch length r of G. If r = 1,
then G is infinite cyclic. Assume that G = gp(g). In this case, there exists a
ring isomorphism between the group ring FG and the ring of Laurent polynomials
F [t, t_l] induced by the mapping g +— ¢. It follows that FG is a PID and thus a
UFD. Since FG is a commutative PID, there exists a € A(G) such that

A"(G) = (d") = {ra" | r € FG}

for every m € N. Suppose that there exists 0 # x € (>, A”(G). Then x can be
written uniquely as a product of at least m primes in FG for every m € N. Since this
is impossible, we must have

o

(A"(G) =o.

m=1

This completes the basis of induction.

Suppose that r > 1 and assume that the theorem is true for all finitely generated
torsion-free nilpotent groups of Hirsch length less than r. Assume that 0 # x €
ﬂ;’i | A%(G). We may assume without loss of generality that if x = ) r;h;, then
each group element /;, when expressed in the canonical form g{" - -- g% for some
integers «;, involves only positive powers of g;. By Lemma 6.4, we can express x as
a unique F-linear combination of the form

=3 (Mn(gifl _ 1)8’), 6.7)

HEF
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where ¢; € N and the terms (gif1 — 1) in each product occur in the order induced
by the Mal’cev basis. By the proof of Lemma 6.4, only powers of (g; — 1), and not
(gl’l - 1), appear in (6.7). By collecting the “coefficients” of the powers of (g; — 1),
we obtain

X = X9 + (g1 — 1)m1x1 + -+ (gl _ 1)'"dxd,

where 0 < m; < --- < my and each x; is an F-linear combination of products of the
form

1 s
(gijltl—l> ---(gi:—Ll—l) , where 2 <i;<ip <---<ig<r and n; > 0.

Let Gy = gp(ga, ..., g-). We see that x; = f; + g; for some f; € F and g; € A(G)),
where i = 0, 1, ..., d. Note that fy must be zero. We claim that f; = 0 for all
i=0,1, ..., d SetH = gp(g) and define a homomorphism

®:G—>Hby &(g)) =g and &(g) =1 if i > 1.
Then @ induces an F-linear map @ : FG —> FH. Observe that

D) = fo+ (g1 — D™fi + -+ (g1 — D™f,

where 0 < m; < -+- < my. Thus, ®(x) € (Ng= A/(H) because x € 2, A(G).
Since H has Hirsch length equal to 1, we use the basis of induction to see that A(H)
is residually nilpotent. And so, @ (x) = 0. However, the elements

(gr=D". (g1 =D™, ... (& = D™

are linearly independent over F for 0 < m| < --- < my by Lemma 6.4. Thus,

fo=-=fa=0,

and consequently, x; € A(G;) for 0 <i <d.

Now, G is a finitely generated torsion-free nilpotent group of Hirsch length less
than r by Theorem 4.7. By induction, A(G)) is residually nilpotent. Thus, if xq # 0,
then there exists kq such that xo ¢ A%(G;). If xp = 0, then we may assume that
x1 # 0 and choose k; so that x; ¢ A¥1(G}). Set

k() ifxo 7é 0
k] =+ nmy ifX() = 0,

k =

and notice that x € A>*(G) because x € A"(G) for all n. By Lemma 6.4, it follows
that x can be expressed as an F-linear combination of products of the form
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()6,
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(6.8)

where each such product contains at least 2"k factors. Observe that the products
in (6.8) need not be straight. However, according to Lemma 6.5, each such product
can be straightened without decreasing the weight. Consequently, we may write

X=h1P1 +"'+tht,

where h; € F and p; is a straight product

[T )" (o)

i=1

of weight at least 2"k. Hence, in every straight product that occurs we have
r
Y (o + )2 = 2k
i=1
and thus

> i+ B) = k.

i=1

We conclude that each of the straight products in (6.9) has at least k factors.

Suppose that py, ..., p, are enumerated as such:

1. if 1 <j < v, then p; is of the form (6.9) satisfying oy = B1 = 0 and;

2. if v < j < t, then p; is of the form (6.9) satisfying either a; # 0 or ; # 0.

Setting the two expressions for x equal to each other leads to

(6.9)

xo+ (g1 — D™x1 4+ -+ (g1 — D™xqg = hip1 + -+ + hypy + hyr1py+1 +

<o+ hupy,
where x; € A(Gy) for0 < i <dandp;, € A(Gy) for 1 <[ <. Since
(er=1)(er 1) =—(21=1) = (e - 1),
it follows from Lemma 6.4 that
Xo=hp1 +--+ hp, (6.10)
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and
(g1 —D™xy + -+ (g1 — D)™xg = hyy1pot1 + -+ + hipy. (6.11)

There are two cases to consider, depending on the value of xy.

1. If xo # 0, then each straight product py, ..., p, in (6.10) has at least k factors of
the form (gl.lLl - 1), where 2 < i < r. We conclude that xy € AK(G,) = A (G)),

a contradiction.
2. If xo = 0, then each straight product p, 4, ..., p, in (6.11) takes the form

_ Aj K
pj = (81 t— 1) (81 - 1) qj
= (g1 — DV (—g) Mg,

where g; € A(G/) and the second equality follows from the Binomial Theorem.
Assume that A; + p1; < my foranyj = v+1, ..., tand letk = min(A; + ;)
forj=v 4+ 1, ..., t. Since FG is an integral domain, we can cancel the factor
(g1 — 1)“ across (6.11). The resulting equation contradicts Lemma 6.4. Thus, we
must have A; + u; > m forv+1 < j < r. By canceling (g; —1)™" across (6.11),
we end up with an expression for x; as a sum of products of elements of the

form (giil — 1) for 2 < i < r, each product having at least (k — m,) factors.

Consequently, x; € A¥"™(G,) = A% (G)), a contradiction.
This completes the proof of Theorem 6.1.

Remark 6.1 Theorem 6.1 is true even when G is not finitely generated. This was
proven by M. Lazard (see [2]).

6.1.3 E. Formanek’s Generalization

In [3], E. Formanek generalized Theorem 6.1 and gave a shorter proof. He showed
that the field F' can be replaced by any associative, but not necessarily commutative,
ring with unity and the result is still true. This observation was also made by B.
Hartley in [5].

E. Formanek’s proof invokes two lemmas, one due to Swan [17] and the other
due to himself [3]. Both of them rely on defining a certain action of a group ring on
another group ring. We describe this action, which will be implicit in the proofs of
both lemmas.

In what follows, R is any associative (not necessarily commutative) ring with
unity. Let G be a nilpotent group and let 1 # H <1 G such that G/H =~ Z. Fix a
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generator ¢ of Z. If x is an element of G which maps to 7, then we may define an
action of the group ring RG on the group ring RH. Let x act on RH by

n

n
X - Zr,-h,- = Zrix_lhix (l’i € R, h,‘ (S H),
i=1

i=1

and let H act on RH by left multiplication:

h- Zn:rih,’ = irihhi (r,- €ER, h € H)

i=1 i=1

These induce an action of G on RH in the obvious way and thus an action of RG
on RH. Of course, this induced action depends on the chosen x. Consequently, RH
becomes a left RG-module.

Lemma 6.6 (R. Swan) Suppose that G = gp(H, x) is a nilpotent group of class
¢, where H <1 G and
G/H = gp(x) = Z.

Ifm e N, then A™ (G) - RH € A" (H).

Proof The proof is adopted from [11]. We proceed by induction on c. If ¢ = 1,
then G is abelian. In this case, #* = h for all h € H. Thus, x acts trivially on RH.
Furthermore, G is a direct sum of H and gp(x). It follows that A" (G)-RH = A™(H).

Suppose that ¢ > 1 and assume that the lemma is true for all nilpotent groups of
class less than c. Let L = y.G. By Lemma 1.6, y,G < H and thus

L<y»G<H.

In addition, L < Z(G) since G is of class c. Now, both G/L and H/L have nilpotency
class less than c. By induction,

A™ ' (G/L) € R(H/L) € A™(H/L). (6.12)

Since RHA(L) is the kernel of the natural map RH — R(H/L) by Lemma 6.3, it
follows from (6.12) that

A" (G) - RH € A™(H) + RHA(L). (6.13)
Now, x acts trivially on L because L is abelian. From this, we see that RH is a

left RG- and right RL-bimodule, where the right action is right multiplication. This,
together with (6.13) and the fact that A(H) is an RG-submodule of RH give
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A 7NG)-RH = A" (G)A™ ' (G) - RH
C A" (G) - [A™(H) + RHA(L)]
C A" (G) - A™(H) + A™(G) - (RHA(L))
C A" (H) + (A’”"" (G) .RH)A(L)
C A™(H) + (A™(H) + RHA(L))A(L)
= A™(H) + RHA*(L).

Continuing in this way, we find that
A™ ' (G)-RH C A"™(H) + RHA'(L) for 1<r<m.
In particular,
A™(G)-RH C A™(H) + RHA™(L).

Since L < H, RHA™(L) € A™(H). Therefore, A" (G) - RH € A™(H). O

Lemma 6.7 (E. Formanek) Suppose that G is a torsion-free nilpotent group. Let
1 # H < G such that G/H = 7 and let 0 # a € RG. There exists an element
x € G which maps to a generator of Z such that « - RH # 0, where the module
action RG x RH — RH is defined relative to x.

Proof Leta =} . re8, Where r, € R. We may assume without loss of generality
that the coefficient 7| of the identity element 1 € G is not zero. Let

1, g1, ..., &

be the distinct group elements arising in «. We claim that each g; is contained in at
most one cyclic group generated by an element of G which maps to a generator ¢ of
Z. Suppose that a and b are distinct elements of G which both map to 7. We assert
that gp(a) N gp(b) = 1. Assume on the contrary, that a' = &' for some i, j € Z.
Then # = ¢ and thus i = j. Since G is torsion-free, Theorem 2.7 givesa = b, a
contradiction. This proves the assertion.

Now, if x is an element of G which maps to 7, then the element ix of G also
maps to 7 for all & € H. Since H is infinite, this means that there are infinitely many
elements of G that map to ¢. By our previous discussion, it follows that the element
x which maps to 7 can be chosen so that no g; lies in gp(x). Then

g1 = X", g =Mx?, ..., g, = hux"

for some nonidentity elements &y, hy, ..., h, € Hand iy, iy, ..., i, € Z. Consider
the action of ¢ on 1 € RH:
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n
a-1= rll—i—ngjgj -1
j=1
n
=nrnl-1)+ ngj(gj -1)

J=1

n
r + Z re (hjxif . 1)
j=1

n
=r + E rgjhj.
Jj=1

Since r; # 0 by assumption and h; # 1 forj = 1, 2, ..., n, it must be the case
that o« - 1 # 0 as required. O

We now prove the generalization of Theorem 6.1.

Theorem 6.2 (E. Formanek) If G is a finitely generated torsion-free nilpotent
group and R is any (not necessarily commutative) ring with unity, then A(G) is
residually nilpotent.

Proof We proceed by induction on the Hirsch length r of G. If r = 1, then G is
infinite cyclic. Suppose that G is generated by g and let x € ()2, € A"(G). We
claim that x = 0. Choose m € N. Since x € A™(G), we can write x uniquely as

x = Otl(gil - l)m1 +oz2(gil - 1>m2 + - +0lk<gil - 1)

mg

for;, € Rand 0 < m < m; < --- < m; by Lemma 6.4. Let ¢ be an
indeterminate. There exists a ring isomorphism from RG to the ring of Laurent
polynomials R [z, r~'] induced by the map g + ¢. Under this isomorphism, x is
mapped to a Laurent polynomial of (negative or positive) degree of at least m. Since
x €2, € A"(G), it must be that x = 0. This completes the basis of induction.

Suppose that » > 1 and let H be a normal subgroup of G of Hirsch length r — 1
such that G/H = Z. By the induction hypothesis, N2,A"(H) = 0. Assume that
A(G) is not residually nilpotent and let 0 # o € N2,A"(G). By Lemma 6.7, there
exists x € G which maps to a generator ¢ of Z such that o - RH # 0 under the RG
action on RH relative to x. However,

«-RHC ﬁA”(H)

n=1

by Lemma 6.6. Thus, o - RH = 0, a contradiction. O
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By modifying the procedure above, E. Formanek extended Theorem 6.2 to
certain nilpotent Z-groups. Define the Q-rank of a nilpotent Z-group G of class
c by

> ¥iG/yit1G : Q).
i=1

where y;G/y;+1G is viewed as a vector space over Q. If F is a field of characteristic
zero and G is a nilpotent Z-group of finite Q-rank, then A(G) turns out to be
residually nilpotent. See [3] for details.

6.2 The Dimension Subgroups

In this section, we introduce the notion of a dimension subgroup. We prove that each
dimension subgroup coincides with the isolator of a lower central subgroup when
considered over a field of characteristic zero. The proof relies on the methods from
the previous section and is laid out by P. Hall in [4]. A general study of dimension
subgroups and the augmentation ideal of group rings over other rings can be found
in[11] and [12].

6.2.1 Definition and Properties of Dimension Subgroups

We remind the reader that R is a commutative ring with unity unless otherwise
stated. Let G be any group. Define the set D, (R, G) for each n € N by

D,(R, G) = GN (1 +A%(G))
={ge€Glg—1€AxG)}.

Note that D; (R, G) = G.
Lemma 6.8 Foreachn € N, D, (R, G) is a normal subgroup of G.
Proof If g and h are elements of D, (R, G), then

g™ —1=((g— 1)~ (h—1)h"" € A"(G).

Therefore, gh™' € D,(R, G) and thus D,(R, G) < G. To establish normality,
observe that if x € G, then

xlegx—1=x"1(g— x € A"(G).

And so, x 'gx € D,(R, G). O
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In fact, D,,(R, G) is the kernel of the homomorphism induced on G by the natural
homomorphism RG — RG/A}(G). We call D, (R, G) the nth dimension subgroup
of G over R. The descending series

is called the dimension series of G over R. We will write D, (G) instead of D, (R, G)

when R is understood.

Theorem 6.3 If G is any group, then [D;(G), DJ-(G)] < Di4j(G) forany i, j € N.
If G is nilpotent, then its dimension series is central.

Proof 1If g € D;(G) and h € D;(G), then

[g. N—=1=¢g'h (g = D(h—1) = (h—1)(g - 1)) e AT(G).
Thus, [D;(G), D{(G)] < Di;(G). In particular, [D;(G), G| < Di11(G). If G
happens to be nilpotent, then its dimension series is central by Lemma 2.1. O
Corollary 6.2 If G is any group, then y,G < D, (G) for each n € N.
Proof This is immediate from Theorem 6.3. O

Corollary 6.3 Let G be a torsion-free nilpotent group of class c. If R is any ring
with unity, then Dy(R, G) = 1 for some k > ¢ + 1. Consequently, G embeds in
1 + Ar(G)/A%(G) for some k > ¢ + 1.

Proof By Theorem 6.2 and Corollary 6.2, Di(R, G) = 1 for some k > ¢+ 1. Define
a group homomorphism

¥ 1 G — 1+ Ar(G)/AK(G) by ¥(g) =1+ ((g— 1) + AK(G)).

Clearly, the kernel of ¥ equals Di(R, G). Thus, ker ¥ = 1 and consequently, v is
an embedding. O

Remark 6.2 Let G be a finitely generated torsion-free nilpotent group of class ¢ and
let R be a binomial ring. For any k € N, define an R-action on 1 + Ag(G)/A%(G) by

-1 _ - A - 1\2 .. A — k=1
g =1+A@ 1)+(2)(g D7+ +(k_1)(g DA
where

g=1+((g= D +44(0)) € 1 +Ak(G)/AK(G)
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for every g € G and A € R. Then 1 + Ax(G)/A%(G), equipped with this R-action,
becomes a nilpotent R-powered group according to Example 4.9. It follows from
Corollary 6.3 that G embeds into this nilpotent R-powered group.

Lemma 6.9 If G is any group and H < G, then for any n € N, D, (H) < D,(G).
Proof This a direct consequence of Lemma 6.2. O

Lemma 6.10 Let G be any group and suppose that N < G. If N < D,(G) for some
n € N, then D,(G/N) = D,(G)/N.

Proof Let gy : RG — R(G/N) be the ring homomorphism induced by the natural
homomorphism ¥ : G — G/N. By Lemma 6.3,

on (A"(G)) = A"(G/N).
We first show that D,(G/N) < D,(G)/N.1f gN € D,(G/N), then
gN — N € A"(G/N).

A pre-image of this element under gy is g — 1. Since g — 1 € A"(G), g € D,(G).
Hence, gN € D,(G)/N. Therefore, D,(G/N) < D,(G)/N.

We establish the reverse inclusion. If gN € D,(G)/N, then g € D,(G). Hence,
g — 1 € A"(G) and consequently,

on(g—1) =gN —N € A"(G/N).

Therefore, gN € D,,(G/N) and thus D,(G)/N < D,(G/N). O

Lemma 6.11 If G is a group and F is a field of characteristic zero, then G/D, (G)
is torsion-free for each n € N. Equivalently, D, (G) is isolated in G.

Proof The proof is done by induction on n. The case n = 1 is trivial. Assume that
G/D,(G) is torsion-free for n > 1 and suppose that g € G such that g° € D,+(G)
for some s € N. We need to show that g € D,+(G). Well, D,+1(G) < D,(G)
implies that g* € D, (G), so g € D,(G) by induction. Thus, g — 1 € A"(G) and

(g —1)* € AM(GA"(G) € A™(G).

Now,

§=(-D+D' =1+s-D+E-1D") (Z)(g— Dl
k=2
Hence,

sg-1)=( -1 —(g- 1)22(2)(5{— 2 (6.14)

k=2
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and the right side of (6.14) is contained in A"*!(G). Since F has characteristic zero
and s # 0, s must be invertible in F. Therefore, g — 1 € A"T!(G). O

We now come to the main theorem of this section. We follow the proof given by
P. Hall in [4].

Theorem 6.4 (S. A. Jennings) If G is any group and F is a field of characteristic
zero, then for any n € N,

D,(F, G) ={g e G|g" € y,G for some integer m > 0}.

Thus, D, (F, G) is the isolator of y,G in G.

Clearly, G/y,G is a nilpotent group for any n > 1. Let ©(G/y,,G) = ¥,,G/y.G
be the torsion subgroup of G/, G and set D, (F, G) = D,(G). It is easy to see that
7,G is the isolator of y,G in G. We need to establish that D, (G) = ¥, G.

Suppose that g € y,G. There exists m € N such that g” € y,G. Thus, g" €
D, (G) by Corollary 6.2. And so, g € D,(G) by Lemma 6.11. Therefore, y,G <
D, (G). Establishing the reverse inclusion

Y.G = D,(G) (6.15)

is far more involved and requires substantial work. We will do this in stages by
making various reductions.

Reduction (1): We may assume that G is finitely generated.

Suppose that (6.15) holds for any finitely generated group and let N be any group.
We show that y,N > D,(N).

If g € D,(N), then 1 — g € A"(N). Thus, 1 — g is a finite F-linear combination
of products of the form

(1-gi) - (1-8g)

where g;; € N. Let H be the subgroup of N generated by g together with all of the
gi;’s that appear in these products. Clearly, H is a finitely generated subgroup of N
containing g and 1 — g € A"(H). Thus, g € D,(H) and by assumption, g € y,H.
Since y,H < y,N, it follows that y,H < y,N. Thus, g € y,N.

Reduction (2): We may assume that G is finitely generated torsion-free nilpotent.

Assume that (6.15) is true for every finitely generated torsion-free nilpotent group
and let N be any finitely generated group. We assert that (6.15) holds for N. Set
K = y,N. By the Third Isomorphism Theorem,

. N/vN
NIK= )

Since N/y,N is nilpotent, N/K is a finitely generated torsion-free nilpotent group of
class at most n—1. Thus, 7,(N/K) = 1 because N/K is torsion-free. By assumption,
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D,(N/K) < ¥,(N/K) and thus, D,(N/K) = 1. Moreover, D,,(N/K) = D,(N)/K
by Lemma 6.10 because K = y,N < D,(N). Therefore, | = D,(N)/K and
consequently, D,(N) = K = y,N as asserted.

We have shown that if (6.15) is true for any finitely generated torsion-free
nilpotent group, then it is true for all other groups. Thus, we need to establish that
D,(G) <y,G when G is finitely generated torsion-free nilpotent.

Reduction (3): It is enough to prove that if G is a finitely generated torsion-free
nilpotent group, then y,(G) = 1 implies D,(G) = 1.

Assume that all finitely generated torsion-free nilpotent groups satisfy the
assertion in Reduction (3) and let N be any finitely generated torsion-free nilpotent
group. We claim that D,(N) < y,(N) for every n € N.

Put K = y,(N). Then N/K is a finitely generated torsion-free nilpotent group of
class at most n — 1. Since K < D, (N),

Dn(N/K) = Dn(N)/K

by Lemma 6.10. Since y,, (N/K) = 1 and N/K is torsion-free, y,,(N/K) = 1. Thus,
by assumption,

Dy(N/K) = Dy(N)/K = 1.

Hence, D, (N) < K =¥, (N) as promised.
For the remainder of the proof, we fix a finitely generated torsion-free nilpotent
group G of class c. Note that ¥ ;G = 1 and by Corollary 5.3, the series

G=7G>>Y4,G=1

is central. We call this series the isolated lower central series of G. Now, each
viG/V:4,G is free abelian of finite rank m; for 1 < i < c. Thus, we can refine this
series to a poly-infinite cyclic and central series

G=Gy>G;>--->Gy =1,

where M = my +my +---+m.. Let G, = gp(x;, G;) fori =1, 2, ..., M. Then
{x1, x2, ..., xy} is a Mal’cev basis for G.

Before proceeding with further reductions, we pause to construct a certain type
of basis for the vector space FG.

Definition 6.3 A basis Z of the vector space FG is called an integral basis if every
element of G is a Z-linear combination of the vectors in % and each vector in £ is
a Z-linear combination of elements of G.

Note that if u;, u; € 9, then we can always express the product u;u; as a Z-linear
combination of the elements of Z.

We determine an integral basis for the group ring FH, where H is infinite cyclic.
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Lemma 6.12 Let H = gp(x) be infinite cyclic and set u = 1 — x in FH. Fix an
integer n > 0. The set

S={1, u, W W, .}

is an integral basis for FH.

Proof We prove by induction on n that every element of S is an integral linear
combination of the elements of H. If n = 0, then for each r > 0,

W=(1—x) = i(—l)s (:>x
s=0

Thus, each element of {1, u, u® ..., x~', x72, ... } is an integral linear

combination of the elements of H.
Suppose that n > 0 and assume that each element of the set

{1, u, W, R .

is an integral linear combination of the elements of H. We need to show that each
element of

B={1,u u* ..., u"x"', u"x2 ...}

is also an integral linear combination of the elements of H. By induction, each
element of the form «’ in B is an integral linear combination of the elements of
H. Observe further that for ¢ > 0,

Xt = x—t+1 + X! _x—t-i-l — x—(z—l) 4 (1 —x)x_’
and thus u"x~" = u"~'x~" — u"~'x~(=D_ Applying induction again gives that each
u"x~" is also an integral linear combination of the elements of H. We omit the proof
of linear independence. O

Using Lemma 6.12, it is now apparent how to concoct an integral basis for FG.
For 1 <i <M, putu; = 1 — x;, where x; is the ith element of the Mal’cev basis for
G constructed above. By Lemma 6.12, the set

V=A_{vivy---vy |vi=u or vy =ulx;" (r; =0, s >0)} (6.16)

is an integral basis for FG for every n > 0. We consider the specific integral basis
V obtained by assuming, once and for all, that » = ¢ 4+ 1 > 0, where c is the class
of G.

Lemma 6.13 V \ {1} is a basis for the vector space A(G) over F.
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Proof An element v € V lies in A(G) provided that not all of the r;’s equal zero
whenever v = u}' ---u;y . Thus, a linear combination of elements of V is contained
in A(G) if and only if the identity element 1 = u{---u, in the linear combination
has coefficient zero. |

We associate a weight w to each element of V. Define the weight of u; = 1 — x;
by setting p(1;) = k if and only if x; € ¥, G \ ¥, ,G. In this case, we abbreviate
Wi = p(u;). Next, we define the weight of an arbitrary element of V. Suppose that
vV = V1V -+ Uy 18 an element of V.

(i) If at least one of the factors vy, v,, ..., vy has the form ul’fxi_s" , then we declare
that u(v) > n.
(i) Ifv = uj'uy ---uy), then define pu(v) = Z?il rifd;.

Certain F-subspaces of FFG which are spanned by elements of V of a specified
weight will be of interest. For 0 < s < n, let E; be the F-subspace of F'G spanned by
{veV|uW) = s} If s > n, then we set E; = E,. Note that £y = FG. Moreover,
since

1= ’4(1) e “2/1
is the only element of V of weight 0, we have E; = A(G) by Lemma 6.13. In what
follows, for notational consistency, we write A° (G) = FG.

Reduction (4): It suffices to prove that A*(G) C E, for 0 < s < n.

Observe thatif y,,G = 1 for some m, then y,,G = 1 since G is torsion-free. Thus,
m > n because G is of class ¢ = n — 1. If we manage to prove that D, (G) = 1,
then we would also have D,,(G) = 1 because D,,(G) < D, (G). As a result, we can
restate Reduction (4) as the following lemma:

Lemma 6.14 Suppose that A°(G) C E for 0 < s < n. Then D,(G) = 1.

Proof We begin by proving that E; € A%(G) for 0 < s < n. We must show that if
v € V satisfies u(v) > s, then v € A°(G). Let u; = 1 — x; be of weight k, where
l<i<Mandl <k <n—1.Thenx; € ¥,G\y;,,G. Since y,G < D(G), we
have x; € Di(G). And so, u; € AX(G).

Next, let v = vjv; - - - vy be any element of V contained in Ej, so that u(v) > s.
There are two possibilities for v:
e either v = u}' ---u¥ and p(v) = YL ripi > s, or

Si

* at least one of the v; equals ul'x; ™.

If v =u ---u)y, then u; € A% (G) implies that i’ € A"*(G) foreach 1 <i < M.
Hence,

M
v e [JA™(G) = AX=14(G) =AMV (G) € A°(G).

i=1

Suppose on the other hand, that u;’xi_s" is a factor of v. In this case,

u! = (1—x)" € A"(G).
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Since A" (G) is an ideal of FG, it follows that v € A"(G). Moreover, A"(G) € A*(G)
because s < n. In either case, v € A*(G) and thus E; C A*(G) as claimed. This,
together with the hypothesis give A*(G) = E; for 0 < s < n. Hence, the elements
of weight k span A¥(G) modulo A*T1(G).

Let1 <k < n—1 and assume that

Uj, Ujt1, .oy Uil

are those elements of A*(G) whose weight is exactly k. We assert that these elements
are linearly independent modulo A**!(G) and thus form a basis for A*(G) modulo
AM(G). Let

a=oouj + -+ i € AFN(G)

for some «, ..., @y € F. Since V is an integral basis for FG, a basis for each
A*(G) = E; (0 < s < n) consists of those v € V whose weight is at least 5. Hence,
a can also be written as a unique linear combination of v’s of weight at least (k4 1).
Thus, ag = -+ = a; = 0 as asserted.

Choose a nonidentity element g € G. Since y,G = 1, there exists a natural
number k < n such that g € ¥,G \ ¥, ,G. Observe that the free abelian group
Y«G/V41G is freely generated by

YiVk+1G X+1Vi1Gs -5 XtV G-
Hence, we may write g as

= X0 L
8 =X Xjpr X%

where z € 7,,,G and not all of the ro, ry, ..., r; are zero. Now, 1 — z € A**1(G)
since ¥, 41G < Di+1(G). An application of the Binomial Theorem shows that for
m=20,1, ..., [,

L=x = 1= (1 —uym)”

= Fplj+m + terms contained in A6,

Hence,

Il
—
|
—_
—

I

S
~
—_
—
|
=
+
=
=
—_
—
I
=
x
~
3
o]

= Z Tmljtm + terms contained in AF(G).

m=0
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Note that

1

Z TmUj+m ¢ Ak+1 (G)

m=0

since the r,, are not all zero and the u;,,, are linearly independent modulo AHG).
Therefore, 1 — g ¢ A**1(G) and consequently, g ¢ Dy (G). Since k < n, we have
Di+1(G) > D,(G) and thus g ¢ D,(G). We conclude that D,(G) = 1. O

Reduction (5): It is enough to prove that E.E; C E, 4 forr, s > 0.

For suppose that E,E; C E,4 for r, s > 0. We must prove that A'(G) C E,
whenever 0 < ¢ < n. Recall that FG = A°(G) = E, and A(G) = E,. Assume the
result holds for 0 < ¢ < n. Then, by induction,

Ei41 2 EE, 2 A(GA(G) = AT (G).

And so, we set out to prove that E,E; C E,4, by examining certain subspaces of
E, fors > 0.SetE; | = E;. For 1 <i <M, let E; ; be the subspace of E; spanned
by those products v = vjv; -+ - vy in V such that u(v) > s and

V] = Vp =+ = Vj—] =1

If s > n, then we have E; ; = E, ;. Note that E; ; C FG,_;.

Reduction (6): It suffices to prove that E, ;Es ; € E,4 ;forr, s > 0and 1 <i < M.

For suppose that E, ;E; ; € E,4s ;forr, s > 0Oand 1 < i < M. Then, in
particular, E, 1E; | € E 45 1, or equivalently, E,E; C E, ;.

Thus, our final task is to show that E, ;E; ; € E,4; ;forr, s>0and 1 <i <M.
We do this by induction on M — i. If M — i = 0, then the result follows. Suppose
that i < M and assume that E, ;E; ; C E,4 ; for j > i. In this situation, we prove
the following:

Lemma 6.15 Ifv =v---vy € E,, thenv(x; — 1) € Epyy; .

Proof The bulk of the proof consists of establishing that
X vjx = v; € By, i+1

. . . i —S;
when 1 < i < j < M, where v; equals either ”i/ for some r; > 0 or u;‘xj ' for some
s; > 0 as before. For any 1 < i, j < M, we have that

xi_lujxi =1 —xj[xj, xi]

=u+z—uz

where z = 1 — [x;, x;]. By Corollary 5.3 and Theorem 2.14 (i),
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[xj’ xi] € [VWG’ 7HiG] =V i+ G-

Andso,z € A <7uf i G). It follows from Lemma 6.13 that z can be expressed as an
F-linear combination of elements of V, each having weight at least u; + ;. Thus,

2 € Byt it1-
Assume from this point on thati < j, sothatu; € Eq ;11.Since E, ;E; ; C E, 1 ;
when i < j by assumption, we have

w2 € (Eo,i+1) (Bt i+1) S Epbyy i1-
Thus,
Xwpxi —uj =2 — w2 € Eyqpy i1
We claim that
xi_lu;x,- —U; € By, i1 (6.17)
whenever r > 0. Suppose that (6.17) is true for r — 1, so that
—1,r—1 r—1

X U xp—up € E[L,‘+(r71)/l.j. i+1-

Then

-1 r. __ =1 r—1_ -1 ..
X; iji— ()Ci Mj x,)(xi ujx,)

(u;_l + S) (u] + l) (S € Elf-i‘f‘(”—l)lij, i+1 and t € E i+, i+1)

. r—1 .
—uj+uj t + su; + st
= ujr +w (W S El’«f‘i”#j, i+1)v

where the last equality follows from the fact that uj’ —lg, su;, and st are all contained
in Ey, 4y, i+1 by the induction hypothesis, together with the observation that 7 also
belongs to Ey; i+1. Thus, (6.17) is true as claimed. In particular,
-1
X; u;?xi — u]” €E, it

because n < p; + nu; and thus £, 4 i+1 = Ey, i1

Since ju(u}) = np; > n, we have u € E, ;1. And so, xi_lu]’?xi € E, it1.
Furthermore,
1

— —S
X X, xi € Ep, i1
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for any s > 0. Hence,

1

—1 n_—s —1. n —1. —s
Xl = (xi u_,-xi) (xi X xi> € (En. i+1)(Eo. i+1) € En. i1

by induction. Since uj’ij_S € E, i+1, we have

_IM’-Z)C-_S)CZ‘ —ulxi* e En‘ i+1-

Xi U X; 7

This, together with (6.17), gives

—1

X; UiXi —Vj € EH«H‘IJ-(U/'), i+1 (618)

for eachj > i.
Now, v = v --- vy € E, by hypothesis. Write vx; = vy --- vpyx; as
M
VX; = V- Ui(l — M,‘) 1_[ (xi_lvjx,-).
j=itl

An application of (6.18) gives vx; = v mod Epy, ;. O

We now finish the proof of Theorem 6.4. Suppose that v = v;---vy € E, ;. By
Lemma 6.15,

vu; = U(l —x,-) € EP+Mi~ i
We apply Lemma 6.15 repeatedly to conclude that for any r > 0,
UM? = 'U(l —x,~)" [S Ep+r/1i, i

In particular, vu € E,4,,, i = E, ;. Repeating the proof of Lemma 6.15, replacing
x; by xi_l, gives

n.—s
vujx;” € E, ;.

: A 10y / /
Thus, if v' = vivi ,---vy € Eg, then vv; € E, ). it Therefore, by the

+/.L(l)i,
induction hypothesis, vv’ € E,1, ; as required. We have shown that E, ;E, ; €

E, 1, i for all i, completing the proof.

Corollary 6.4 Let G be a torsion-free nilpotent group of class c. If F is any
field of characteristic zero, then D.4\(F, G) = 1. Consequently, G embeds in
1 ~|—Ap(G)/A;+1(G). Moreover, D.41(Z, G) = 1.

Proof Since y.+1G = 1 and G is torsion-free, ¥, |G = 1. Thus, D1 (F, G) =1
by Theorem 6.4. The proof that G embeds in 1 + Ar(G) /A;Jrl (G) is the same as the
one given for Corollary 6.3. Since D;(Z, G) < D;(F, G) for any i € N, we have
D.y(Z, G) = 1. O
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6.2.2 Faithful Representations

According to Example 2.17 in Chapter 1, the group UT,(R) consisting of all n X n
upper unitriangular matrices with entries from a commutative ring with unity R is
nilpotent of class less than n. A major result due to P. Hall shows that every finitely
generated torsion-free nilpotent group can be represented by UT,,(Z) for some n. In
fact, the proof of this is implicit in the proof of Theorem 6.4. Our objective is to
prove his theorem, along with a more general result regarding the representation of
a polycyclic group in GL,(Z) for some n.

We begin with a brief discussion regarding representations. Suppose that R is a
commutative ring with unity and let V be an R-module. We denote the group of all
invertible R-module endomorphisms by GL(V) and the group of non-singular n X n
matrices over R under matrix multiplication by GL,(R).

Definition 6.4 Let G be any group. A linear representation of G (over Rin V) is a
group homomorphism ¢ : G — GL(V). If ¢ is one-to-one, then ¢ is called a faithful
representation.

Suppose that ¢ : G — GL(V) is a linear representation of G. We explain how to
turn V into an RG-module. Let g € G, v € V, and define a map

Y:GxV—>Vby ¥(g v)=e(@®).

It is easy to verify that v is a group action of G on V, which we will simply denote
by gv from this point on. Thus, ¥ (g, v) = gv. The following conditions hold for
any g, g1, 2 € G, v, we V,andr, seR:

(1) g(rv +sw) =r(gv) +s(gw);
(i) (g182)v = g1(g2v);
(i) 1v = v.

Hence, ¥ is a linear action of G on V. Now, ¥ can be extended linearly to an
action ¥ of the group ring RG on V in a natural way,

'4 ngg,v =ng(gv).
g€eCG g€CG

This action ¥ turns V into an RG-module.
Next, suppose that V is an RG-module for some group G. If g € G, then the map

@(g) : V — V defined by ¢(g)(v) = gv
is a linear bijection and thus, an element of GL(V). Furthermore, ¢ : G — GL(V)

is a well-defined homomorphism. And so, ¢ is a linear representation of G. We
summarize our discussion in a lemma.
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Lemma 6.16 If ¢ : G — GL(V) is a linear representation of G, then V can be
viewed as an RG-module. Conversely, if V is an RG-module, then there exists a
linear representation of G over Rin V.

Next, we turn to the specific case of free R-modules. Suppose that V = R" is
a free R-module of rank n. If 0 : G — GL(V) is a linear representation of G and
2 is an ordered basis for V, then we obtain a group homomorphism from G to
GL,(R) defined by mapping g € G to the matrix of o (g) with respect to Z. Such a
homomorphism is called a matrix representation of G (over R in V). If ¢ happens to
be one-to-one, then the representation is faithful.

Lemma 6.16 carries over to matrix representations. More precisely, if G is a
group and V is a free R-module, then V is an RG-module if and only if there exists
a matrix representation of G over R in V relative to a basis of V.

We are interested in representing certain groups by groups of unitriangular
matrices. This will amount to realizing a nilpotent action on a series.

Definition 6.5 Let G be a group with a fixed normal series

1=6Gy<G £+ <G, =0G. (6.19)

(i) An automorphism ¢ of G stabilizes (6.19) or acts nilpotently on (6.19) if
(p(xGi) = xG; forevery i =0, ..., r—1 and x € G;4,. (6.20)

(i1) If A is a group of automorphisms of G and each element of A acts nilpotently
on (6.19), then we say that A stabilizes (6.19) or acts nilpotently on (6.19). In
this situation, A acts nilpotently on G.

Clearly, each G; is invariant under ¢ (setx = 1 in (6.20)) and ¢ induces the trivial
action on each factor group Gi+1/G;.

Automorphism groups which act nilpotently are always nilpotent. This will be
proven in the next chapter (see Theorem 7.9). It follows that if A = Inn(G), then
A acts nilpotently on G if and only if G is nilpotent. This is easy to see using
Corollary 1.1 and Lemma 2.12.

Example 6.1 Let V be an r-dimensional vector space over a field F and choose
a basis & = {vy, ..., v,} for V. Let V, denote the zero subspace of V and set
Vi = span{vy, ..., v fork =1, ..., r. Suppose that A < GL(V) stabilizes the
subgroup series

Vo<Vi<:.e<V,=V (6.21)
in the additive abelian group V. Then A can be represented by a subgroup of UT;.(F).

To see this, let g € A and M = [m;;]. where M is the r x r matrix of g with respect
to the basis 4. Thus, the entries of M satisfy the equations
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gv) = Zmzjvi G=1,...,r.
i=1

Since g stabilizes (6.21), we have that g(v;) = v; + vj—; for some v;_; € V;—; for
eachj =1, ..., r. One can deduce from this that M is upper unitriangular.

In what follows, Z" will denote the n-fold direct sum of Z.

Lemma 6.17 Let A be a subgroup of GL,(Z) which acts nilpotently on Z". Then
7" has a basis with respect to which the action of A is represented by unitriangular
matrices with entries in 7.

Proof Suppose that A acts nilpotently on a normal series
0=Gy <G =---=G,=7"

We prove the lemma by induction on r. If » = 1, then the result is obvious. Assume
that the lemma is true for 1 < k < r and let H denote the isolator of G; in Z". It is
not hard to see that A acts trivially on H. Since Z"/H is torsion-free, Z" splits over
H and we obtain

7'"=~H®Z"/H.
Now, A induces a nilpotent action on the series
0=H/H=<(G,+H)/H=---<(G +H)/H=17"/H.

Since this series has length less than r, we conclude by induction that Z"/H has a
basis with respect to which action of A is represented by unitriangular matrices over
7. We get a basis of Z" of the required type by taking the basis for Z"/H together
with a basis for H. O

We now prove the main theorem of P. Hall.

Theorem 6.5 Every finitely generated torsion-free nilpotent group has a faithful
representation in UT, (Z) for some n.

We will refer to the proof of Theorem 6.4.

Proof Let G be a finitely generated torsion-free nilpotent group of class ¢ with
isolated lower central series

G=y,G>--->y.,.,G=1, (6.22)
and let m; be the rank of the free abelian group ¥,G/y;, G for 1 < i < c. Suppose
that {x, ..., xp} is the Mal’cev basis for G obtained by refining the series (6.22),
so that

M=m 4+ +m,.
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Let F be a field of characteristic zero and put Ar(G) = A. Let d; be the dimension
of the F-vector space A’/A™! and set A° = FG. Thus, dy = dim(FG/A) = 1.

Regard FG/A°T! as an additive abelian group. We claim that G acts nilpotently
on the series

FG/AT > AJAT! > o5 Actljpctl = ¢ (6.23)

of FG/A“t!. Clearly, G acts on FG by right multiplication. This induces an action
of G on FG/A*! It follows easily that A’ /At is G-invariant fori = 0, 1, ..., c.
We need to show that the induced action is trivial on each factor group

Ai/Ac+l o .
WEA/A—H (l=0, 1,...,C).

In the proof of Lemma 6.14, we found that A’/A™! has a basis consisting of vectors
of the form u + A™!, where u € A’ is a vector in the integral basis for FG given
in (6.16) and (1) = i. Choose 1 # g € G and u’ € A"\ A™!, where i/’ is a basis
element. Then «'(g — 1) € A™™! since g — 1 € A. Hence,

(W +A g =ug+ AT =u +A™!

and thus the action is trivial on each A’/A™"! as desired. Now, G embeds in FG/AT!
by Corollary 6.4. It follows from Example 6.1 that G has a faithful representation in
UTy(F) ford = dy + d, + --- + d.. To get a faithful representation in UT,(Z), we
use the fact that the basis (6.16) for FG is an integral basis. O

Remark 6.3 Let G by a finitely generated torsion-free nilpotent group. According to
Theorem 4.13, G? is a Mal’cev completion of G. Another way to obtain a Mal’cev
completion of G is to make use of Theorem 6.5 and Corollary 5.2. Let

VG — UT,(Z)

be an embedding for some n > 0. Clearly, G embeds in the nilpotent Q-powered
group UT,(Q). Thus, the isolator of ¥ (G) in UT,(Q) is a Mal’cev completion of G.

Example 6.2 Let G be a finitely generated torsion-free nilpotent group of class ¢
with Mal’cev basis {u;, ..., u}. Since G embeds into UT,,(Z) for some n > 0 and
UT,(Z) embeds in UT,(Q[x]), there exists an embedding

V.G — UT,(Q[x]).

View UT,(Q[x]) as a nilpotent Q[x]-powered group by defining the QQ[x]-action on
elements of UT,,(Q[x]) in the same way as in Example 4.9, namely
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o o n—1
I+M)*=I,+aM+ -+ Lz
n—

where o € Q[x] and M is an n x n upper triangular matrix with 0’s along the main
diagonal. By Theorem 4.23, ¥ extends to a Q[x]-homomorphism

@ : GM — UT,(Qx])

with respect to the basis {u, ..., u;} of G. In fact, @ is a Q[x]-monomorphism.

Every finitely generated nilpotent group is polycyclic by Theorem 4.4. Hence,
certain polycyclic groups have faithful representations in UT,(Z) for some n € N.
In general, every polycyclic group has a faithful representation in GL,(Z) for some
n € N. This was proven by Auslander [1] using the theory of Lie groups. We provide
a proof of a more general result due to Swan [17].

Our discussion is based on [8, 14] and [17]. First, we state a lemma whose proof
can be found in [14] (see Lemma 10.12).

Lemma 6.18 Let G be a finitely generated group and let I be a (two-sided) ideal
of Z.G such that .G/ is finitely generated as an additive abelian group. Then I is
a finitely generated ideal of Z.G. Furthermore, the additive abelian group Z.G/I* is
finitely generated for every k € N.

Theorem 6.6 (R. Swan) Suppose that G is a group and N is a finitely generated
torsion-free nilpotent normal subgroup of G such that G/N is finitely generated
free abelian. There exists an integer d such that G has a faithful representation
0 : G — GL4(Z) for which o(N) < UTy(Z).

In what follows, we view M,,(Z) as the ring of n x n matrices with integral entries,
as well as an additive free abelian group of rank n?.

Proof The proof is done by induction on the rank r of G/N. The case r = 0 (when
N = G) has been done in Theorem 6.5.

Assume that the theorem holds when the rank is less than r. Since G/N is free
abelian of rank r, there exists a normal subgroup H of G containing N such that
H/N is free abelian of rank r — 1 and (G/N)/(H/N) is infinite cyclic. By the Third
Isomorphism Theorem, G/H is infinite cyclic. By the induction hypothesis, H has a
faithful representation

o:H— GL,(Z)

for some n € N such that o(N) < UT,(Z). This map can be naturally extended to a
ring homomorphism

0:ZH — M,(2).

Let K = ker . Observe that ZH /K is a finitely generated torsion-free additive
abelian group since it is isomorphic to a subgroup of the additive group M,,(Z). Let



248 6 “The Group Ring of a Class of Infinite Nilpotent Groups” by S. A. Jennings

L be the left ideal of ZH generated by the augmentation ideal of N. We claim that
L" < K. Since N < H and

(y—1)h = h(h—lyh - 1)

forally € Nand h € H, Lis a two-sided ideal. It follows that L" is generated as a
left ideal of ZH by all of the products of the form

(yl_l)(yn_l) (yl""9yn€N)'

Let 0,, denote the n x n zero matrix. For any y € N, o(y) — I, is an n X n upper
triangular matrix, all of whose main diagonal entries are zero. Thus,

5((}’1 —1)--- (.Yn - 1)) = (Q(yl) —1,)-- (Q(yn) n)

for any yy, ..., y, € N. Therefore, o(L") = 0,, and thus " < K as claimed. Now,
(L+K)"CL"+K=K
because K is an ideal of ZH and L" < K. Consider the set
T ={a € ZH | sa € (L + K)" for some s > 0}.

Itis clear that T is a two-sided ideal of ZH containing (L+K)" and T/(L+K)" is the
torsion subgroup of the additive abelian group ZH /(L+ K)". We assert that ZH /T is
a free Z-module of finite rank. First, observe that ZH /(L+K) is finitely generated as
an additive abelian group since it is a homomorphic image of the finitely generated
abelian group ZH /K. Clearly, H is finitely generated since it is an extension of H/N
by N, both finitely generated. Hence, Lemma 6.18 guarantees that ZH/(L + K)" is
finitely generated as an abelian group. By the Third Isomorphism Theorem,

ZH/(L + K)"

ZH|T =
/ T/(L+ K)"
is an additive free abelian group of finite rank /, say. Put in another way, ZH /T is a
free Z-module of finite rank as asserted.
Our goal is to turn ZH/T into a ZG-module. The first step is to let H act on
ZH /T by right multiplication:

(Znh +T) Zn,hh—l—T (ni € Z. h; € H)

i=1
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We assert that this action is faithful. Let

0 :H — Autz(ZH]T)
be the homomorphism from H to the Z-automorphisms of ZH /T induced by the
action. We need to show that & is a monomorphism. To do this, we begin by

observing that H acts faithfully on ZH/K by right multiplication. To see this, let
h € H, and assume that

Zk:rih,-h— Zk:rihi € K=kero CZH
i=1 i=1
for any Zle rih; € ZH. In particular,
l-h—1=h—-1€Kk,
and thus
o(h—1) =o(h) —1, = 0y.
Since g is faithful, ~ = 1 and thus H acts faithfully on ZH /K by right multiplication.

Now, notice that T C K. To see this, suppose that a € T. There exists s > 0 such
that sa € (L + K)" C K. Hence,

o(sa) = se(a) = O,.
Since g(a) € M,(Z) and M,(Z) is an additively torsion-free abelian group, we
have o(a) = 0,. And so, a € K. The fact that T C K immediately gives that H
acts faithfully on ZH/T. Thus, ¢ is a monomorphism as claimed. We conclude that
ZH/T is a faithful ZH-module.
Next, we show that N < H acts nilpotently on ZH/T. Set L° = ZH. Since
L"C(L+K)"CT,

there exists an integer w; > 0 such that L*' & T and L"'*! € T.If B € N and
g € L\ T, then

gB—1 et cT.
This means that

g+NBp=gB+T=g+T,



250 6 “The Group Ring of a Class of Infinite Nilpotent Groups” by S. A. Jennings

and thus N acts identically on (L*' 4+ T)/T. In particular, N fixes some free generator
a) € ZH/T.Let T, /T = gp(a;). As before, L*> ¢ T € T} and L">T! € T C T, for
some integer w, > 0. Hence, N acts as the identity on (L"2 + T)/T). Thus, N fixes
some free generator a, € ZH/T;. Put T,/T), = gp(ay) and continue in the same
way until a series of the form

0=T/T<TT<T,/T<---<T,/T <ZH|T

has been reached. It follows that N stabilizes this series as claimed. By Lemma 6.17,
a suitable Z-basis can be chosen for ZH /T such that the induced monomorphism

o:H— GL(Z)

restricts to UT;(Z) on N.

We want to extend the action of H on ZH /T to an action of G on ZH /T and turn
ZH /T into a ZG-module. By hypothesis, G/H is infinite cyclic. Choose x € G such
that H N gp(x) # 1 and G = gp(x, H) and put X = gp(x). We make ZH /T into a
ZX-module. Let a : ZH — ZH be the ring automorphism defined by

a (gkl: nih[) = Xk:nl» (+hix).

i=1
If h € H, then a(h) = x~'hx. Therefore,

a(h)—h = h(h—la(h) - 1)
=n(h, x]—1) €L
because [h, x] € G < N. And so, (a — 1)ZH < L. One can now show that

a(L+ K) = L+ K and thus «((L + K)") = (L + K)" and «(T) = T. Therefore,
the mapping

o:ZH/T — ZH/T definedby (s + T) = a(s) + T
is an automorphism of ZH /T. This means that if we let x act on ZH /T in the same
way as & by defining

k

X- <i n;h; + T) = Zn,-(x—lh,-x) + T,
i=1

i=1

then ZH /T will become a ZX-module. In order to turn ZH/T into a ZG-module,
we simultaneously extend the action of H on ZH /T and the action of X on ZH/T
to obtain an action of G on ZH/T. More precisely, if g = hx™ for some & € H and
x™ € X, then the action of G on ZH/T is
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k k
g- (Z nih,- + T) = Zni(x_mh,-hx’”) +T.
i=1

i=1

This action need not be faithful. The final step is to construct the required faithful
action. Let M be a free Z-module of rank 2 and define an action of G on M by letting
H act trivially on M and X = gp(x) act on M according to the matrix representation

induced by
X Il
01

from X to GL,(Z). Consider the free Z-module
D=ZH/Te&M

of rank [+ 2. Since H acts faithfully on ZH /T and trivially on M, one easily checks
that G acts faithfully on D. This completes the proof. O

Every polycyclic group has a subgroup of finite index of the type described in
Theorem 6.6 (see [4]). Thus, every polycyclic group has a faithful representation
in GLy(Z) for some d. We refer the reader to [15] for more on representations of
polycyclic groups.

Remark 6.4 The method used to prove Theorem 6.6 can also be used to give a
shorter proof of Theorem 6.5. Assume that G = N in Theorem 6.6. As before, there
exists a normal subgroup H of G such that G/H is infinite cyclic. By induction
on the Hirsch length of G, we may assume that H has a faithful representation in
UT,(Z) for some integer /. Proceeding as in the proof of Theorem 6.6, we obtain an
action of G on ZH /T, where A"(H) C T for some m € N. In order to complete
the proof, we need to show that some power of A(G) annihilates ZH/T. This is just
a consequence of Lemma 6.6. We refer the reader to Theorem 10.14 of [14] for a
more detailed discussion.

6.3 The Lie Algebra of a Finitely Generated Torsion-Free
Nilpotent Group

Lie algebras are essential in the study of Lie groups. Basically, one can translate
a problem about Lie groups into a problem in linear algebra. In this section, we
discuss the Lie algebra of a finitely generated torsion-free nilpotent group without
imposing any topological structure on the group.
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6.3.1 Lie Algebras

We begin with some generalities pertaining to Lie algebras which are relevant to our
discussion.

Definition 6.6 A vector space V over a field k is called a Lie algebra over k if it
comes equipped with a map

V xV —V defined by (x, y) — [x, y]

which satisfies the following axioms for all x, y, z € Vand a, b € k:

(i) bilinearity: [ax+ by, z] = a[x, z] +b[y, z] and [x, ay+ bz] = a|x, y]+ b[x, z];
(i) skew symmetry: [x, x] = 0;
(iii) Jacobi identity: [x, [y, z]] + [y, [z, x]] + [z, [x, y]] = 0.

Evidently, a Lie algebra over £ is an algebra over k which is simultaneously a Lie
ring (see Definition 3.8). The properties in Lemma 3.3 hold for every Lie algebra.
In particular, [x, y] = —[y, x] for any x, y € V (anti-commutativity).

In order to avoid confusion between the commutator bracket of group elements
and the Lie bracket of Lie algebra elements, we will write the Lie bracket as “(, )”
from this point on.

Definition 6.7 Let V be a Lie algebra over k. A vector subspace W of V is a Lie
subalgebra of V if (wy, wy) € W for all wy, w, € W. If (w, v) € W for every
w e Wand v € V, then W is called an ideal of V.

Lemma 6.19 Every ideal of a Lie algebra is two-sided.

Proof Suppose that W is an ideal of a Lie algebra V. For any v € V and w €
W, (v, w) € W implies that —(w, v) € W by anti-commutativity. Since W is a
vector subspace, (w, v) € W. O

If V is a Lie algebra over k with Lie subalgebras U and W, then we use the
notation

U, W) = span{(u, w) |lue U, we W}.
Lemma 6.20 Let V be a Lie algebra. If U and W are ideals in V, then (U, W) is

anidealin'V.
Proof Letu € U, v € V,and w € W. Since U and W are ideals, (v, u) € U and
(w, v) € W. By the Jacobi identity and anti-commutativity of the Lie bracket, we
obtain
((u, w), v) = —(v, (u, w))
= (u, (w, v)) + (w, (v, u)
= (uv (W9 U)) - ((U, I/l), W)

Therefore, ((u, w), v) € (U, W), and thus (U, W) is an ideal in V. O
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Definition 6.8 Let V be a Lie algebra over k. The lower central series of V is the
sequence of Lie subalgebras

V=ypVopVo...

recursively defined by y,1V = (y;V, V) fori € N.

By Lemma 6.20, each y;V is an ideal of V. We say that V is nilpotent provided
that y,V = 0 for some n € N. The nilpotency class or simply the class of a nilpotent
Lie algebra V is the least k for which y;,V = 0. If

then V is termed residually nilpotent. One can endow such a Lie algebra with a
topology by taking the set {y;V | i > 1} as a neighborhood basis of 0 € V.

6.3.2 The A-Adic Topology on FG

Let G be a finitely generated torsion-free nilpotent group and let F be a field of
characteristic zero. Let A denote the augmentation ideal of the group ring FG. Since
A is residually nilpotent by Theorem 6.1, one can equip FG with the A-adic topology
by taking {A" | w > 1} as a neighborhood basis of 0 € FG. The completion of FG
and A in the A-adic topology is denoted by FG and A respectively. Thus,

Zfiai

i=1

o0
fo—i—Zﬁai and A = fieF, a €A

i=1

FG = fieF, a; €Al

We will identify FG with its isomorphic image in FG. 1t is clear that every element
of FG \ A is a unit in FG. In particular, if g € G, then its inverse in FG is

gl =+ @-1)" =) (-Dig-1)".

i=0

Furthermore, ()=, A™ = 0 and thus A is residually nilpotent. It follows that infinite
sums of the form

G+ @+ @+

converge, where ; € A’
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6.3.3 The Group1+A

Setl +A = {1+a|a€Z} and let 1 + a and 1 + b be elements of 1 + A. Clearly,
A+a)(d+b)=14+a+b+ab

and
A+ '=l—-a+d—-d+---.

Thus, (1 +a)(1+b) and (1 +a)” !are contained in 1 + A. Hence, 1 + A is a group
under ring multiplication in F' FG. In fact, 1 4+ A is a normal subgroup of the group
of units of FG since A is an ideal in FG. Since every g € G can be expressed in the
form

g=1+(g—-1),

a similar computation shows that G is a subgroup of 1 + A.

Using our now standard notation, we let A¥ be the ideal of FG generated by all
the products of k elements in A. For each k € N, set D; = 1 + AX. It is easy to
verify that each Dy is a normal subgroup of 1 + A. We claim that the subgroups of
the series

1+Z:51>52>53>'“ (624)

satisfy the condition [ D;, D;] < Diy; fori, j € N.Let 1 +a; € D;and 1 +a; € D;.
Then

[l4a, 1+q]=(1+a)" (1+a)" (1+a+a+aq)

= (1+a) " (1+a) (1 +a +aq + aa + aja; — aja;)

= (1+a) " (1+a) ' [(1+a)(1 +a) + aa; — aja;]
- -

a) (1

is contained in D;; as claimed. In particular, [ D;, 1 + A | < Diy, fori € N. This
means , (1 + A) < D, by Remark 2.6. Since A " strictly contains A "+, it follows
that D, = 1 4+ A " strictly contains D, y; = 1 +A "*! for all n € N. Thus,

=1+ (1 a) l(aiaj — aja,-)

oo oo
7 +4) <D =1,
n=1 n=1

and hence, 1 + A is a residually nilpotent group.
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6.3.4 The Maps Exp and Log

There is a way of corresponding elements of A to elements of 1 4 A and vice versa.
Leta € A, and define

2 ®  k

_1 a _ a
exp a = +a+2—!+---—k_oa.

Clearly, this infinite sum converges in the A-adic topology to an element in 1 + A.
Thus, exp is a mapping from A to 1 + A. Observe that exp a is a unit in FG for any
a € A since 1 + A is a group.

Lemma 6.21 exp a = 1 ifand only ifa = 0.
Proof Clearly, exp 0 = 1. Suppose that exp a = 1. Then

2
expa—lza(l—l—a—i—i—}—a——i—m):O.

2! 3!
Since
) a a?
+a+ 2 + e + .-
is contained in 1 + Z, and is therefore a unit in FG, it follows that a = 0. O

Lemma 6.22 For anya € A and p,q€F,

exp(pa) exp(ga) = exp((p + g)a).

Proof Expand the product:

2 2
exp(pa) exp(qa) = (1+pa+ (pa) +---)<1 + qa + (q;) +)

e Pt (qaym
_ZE K (m—k)!

L! . k m—k
m=0 """ k=0 k'(m — k)l (pa) (qa) .

Since (pa)(ga) = (qa)(pa), we have
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m

Z— (pa)*(ga)"™* = (pa + qa)"
< kl(m — k)!

by the Binomial Theorem. Thus,

o0
1
exp(pa) exp(ga) = Z —'(pa + ga)™. (6.25)
m!
m=0
Notice that the right-hand side of (6.25) is just exp((p + ¢)a). |

Corollary 6.5 Foranya € Aandn e 7,
(exp a)~! = exp(—a) and (exp a)" = exp(na).

Proof Apply Lemmas 6.21 and 6.22. O

Next, we define a map which will serve as an inverse forexp. Letb € 1 + A, so
that b — 1 € A. Define

— _1)3 k(p _ 1)k+1
® )+(b D _Z(l)(b D

log b=(b—1)—
ogb=(kb-1) 2 k+1

This series converges in the A-adic topology to an element in A. Thus, log is a
mapping from 1 4 A to A. The usual relationships between the maps exp and log
hold, namely

log(exp a) = a and exp(log b) = b.
Hence, exp and log are mutual inverses. Furthermore,

n log b = log (b")

forany b € 1 + A and n € Z by Corollary 6.5.

6.3.5 The Lie Algebra A

We associate with the ring A a certain Lie algebra over F by equipping A with the
commutation operation defined by

(a, b) = ab — ba for any a, b € A.

We write this Lie algebra as N=2 (Z ) Ifay, ..., a, € A, then we recursively
define the left-normed Lie product by
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(@i, ..., an—1, ay) = (a1, ..., ap—1), ap).

If W is any ideal of A, then we shall write % (V_V) to denote the Lie subalgebra

of A obtained by providing W with the commutation operation. One can show that
< ( W) is an ideal of the Lie algebra A. In particular, we have a descending series
of ideals

ZDX(KZ) 3.2(23) D

Next, consider the lower central series of A. We claim that ykz c ¥ (Z k) for
k € N. This will be shown by induction on k. By definition, y; A = .,?(Z) Assume
that ymZ C f(K’”) form > 1.Ifa € ymZ and b € A, thena € f(Z"’).

Therefore,

(a, b) =ab—ba € g(ZmH),

and thus y,,11 A C & (Z ’”+1) as claimed. Since A is residually nilpotent, it follows
that

)/kz =0.

DX

k=1

Thus, the Lie algebra A is residually nilpotent. Endow A with 1a topology by taking
{y;A | i > 1} as a neighborhood basis of 0. We assert that A is complete in this
topology.

Lemma 6.23 Ifa; € y;A fori € N, then the infinite series
a+a+--+a+--

is an element of A.

Proof Since y;A € £ (A") fori € N, each g; can be regarded as an element of A /,
the underlying ring of the Lie algebra .# (Z i) . Thus, the sum

a+ay+--+ai+---

converges to a unique element of A, which is also an element of A. O
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6.3.6 The Baker-Campbell-Hausdorff Formula

There is a fundamental connection between the group 1 + A and the Lie algebra A.
Let g and 4 be elements of 1 + A. There exist elements x, y € A such thatx = log g
and y = log h. Hence, g = exp x and & = exp y. We may express the product

gh = (exp x)(exp y)
in the form exp z, so that
z = log((exp x)(exp y)).

The Baker-Campbell-Hausdorff formula gives an explicit formulation of z in terms
of x, y, and Lie products involving x and y :

1 1 1 1
= P TAW ), TA Vs Ay Vs A, Ay cee 6.26
z x+y+2(x y)+12(x y y)+12(y x X)+24(y x, x, y)+ (6.26)

The series in (6.26) is of the kind described in Lemma 6.23 and therefore converges.
Hence, z € A. Furthermore, all of the coefficients appearing in the series turn out to
be rational (see [6]).

Consider the equality [g, /] = exp w. One can show that w € A is an infinite
sum of commutators in x and y :

1 1
w=log g, h] = (x, y)+§(x, ¥, X)+§(x, Vo y) e

It follows inductively that if g; = exp x; for 1 < i < n and [g1, g2, ..., &] =
exp wy, then

o0
wy =log[gr. g2, ..v gl = (1. X2 . X) + Y s (6.27)

m=n+1

where each [, is a rational linear combination of simple commutators of the form

(X, Xiy, ..., xi,,), and iy, iz, ..., iy is a permutation of the integers 1, 2, ..., n
with repetitions allowed, but each of the integers 1, 2, ..., n occurring at least
once.

6.3.7 The Lie Algebra of a Nilpotent Group

We now arrive at the main theorem of this section. Let G be a finitely generated
torsion-free nilpotent group of Hirsch length r and let {u, uy, ..., u,} be aMal’cev
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basis for G. Suppose that F'is a field of characteristic zero. Recall that G can be
regarded as a subgroup of 1 4 A. Define the set

log G={log g|geG}CA.

Let .%#(G) be the F-subspace of A spanned by the elements of log G.

Theorem 6.7 (S. A. Jennings) .%%(G) is a nilpotent Lie subalgebra of A and the
set

{log uy, ..., log u,}

is a basis for its underlying vector space. Thus, the dimension of the vector space
%7 (G) over F equals the Hirsch length of G.

We refer to .£7(G) as the Lie algebra of G over F. Later in this section, we use
this Lie algebra to offer an alternate construction of the Mal’cev completion of G. In
addition, we prove in Theorem 6.9 that Aut(G) is isomorphic to the group of those
Q-linear automorphisms of the underlying vector space of -Zr(G) that stabilize the
set log G. This is noteworthy since .Zr(G) has finite dimension equal to the Hirsch
length of G. It is in this sense that one may say that Z%(G) “linearizes” G. For a
more detailed discussion of this and other applications, see [2] and [15].

The proof of Theorem 6.7 essentially follows from the next two lemmas.

Lemma 6.24 Suppose that G is of class c. If m > ¢ and {gi, g2, ..., gn} C G,
then

(log gl’ log g27 L] 10g gm) = O

Proof Putx; =log g;. If m > ¢, then it follows from (6.27) that

o0
lz[glvgzv"'!gm]=exp<(xlvx27-~~7-xm)+ Z l>’

p=m+1

where each [, is a rational linear combination of simple commutators of the form

Xips Xigy vy Xi ) i1, i, ..., iy is a permutation of integers 1, 2, ..., m with

P
repetitions allowed and each of the integers 1, 2, ..., m occurrs at least once. By

Lemma 6.21,

o0
@ X2 ) == Y (6.28)

p=m+1

in the Lie algebra ‘A. Since each commutator (xil, Xiys «nns xip) lies in A”, (6.28)
implies that
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(1, X2, «.., Xp) €A™

and this holds for every m > c. In particular, since p > ¢, every commutator
(x,«l, Xip oees xip) lies in A7 and thus (6.28) implies that

(X1, X2, ..., Xp) €ATT2,
Continuing in this way leads to
(xla xZa AR ] xm) € Km""N

for all N. Since A is residually nilpotent, (x;, x2, ..., x,) = 0. O

It follows from Lemma 6.24 that the Lie algebra generated by log G is nilpotent
of class at most c.

Lemma 6.25 Every element of the set log G can be written uniquely as a Q-linear
combination of the elements log uy, ..., log u,.

Proof Let g € G. Since {uy, ..., u,} is a Mal’cev basis for G, we can express g
uniquely as

g=ul"---ul (ay, ..., a €Z).

Put v; = log u; fori = 1, ..., r so that u; = exp v;. By a straightforward
application of (6.26), we get

oy
r

— %
g_ul el

= exp(ajvy) - - - exp(e,v,)

N
= exp (a1v1 +eda, + Zﬁgzg), (6.29)
o=1
where each B, is rational and each z, is a commutator of the form (v;,, - v;,)

with t < ¢. We emphasize that only finitely many z, occur as a consequence of
Lemma 6.24. Thus,

log g = vy + -+ v, + Z,Bgzg. (6.30)

=1

It suffices to prove that

(U,’l, ey vi,) = Z Yiv; ()/j € Q) (631)
Jj=1
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forall t > 2. As we did after (6.5), define the weight of v; to be 2/ and the weight of
(vil, vil) to be

W(t) =20 4 ... 427,

We observe that Wy = ¢2” is an upper bound on the weights of nonvanishing
commutators of the form (v;,, ..., v;). To see this, suppose that W(z) > W,. Then

Wo=c2" < W(t) =21 4+ ... 421 < 2",

Hence, ¢ < t, so that (v, ..., v;,) = 0 by Lemma 6.24. Thus, (6.31) is trivially
true for commutators (vil, A v,-r) of weight greater than W,. Assume that (6.31)
is true for all commutators of weight more than W(z). By (6.27) and Lemma 6.24,
we have

[wi, wiys -, w;,] = exp <(v,-1, Viys -+, Vi) + Zﬁ;z;), (6.32)
o=1
where B, € Q and each z, is of the form (v, Vjps --., V) of weight W(I) > W(r)
since the iy, ..., i, are contained among ji, ..., j;. Thus,

S/ r
!’/
DB = o
Q=1 j=]
for some o7y, ..., 0, € Q by assumption. Consequently, (6.32) can be expressed as

[wi wiy, ..., w;,| =exp ((v,-l, Vips -es Vi) F Zojvj). (6.33)
=1

By Remark 4.4, there exist integers Ay, ..., A, such that
A, A Ar
[u,-l, Uiyy « o, Mi,] = uk"Ltkj_"’ll ceeulr (6.34)
where k >t — 1 + max{iy, ..., i;}. Putm = max{iy, ..., i;} and take any v; with

s >t — 1 4+ m. The weight of v, is 2° and
W=W(@t) =21 ... 42 <2mp <27 1pm <28 (6.35)
because i) # ip. Just as in (6.29), we can re-express (6.34) in the form

[Mil s Uiny ooy Lti,] = exp (Akvk +--+ A+ Z ﬂgZZ) s (6.36)

o=1
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where ,Bg € Q and each zg is a commutator of the form (vkl R Uk,) with k; > k
ford =1, 2, ..., r.Since k > t—1+m, the weight of each zg exceeds W by (6.35).

By assumption, we can write each zg as a (Q-linear combination of vy, ..., v,.
Therefore, (6.36) may be rewritten as

[ wiy, ...y wi,] = exp(Svy + -+ + 8,v,) (6.37)
for some &1, ..., 8, € Q. Setting the right-hand sides of (6.33) and (6.37) equal to
each other gives

exp (v,-l, Vigy «ves v,-,) + Z(rjvj = exp(§jv1 + -+ + 8,v,).
J=1
And so,
T Zojvj =8iv; + -+ 80,
j=1

Therefore, (6.31) holds for any commutator of weight W if it holds for all
commutators of weight exceeding W; that is, (6.31) holds in general. O

The proof of Theorem 6.7 follows from the next two observations, both arising
in the proof of Lemma 6.25.

e The set {log uy, ..., log u,} is linearly independent over F since {uy, ..., u,}
is a Mal’cev basis for G.

¢ Every commutator of the form (log u;, log uj) is a Q-linear combination of the
elements log uy, ..., log u,. Hence, (log u;, log uj) € % (G).

6.3.8 The Group (A, *)

The Lie algebra A can be equipped with a binary operation which turns it into a
group. Let ¢ = exp x and h = exp y, where x, y € A. Using (6.26), we define an
operation “x” on A as

1 1 1 1
= = — — — s 6.38
xky = x4y 406 )+ S0y )+ S 0% )+ 500 % x Y+ (6.38)
As before, we have
exp(x *x y) = (exp x)(exp y) and x *y = log ((exp x)(exp y)).
Replacing x by log g and y by log # in the above gives

log g * log h = log(gh).
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Lemma 6.26 (X, *) is a group.

Proof Let w, x, and y be elements of A. By our earlier discussion, we know that
x %y € A. Thus, A is closed under . Since

x*¥0=0%x=x and x*x—x=—x*xx=0,

the identity element is 0 and each element of A has an inverse. We need to establish
associativity. Consider the Magnus power series algebra Q [[a, b, c]] over the ring
of rational numbers Q in the variables a, b, and c¢. Let W be the QQ-subalgebra of
Qlla, b, c]] consisting of those elements whose terms are of degree greater than
zero and put U = 1 + W. We have seen in Section 3.2 that U is a subgroup of the
group of units of Q[[a, b, c]]. For any w € W, we have exp w € U, where

w2 o |k
expw-l—i—w—i—a-l- k_ok—!.

Similarly, logu € W whenever u € U, where

=1y +(u—1)3 . i DA =D

log u=(u—1)—
ogu= (-1 2 K+ 1

k=0

As usual, exp and log are mutual inverse maps between W and U. For any elements
wi, wp € W, define w; * w, € W by

exp (w1 * wp) = (exp wy) (exp wy)

as before. Since {a, b, ¢} C W and multiplication in Q[[a, b, c]] is associative, the
equality

(exp a)((exp b)(exp c)) = ((exp a)(exp b))(exp c)
holds in U. Hence,
(exp a)(exp(b * ¢)) = (exp(a * b)) (exp ¢),
and thus
exp(a * (b *x c)) = exp((a *x b) * ¢).
Using the fact that exp and log are mutual inverses, we obtain

ax(bxc)=(axb)x*c.
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This will allow us to show that “x” is associative on A. To see this, choose elements
w, x,and yin A. Put S = {a, b, c} and define a set map

¢:S—A by ar>w, b>x, cy.

Clearly, S generates a free associative Q-subalgebra of Q[[a, b, c]]. It follows from
Corollary 3.3 that the commutation Lie subalgebra M generated by S is free, freely
generated by S. Hence, ¢ can be extended to a Lie algebra homomorphism from M
to A. This homomorphism can be further extended to a Lie algebra homomorphism
from the completion of M in Q[[a, b, c]] to A. Consequently,

wk(xky)=Wkxx)*xy

as desired. O

Suppose that G is a finitely generated torsion-free nilpotent group of class ¢ with
a Mal’cev basis {u;, u, ..., u,}. Let L denote the Lie algebra of G over Q. By
Theorem 6.7, L is a nilpotent Lie subalgebra of ‘A of class c. Thus, the sum in the
expansion (6.38) is always finite for any x, y € L. It follows that (L, *) is a subgroup
of (A, *).Infact, (L, ) is a nilpotent Z-group with Q-exponentiation defined by

X'=nx (xeL,neQ).
Let x and y be any elements of log G. Since exp x and exp y are contained in G,
x*y = log ((exp x)(exp y)) € log G.
Hence, log G is closed under the operation *. Therefore, the bijection
exp:log G- G

is a semigroup isomorphism between (log G, *) and G. More generally, the map
exp gives an isomorphism between (L, *) and a group G such that

G<G<1+A.

We immediately observe thatAa = exp(L, *) is a nilpotent Z-group since it is
isomorphic to (L, *). In fact, G is a Mal’cev completion of G. One way to see this
is to invoke the following result implicit in the work of Mal’cev [10]:

Theorem 6.8 If g € 6 then there exist unique rational numbers oy, ..., o, such
that § = exp (ozl logu; * -+ % o, log u,).

Since Gisa 9-group, rational exponentiation in G is well defined. One can easily
prove that

alog g =log(g") (g€G, a€Q).
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This, together with Theorem 6.8, give

g =-exp(ailog uy *---xa,log u,)

= exp (log (u‘l’“) *--- % log (u‘f'))
= exp <log (u‘f‘ u‘;"))

— Ot]'.‘ oy
=uy U

Therefore, any element of G can be written uniquely as
ul ul (..., o € Q).

These correspond precisely to the elements of G2, the Q-completion of G. By
Theorem 4.13, G2 is a Mal’cev completion of G. In light of this, the proof
of Theorem 4.9 can be repeated in the case of G and thus multiplication and
exponentiation in G are prescribed by the same polynomials as in G2. It follows
that the obvious mapping between G and G2 is an isomorphism. As a result, Gisa
Mal’cev completion of G, as promised.

Remark 6.5 There are other ways to construct the Lie algebra and Mal’cev comple-
tion of a finitely generated torsion-free nilpotent group G. For example, one can take
advantage of Theorem 6.5 and embed G into UT,(Q). Using the fact that the set S
of n x n upper triangular matrices whose diagonal entries are zero can be made into
a Lie algebra over QQ, one can associate the embedded image of G with such a Lie
algebra using the exp and log maps. This idea allows one to study properties of G by
examining its associated Lie subalgebra of S. Calculations in such a Lie subalgebra
are quite manageable. This approach can be found in the work of Stewart [16] and
Segal [15].

6.3.9 A Theorem on Automorphism Groups

The automorphism group of a finitely generated torsion-free nilpotent group can be
represented as a group of linear transformations of a finite dimensional vector space
over Q. This is the point of the next theorem.

Theorem 6.9 If G is a finitely generated torsion-free nilpotent group, then Aut(G)
is isomorphic to the group of automorphisms of £5(G) which stabilize log G.

Proof Let ¢ € Aut(G). Then o induces an automorphism g of QG satisfying

o0 o0
0 ()’0 + Z )/idi) =y + Z vio(a;),

i=1 i=1
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where y; € Q, a; € A(G), and the action of ¢ on A’(G) is induced by the action of
o on G. We show that p stabilizes log G. Indeed, for any g € G,

Oy
o(log g) = Q(Z 1)’)

00 Nitl
=Z( U ot~ 1y

It readily follows that every automorphism of G gives rise to an automorphism of
the Lie algebra .#(G) which stabilizes log G.
Next, suppose that ¢ € Aut(ﬁQ (G)) stabilizes log G. Define a map

n:G— G by n(g) =h if p(log g) =log h.

We claim that n € Aut(G). Let g1, g», and h be elements of G such that n(g,g2) = h.
Then ¢(log(g1g2)) = log h. However, log(g;g>) = log(g1) * log(g,). Hence,

log h = ¢(log(g142))

= @(log(g1) * log(g2))
= ¢(log(g1)) * ¢(log(g2)).

Thus, if ¢(log(g1)) = log(h;) and ¢(log(gz)) = log(hy), then
log h = log(hy) * log(hy) = log(hhy).

Since log is injective, h = hihy and consequently, 1(g1g2) = 1n(g1)n(g2). Now, if
n(g1) = n(g2) = k for some k € G, then ¢(log(g1)) = ¢(log(gz)) = log k. Thus,
log(g1) = log(gz) because ¢ is injective. Since log is injective, g = g, and thus 5
is a monomorphism. Lastly, suppose that [ € G. Since ¢ is bijective and ¢! also
stabilizes log G, there exists g € G such that ¢(log g) = log [. Hence, n(g) = I,
and thus 7 is surjective. O

Applications of Theorem 6.9 and related results can be found in [2] and [13].
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6.3.10 The Mal’cev Correspondence

Let G be a finitely generated torsion-free nilpotent group. We have seen that one
can define a group operation “x” given by (6.38) and (Q-exponentiation by x" = nx
for x € L and n € Q on the underlying set of the nilpotent Lie algebra L of G. The
group (L, *) turns out to be a nilpotent Z-group.

This idea can be generalized for arbitrary nilpotent Lie algebras over Q. In fact,
one can also define Lie algebra addition, Lie commutation, and scalar multiplication
on the underlying set of a nilpotent Z-group and obtain a nilpotent Lie algebra
over Q. This leads to the well-known Mal’cev Correspondence, a one-to-one
correspondence between nilpotent Z-groups and nilpotent Lie algebras over Q.

Our goal is to give an overview of how one defines the operations mentioned
above. We refer the reader to [9] for an excellent discussion of the topic, along with
some of its applications.

Define the formal power series for “exp” and “log” in the usual way,

2

expx=1+x+%+--- and

_12 _13
gy =y - S 0o

¢ Let L be any nilpotent Lie algebra over Q. Repeating what was done earlier, we

T3

may turn L into a nilpotent Z-group by defining the group multiplication “x” on
the underlying set of L by

x %y = log((exp x)(exp y))
Sy 00+ ) 00 x D)+ o () +
=XxXT)y 2x,y 12)@)’7)7 12,X,x 24,x,x,y
and QQ-exponentiation on L by
X'=nx (neQ)

for x, y € L. Note that the sum has finitely many terms since L is nilpotent.

* Suppose that G is a nilpotent Z-group. Three operations can be defined on the
underlying set of G which turns it into a nilpotent Lie algebra over Q. For any
g, h € G, the inverse Baker-Campbell-Hausdorff formula gives the expansion of

hi(g, h) = exp(log g + log h) and
hy(g. h) = exp{(log g)(log h) — (log h)(log g)}
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in terms of group commutators:

S

hi(g, h) = ghlg, h]"2[g, h, g =[g, h, h]~
(g, h) = [g. Hllg. h, &) %[, h. ]~

=

Note that i (g, h) and h,(g, h) are finite products since G is nilpotent. One
can equip G with the structure of a Lie algebra over Q by defining Lie algebra
addition, Lie commutation, and scalar multiplication by

g+h=nhi(g h), (g h)=hy(g, h), and ng=¢" (n€Q) (6.39)

respectively.
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Chapter 7
Additional Topics

This chapter contains a collection of miscellaneous topics. Section 7.1 pertains to M.
Dehn’s algorithmic problems for finitely generated nilpotent groups. In Section 7.2,
we prove that finitely generated nilpotent groups are Hopfian. Section 7.3 contains
useful facts about groups of upper unitriangular matrices over a commutative ring
with unity R. In Section 7.4, we study certain groups of automorphisms that are
themselves nilpotent. In particular, we prove that if G is a nilpotent group of class
¢, then the group of those automorphisms of G that induce the identity on the
abelianization of G is nilpotent of class ¢ — 1. Section 7.5 ends the chapter with
an overview of the Frattini subgroup @(G) and Fitting subgroup Fit(G) of a group
G. Among other results, we prove that if G is a finite group, then @(G) is nilpotent,
Fit(G/®(G)) = Fit(G)/®(G), and ?(G) J Fit(G).

7.1 Decision Problems

In 1911, M. Dehn raised three decision problems about finitely presented groups.
In what follows, let G be a group given by a finite presentation G = (X | R). An
arbitrary (not necessarily reduced) word in the generators X is termed an X-word.
We now state the problems.

The Word Problem: Is there an algorithm which determines whether or not an
X-word is the identity in G?

The Conjugacy Problem: Is there an algorithm which determines whether or not
any pair of X-words g and h of G are conjugate in G? In other words, does an
X-word k exist in G such that g = k™'hk in G?

The Isomorphism Problem: Let H be another finitely presented group with
presentation

H=(Y]|S).

© Springer International Publishing AG 2017 269
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Is there an algorithm which determines whether or not G and H are isomorphic?

If the answer to any such problem is “yes,” then we say that the problem is
solvable. In this section, we prove that the word problem and the conjugacy problem
for finitely generated nilpotent groups are solvable. In fact, we prove the more
general result that every finitely presented residually finite group has a solvable
word problem.

The isomorphism problem was solved in the positive by Grunewald and Segal
[4]. This is by far the most complicated of all of the decision problems for finitely
generated nilpotent groups. The algorithms associated with it are quite lengthy and
take up about 30 pages in the cited paper.

7.1.1 The Word Problem

We present the solution of the word problem given in [1] which uses residual
finiteness. We begin with a key theorem.

Theorem 7.1 (J. C. C. McKinsey) Every finitely presented residually finite group
has a solvable word problem.

Proof Let G be a finitely presented residually finite group and assume that G is
given by an explicit finite presentation. Let w be a given word in the generators. We
begin by describing two separate effective procedures.

* The first procedure simply enumerates all consequences of the defining relators.
If w appears in this enumeration, then the procedure stops.

e The second procedure begins by enumerating all finite groups, say by con-
structing their multiplication tables. For each finite group F, the procedure
then constructs the (finitely many) homomorphisms 6 from G to F. This is
done by assigning an element of F to each generator of G, then checking that
each defining relator of G maps to the identity element in F. For each such
homomorphism 6, the procedure then computes 8(w) in F. If there exists a finite
group F and a homomorphism 6 : G — F such that (w) # 1 in F, then the
procedure stops.

Now, if w = 1 in G, then w will turn up as a consequence of the defining relators
and the first procedure will stop. On the other hand, if w # 1, then the residual
finiteness of G guarantees that w ¢ N for some N <1 G with F = G/N finite. Thus,
the image of w in F will be a nonidentity element and the second procedure will
stop. We conclude that if the first procedure stops, then w = 1 in G, whereas if the
second one stops, then w # 1 in G. O

Polycyclic groups are always finitely presentable. This is an immediate result of
the next theorem due to P. Hall.

Theorem 7.2 If G is a group with N < G, and both N and G/N are finitely
presented, then G is finitely presented.
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Proof Let 15,y denote the identity element of G/N. Suppose that
N=<x1, cees Xp | rixr, o x) =1, oo m(xg, o, X)) = 1)
and
G/N=(giN, ..., giN|si1(giN. ..., gN) =lgv. ... sc(giN. ..., giN) = lg)n).
Clearly,

G:gp(xl» vy Xy 81 oe e gl),

and thus G is finitely generated. The relations in these generators are given by

rixy, ..., x) =1 (@(=1,..., m),
si(gr, oo 8) =tilxt, ..., x) (=1, ..., k),
gj)c,-gj_1 =uj(x1, ..., x) (=1, ...,nand j=1,...,1]), and
gj_lx,-gj =vi(x, ..., x) (=1 ...,nand j=1,...,]).
Define G to be the group presented by generators Xy, ..., X,, gl, ..., g and subject

to the above relations in these generators. We claim that G = G.
By Von Dyck’s Lemma (see 2.2.1 in [11]), there exists a surjective homomor-
phism ¢ : G — G determined by

Yi>x and gi—>g (i=1,...,nand j=1,..., 0.
Let K = ker ¢. We need to show that K = 1. Put N = gp(xi, ..., %) < G.
The restriction of ¢ to N determines an isomorphism with N because all of the
relations in the elements x; are consequences of the relations r;(x, ..., x,) = 1 for
i=1, ..., m. Consequently, K N N = 1. Since

gxigi ' €N and g 'xg, €N

fori=1, ..., nandj =1, ..., [, we have that N < G. Furthermore, ¢ induces
an injective map

7 E/N — G/N such that Z’,N = &N

because gp(ﬁ) = N. Now, all relations in the elements g;N are consequences of the
relations

Sj(g1N, ey gzN) = lG/N (]= 1, ey k)
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Hence, ¢ is an isomorphism and thus has trivial kernel. However, ker ¢ = KN/N.
And so, K < N. Since K NN = 1, we conclude that K = 1. m]

Corollary 7.1 Every polycyclic group is finitely presentable.
By Theorems 4.4 and 7.1, together with Corollaries 5.21 and 7.1, we now have:

Theorem 7.3 Polycyclic groups have solvable word problem. In particular, finitely
generated nilpotent groups have solvable word problem.

7.1.2 The Conjugacy Problem

In order to prove that the conjugacy problem for finitely generated nilpotent groups
is solvable, we need a theorem of N. Blackburn [2].

Definition 7.1 A group G is called conjugacy separable if, whenever two elements
g and h of G are conjugate, then the images of g and /4 in every finite homomorphic
image of G are conjugate.

Theorem 7.4 (N. Blackburn) Every finitely generated nilpotent group is conjugacy
separable.

We introduce some notation: if # and v are conjugate elements of a group, then
we write u ~ v; otherwise, we write u ~ v.

Proof The proof, which is adopted from [1], is done by induction on the Hirsch
length r of G. If r = 0, then G is finite and the result is immediate.

Suppose that » > 0 and assume the theorem is true for every finitely generated
nilpotent group of Hirsch length less than 7. Let g and & be elements of G such that
gN ~ hN for every N <1 G with G/N finite. We claim that g ~ h. Assume on the
contrary, that g ~ h. Since r > 0, G must be infinite. By Lemma 2.27, there exists
of an element a € Z(G) of infinite order. Let

H; = gp(a”) i=1,2,..).

By Theorem 4.7, the Hirsch length of each G/H; is r — 1. Suppose that gH; ~ hH;
for some i. By induction and the Third Isomorphism Theorem, there exists a normal
subgroup N;/H; of G/H; such that

(G/H;) / (Ni/H;) = G/N;

is finite and the images of g and & under the natural homomorphism G — G/N; are
not conjugate in G/N;. As this contradicts our earlier assumption that the images of
g and h are conjugate in every finite quotient of G, it must be the case that gH; ~ hH;
for all i € N. In particular, gH, ~ hH, in G/H,. Since H; = gp(a), we can find a
nonzero integer m and an element k € G such that #¥ = ga™. It immediately follows
that for all i € N,
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gH; ~ gd"H;.

Thus, for each i € N, we can find d; € G and s; € Z such that
di m( i\
¢4 = ga (a) . (7.1)

Put L = gp(d,, d>, ..., g, a) < G. Since a € Z(G), it is clear that a € Z(L).
Moreover, it follows from (7.1) that

[di, g] € gp(a)

for all i € N. Since gp(a) < Z(L), we apply the commutator calculus to conclude
that [x, g] € gp(a) for all x € L. As a result, we obtain a homomorphism

¢ : L — gp(a) defined by ¢(x) = [x, g].
It follows immediately that L/ker ¢ is cyclic. Hence, there exists b € L such that
L = gp(ker ¢, b). (7.2)
We henceforth assume, on replacing b by b~ if necessary, that
[b. gl =a" (x=0). (7.3)

We now argue that & cannot be zero. If it were the case that @ = 0, then [b, g] =
1. Since ker ¢ = Cr(g), this would imply that g € Z(L). Thus, by (7.1),

1 =a" (a;!)s"

for all i € N. Since a has infinite order, it must be that m + i!s; = 0 for all i € N.
This is impossible since m # 0 and the sequence {i! | i € N} is strictly increasing.
We conclude that & > 0 in (7.3).

Next, we find all of the conjugates of g in L. By (7.2), such a conjugate has the
form g, where x € ker ¢ and n € Z. Since [g, b] € Z(L) and ker ¢ = Cr(g), it
must be the case that

=g =glg, b = glg. b]" = ga

—na

8

It follows that the conjugates of g in L are:
g gat®, ga®t™, .. .. (7.4)

Since g and ga™ are not conjugate in G, they cannot be conjugate in L. Thus, o does
not divide m. However, (7.1) yields
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Sa
gl = gg” (aa!)

because @ > 0. This means that ga™ (a“!) is one of the conjugates listed in (7.4),
so m + sea! = Aa for some integer A. Hence, o divides m, a contradiction. This
completes the proof. O

Corollary 7.2 The conjugacy problem for finitely generated nilpotent groups is
solvable.

Proof Let G be a finitely generated nilpotent group. We can assume that G is given
by an explicit finite presentation in light of Theorem 4.4 and Corollary 7.1. Let g
and & be words in the generators of G. As we did in the proof of Theorem 7.1, we
describe two separate procedures.

» The first procedure begins by enumerating the consequences of the finitely many
relators. If there exists a word k in the generators of G such that /™! gk appears in
this enumeration, then the procedure stops.

e As before, the second procedure begins by listing all finite groups (up to
isomorphism) by means of their multiplication tables. For every finite group F,
we compute (the finitely many) homomorphisms from G to F. Once again, this is
done by assigning an element of F' to each generator of G and then verifying
that the defining relators are mapped to 1. Finally, for every homomorphism
¢ : G —> F, we compute ¢(g) and ¢(h) in F. If there exists a finite group F
and a homomorphism ¢ : G — F in which ¢(g) and ¢(h) are not conjugate, then
the procedure stops.

Now, if g and & are conjugate in G, then there is a word k in the generators of G
such that 7~ 'g¥ = 1 in G. Hence, the word 4~ 'gk is a consequence of the defining
relations and the first procedure will stop.

Next, assume that g and & are not conjugate in G. By Theorem 7.4, there exists
a finite group F and a homomorphism ¢ : G — F such that ¢(g) and ¢(h) are not
conjugate in F, so the second procedure stops.

Therefore, if the first procedure stops, g and & are conjugate in G; whereas if the
second procedure stops, then g and A are not conjugate in G. This completes the
solution to the conjugacy problem. O

7.2 The Hopfian Property

In the 1930s, H. Hopf asked whether a finitely generated group could be isomorphic
to a proper quotient of itself. Groups which are not isomorphic to proper quotients
of themselves are known as Hopfian. In this section, we prove that every finitely
generated nilpotent group is Hopfian. An example of a non-Hopfian group will be
presented as well.
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Definition 7.2 A group G is Hopfian if G/N =~ G for some N < G implies that
N = 1. Equivalently, every epimorphism of G is an isomorphism of G.

Recall that a group G satisfies Max if all of its subgroups are finitely generated
(see Definition 2.14). By Theorem 2.16, G satisfies Max if and only if every
ascending series of subgroups stabilizes.

Proposition 7.1 If G satisfies Max, then G is Hopfian.
Proof The proof is done by contradiction. Suppose that G satisfies Max and assume
that there is an epimorphism @ : G — G with nontrivial kernel. For j > 1, set

@V =Po---0d.

——
J
Clearly, ®% : G — G is an epimorphism for each j > 1. Let K; = ker (@%).
Observe that ®%(K;) = 1 and @%(Kj41) = ker @. We claim that
K <K<---

is an infinite properly ascending chain of subgroups of G. Indeed, since ker @ is
nontrivial, there exists kjy; € K;41 such that

1 # &% (kiy1) € ker &.

Thus, kj+1 ¢ K;. This contradicts the fact that G satisfies Max. Therefore, the
kernel of @ must be trivial and thus @ is a monomorphism. Consequently, @ is
an isomorphism. And so, G is Hopfian. O

Corollary 7.3 Every finitely generated nilpotent group is Hopfian.

Proof Finitely generated nilpotent groups satisfy Max by Theorem 2.18. Apply
Proposition 7.1. o

Remark 7.1 More generally, A. I. Mal’cev proved that every finitely generated
residually finite group is Hopfian.

An example of a non-Hopfian group is the Baumslag-Solitar group BS(2, 3),
where

BS(2, 3) = <a, b ‘ bla?h = a3>.
Consider the map
6 : BS(2, 3) — BS(2, 3) induced by a > a* and b > b.
The fact that 6 is indeed a well-defined homomorphism follows from Von Dyck’s

Lemma (see 2.2.1 in [11]). Furthermore, b is clearly in the image of 8, and a € im 0
since
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0(a'b"ab) = Q(a_l)é(b_l)?(a)Q(b)

=a 2 'é*h=a2d =a.

Thus, 6 is an epimorphism. We claim that 6 has a nontrivial kernel. First, observe

that the element [b_lab, a] can be written as such:

—1
[b_lab, a] = (b_lab) a ‘b aba
=b'a "ba b aba.

Hence, [b_'ab, a] # 1 by Britton’s Lemma (see Chapter IV in [9]). The element
[b‘lab, a] belongs to the kernel of 6 because

9([b—1ab, a]) - [e(b—lab), 9((1)]
= [b—la%, a] = [a3, a] = 1.

Since 6 is an epimorphism of BS(2, 3) onto itself,
BS(2, 3)/ker 8 = BS(2, 3)

by the First Isomorphism Theorem; that is, BS(2, 3) is isomorphic to a proper
quotient of itself.

7.3 The (Upper) Unitriangular Groups

In this section, R will always be a commutative ring with unity. An important
collection of nilpotent groups are the (upper) unitriangular groups of degree n over
R, denoted by UT,(R). These groups were first encountered in Example 2.17 of
Section 1.3. The purpose of this section is to acquaint the reader with some of their
fundamental properties.

Recall from Example 2.17 that if S is the set of n X n upper triangular matrix over
R whose main diagonal entries are all 0, then

UT,(R) ={,+M|MeS}
is a nilpotent group of class less than n. For any 1 < m < n, let UT"(R) be the

normal subgroup of UT,(R) consisting of those matrices whose m—1 superdiagonals
have O’s in their entries. For example,
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10rs 100r

010 ¢ 0100
UT?(R) = .S, tER d UT}R) = €R
+(B) oo10]|"? an +(B) oo1o0]|”

0001 0001

In particular, UT} (R) = UT,(R) and UT"(R) = I,. Note that we have the inclusions
UT,(R) > UT(R) > --- > UT" '(R) > I,.

Many of the properties of UT,(R) can be derived using certain matrices called
transvections. Let Ej; denote the n x n matrix with 1 in the (i,j) entry and 0’s
elsewhere. It is easy to see that

Ei if j = k,
Ej-Eg=1{" o : (7.5)
0  otherwise.

Let r € R, and set
ti,j(r)zln-l—rE,-j (151,]51’! and l#])

If r # 0, then #; ;(r) is called a transvection. We abbreviate t; ;(1) = ¢; ;.
Lemma 7.1 Letr, s € R, and assume that i # j and k # 1. Then
(i) i j(r) - 1; j(s) = 1; j(r + ).
(ii) (1 _,-(r))_l =1, (~7).
toa(rs) ifj=k i #L
(iii) [t (). 01()] = Y te j(=rs) ifjF#k i=1,
I, ifj £k, i#1
In case R = 7., we also have
(v) 1, ;(r) =1, ;(1)" =1 .
Proof Observe that
tij(r) - i, j(s) = (In + rEij) (1,, + sEij)
=1, + (r+sE; + rsEizj
=1, + (r + 5)E;
=1 j(r+s).

This proves (i). In particular,

i j(r) - i, j(=r) = 1 j(r + (=r)) = .
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This gives (ii). To obtain (iii), we use the fact that

[t ().t ()] = i j(=r) -+ 1 1(=9) - 1;j(r) - 1, 1 (—s)
= (I, — rEy) (L, — sEu) (I, + rEy) (I, + sEx)

by (ii). For instance, if j = k but i # [, then a straightforward computation, together
with (7.5), give

[t j(r). t, ()] = L, + rsEy = 1;, ((rs).

The rest of (iii) follows similarly.
We prove (iv). The result is immediate for r = 0 since ¢; j(0) = I,. Let r > 0.
Using (i), we obtain

1, (r) = ti <Z 1) = Hfi.j(l) =1 ;. (7.6)

n=1 n=1

If r < 0, then (7.6), together with (ii), give

t j(r) = (fi,j(—”))_1 =1

since —r > 0. O

Next, we find a convenient collection of transvections which generate UT,"(R).
First, we make a simple observation. Let A = (ay) be an n X n matrix with entries
in R, so that

A= Y auEu,

1<k, I<n
For i # j, we have

At,;j(r) = A(In + FEU) =A+ rAEij

=A +r ( Z aszkl) E,/

1<k, I<n

=A+r Z ak,Ekj
k=1

by (7.5). Thus, the product At; ;(r) is the matrix obtained by adding r times the ith
column of A to the jth column of A.

Theorem 7.5 The set of transvections {ti, i) |j—i=m, re R} generates UT)'(R).
If R = Z, then the set {t,-,j |j—i> m} generates UT)'(Z).
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Proof Suppose that A = (a,-j) € UT(R). By the observation above, A can be
reduced to the identity matrix by post-multiplying A by a suitable sequence of
transvections. More specifically,

At my1(=ar, me1) -+ 11, w(=ar, ) (2, mr2 (=2, m12) - 12, w(—a2, 1))
s Ty—m, n(_an—m, n) = In-

After taking inverses of both sides and applying Lemma 7.1 (ii), the matrix A equals
the product of transvections

t—m, n(@n—m, n) *** (fz, n(a2, n) 12, m2(az, m+2)) (fl, n(@r, )t mt1(an, m+1))~
Thus, {ti,j(r) |j— i>m, re R} is a generating set for UT"(R). The case R = Z
follows immediately from Lemma 7.1 (iv). O

Setting m = 1 in Theorem 7.5 and applying Lemma 7.1 give:

Corollary 7.4 The set {ti— «(r) | 2 < k < n, r € R} generates UT,(R), and the
set {ty—1, 1 | 2 < k < n} generates UT,(Z).

Observe that the set {f,_1 () | 2 < k < n, r € R}, together with the identities
in Lemma 7.1, give a presentation for UT,,(R).

The lower and upper central series of UT,(R) coincide. This is the point of the
following theorem.

Theorem 7.6 The series
UT,(R) > UT*(R) > --- > UT"'(R) > 1 (1.7

is both the lower and the upper central series for UT, (R). Hence,

e The nilpotency class of UT,(R) is exactlyn — 1,

. UT,;(R) = y{-illTn(R.) = ;nTiUTn({e)fori =1,2, ..., nand

* UTN(R)/UTIT'(R) is abelian forj =1, 2, ..., n—1.

Proof Put UT,(R) = U and UT!(R) = U, fori = 1, 2, ..., n. We claim that
[U;, Ul = Ujyq foreachi=1,2, ..., n—1.

1. Let[g, h] € [Un, U], where g € U,, and h € U. By Theorem 7.5 and Lemma 7.1,
g is a product of transvections of the form ¢; ;(r) withj —i > m, r € R, and h
is a product of transvections of the form # ;(s) with/ —k > 1 and s € R. We
prove the claim by induction on the number of transvections occurring in g and
h combined.

* For the basis of induction, assume that g = #; ;(r) and h = #; ;(s). Suppose
that j = k buti # [. By Lemma 7.1 (iii),

lg, h] = t; 1(rs).
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Since in this case [ —i = (j — i) + (I — k) > m + 1, we have [g, h] € U,+1.
The other cases are handled in a similar way.
* Suppose that g = 1; j(r)g and h = 1 ;(s), where g € U,,. By Lemma 1.4 (v),

lg. Bl = [t ;}(Ng. &, ()] = [t (). &, l(S)]g[é, t 1(5)]-

Now, [g. . 1(5)] € Uns1 and [1; j(r). 1, i(s)] € Ung1 by induction. Hence,

[1i.;(r). &, [(S)]g € Un+1,

and thus [g, ] € U,y41- ) .
* Suppose that g = #; j(r)g and h = 1 ;(s)h, where g € U,, and h € U. By
Lemma 1.4 (vi),

lg. hl = [t }(Ng. t 1()h] = [1: ;(Ng. k][t j(1g. &, z(S)]l_l~

Since [#; j(r)g. h] € Uy41 by induction and [#; (). t. /(s)] € Up+1 by the
previous case, we have [g, ] € U,,41.

Therefore, [U,,, U] C Uyt1.

2. In order to establish the reverse inclusion U,,+; < [U,,, U], it suffices to show
that [U,,, U] contains every transvection #; ;(r) withj—i > m 4+ 1 and r € R.
Consider the transvections #; j1,(r) € U, and fiyy j = tiym j(1) € U. By
Lemma 7.1 (iii),

l‘,’_i(l") = [tl', i+Wl(r)’ ti-i-m.j] € [Um’ U]

ThllS, Um+| - [Um, U]

This proves the claim that [U;, U] = Uy fori = 1, ..., n — 1. Therefore,
y;U = Uj, and thus (7.7) is the lower central series for UT,(R). In order to prove
that (7.7) is the upper central series for UT,(R), one can use induction on n — i to
show that ¢,—;UT,(R) = y;UT,(R). We omit the details. O

One can easily find a set of generators for the factor groups of (7.7) by using
Theorem 7.5.

Theorem 7.7 Form = 1, 2, ..., n— 1, each factor group UT™(R)/UT" ! (R)
is generated, modulo UT"T'(R), by the set {t; n+:(r) | 1 < i <n—m, r € R)}.
If R = Z, then UT"™(Z)/UT"\(Z) is generated, modulo UT"'(Z), by the set
{ti,m-H | 1 flfl’l—m}

We show next that UT,(Z) is torsion-free. In fact, we prove this for any ring
whose characteristic is zero.

Theorem 7.8 If R has characteristic zero, then UT,(R) is torsion-free. In particu-
lar, UT,(Z) is torsion-free.
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Proof By Theorem 7.6, the center of UT,(R) equals the subgroup UT"~!(R)
consisting of those matrices with an arbitrary entry of R in the uppermost right
corner and 0’s elsewhere. It follows that Z(UT,(R)) is isomorphic to the additive
group of R. Since R has characteristic zero, Z(UT,(R)) is torsion-free. The result
follows from Corollary 2.21. O

Remark 7.2 If the characteristic of R is different than zero, then UT,(R) need not
be torsion-free. For example, let R be the polynomial ring in one variable over a
finite field of characteristic a prime p and let 2 < k < n. By Corollary 7.4, a typical
generator for UT,(R) is a transvection of the form #_; (), where r € R. Since R
has characteristic p, we apply Lemma 7.1 (i) repeatedly to obtain

(=1, k() = ty—1, 1 (rp) = L.

Thus, every generator of UT,,(R) is a torsion element.

There is a natural Mal’cev basis for UT,(Z). By Corollary 7.4 and Theo-
rem 7.8, UT,(Z) is finitely generated and torsion-free. Each of the factor groups
UT™(Z)/UT™*(Z) is torsion-free and finitely generated, modulo UT™"*!(Z), by
transvections of the form #; ,,4;, where 1 < i < n — m. This follows directly from
Corollary 2.20 and Theorem 7.7. Taking this into consideration, we have:

Lemma 7.2 The set of transvections

{fl.z, 3, ooy b1, 11,3, D245 ooy Tn2 iy o e ey ll,n}

is a Mal’cev basis for UT,(Z).

7.4 Nilpotent Groups of Automorphisms

In this section, we prove that certain subgroups of the automorphism group of a
given group are nilpotent. We begin by defining the holomorph of a group.
Let G be a group and define the set

G = {pg | ¢ € Aut(G), g € G}.

We can regard G as the Cartesian product Aut(G) x G. This set becomes a group
under the operation

(vg)(¢'s) = 0’5" ¢

where g¢ = ¢/(g) € G. Thus, we have a semi-direct product of G by Aut(G). This
group is called the holomorph of G, written as Hol(G).
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7.4.1 The Stability Group

Definition 7.3 Let G be any group and let
G=Gy>G;>--->G, =1 (7.8)

be a series of subgroups of G. The stability group of G relative to the series (7.8) is
the group A of all automorphisms ¢ of G such that

(p(xG,-) = xG; forevery i =0, ..., r—1 and x € Gjy. (7.9)

The group A and the automorphism ¢ € A are said to stabilize the series (7.8).

Putting x = 1 in (7.9) shows that each G; is invariant under ¢. In [7], L. Kaluznin
proved that the stability group of a group is always solvable of “solvability length”
at most m. If the series happens to be a normal series, then the stability group is, in
fact, nilpotent.

Theorem 7.9 Let

G=Gy>G >-->G, =1 (7.10)

be a normal series of a group G. If A is the stability group of G relative to (7.10),
then A and |G, A] are nilpotent of class less than r. Here, [G, A] is viewed as a
subgroup of Hol(G).

In this situation, the stability group acts nilpotently on G according to Defini-
tion 6.5. The proof relies on a property of commutator subgroups.

Theorem 7.10 Let H and K be subgroups of a group G and suppose that
H = HO 2 Hl 2 “ee

is a descending series of normal subgroups of H such that [H;, K| < H;4 for each
integer i > 0. Put K = Ky, and for j > 1, define

I(jZ{XEKl [H;, x] < H;y; forall i> 0}

Then [K], Kl] <Kjy forallj, 1 > 1, and [Hi, )/jK] <Hforalli>0andj> 1.

Proof We show first that [Kj Kl]
[HH-jv Kl] < Hi+j+l~ HGHCC,

A

Kj ;. By definition, [H,-, K]] < H;y; and

[Hi. K;. Ki]

IA

[Hivj. Ki] < Hitjr
by Proposition 1.1 (iii). Likewise,

[[(Z, H;, Kj] = [Hi, K, Kj] < Hitjy
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by Proposition 1.1 (i) and (iii). By hypothesis, H;;4; is normal in H. Moreover, for
x €K,

X Hijypx = Hiyjri[Higjr x].
Since [Hitj41. x| < Hitjt141, we conclude that
x_lH,-+j+1x < Hiqjy.
This shows that H; 4, is normal in the subgroup of G generated by H and K. Thus,
(K. Ki. Hi] = [Hi, [K;. Ki]] < Hivjr

by Proposition 1.1 (i) and Lemma 2.18. Therefore, by definition, [Kj Kl] < K1
In particular, [Kj K] < Kj11. Hence, y;K < K; and thus

[Hi. viK] < [Hi. K] < Hiy;

by Proposition 1.1 (iii). This completes the proof. O

Remark 7.3 Note that Theorem 2.14 (i) can be obtained from Theorem 7.10 by
setting H; = y;+1Gand K = G.

We now prove Theorem 7.9. To begin with, we assert that [G;, A] < G4 for

i=0,1,...,r—1.Ifxe G;and @ € A, then
[x, o] = x a7 xa = x71x% € Gy
since « induces the identity on G;/G;+;. Put H; = G; i=0, 1, ..., r)and K = A

in Theorem 7.10 and regard all of these as subgroups of the Ho/(G). Then

[G, VrA] = [G07 VrA] = Gr =1,
and thus [G, y,A] = 1. Now, leta € y,A and x € G. Then [x, o] = x7'x* = 1,
which shows that « = 1. Consequently, y,A = 1 and A is nilpotent of class less
than r as asserted.

Next, we prove that [G, A] is nilpotent of class less than r. Since G; < G for

i=0,1, ..., r,wehave [G;, G] < G;. Hence,

[Gi-1, G, A] < [Gi-1, A] =G

Furthermore,

[A, Gi—1, G] = [Gi—la A, G] < [Gi, G] < G;
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by Proposition 1.1 (i). By assumption, x* € G; for x € G; and @ € A. Thus, G; is
normal in the subgroup of Hol(G) generated by A and G. Therefore,

[G, A, Gi—1] = [Gi-1. [G, A]] = G;

by Proposition 1.1 (i). By letting K = [G, A] and G; = H; in Theorem 7.10, we
have

[Gla Vr—l[G» A]] S Gr = 1‘
However, [G, A] = [Gy, A] < G. Therefore,
[[Gv A]v Yr—1 [Ga A]] = ls

and thus y,[G, A] = 1. This completes the proof of Theorem 7.9.

Remark 7.4 By repeating what was done in Example 6.1 with a free R-module of
finite rank over a ring with unity, one can conclude from Theorem 7.9 that UT,,(R)
is a nilpotent group of class less than n. This was established in Chapter 1 using a
different method (see Example 2.17).

The next theorem is a more general result due to P. Hall [5].

Theorem 7.11 The stability group A relative to any series of subgroups of length
m > 1 of a group G is nilpotent of class at most m(m — 1) /2.

We begin by proving Theorem 7.12, from which Theorem 7.11 will follow.
Regard both Aut(G) and G as subgroups of Hol(G) and note that the stability
group A relative to the series (7.8) also becomes a subgroup of Hol(G). Thus, A
is characterized by the property

[Gi-1, A]<G; (i=1,--,m)
since a(g) = g% = o 'ga in Hol(G) for every a € Aut(G). We have already
encountered this property in the proof of Theorem 7.9.
Theorem 7.12 Let H and K be two subgroups of a group G. If
H, K, ---,K]=1
N———
for some m € N, then [y,+1K, H| = 1, wheren = m(m — 1) /2.

To obtain Theorem 7.11 from Theorem 7.12, observe that [G;—1, A] < G; implies
that

[Ga A5 MY A] S [G17 A5 MY A] S“'S [Gm—15 A] Ssz ]a
————— ————

m m—1
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so that

[G, A, -+, Al =1.
———

Theorem 7.12 now implies that [y,+14, G] = 1, where n = m(m — 1) /2. However,

this means that a(g) = g% = g forevery @ € y,+1A and g € G. Therefore, y,11A

contains only the identity isomorphism and thus A is nilpotent of class at most 7.
The proof of Theorem 7.12 relies on the next lemma.

Lemma 7.3 Let H, K, and L be subgroups of a group G such that G = gp(H, K).
If[H, K, L] = 1,then[L, H, K] = [K, L, H <G.

Proof Let C be the centralizer of [H, K] in G. By Corollary 1.4, [H, K] < gp(H, K)
and thus [H, K] < G by assumption. Since L < C by hypothesis, a direct
computation shows that [L, H] < C.

Letx € H, ye K,andt € [L, H]. Setz =[x, y~']. Thent € Cand z € [H, K],
so that ¢ and z commute. Since y* = zy, Lemma 1.4 (vi) gives

[, ] =[r. ] = [1. ¥][1. 2] = [1. ¥].

This means that [L, H, K*] = [L, H, K]. Since [L, H] < gp(L, H) by Corollary 1.4
and x € H, we also have [L, H] = [L, H]*. Hence,

L, H, KI* =][[L, HI*, K] =[L, H, K*] = [L, H, K],

which means that H normalizes [L, H, K]. Since [L, H, K] < gp([L, H], K) by
Corollary 1.4, K also normalizes [L, H, K]. Therefore, [L, H, K] is normal in G.
By Proposition 1.1 (i), [K, H, L] = [H, K, L] = 1. Thus, we interchange the
roles of H and K and conclude that [L, K, H| = [K, L, H] is also normal in G. It
follows that [H, K, L] = 1 and both [L, H, K] and [K, L, H] are normal in G. By
Lemma 2.18, the subgroups [L, H, K] and [K, L, H] are contained in one another.
The result now follows. O

We now prove Theorem 7.12 by induction on m. If m = 1, then [H, K] = 1 and
n = 0. Thus, [K, H] = [H, K] = 1 by Proposition 1.1 (i). This gives the basis of
induction.

Letm > 1, and putn = m(m — 1)/2. Let H; = [H, K], and notice that

[[—]17 K, -, K] =1
N ——
m—1

since, by hypothesis, [H, K, ---, K] = 1. Given that [H}, K, ---, K] = 1, we
——— ———

m m—1

may assume inductively that

[y K, Hi] =1,
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where [ = (m — 1)(m — 2)/2. A direct calculation shows that / = n —m + 1, where
n=m(m—1)/2.Letr > [+ 1, and observe that

[r,K. Hi] < [yi1K, Hi] = 1.
By Proposition 1.1 (i),
[H, K, y,K] = [Hy, v.K] = [y,K, Hi] = 1.
By Lemma 7.3 and Proposition 1.1 (i),
[v,K. H. K] = [K. ,K. H| = [y,K, K. H] = [y,+:1K. H]
for r > [. Hence,

Vi+1K.H. K, K] = [y42K.H,K,--- K] = -+ = [y,K,H,K] = [y,+1K, H].
——— ———

m—1 m—2
Since y;+1K < K, it follows from Proposition 1.1 (i) and (iii) that

lyi+1K. H] < [K, H] = [H, K].

Thus,
(Ynt1K, H =y K, H K, ---, K| <[H, K, ---, K].
———— ——
m—1 m
However, [H, K, ---, K] = 1. This completes the proof of Theorem 7.12.
—————

m

7.4.2 The IA-Group of a Nilpotent Group

If G is a nilpotent group of class ¢, then we conclude from Corollary 1.1 and
Lemma 2.12 that Inn(G) is nilpotent of class ¢ — 1. We turn our attention to a certain
nilpotent subgroup of Aut(G) that contains Inn(G) and whose class is also ¢ — 1.
The material that appears in this section is based on [6] and Section 1.2 of [13].

Definition 7.4 An IA-automorphism of a group G is an automorphism of G that
induces the identity on the abelianization of G.

Thus, « is an JA-automorphism of G if and only if o belongs to the kernel of the
natural homomorphism

Aut(G) — Aut (G/y,G) .
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It is easy to show that the set of all JA-automorphisms of G is a subgroup of Aut(G).
This subgroup is called the IA-group of G and is denoted by IA(G). Hence,

IA(G) = {a € Aut(G) | g 'a(g) € y»G forall g € G}.

Clearly, IA(G) = 1 whenever G is abelian. Furthermore, IA(G) contains Inn(G).
For if ¢, € Inn(G), then

on(g) = &' = glg. I

for every g € G. Since [g, h] € G, ¢, € IA(G).

Our ultimate goal in this section is to prove that the [A-group of a finitely
generated torsion-free nilpotent group of class c is finitely generated torsion-free
nilpotent of class ¢ — 1. This is essentially a result due to P. Hall [6]. We begin by
proving a lemma which is the main ingredient in establishing that the JA-group of a
nilpotent group of class c is nilpotent of class ¢ — 1.

Lemma 7.4 Let H and K be subgroups of a group G such that [H, K| < y,H. Then
[y,-H, yjK] < vitjH foralli, j € N.

Proof We do “double induction.” Let j = 1. We prove that [y;H, K| < yi+1H

by induction on i. If i = 1, then the result holds by hypothesis. Assume that

[yi—1H, K] < y;H for i > 1. By the induction hypothesis and Proposition 1.1 (iii),
[yi-1H, K, H] < [y:H, H] = yit1H.

Furthermore,

(K, H, yi-1H] < [y2H, yi-1H] < yip1H

by hypothesis, Proposition 1.1 (i) and (iii), and Theorem 2.14 (i). Using
Lemma 2.18, we have

[viH, K] = [H, yi-1H, K] < yi+1H.
The basis of induction for j now follows.

The induction hypothesis for j is [y,H, yj_lK] < vitj—1H for all i. By
Proposition 1.1 (i),

[viH, K] = [viH. [K, yi-1K]] = [K. y-1K. v:H].
By Proposition 1.1 (iii) and the induction hypothesis on j, we have

[viH. K, yi-1K] < [yis1H, y-1K] < yirH
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and
[Vi—1K. viH, K] < [yiqj—1H, K| < yigiH.

Invoking Lemma 2.18 once again, we conclude that [y;H, y,K| < yiy;H. O

Theorem 7.13 For all j € N and any group G, the elements of y;IA(G) induce the
identity on each y;G/yi+;G. If G is nilpotent of class c, then IA(G) is nilpotent of
classc — 1.

In particular, /A(G) is abelian when G is nilpotent of class 2.
Proof To prove the first assertion, notice that if we choose x € G and ¢ € IA(G),
then
x, v] =x""x¥ € G
in Hol(G). Hence, [G, IA(G)] < y»,G, and by Lemma 7.4,

[7iG. ¥IA(G)] < yiy;G.

This means that the elements of y,JA(G) induce the identity on y,G/yi4+;G as
asserted.

Next, suppose that G is nilpotent of class ¢. We claim that JA(G) is nilpotent
of class ¢ — 1. Let @« € y.JA(G). By the previous result, o induces the identity
on y1G/Yc+1G. Since y1G/y.+1G = G, « is the identity automorphism and thus
Y.IA(G) = 1. By Corollary 2.3, IA(G) is nilpotent of class less than c. However,

IA(G) > Inn(G) = G/Z(G),

and G/Z(G) is of class ¢ — 1 by Lemma 2.12. Thus, IA(G) is of class ¢ — 1. O
Remark 7.5

(i) Theorem 7.13 implies that if G is a nilpotent group, then JA(G) is the stability
group of G relative to its lower central series.

(i) While Theorem 7.11 already implies that IA(G) is nilpotent whenever G is
nilpotent, Theorem 7.13 guarantees that the class of IA(G) is exactly one less
than the class of G.

If G is a torsion-free nilpotent group, then so is G/Z(G) by Corollary 2.22. Thus,
Inn(G) is also torsion-free nilpotent. The fact that every inner automorphism is an
IA-automorphism suggests that JA(G) may be torsion-free as well. This is indeed
the case.

Lemma 7.5 If G is a torsion-free nilpotent group, then IA(G) is torsion-free.

First, we prove an auxiliary result. Let 7 .G denote the isolator of y.G in G.
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Lemma 7.6 If G is a torsion-free nilpotent group of class c, theny .G is a central
subgroup of G and G/ .G is torsion-free.

Proof We first prove that ¥ .G is central in G. If g € y_G, then there exists m € N
such that g” € y.G. Since G is of class ¢, .G < Z(G), and thus g" € Z(G). By
Theorem 2.7 and Lemma 5.15, g € Z(G) as desired. To establish that G/ .G is
torsion-free, observe that t(G/y.G) = y.G/y.G and thus

G/v.G = (G/y.G)/t(G/y.G)

by the Third Isomorphism Theorem. The result immediately follows from Corol-
lary 2.15. O

We now prove Lemma 7.5 by induction on the class ¢ of G. If ¢ = 2, then IA(G)
is abelian by Theorem 7.13. Let ¢ € IA(G) and x € G. Then ¢(x) = xd, where
d € y»G. Suppose that ¢ = 1, where m > 0. Since G is of class 2, ¢ acts as the
identity on y,G by Theorem 7.13. Thus,

@"(x) = xd" = x,

and consequently, " = 1. Since y,G is torsion-free, d = 1. This completes the
basis of induction.

Assume that the JA-group of a torsion-free nilpotent group of class less than ¢
is always torsion-free. By Lemma 7.6, G/ .G is torsion-free nilpotent and clearly
of class less than c. The induction hypothesis gives that JA(G/y,.G) is torsion-free.
To prove that IA(G) is torsion-free, let ¢ € IA(G) and assume that ¢ = 1 where
m > 0. For g € G, let [g] denote the equivalence class of g in G/y,G. Consider the
natural homomorphism

¥ : IA(G) — IA(G/7.G) defined by x > ¥, where X([g]) = [x(g)].

Since ¢™ is the identity and /A (G/ 7L.G) is torsion-free, ¢ is the identity on G/7,.G.
Let x € G and write ¢(x) = xd, where d € y,G. Then

o)) = [p()] = [xd] = [x].

Hence, d € ¥.G. Since G is of class ¢, ¢ acts trivially on y.G by Theorem 7.13. We
claim that ¢ also acts trivially on y,.G. To see this, let y € y.G. There exists m € N
such that y" € y.G. Moreover, there exists y; € y,G such that ¢(y) = yy;. Hence,

V' =0(") =" = y)" =y"y'

since y is central by Lemma 7.6. And so, y{' = 1. Since G is torsion-free, y; = 1,
and thus ¢ acts trivially on y,G as claimed. This, together with ¢(x) = xd and
o™ =1, gives
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" (x) = xd™ = x.

Therefore, d" = 1, and consequently, d = 1. This completes the proof of
Lemma 7.5.

Lemma 7.7 If G is a finitely generated nilpotent group, then IA(G) is finitely
generated.

Proof The proof is done by induction on the class ¢ of G. If ¢ = 2, then IA(G) is
abelian by Theorem 7.13. Since G is finitely generated, so is y»G by Theorem 2.18.
A typical member of a generating set for JA(G) can be constructed as follows:
let X be a finite set of generators for G and Y a finite set of generators for y,G.
For every x € X and y € Y, construct the /A-automorphism that sends x to xy
and each remaining generator of G to itself. It is clear that the set of all such
IA-automorphisms generates IA(G). Since X and Y are finite, IA(G) is finitely
generated.

Assume that the JA-group of any finitely generated nilpotent group of class less
than c is finitely generated. Consider the natural homomorphism

¥ 1 IA(G) — IA(G/y.G) defined by x — X, where X([g]) = [x(g)]

and [g] now denotes the equivalence class of g in G/y.G. The kernel of y is the
subgroup

I. = {oz € IA(G) ) g 'a(g) € y.Gforall g € G}

of JIA(G), and it is finitely generated. This can be established by an analogous
construction as before, where Y is taken to be a finite generating set for y.G. By
the induction hypothesis, IA(G/ yCG) is finitely generated. Thus, the image of v,
being a subgroup of a finitely generated nilpotent group, is also finitely generated
by Theorem 2.18, as well as isomorphic to IA(G)/I.. Since IA(G) is an extension of
a finitely generated group by another, it must be finitely generated. O

Theorem 7.13, together with Lemmas 7.5 and 7.7, gives:

Theorem 7.14 If G is a finitely generated torsion-free nilpotent group of class c,
then IA(G) is finitely generated, torsion-free nilpotent of class ¢ — 1.

Using basic sequences and the commutator calculus, M. Zyman [13] has shown
that if G is a finitely generated nilpotent group such that y,G is abelian, then
IA(G),) = (IA(G))p, where p is any prime and G, and (IA(G))p denote the p-
localizations of G and IA(G) respectively. A group G for which y,G is abelian is
termed metabelian.
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7.5 The Frattini and Fitting Subgroups

Two subgroups which provide useful information about the structure of a group are
the Frattini and Fitting subgroups. In this section, we give a brief overview of the
properties of these subgroups and describe their connection to nilpotent groups.

7.5.1 The Frattini Subgroup

Definition 7.5 Let G be any group. The Frattini subgroup of G, denoted by @(G),
is the intersection of all of the maximal subgroups of G.

By convention, ®(G) = G if G has no maximal subgroups. Thus, ®(Q) = Q
and <1§(Zpoo) = Zp. Clearly, the Frattini subgroup of a group is characteristic
since every group automorphism maps maximal subgroups to maximal subgroups.

Example 7.1 We give the Frattini subgroup of certain groups.

1. For each prime p, the subgroup gp(p) of Z is maximal. Thus, @(Z) = {0}.
2. If pis aprime and G = gp(g) is a cyclic group of order p?, then ®(G) = gp(g”).
3. @(S3) = {e}. To see this, notice that the distinct subgroups

H=gp((1 2)) and K =gp((1 2 3))

of S5 each have prime index in S3. Thus, H and K are maximal subgroups.
Therefore, @(S3) is a subgroup of H N K = {e}.

4. This example appears in [8]. Let p be a prime and let U;, be the subgroup of
UT,(Z) consisting of all matrices A = (a;;) whose superdiagonal entries a; ;41
are contained in (p) fori =1, 2, ..., n— 1. Then Uj, is maximal in UT,(Z).
Since the intersection of all Uj, lies in UT2(Z), we have ®(UT,(Z)) < UT*(Z).

Another way to define the Frattini subgroup of a group is in terms of its set of
non-generators.

Definition 7.6 Let G be a group. An element g € G is called a non-generator of G
if G = gp(g, X) implies that G = gp(X) whenever X C G.

Thus, the set of non-generators of a group are precisely the elements that can be
excluded from any generating set.

Theorem 7.15 (G. Frattini) If G is any group, then ®@(G) is the set of all non-
generating elements of G.

The proof uses the next lemma.

Lemma 7.8 Let G be any group and suppose that H < G with g € G ~ H. There
exists a subgroup K < G which is maximal in G with respect to the properties
H<Kandg ¢ K.
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Proof Let R = {J < G| H < J and g ¢ J}. Clearly, R # 0 since H € R.
Furthermore, R is partially ordered by inclusion and the union of any chain in R is
again in R. By Zorn’s lemma, R has a maximal element. O

We now prove Theorem 7.15. Let g € @(G). We prove by contradiction that g is
a non-generating element. Assume that there exists X C G such that G = gp(g, X),
but G # gp(X). Clearly, g ¢ gp(X). By Lemma 7.8, there exists a subgroup M of
G which is maximal in G with respect to the properties gp(X) < M and g ¢ M. If
M < H < G for some H, then g € H. Consequently, H = G. Hence, M is maximal
in G. This implies that g € &(G) < M, which is a contradiction.

Conversely, let g be a non-generator of G. We prove by contradiction that g €
@(G). Suppose on the contrary, that g ¢ @(G). There exists a maximal subgroup
M of G for which g ¢ M. Hence, M # gp(g, M), and thus G = gp(g, M) by
the maximality of M in G. Since g is a non-generator of G, we have G = M, a
contradiction. This completes the proof of Theorem 7.15.

The next two corollaries are immediate.

Corollary 7.5 If G is a finitely generated group and G = H®(G) for some H < G,
then G = H.

Corollary 7.6 If G is any group and ®(G) is finitely generated, then the only
subgroup H of G such that G = H®(G) is H = G.

Lemma 7.9 Let G be any group and suppose that H is a finitely generated subgroup
of G.If N < Gand N < ®(H), then N < &(G).

Proof Assume on the contrary, that N is not a subgroup of @(G). There exists a
maximal subgroup M of G that does not contain N as a subgroup and thus, satisfies
G = MN. Hence,

H=HNG=HnN (MN) = (HNM)N.

Since N < ®(H), we have H = (H N M)®(H). By Corollary 7.5, H = HN M, and
thus H < M. However, H contains N. And so, N < M, a contradiction. a

Corollary 7.7 If G is any group and H is a finitely generated normal subgroup of
G, then ®(H) < @(G).

Proof By Lemma 1.8, @(H) < G because @(H) is characteristic in H and H < G.
Put N = @(H) in Lemma 7.9. O

The next two lemmas deal with the Frattini subgroup of a direct product. We give
the proofs which appear in [3].

Lemma 7.10 IfG = H X K, then ®(G) < ®(H) x ®(K).

Proof If M is a maximal subgroup of H, then M x K is a maximal subgroup of
H x K. Hence, ®(G) < ®(H) x K. Similarly, ®(G) < H x ®(K). Therefore,

?(G) = (P2(H) x K) N (H x ¢(K)) = P(H) x P(K),

as desired. O
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Lemma 7.11 If G is a finitely generated group where G = H X K for some
subgroups H and K of G, then ®(G) = ®(H) x ®(K).

Proof Clearly, H and K are finitely generated and normal in G since G is finitely
generated and G = H x K. Thus, ®(H) < &(G) and @(K) < &(G) by
Corollary 7.7. It follows that @(G) > ®(H) x @(K). Lemma 7.10 takes care of
the reverse inclusion. O

Lemma 7.12 Let G be any group and N < G. If N < &(G), then N is normal in G
and ®(G/N) = ®(G)/N.

Proof Since @(G) is characteristic in G and N < &(G), N must be normal in G.
Furthermore, N < @&(G) implies that N is contained in every maximal subgroup
of G. If gN € ®(G/N), then gN € M/N for every maximal subgroup M/N in
G/N. Thus, for each maximal subgroup M in G, there exists ,, € M such that
gN = h,N; that is, gh ! € N. It follows that gN € ®(G)/N. We reverse the above

m

steps to conclude that @(G)/N < ®(G/N). |

Theorem 7.16 Let G be a finite group. If H is a normal subgroup of G containing
@(G) and H/D(G) is nilpotent, then H is nilpotent.

In particular, if G is finite and G/®(G) is nilpotent, then G is nilpotent.

Proof In light of Theorem 2.13, it is enough to prove that the Sylow subgroups
of H are normal. Let P be a Sylow p-subgroup of H. Since @(G) is contained in
H by hypothesis, ®(G) < H. By Lemma 2.16 (ii), P®(G)/P(G) is a Sylow p-
subgroup of H/®(G). Since H/®(G) is nilpotent, its Sylow p-subgroups are normal
by Theorem 2.13. Thus, PP(G)/P(G) < H/P(G). Furthermore, PP(G)/P(G) is
characteristic in H/®(G). This is due to the fact that normal Sylow p-subgroups
are unique by Corollary 2.8 and every automorphism maps a subgroup of a given
order into a subgroup of the same order. Since H/®(G) < G/P(G), it follows that
P®(G)/P(G) < G/P(G), and thus PP (G) < G.

Now, P is a Sylow p-subgroup of P@(G) because it is a Sylow p-subgroup of H.
Since PO (G) < G, Lemma 2.17 gives Ng(P)P®(G) = G. However, P < Ng(P),
and thus Ng(P)®(G) = G. By Theorem 7.15, Ng(P) = G. Therefore, P < G, and
consequently, P < H. O

Setting H = @(G) in Theorem 7.16 gives:
Corollary 7.8 (G. Frattini) [f G is a finite group, then ®@(G) is nilpotent.

Remark 7.6 1f G is infinite, then @(G) need not be nilpotent. Consider, for instance,
the wreath product G = Z,o0 2 Zyoo. By Remark 2.8, G is an infinite non-nilpotent
group. Since G has no maximal subgroups, it coincides with its Frattini subgroup as
we noted after Definition 7.5. Thus, @(G) is not nilpotent.

Theorem 7.17 (W. Gaschiitz) If G is a finite group, then y,G N Z(G) < &(G).

Proof 1t is enough to prove that y,G N Z(G) is contained in each maximal subgroup
of G. If M is a maximal subgroup of G, then either Z(G) < M or G = MZ(G). If
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it is the case that Z(G) < M, then it is clear that y,G N Z(G) < M. If, on the other
hand, G = MZ(G), then M < G and G/M is abelian. By Lemma 1.6, y,G < M.
Hence, y,G N Z(G) < M. O

We now turn our attention to the Frattini subgroup of nilpotent groups. We prove
an important result which states that the commutator subgroup of a nilpotent group
G is a set of non-generating elements of G.

Theorem 7.18 (K. A. Hirsch) Let G be a nilpotent group. If H < G and Hy,G =
G, then H = G.

Proof The proof is done by induction on the class ¢ of G. If ¢ = 1, then G =1
and the result is immediate.

Suppose that the result holds for all nilpotent groups of class less than ¢, and
consider the natural homomorphism ¥ : G — G/y.G. By Lemma 2.8, G/y.G is
nilpotent of class ¢ — 1. If Hy,G = G, then Y(H)Y¥(y.G) = ¥(G) holds in G/y.G.
By Lemma 2.5, ¥(y2.G) = y,¥(G). Thus, ¥ (H) = ¥(G) = G/y.(G) by induction;
that is, Hy.G = G. Using the commutator calculus and the fact that y.G < Z(G),
we have

v»G = [Hy.G, Hy.G]

= [H, H][H, y.G][y.G, H][y.G, y.G]

Therefore, y,G = y,H < H, and thus H = G. a
Corollary 7.9 If G is a nilpotent group, then y,G < ®(G).
Proof This is immediate from Theorems 7.15 and 7.18. O

Remark 7.7 By Theorem 7.6, y,UT,(Z) = UT>(Z). Thus, ®(UT,(Z)) = UT2(Z)
by Example 7.1 and Corollary 7.9.

Corollary 7.10 Let G be a nilpotent group and X C G. If  : G — Ab(G) is the
natural homomorphism, then G = gp(X) if and only if Ab(G) = gp(¥(X)).

Proof Suppose that Ab(G) = gp(¥(X)), and let H = gp(X). Then G = Hy,G, and
thus G = H = gp(X) by Theorem 7.18. The converse is obvious. O

Corollary 7.11 Let G and H be nilpotent groups. If ¢ : G — H is a homomor-
phism, then ¢ is surjective if and only if ¢ : Ab(G) — Ab(H) is surjective.

Proof Assume that @ is surjective and let 4 € H. There exists an element gy»G in
Ab(G) such that

9(g72G) = ¢(g)y2H = hy,H.

Hence, h € ¢(G)y,H, and thus H = ¢(G)y,H. By Theorem 7.18, H = ¢(G). The
converse is clear. O
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For finite groups, the converse of Corollary 7.9 holds.

Theorem 7.19 (H. Wielandt) If G is a finite group and y,G < ®(G), then G is
nilpotent.

Proof If y,G < ®(G), then y,G < M for every maximal subgroup M of G. By
Lemma 1.6, each M is normal in G. Thus, G is nilpotent by Theorem 2.13. O

For any prime p, the quotient of a finite p-group by its Frattini subgroup has a nice
structure. It is always abelian and each of its elements has order p. This motivates
the next definition.

Definition 7.7 Let p be a prime. A group G is called an elementary abelian p-group
if it is abelian and every element of G has order p.

Clearly, every finite elementary abelian p-group is isomorphic to a direct product
of n copies of Z, for some n < 0o. Moreover, the Frattini subgroup of such a group
is always trivial.

Lemma 7.13 If G is a finite elementary abelian p-group, then ®(G) = 1.

Proof Suppose that G is a direct product of n copies of Z,. The subgroup

Gi = {(glv <oy 8i—ls 1’ 8it+1s + -1 gn) |gj EZ[?}

is maximal in G, and N!_;G; = 1. Hence, @(G) < 1. O

Lemma 7.14 If G is a finite p-group and H < G, then @(G) < H if and only if
H < G and G/H is an elementary abelian p-group.

Proof Suppose that H < G and G/H is an elementary abelian p-group. Then
®(G/H) = H by Lemma 7.13. Thus, @(G) < H by Lemma 7.12.

Conversely, suppose that @(G) < H. By Corollary 7.9, y,G < &(G). Thus,
H < G and G/H is abelian by Lemma 1.6. Suppose that g € G, and let M be
any maximal proper subgroup of G. By Theorems 2.3 and 2.13 (iv), M < G.
Furthermore, (gM)? = M because |G/M| = p. Hence, g € M, and thus g”
lies in all maximal proper subgroups of G. Therefore, g’ € @(G) and G/H is an
elementary abelian p-group since @(G) < H. O

Setting H = @(G) in Lemma 7.14 proves our earlier remark:

Lemma 7.15 If G is a finite p-group, then G/®(G) is an elementary abelian p-
group.
Lemma 7.16 If G is a finite p-group, then

D(G) = GP’y,G = gp(d, |b, c]|a, b, c €G).

Hence, N = @(G) is the smallest normal subgroup of a finite p-group G such
that G/N is an elementary abelian p-group.
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Proof Since G is a finite p-group, G/®(G) is elementary abelian by Lemma 7.15.
It follows from this and Lemma 1.6 (ii) that g’ € &(G) for all g € G, and y,G <
@(G). Therefore, G’y,G < @(G).

We establish the reverse inclusion. By Lemma 1.6 (i), G/GPy,G is abelian. Since
GP < GPy,G, the factor group G/GPy,G is a finite elementary abelian p-group. By
the previous observation, G’y,G < ®@(G). Thus,

P(G/G'nG) = P(G)/G’y:G = GG

by Lemmas 7.12 and 7.13. And so, G*y,G > ®(G). O

By Lemma 7.15, the quotient G/®(G) can be viewed as a vector space over [,
the finite field containing p elements. Furthermore, any set of group generators for
G/®(G) is also a spanning set of G/®(G) as a vector space over F),.

Theorem 7.20 (Burnside’s Basis Theorem) Let G be a finite p-group. Consider
G = G/P(G) to be a vector space over F,,, and suppose that [G : ®(G)] = Pt

(i) The dimension of G over F,isd.

(ii) If G = gp(g1, ..., g), then k > d. More generally, G = gp(g1, ..., &) if
and only if G = span{g,®(G), ..., gi®(G)}.

(iii) G can be generated by exactly d elements. Furthermore, the set {g1, ..., g4}
generates G if and only if the set {g1®(G), ..., ga®(G)} is a basis for G
over IF,.

Proof

(i) The dimension of a vector space over IF,, is d if and only if it contains precisely
p? elements.

(ii) Since G = gp(gi, ..., gk). the vectors g, ®(G), ..., g®(G) span G. By (i),
the dimension of G over F,isd. And so, k > d.

If G = span{g®(G), ..., g«®(G)}, then G = gp(g1, ..., g, P(G)).By
Theorem 7.15, G = gp(g1, ..., &k).

(iii) If G = gp(g1, ..., ga), then G is spanned by g,@(G), ..., g4®(G) by
(ii). Since G/®(G) has dimension d by (i), the vectors g, ®(G), ..., g4P(G)
are linearly independent. Thus, {g;®(G), ..., gs®(G)} is a basis for G. The
converse follows from (ii). O

Lemma 7.17 If G is a finite nilpotent group, then G/®(G) is a direct product of
elementary abelian p-groups.

Proof Let P; denote the Sylow p;-subgroup of G fori =1, ..., k. Since G is finite
and nilpotent, G = P; X --- X P; by Theorem 2.13. Thus,

G ~ P1 X--'XPk _ P1 % % Pk
&(G) — PPy x--xPr)  DP(Py) D(Py)’

where the last equality follows from Lemma 7.11. Since each P; is a finite p;-group,
each factor group P;/®(P;) is an elementary abelian p;-group by Lemma 7.15. O
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7.5.2 The Fitting Subgroup

Definition 7.8 The Fitting subgroup of a group G, denoted by Fit(G), is the
subgroup of G generated by all of the normal nilpotent subgroups of G.

Clearly, Fit(G) is a characteristic subgroup of G, and thus Fit(G) < G.
Lemma 7.18 If G is a finite group, then Fit(G) is the nilpotent radical of G.
Proof The result follows at once from Theorem 2.11. O

Remark 7.8 1f G is an infinite group, then Fit(G) is not necessarily nilpotent. For
example, choose any prime p, and let A be a countably infinite elementary abelian
p-group. One can show that the group G = Z, ¢ A is not nilpotent and G = Fit(G).
See pp. 3—4 in [10] for details.

Lemma 7.19 If G is a nontrivial finite group, then the centralizer of Fit(G) in G
contains every minimal normal subgroup of G.

Proof Set F = Fit(G), and let N be a minimal normal subgroup of G. There are
two cases to consider.

e If N is not a subgroup of F, then F N N = 1 because F'N N is a proper subgroup
of Nand FNN < G. By Theorem 1.4, [F, N] = 1. And so, N < Cg(F).

e If N < F, then there is a minimal normal subgroup M of F with M < N. By The-
orem 2.29 and Lemma 7.18, we have M < Z(F). Hence, Z(F) N N # 1. However,
Z(F) 4G, and thus Z(F) NN < G. Consequently, Z(F) NN = N because N is a
minimal normal subgroup of G. Therefore, N <Z(F) < Cg(F). O

Another description of Fiz(G) for a finite group G is in terms of its chief factors.

Theorem 7.21 If G is a finite group, then Fit(G) is the intersection of the
centralizers of the chief factors of G.

Proof We adopt the proof from [12]. Set F = Fit(G), and let
l=G<G =G, =G

be a chief series of G. Set

n—1

I= ﬂ C6(Git1/Gy).
i=0

(The notation used above can be found in Definition 5.6.) It is clear that I < G.
Furthermore, [G;+1, I] < G; foreachi = 0, 1, ..., n — 1. Consequently, / is
nilpotent and thus, I < F.

To show that F <1, we prove that F < C5(G;+1/G;) foreachi =0, 1,...,n—1.
Consider the factor group FG;/G; < G/G;. Clearly, FG;/G; is normal in G/G;
and F N G; < F. By the Second Isomorphism Theorem, FG;/G; = F/(F N G;).
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Since F is nilpotent by Lemma 7.18, FG;/G; is a normal nilpotent subgroup of
G/G; by Corollary 2.5. Hence, FG;/G; < Fit(G/G;). Now, G;+1/G; is a minimal
normal subgroup of G/G; by Lemma 2.23. According to Lemma 7.19, it follows
that Fit(G/G;) must centralize G;11/G;. This means that

FGi/G; < C6/6,(Git+1/Gi),

or equivalently, F < Cs(Gi+1/G)). O
We record a couple of properties of the Fitting subgroup of a finite group.
Proposition 7.2 Let G be a finite group.

(i) IfH < G, then H N Fit(G) = Fit(H).
(ii) IfK < Z(G), then Fit(G/K) = Fit(G)/K.

Proof

(1) By Lemma 1.8, Fit(H) is a normal subgroup of G because it is characteristic
in H. Since Fit(H) is also nilpotent by Lemma 7.18, Fit(H) < H N Fit(G).
Furthermore, H N Fit(G) < H because Fit(G) < G. Since H N Fit(G) is
nilpotent, we have H N Fit(G) < Fit(H). Hence, H N Fit(G) = Fit(H).

(i) Set M/K = Fit(G/K). We claim that M = Fit(G). By Lemma 7.18, M/K
is nilpotent. Thus, M is nilpotent by Theorem 2.6 because K is central in M.
Moreover, M < G since M/K is characteristic, hence normal, in G/K. Thus,
M < Fit(G). Now, since Fit(G) is nilpotent and K < Fit(G), it must be the case
that Fit(G)/K is nilpotent. Since Fit(G)/K is normal in G/K, we have

Fit(G)/K < Fit(G/K) = M/K.

Consequently, Fit(G) < M, and thus M = Fit(G). O

There are natural connections between the Fitting and Frattini subgroups. We
state two of them in our last theorem.

Theorem 7.22 (W. Gaschiitz) If G is a finite group, then ®(G) < Fit(G) and
Fit(G/®(G)) = Fit(G)/ ®(G).

Proof The fact that @(G) < Fit(G) is immediate from Corollary 7.8. We prove
the second assertion. Clearly, Fit(G)/®(G) < Fit(G/®(G)) since Fit(G)/P(G) is a
normal nilpotent subgroup of G/®(G). Suppose that H/®(G) is a normal nilpotent
subgroup of G/®(G). Then H is a normal nilpotent subgroup of G by Theorem 7.16.
Consequently, H < Fit(G), and thus Fit(G/®(G)) < Fit(G)/®(G). Therefore,
Fit(G/®(G)) = Fit(G)/ ®(G). |
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